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Chapter 1
Architecture Choice of a Robotic Hand
for Deep-Sea Exploration Based
on the Expert Gestures Movements
Analysis

C. Mizera, M. A. Laribi, D. Degez, J. P. Gazeau, P. Vulliez and S. Zeghloul

Abstract In this paper, a method to choose the hand architecture of an end effector
used for deep-sea exploration will be presented. This method is based on the study
of the movements of an archeologist and on the analysis of its recorded gestures.
These observations allow an objective description of the archaeologist tasks, which
are for the most part specific to this activity. From this preliminary study and from
several criteria based on the fingertips workspace and on the quality of grasps, the
hand architecture has been defined. To sum up the study of the archeologist gesture,
a new taxonomy specific to this activity was established.

Keywords Design · Robotic hand · Motion capture · Submarine · Archaeology

1.1 Introduction

Human hand specificity is the ability to perform a wide range of grasps with objects
of different dimensions, masses, shapes and fragilities. Adaptability and human hand
dexterity are the main reasons why robotic grippers try to imitate our hands. Human
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grasp has been studied before to have a better understanding of the interaction
between objects and hand [1, 2]. This would allow the design of more effective
robotic hand that would reproduce human grasp with more precision. The study [3]
showed that some grasps are predominant for some activities while not used at all
for others. Consequently, an end effector adapted for a specific task or set of tasks
will not suit another.

In this paper, wewill investigate the geometric design of a robotic hand that would
be used for submarine archaeology. For that purpose,wewill observe and analyses the
gestures of an archaeological expert. Indeed, submarine exploration require specific
gestures to extract carefully fragile objects.

Few grippers of different shapes and dexterity level have been designed before for
this specific activity. Previous subsea end effectors were quite perfunctory, with only
two degrees of freedom like a simple grip, like for example the ORIONmanipulators
or the AMADEUS hand [4], and consequently unsuitable for the manipulation of
objects of different shape and fragility. More recent end effectors were made for that
purpose, like the HEU Hand [5], the Ocean One hand [6] or the Bologna University
hand [7]. These hands are more adaptable to different shapes of objects. Yet, they
only have three fingers, with only 2 DOF each for the Bologna University and the
Ocean One hand; and with 3 DOF each for the HEU hand. Consequently, they cannot
reproduce accurately the delicate andvarious gestures of the archaeologist.Moreover,
due to their restricted dimension, Ocean One and HEU hands can only grasps small
objects. Bologna University hand is able to grasp both small and large objects, but it
is quite bulky. Only the Bologna University hand have sensors giving an information
on the contact forces, which is necessary not to damage fragile objects. Last, these
hands are not made to go beyond a 100 m depth.

The paper is organized as follows: Sect. 1.2 presents the analysis of the task made
from the recording and the study of the archaeologist gesture. Section 1.3 presents
the choice of the hand architecture of the hand, based on the conclusions of Sect. 1.2.
Criteria will be defined to evaluate the hand workspace and the quality of the grasp
of spherical and prismatic objects. Conclusions and perspectives are presented at the
end of the paper.

1.2 Analysis of the Archaeologist Gesture

1.2.1 Recording of the Motions

In order to have a better understanding of the submarine archaeology, and to design a
robotic hand that would suit this activity, we proceeded to the analysis of the expert’s
gestures. To do this, we simulated an archaeological site by hiding selected objects
in the sand (Fig. 1.1). The objects match the different categories of artefacts we may
find on a wreck, and all of them require specific gesture and precaution. Based on
the expertise of the archaeologist diver, we selected very small and light objects like
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Fig. 1.1 Experimental site

Fig. 1.2 Position of the markers on the hand

ceramic fragments or bullets, containers, broken ceramic object, bulky and heavy
object. We also disposed very fragile objects like what may be found undersea,
damaged by time and water.

Motion capture systemwas used to record the expert gesture.Weused ten cameras,
MXT40, that record themarker coordinates at a frequency of 100Hz. Passivemarkers
are placed on the hand and the arm of the archeologist, as depicted on Fig. 1.2. A
model composed by 23 markers is considered.

The placement of the markers allows the recording of every motions of flex-
ion/extension and abduction/adduction of the fingers.
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Each finger can produce a movement of flexion at the level of the distal interpha-
langeal (DIP) joint, the proximal interphalangeal (PIP) joint and the metacarpopha-
langeal (MCP) joint. These joints are represented on Fig. 1.2.

1.2.2 Obtained Results

The conductedmotion capture study and the observation of the expert gestures lead to
identify twomain purposes of the hand in the submarine archaeology context. Firstly,
the hand can be used as a gripper, to grasp tools or underwater objects. Secondly, the
hand can be used directly as a tool, to search through the sand or to clear objects.

The workspace of the hand was identified, by computing all the points swept by
the extremity of the fingers for each task. The flexion angle as well as the joint speed
was computed for each joint on the hand.

1.2.2.1 Hand Used as a Tool

In these examples, the hand itself is used to perform the action. These observed
gestures are quite specifics to submarine archeology.

Observed gestures

Sweeping: As a layer of sediments often hides the objects, it is necessary for the
archeologist to clear the area in order to bring out objects and facilitate access. The
sweeping consists in slowly passing the hand over an object to remove the sand
covering it. This action is made without contact, thanks to the water movement. It’s
important to notice that the expert does not use its thumb during this gesture.
Scratching:When the sweeping is not enough to bring out entirely the desired object,
the expert have to scratch delicately the sand around it for the artifact to be completely
clear. The action of scratching is made with 1, 2, 3 or 4 fingers depending on the
amount of sediment that need to be removed, and on the estimated fragility of the
object. The thumb is not used for this gesture.
Shoveling: For shoveling action, the hand is put in flat configuration and slides under
the object to lift it without damaging. For that purpose, fingers have to push the sand
stuck under the objects.

Observations

For each of these actions we notified that:

• The thumb is barely used. It follows passively the other fingers most of the time.
• The flexion movements of the four fingers (index finger, middle finger, ring finger
and pinky finger) are almost identical. Nonetheless, the expert do not use its pinky
finger every time.



1 Architecture Choice of a Robotic Hand for Deep-Sea Exploration … 5

Fig. 1.3 Evolution of the joint configuration of the hand during the scratching gesture

Fig. 1.4 Range of abduction
of the fingers

• The MCP flexion as well as the PIP flexion are coupled. The coupling is approxi-
mately the same for the four fingers; but the coupling value is different and depend
on each action.

Scratching movement as well as sweeping movement do not request abduc-
tion/adduction movements of the four fingers (index, middle, ring and pinky). Exam-
ple of angles evolution during scratching movement are depicted on Figs. 1.3 and
1.4.

By looking at the joint velocity variations, we noticed that the movements are
slow. For the scratching and the swiping, the movements of flexion are composed
of regular cycles: mean cycle of 750 ms for the scratching gesture and mean cycle
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Table 1.1 Maximal
rotational speed recorded

Joint Maximum rotational speed recorded (°/s)

MCP 204

PIP 192

of 320 ms for the sweeping gesture. The maximum rotational speed recorded are
presented in Table 1.1.

1.2.2.2 Hand Used to Grasp Objects

The hand grasps two categories of objects: the archaeologic artefacts and a wide
variety of tools. The gesture realized to grasp tools are well documented in the
literature, like in Feix taxonomy [2]. Among them, we can find large tools used in
power grasp like hammers or trowel; delicate tools like scalpels or brush in precision
grasp; clamp used to seize tiny parts.

These tools are grasped by the handle, which can have various sizes and shapes.
We will have the possibility to adapt the shape of the handle of the tools to facilitate
the grasping.

Archaeological artefact needs precautions to be lifted. In the next, an atlas of
different artefact categories is presented.

Categories of objects

Very small objects: The small objects and the fragments are grasped with fingertips,
between two or three fingers. It is a precision grasp.
Fragile objects: The very fragile objects, which can disintegrate in the slightest con-
tact, are not directly grasped in the hand. It is necessary to slide a box under the object
to bring it to the surface still surrounded with sediments. This operation can be made
with one or two hands, knowing that the contents of the box can be heavy because we
keep the sand surrounding the object. During the grasp, fingers are placed stretched
out under the box and the thumb in opposition locks the grip.
Dislocated objects: The objects likely to come apart, like brush of brooms, are seized
compressed between two hands. It is important to cover the largest area possible
with the hand, and the fingers are widely spaced in order to secure the grip to the
maximum and avoid losing pieces.
Bulky objects: The very heavy or voluminous objects are takenwith two hands. Their
geometry is very variable. According to their shape and to their fragility, they can
either be grabbed from below, with flat hands acting as support, or by sides with
hands in opposition. Some of these grips will be achievable with only one larger
hand.
Others: The other artefacts, which are the majority, are grabbed inside the palm. For
that, there are two possibilities. The hand slides under the object (see the shoveling
action) and the fingers deploy around the surface and conform to its shape. The thumb
may then be deployed in opposition to secure the grasp. The other scenario is that
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Fig. 1.5 Evolution of the joint configuration during the grasp of an object

the object is seized by the fingertips and then placed inside the palm thanks to a wrist
rotation. The objects can be roughly divided in three categories, according to their
shapes: spheres, prism and cylinders.

Observations

For each of these gestures we notified that:

• The movement of the wrist is very important to place the hand in relation with the
object, and to dispose the object in the palm.

• The flexion of the four fingers (index, middle, ring and pinky finger) are synchro-
nized.

• The MCP flexion and the IPP flexion are coupled, but the coupling value depends
on the action.

For example on Fig. 1.5, we can observe the angular variation of the different
joints before the actual grasp of the object, on the left of the red line, and when the
grasp is effective on the right. We can also observe on this figure that the thumb joint
makes important movements to secure the grasp. In most of the grasping motion
observed, the thumb is very mobile.

There is few motion of abduction/adduction for the other four fingers during the
grasp of the same object type. Nonetheless when switching from an object type to
another, the angle of abduction varies significantly.

We observed that the coupling ratio between the PIP flexion and the DIP flexion
varies according to the objects being grasped. This ratio does not vary much during
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Fig. 1.6 Coupling ratio between the PIP and the DIP flexion

a same gesture. On Fig. 1.6, we can notice the coupling ratio during the grasp of
different objects: a marble, a small ball, a plate, a prismatic box, a bottle and a large
bowl.

1.2.3 Data Analysis

The total fingertipsworkspace observed, for several gestures is represented onFig. 1.7
relative to the coordinate system represented next to it. The points correspond to the
different positions of the fingertips during several gestures: sweeping, scratching,
grasping a small object with the fingertips and grasping a larger object in the palm.
All these points form the setWA that represent the archeologist workspace. It could
be contained in half a sphere of 100 mm radius represented on Fig. 1.7 in black.
The workspace center is situated 100 mm under the palm, centered relatively to the
y-axis with an offset toward the fingertips relatively to the x-axis.

The Table 1.2 gives the total angular range for all recorded motion. The angles of
abduction-adduction are measured between the grey line and the line perpendicular
to the red line as shown on the figure on Table 1.2.

The analysis of gesture leads to the following conclusions that will be important
for the hand design:

• The hand needs to have at least four fingers: three fingers on a side of the hand,
and one opposable thumb. Indeed, to lift an object in a flat hand, it is necessary to
maximize the contact surface between the hand and the object.

• Different actions are observed through the motion captures, from grasping fragile
objects to scratching the sand: the three fingers (index, middle and ring fingers)
act always simultaneously.

• It is necessary to have an opposable thumb to perform an efficient grasp. Through
the observation of the workspace of the thumb’s extremity during the different
grasping phases, its movement is preponderant. The observation of the hand’s
workspace during several movements shows that the thumb should have a wide
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Fig. 1.7 Total workspace of the archaeologist fingertips

Table 1.2 Total angular range

Thumb
(°)

Index
finger
(°)

Middle
finger
(°)

Ring
finger
(°)

Pinky
finger
(°)

MCP flexion 31–68 1–38 7–47 12–62 3–60

Reference lines

PIP + DIP flexion 2–58 8–62 9–91 2–66 0–83

Abduction/Adduction −31
to 3

−32
to 3

40–81 −30
to 7

−28
to 4

workspace. It should also be able to be in direct opposition with each of the
three other fingers. This result was also discussed by Kapandji and led to the
Kapandji test [8]. Consequently, the thumb will be able to proceed to a movement
of abduction/adduction in addition to the MCP flexion.

• A small amplitude movement of abduction/adduction for the index, middle, ring
and pinky fingers during a given gesture of the hand used as a tool or for grasping.

• The angle of abduction-adduction varies widely from a grasping configuration
to another. For example, the abduction-adduction angle is much wider for large
objects grasps than for small fragments.

• As the contact surface between the fingers and the object is maximized for the
grasps (except for the fingertips grasp of the smallest objects), it is better to have
at least three phalanges for the finger to conform to the objects shapes.
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Based on this analysis, we built a taxonomy of the submarine archaeology activity
is presented in annex. All gestures presented above are illustrated in this taxonomy.

1.3 Choice of the Hand Architecture

The hand architecture definition consists in this preliminary study in defining the
configuration of fingers and thumb on the palm. This definition is based on the
evaluation of the workspace of the archeologist hand and on the stability of the
object.

Regarding the previous observations, several hand geometries seem to suit the
archeologist work with different placements of the thumb, as shown in the Table 1.3.
The only joints represented are the one leading to the abduction/adduction motion,
and the MCP flexion of the thumb.

Due to the compactness problem and the difficult environmental conditions under-
water, the under-actuation is one of the most important constraint to comply.

In order to select the best geometry able to perform the archeologist work an
evaluation procedure based on two criterions is proposed. The first criterion concerns
the total workspace of the hand, and the second one concerns the ability of the hand
to ensure stable grasps.

Table 1.3 Schemes of the possible hand architectures

Anthropomorphic (1) Opposite thumb (2) Thumb on the palm (3)
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1.3.1 Total Workspace of the Hand

In this section, the fingertips workspace for each of the 3 investigated hand geometry
has been drawn and evaluated. All hand are considered with the same fingers length,
palm dimension and joints limits.

The dimensions as well as the joint limits of the considered robotic hand, whose
workspace and grasp quality are computed, are summarized up in Table 1.4. The
choice of these dimensions was based on a precedent work of the team [9], with a
1.5 factor.

To evaluate the workspaces, we compare them to the discretized workspace of the
archeologist hand obtained bymotion capture, notedWA and represented on Fig. 1.7.
It is composed of approximatively 20000 points.

WA is the set of points Pa reached by the archeologist.

Pa(i) ∈ W A, i = 1, . . . , n, n ∼ 20000 (1.1)

WH is the set of points Ph reachable by the robotic hand. We create this set by
calculating the coordinates of the fingertips of the robotic hand. These coordinate
are obtained by sweeping, every 5 degrees, all the possible combinations of angular
position of the fingers, within the joints limits presented in Table 1.3. We get a set
composed of approximatively 25000 points.

Ph(i) ∈ WH, i = 1, . . . ,m, m ∼ 25000 (1.2)

With,

Ph(i) = f
(
q1i , q2i , q3i , θi , q1pi , q2pi , q3pi , θpi

)
for i = 1, . . . ,m, m ∼ 25000

(1.3)

and, q1i , q2i , q3i , θi , q1pi , q2pi , q3pi , θpi the angular parameters of the hand depicted
on Fig. 1.10.

One notes that the fingers 1, 2 and 3 are coupled and have consequently the same
MCP flexion angle q1, PIP flexion angle q2 and DIP flexion angle q3.

The parameter r is defined as a covering ratio and computed as follows.

r =
∑n

1 Ci

n
WithCi =

{
1 i f Pa(i) ∈ WH
0 i f Pa(i) /∈ WH

(1.4)

Table 1.4 Dimensions and joint limits
a
(mm)

L1 =
L1p
(mm)

L2 =
L2p
(mm)

L3 =
L3p
(mm)

Labd
(mm)

θc(◦) q1(◦) q2(◦) q1p (◦) q2p (◦) θ(◦) θp (◦)

35 75 52.5 30 20 45 [0, 90] [0, 90] [0, 90] [0, 90] [0, 90] [−40, 40]
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Table 1.5 Workspaces of the fingers

Anthropomorphic (1) Opposite thumb (2) On the palm (3)

Workspace
volume

3.47 × 10−3 m3 4.03 × 10−3 m3 6.78 × 10−3 m3

Ratio r 0.931 0.946 0.982

Workspaces

The two sets of points WH and WA are compared. If r = 1, it means that all the
points reachable by the archeologist hand are reachable by the robotic hand.

The workspaces of the hands and the obtained ratios r are shown on Table 1.5.
It is stressed that the anthropomorphic placement of the thumb is not ideal in

term of workspace criterion. This could be explained by superposition of the thumb
workspace and the third finger workspace, which reduce the total workspace and
leads to possible collision.

The third hand geometry presents a larger workspace, and covers the largest area
over the palm. Moreover, this geometry has the largest covering ratio r, which means
that the placement of the thumb allows to sweep a maximum of the points accessible
by the hand of the archaeologist. This ratio will be improved in the future work by
optimizing the geometric parameters of the robotic hand.

1.3.2 Ability to Make a Stable Grasp

The quality of a grasp depends mainly on its stability. It can be evaluated with several
criterions. In a previous work of the team, these criterions were listed and compared
[10].

The three different solutions for the thumb placement are consequently compared
over the quality of the fingertips grasps. For that, we qualify the grasp of objects with
simple geometric shapes that approximate the archaeologic artefacts. The grasps of
spheres with different diameters will be evaluated as well as prisms with different
thicknesses. Indeed, human grasps can be divided in two categories: prismatic and
circular grasp [1] and this shapes allows the evaluation of these grasps.

Figure 1.8 presents the implemented algorithm to compute the criterion evaluating
the grasp quality an object. Several constraints should be validated before computing
the grasp quality. These constraints concern the contact between fingertips and object
surface, the contact orientation and the force closure constraint.
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Fig. 1.8 Computing flowchart of the criterion evaluating the grasp quality

The algorithm presented on Fig. 1.8 is implemented to handle two simple geo-
metric shapes: the sphere and the prism. The sphere is located on the center of the
palm. For the sphere, the distances dk are computed between the sphere center and
the fingertips of the four fingers. The radius of the sphere is noted by R as shown on
Fig. 1.8. The contact is possible if and only if:

dk = R for k ∈ [Finger 1, Finger 2, Finger 3, Thumb] (1.5)

For the prism with a thickness t, as illustrated on Fig. 1.8, the grasp is considered
done with three fingers. The three contact points between the fingertips, of the fingers
1 and 3 and the thumb, and the prism surfaces describe a triangle. The altitude of
this triangle is noted by D. The contact is possible if and only if:

D = t (1.6)

If the contact occurs, then it should be oriented toward the inside of the object,
which means that the fingers are located outside the object. This constraint is verified
through the computingof the scalar product between thenormal to the surface contact,
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Fig. 1.9 Contact between
the fingertips and the object

n, and the last phalanx vector, PQ (see Fig. 1.9). The contact is correctly oriented,
fingers outside the object, if and only if:

n · PQ > 0 (1.7)

For the evaluation of the force closure property, we use the Li Algorithm. The Li
Algorithm computes an angle α that evaluates how far the configuration of the grasp
is from the loss of the property. It is based on the evaluation of the friction cones
disposition at the contact points [11]. Our criterion uses the angle α as described on
Fig. 1.9. The grasp is “Force Closure” if the smallest angle of the friction cone is
non-null.

αmin > 0 (1.8)

The criterion used to determine the best geometry is the evaluation criterion called
“Volume of the ellipsoid in the wrench space” which defines the global contribution
of all the contact forces [12]. This criterion is defined by the grasp matrix G, which
depends on the position of the contact points between the fingertips and the objects
surfaces, computed thanks to the coordinates given below. It is noted Cr.

The matrix G establishes the relation between the fingertip forces f and the net
wrench applied on the object ω, and the relation between velocities at the contact
points v and the twist ẋ . We suppose that v is equal to zero since the object is
motionless.

ω = G · f and v = GT · ẋ (1.9)

Cr = det
(
G · Gt

)
(1.10)

The architecture of the hand is presented onFig. 1.10,with the different parameters
appearing in the expressions of the criteria used in the evaluation process of the hand
workspaces.

The coordinates of the fingertips of the four fingers are given by the following
equations:
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Fig. 1.10 Architecture and parameters of the robotic hand
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Fig. 1.11 Evolution of the criterion for different sizes of grasped objects

Where θc is a constant andq1i , q2i , q3i , θi , q1pi , q2pi , q3pi , θpi are the joints param-
eters whose values vary between the joint limits presented on Table 1.4.

The matrix M is defined as follows:

M =
⎛

⎝
L1 ∗ cos(q1) + L2 ∗ cos(q1 + q2) + L3 ∗ cos(q1 + q2 + q3)

0
L1 ∗ sin(q1) + L2 ∗ sin(q1 + q2) + L3 ∗ sin(q1 + q2 + q3)

⎞

⎠

Thematrix Ni is defined as follows for the three different placements of the thumb
depicted on Table 1.3.

N1 =
⎛

⎜
⎝

cos
(
θp

) ∗ (
Labd + L1p ∗ cos

(
q1p

) + L2p ∗ cos
(
q1p + q2p

) + L3p ∗ cos
(
q1p + q2p + q3p

))

sin
(
θp

) ∗ (
Labd + L1p ∗ sin

(
q1p

) + L2p ∗ sin
(
q1p + q2p

) + L3p ∗ sin
(
q1p + q2p + q3p

))

L1p ∗ sin
(
q1p

) + L2p ∗ sin
(
q1p + q2p

) + L3p ∗ sin
(
q1p + q2p

)
)

⎞

⎟
⎠

N2 =

⎛

⎜
⎜
⎝

√
2
2 −

√
2
2 0√

2
2

√
2
2 0

0 0 1

⎞

⎟
⎟
⎠ ∗ N1;

N3 =
⎛

⎜
⎝

L1p ∗ cos
(
q1p

) + L2p ∗ cos
(
q1p + q2p

) + L3p ∗ cos
(
q1p + q2p + q3p

)
)

− sin
(
θp

) ∗ (
Labd + L1p ∗ sin

(
q1p

) + L2p ∗ sin
(
q1p + q2p

) + L3p ∗ sin
(
q1p + q2p + q2p

))

cos
(
θp

) ∗ (
Labd + cos

(
L1p ∗ sin

(
q1p

) + L2p ∗ sin
(
q1p + q2p

) + L3p ∗ sin
(
q1p + q2p + q3p

))

⎞

⎟
⎠

Figure 1.11 presents the normalized value of the criterion “Volume of the ellipsoid
in the wrench space” Cr.

Cr = Cr

max(Cr)
(1.11)
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The criterion Cr is computed for different sizes of grasped objects. When the
value is equal to zero, then it means that it is impossible to get a stable grasp.

One can see that the anthropomorphic placement of the thumb leads to slightly
better prismatic grasp and slightly less good sphere grasp. The two other geometries,
the cases 2 and 3, lead to very similar results. According to the obtained results, the
geometry with the thumb on the palm is chosen as the more suitable solution. This
third hand geometry presents the largest workspace, and covers the largest area over
the palm. The chosen geometry is given on the third column of Table 1.3 and detailed
on Fig. 1.10.

1.4 Conclusion and Future Work

In this paper, we were looking for a hand geometry that would suit the underwater
archaeology. For that purpose, we studied the expert gesture, using motion capture
system in simulated archaeological site. A new task taxonomy peculiar to submarine
archaeologist’s activity has been established.

From the data analysis of the joints evolution, the fingertips workspace and the
joints velocity, we selected the hand geometry that will be able to realize all the
archeology tasks identified. The more suitable geometry has been chosen among the
three candidates geometries that are evaluated.

Two different criteria have been defined and implemented in this purpose: the
workspace of the fingertips and the ability to make a stable grasp.

In future work, the optimal dimensions of the fingers and the palm will be inves-
tigated through an optimization problem. The under actuation will be also studied.
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Annex: Taxonomy of the Submarine Archaeology Task

Task / Grasp 
name

Type Opposi on 
Type

Thumb 
Posi on

Virtual 
Fingers

1 or 2 
hands

Picture Task / Grasp 
name

Type Opposi on 
Type

Thumb 
Posi on

Virtual 
Fingers

1 or 2 
hands

Picture

Sweeping Underac on NA Adducted 2 to 4 1
Two cupped 
hands Intermediate Palm Abducted 6 to 10 2

Scraping Underac on NA Abducted 2 to 4 1 Hand flat Precision Palm Adducted 3 to 5 1

Checking out Precision Pad Abducted 2 1
Extension 
type (F) Power Pad Abducted 2 to 5 1

Shoveling Precision Palm Abducted 3 to 5 1
Palmar pinch 
(F) Precision Pald Abducted 2 1

Packaging 
light objects Intermediate Palm Adducted 3 to 4 1 Tripod Precision Pad Abducted 3 1

Packaging 
heavy objects Power Palm Abducted 6 to 10 2

Medium wrap 
(F) Power Palm Abducted 3 to 5 1

Cupped hand Precision Palm Abducted 3 to 5 1
Wri ng 
tripod (F) Precision Side Abducted 2 to 3 1

Locked 
cupped hand Intermediate Palm Adducted 3 to 5 1

Adducted 
thumb (F) Power Palm Adducted 2to 5 1

Large objects Intermediate Palm Abducted 6 to 10 2 Clamp Power
Pad + 
phalanx Abducted 2 to 5 1

By the top Precision Pad Adducted 3 to 5 1
Delicate 
clamp Intermediate Pad Adducted 2 to 3 1

Friable 
objects Power Palm Adducted 6 to 10 2 (F) : grasp presented in Feix taxonomy

3 fingers                     2 fingers                   1 finger
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Chapter 2
A Vision-Based Strategy
for a Cost-Effective Flexible Robotic
Assembly System Without Using RCC
Devices and Compliant Control

C. Y. Weng and I. M. Chen

Abstract This paper aims to provide a vision-based self-adaptive strategy to cope
with the uncertainties in a cost-effective robotic assembly system without the adop-
tion of RCC devices and compliant control. Several assumptions are given in the first
stage for the adaption in practical manufacturing. Then various approaches are taken
in our proposed robotic assembly system for dealing with a classical peg-in-hole
insertion process. In the end, the realistic implementations are carried out to verify
the effectiveness of our strategy.

Keywords Computer vision · Robotic assembly · Intelligent system

2.1 Introduction

Based on the fulfillment of sustainability, the demands of industrial robot technol-
ogy from high-growth industries are increasing [1]. As a result, the potential of
the utilization of industrial robots to realize the feature of flexibility in automation
manufacturing has become a main stream view, the value of investing efforts in the
robotic system integration is a forward-looking consideration. In practical, the main
advantage of the deployment of industrial robots is that they can be applied to a
wide range of feasible industrial applications have them be properly programmed
and integrated into manufacturing systems. Most industrial robots can be equipped
with various peripherals, such as different sensors or computer vision systems, pro-
viding the robots some utilizable feedback information on their decision processes,
thereby improving the robots’ abilities to cope with quite a few more arduous tasks
which may need a higher precision guidance or an object recognition process [2].
In most circumstances, the elements in a robotic integration system are an overhead
which cannot be ignored. The better the peripherals employed, the better the per-
formances of the robotic systems are presented. Sometimes, however, we can adopt
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with a simpler and cost-effective measure and peripheral equipment to implement a
robotic task, which can save considerable time and cost for us. In view of this, this
paper proposes a vision-based strategy for a cost-effective flexible robotic assembly
system without using RCC devices (hard 1 DOF grippers produced by 3D printing)
and compliant control (no path searching behavior during assembling).

2.2 Assumptions

The implemented strategy is basedon several assumptionsmade to satisfy the realistic
flexible manufacturing scenarios. The assumptions are given as follows:

1. In most assembly manufacturing workstations, the assembly parts are first trans-
ported to the workstations after they are produced. Plus, after the completion of
assemblies, those assemblies are transported to other workstations. This kind of
behavior is commonly realized through conveyors. Therefore, we can assume
that there is a virtual transportation system in our robotic workspace, that is, the
assembly parts can appear at the beginning and disappear in the end.

2. The assembly parts are always presented in workstations with pre-determined
positions and orientations by the orienting systems to not onlymanifest the effec-
tiveness of the picking processes of robots but also facilitate the programming
of engineers. Furthermore, different forms of the presentation of assembly parts
are considered in realistic manufacturing scenarios, such as the utilization of
feeders, pallets, and magazines. In view of this, we simply conclude the features
of the presenting methods mentioned previously and assume that there is a week
presenting system to assist the robot, that is, the assembly parts appear in a ran-
dom position in each area, so do their orientation (only the orientation along the
normal direction of the workspace plane are random).

3. Intuitively, from the manual assembly of the scene to consider, workers generally
know what the product is to be assembled as well as the motion sequences to
assemble the product. As a result, we can assume the assembly parts and their
assembly processes are given to the robotic system as prior knowledge.

2.3 Methodologies and Results

Based on the assumptions made previously, we design the vision-based strategies
inspired by the action of charging a cell phone. An ordered motion sequence of
getting a wire terminal and connecting it on a cell phone is given as follows:

1. Find the rough position of the cell phone.
2. Determine how to pick up the cell phone.
3. Pick up the cell phone.
4. Find the rough position of the charging terminal.
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5. Determine how to pick up the charging terminal.
6. Pick up the charging terminal.
7. Place (or fix) the cell phone.
8. Insert the charging terminal into the cell phone connector.
9. If we find that the charging terminal cannot be plugged into the cell phone con-

nector, we will generally re-confirm the pose of the charging terminal by eyes,
and then re-insert it again.

In summary of the above steps, we can conclude that the main vision-based strate-
gies are global detection, local detection, and error detection. However, we change
the step of error detection to an offline strategy to reduce the waste of time caused
by pose error in our robotic task, that is, we move the step to the beginning of the
insertion step. The detailed approaches are provided in the following sections.

2.3.1 Global Detection

The goal of global detection is to search the whole workspace plane and find the
rough position of every assembly part presented. In this step, if any of the assembly
parts is missing, the next step will not proceed by the robotic system. This approach
is realized by PCL with the utilization of point cloud data [3]. The working principle
is as follows:

1. Transform the point cloud data p ∈ R
3×n to the robot base coordinate q ∈ R

3×n ,
which is also the global coordinate:

q =
⎡
⎣
qx
qy
qz

⎤
⎦ = T sensor

base p, (2.1)

wheren is the number of the points in point clouddata;T sensor
base is the homogeneous

transformation matrix from the robot base coordinate to the sensor coordinate.

2. Get the point cloud data only on the workspace plane by using the cartesian
threshold filter:

q ′
i =

[
q ′
xi q

′
yi q

′
zi

]T

q ′
xi =

{
qxi , qxi ∈ [XL , XU ]
N AN , otherwise

q ′
yi =

{
qyi , qyi ∈ [YL ,YU ]
N AN , otherwise

q ′
zi =

{
qzi , qzi ∈ [ZL , ZU ]
N AN , otherwise

, (2.2)
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where [XL , XU ], [YL ,YU ], [ZL , ZU ] are the lower and upper bounds of x-axis,
y-axis and z-axis in cartesian coordinate, respectively; The point with the element
NAN means that the point does not exist.

3. Remove noise by the radius outlier removal filter:
Visit all the existent q ′

i ∈ q ′. If the number of the conditions that q ′
j ∈ q ′ satisfies∣∣∣q ′

i − q ′
j

∣∣∣ ≤ r, i �= j is no less than s1, then q ′
i is kept; otherwise, q

′
i is removed.

Here both r and s1 are parameters depending on practitioners.

4. Get the cluster of each assembly part by means of the cluster segmentation
method:
Visit all the existent q ′

i ∈ q ′ obtained from the step 3. For those q ′
j ∈ q ′ satisfies∣∣∣q ′

i − q ′
j

∣∣∣ ≤ ε, i �= j , if the number of q ′
j is of the interval [CL ,CU ], then q ′

i

and those q ′
j are allocated into a cluster Ck . Here ε is parameter depending on

practitioners and k is the index of cluster.

5. Calculate the statistical position of each cluster. The result should be the rough
position of each assembly part:

Pk = 1

nk

nk∑
l=1

ql , ql ∈ Ck (2.3)

where Pk is the rough position of cluster Ck ; nk is the number of points in cluster
Ck .

Based on our assumptions made previously, the information of each assembly
part can be determined as we know which assembly part will appear in which fixed
area. Therefore, both the rough position and the information of each assembly part
can be obtained.

In our implementation, four assembly parts are presented on the workspace plane.
As the results are shown in Fig. 2.1, the rough positions of these four assembly parts
in the robot base frame “WAIST” are successfully captured.

Fig. 2.1 Results of global detection
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2.3.2 Local Detection

After the completion of global detection, we can obtain the rough position of each
assembly part and move the hand-tip camera mounted on the end-effector to our
target. Then local detection can assist the robot to acquire the exact position and
orientation so that the end-effector of the robot can access the target assembly part
without missing and colliding. Noted that the realization of local detection should
be guaranteed that only one target assembly part is shown in the shooting range of
the hand-tip camera. This approach is realized by OpenCV with the utilization of 2D
RGB image data [4]. The working principle is described as follows:

1. Filter out the rough shape target assembly part based on the binary threshold:

p′
i =

[
p′
xi p′

yi p′
zi

]T ∈ p′

p′
xi =

{
1, pxi ≥ T
0, otherwise

p′
yi =

{
1, pyi ≥ T
0, otherwise

, (2.4)

where p = [
px py

]T ∈ N
2×1 is the grayscale image converted from the original 2D

RGB image; T is threshold value depending on practitioners.

2. Establish all the contours in image [5].

3. Select the contour with the largest area,
�

C .
4. Perform the principal component analysis (PCA) [6] for the contour to get two

eigenvectors, λ1 (the x-axis of the target assembly part) and λ2 (the y-axis of the
target assembly part).

5. Calculate the center c = [
cx cy

]T ∈ N
2×1 and the rotation angle θ of the contour

�

C :

c =
⌈

1
np

n p∑
m=1

pm

⌉
, pm ∈ �

C

θ = cos−1

(
λT
2

[
0
1

]) , (2.5)

where np is the number of pixels in the contour
�

C .

6. Compensate the pose of the end-effector:

�xbase = −k
(
cy − Iy

) + Lcx

�ybase = −k(cx − Ix ) + Lcy
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Fig. 2.2 Results of local detection

�θbase =
{

π + θ, θ ≤ −π

θ − π, θ ≥ π
(2.6)

where k is the ratio of the pixel to the realistic dimension (meters); I = [
Ix Iy

]T ∈
N

2×1 is the position of the middle pixel in the 2D image; Lc = [
Lcx Lcy

]T ∈ N
2×1

is the position of the hand-tip camera w.r.t. the position of the end-effector joint. The
implementation result is shown in Fig. 2.2.

2.3.3 Error Detection

In this process, the detection is implemented by means of the 2D RGB image data
received by Kinect 2. The goal of error detection in this paper is to prevent the
position error caused by disturbances during the picking process. This approach can
be realized simply by calculating the relative position of the insertion part center to
the gripper claw center (which is also the end-effector center). The relative position
then is compensated to the end-effector pose to accomplish the assembly motion.
Let the line equation of one of the claws in 2D image is Ax + By = C , the center

of the claw is w = [
wx wy

]T ∈ N
2×1 and the center of the grasped object is po =[

pox poy
]T ∈ N

2×1. Then, the position compensation along the x-axis direction of
the robot base frame can be geometrically calculated by:

δ =
[ −ABpox+A2 poy−BC

A2+B2 − wy
B2 pox−ABpoy−AC

A2+B2 − wx

]
∈ N

2×1 (2.7)

The scene and implementation of error detection are shown in Figs. 2.3 and 2.4,
respectively.
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Fig. 2.3 Scenario of error detection

Fig. 2.4 Results of error detection

The claw center and insertion part center are illustrated in Fig. 2.5.

2.4 Implementation and Results

The configuration of the integration system is presented in Fig. 2.6, which consists
of a sensor system (one Kinect 2 stereo camera and two hand-tip cameras), a pair
of symmetric grippers and four assembly parts including one-hole part and three
insertion parts. The goal of our implementation is to find the given peg part and
the given hole part from the workspace plane and then accomplish the peg-in-hole
insertion task by means of the proposed vision-based strategy.
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Fig. 2.5 Illustration of claw center and the insertion part center

Fig. 2.6 Setup of robotic system

The implementation result of the peg-in-hole insertion task is shown in Fig. 2.7,
which basically involves the following action sequences, including global detection,
local detection, picking action, error detection, placing action and assembly action.
The time spent to accomplish this task with a fixtureless dual-arm robot is about
50 seconds.
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Fig. 2.7 Implementation of task

Table 2.1 The adopted
vision system

Sensor Quantity Price (USD$)

Microsoft Kinect V2 1 180

2-million-pixel camera 2 56

The adopted vision system is described in Table 2.1.
Besides, the motors for the grippers are two DYNAMIXELMX-28-T which costs

USD$219.90 each. In addition, the time for producing the remaining 3D printing
components of the two grippers is about 10 hours.

2.5 Conclusion

This paper presents a vision-based strategy to realize a cost-effective robotic assembly
system todealwith the uncertainties in robotic assembly tasks.Under the assumptions
we made, our robotic system successfully and reliably accomplishes the peg-in-hole
insertion task of 0.1 clearance ratios, where the radius of the insertion part is 18
(mm). The successful implementation proves that the peripheral equipment in this
integration system is cost-effective enough to satisfy this assembly taskwithout using
passive compliance features and other kinds of compliant control. In the future,
we will carry on more explorations on the hardware configurations and software
strategies which can be utilized in cost-effective robotic manufacturing systems.
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Chapter 3
A Comparative Survey of Climbing
Robots and Arboreal Animals in Scaling
Complex Environments

C. Webster, A. Jusufi and D. Liu

Abstract The inchworm-style climbing robot present in current literature will only
take us so far towards the robotic maintenance of transmission towers. To continue to
push toward developing robots that can perform work in reticular structures we must
consider a broader spectrum of animals for inspiration. The abilities of Primates in
climbing have long been a benchmark in climbing standards, but due to the mechani-
cal and control complexity associatedwith their development, they are seldom seen in
robotics. Birds (specifically Psittaciformes) offer an alternate solution, utilising less
degrees-of-freedom whilst maintaining stability and maneuverability. These ancient
arboreal specialists may hold they keys to unlocking the next stage in the devel-
opment of climbing robotics. This work presents lessons learned from a review on
primates as well as some preliminary observations on the climbing capabilities of
Psittaciformes.

Keywords Climbing · Robot · Reticular structure · Primate · Psittaciforme

3.1 Introduction

Recent advances in climbing robots have shown that versatile climbing robots are
increasingly becoming more viable for applications in monitoring, surveillance,
inspection, cleaning, painting, search and rescue [1–18]. However, none of the robots
so far developed come close to matching the performance of the specialised arboreal
(tree dwelling) animals which populate our planet. The ability to climb has evolved
in nearly every major animal class including mammals, birds, reptiles, amphibians,
insects, and even some species of fish like the Sicyopterus stimpsoni which climb
waterfalls in order to ascend to their breeding grounds [19]. Despite nearly two
decades of research into climbing robots, we still do not have a platform capable of
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both scaling and performing significant work on complex structures. The observed
capability gap relative to how animals climb is a true testament to the significance
of the challenges that nature has overcome when it comes to navigating the most
complex structures.

One of the most challenging environments to conquer are the compliant, retic-
ulated structure of vegetation such as trees and bushes. These environments are
characterized by their non-rigid, discontinuous supports. Being non-rigid, they yield
to the winds and the mass of animals attempting to traverse them, making them a
volatile medium to negotiate. Structures of comparable difficulty to scale can also
be found in civil infrastructure. Perhaps one of the most common examples of these
structures is the transmission tower, or electricity pylon (Fig. 3.1). In New South
Wales, Australia, approximately 15,000 of these style towers carry the high voltage
conductors that enable electricity to be transported about the state. Moving over to
a more populous country like Japan, some 50,000 towers populate the Tokyo region
alone. These space-frame type structures are also often found in bridges, the roofs
of large open buildings and stadiums, construction scaffolding, human-made satel-
lites, and space structures. They are found anywhere where a high strength-to-weight
ratio is desirable. The primary differences between our human-made structures and
naturally occurring ones is the uniformity and stiffness of the structure and its mem-
bers. Civil infrastructure is typically made up of rigid members, though tensegrity
structures where rigid members are held in place by compliant tensile cables are also
not completely uncommon. Trees also vary from relatively rigid to non-rigid as we
move away from the trunk and toward the extremities. The opportunities for the use
of robotics in the maintenance of civil infrastructure was described by Liu et al. [20].
As with all civil infrastructure, transmission towers require periodic maintenance to
ensure their longevity. This is a costly and dangerous job for humans, and hence a
prime candidate for automation should the technology be up to the challenge.

Unfortunately, the technology is not yet up to the task for large-scale deployment
of platforms that might be capable of work in this environment. Physically, the
knowledge required to develop the technology is embodied in the adaptations of the
arboreal animals who navigate these structures. Whilst we’ve come a long way in
understanding the fundamental operating principles of many animals, we’re still yet
to truly understand them in away that enables us to create truly versatilemachines that
can be deployed to perform work. In this paper, we review previous work on robotic
transmission tower maintenance and robots operating on reticular structures from a
more general view point (Sect. 3.2). In Sect. 3.3 we present the results and discussion
on a review of literature on arboreal primates (with a focus on Gibbons) and discern a
few of the characteristics of their morphology that are suitable for adoption in robotic
development.We also look at climbing birds and the lessons they have to offer. As the
material on climbing birds is limited, we also present the preliminary observations
on climbing parrots, identifying what typical manoeuvers these arboreal tripeds are
capable of, and how this could be of benefit in the development of a psittacine-
inspired climbing robot. Utilising the information gathered on primates and birds we
propose the design of some semi-structured environments on which we can further
test the capabilities of these specialised arboreal animals.
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Fig. 3.1 a An example of a reticular structure, a common Electricity Transmission Tower, Mel-
bourne, Australia. b A common tower node. c Two connecting planar sections

3.2 Climbing Robots

To our knowledge, the first known study on the automation of transmission tower
maintenance was carried out by the Electricité de France transmission network [21]
in 1993. This work included the feasibility of using a teleoperated manipulator arm
to help with both tower and linemaintenance procedures. At the time, the robot being
considered was essentially a large hydraulic manipulator arm on the back of a 20-ton
wide-bodied truck that would be operated remotely. It was dismissed as infeasible
due to number of constraints, the foremost being that only 30% of towers would be
accessible with a truck of such size. In 2004, Golightly [22] presented a mobile robot
for inspecting electricity transmission support towers. Unfortunately, the preliminary
work produced only a robot capable of climbing on a simplified planar representation
of a tower and was never deployed on an actual tower. To the best of our knowledge
no further transmission tower specific attempts have been made since.

In the realm of climbing robots, one concept has gained significant traction.When
it comes to reticular structures, the inchworm concept (Fig. 3.2) appears to have seen
more development than any other [1–10]. Impressive as the development has been,
this concept is mostly limited to inspection tasks only. This is due to it having a
maximum of two points-of-contact with the substrate at any one time. Should the
robot be using one of those points of contact to perform maintenance tasks, the robot
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is left in a risky and potentially unstable state. Falling from the substrate could cause
significant damage to any robot or animal alike, and as such more redundancy is
required when performing loaded tasks, such as maintenance. From the single can-
tilever support, it is also difficult to design lightweight contact points that are capable
of reacting the moment generated when the centre-of-mass (CoM) is a significant
distance from the substrate. Typically, the adhesion mechanism on these robots are
some of the heaviest parts due to this fact, and due to their weight, they in turn
increase the load on the opposing side of the robot. Careful optimisation has to be
conducted during the design to ensure the increasing mass does not feedback on
itself. The benefits of using the inchworm approach is that you can truly optimise for
low degrees-of-freedom (DoF). This is paramount when trying to reduce the overall
mass of the robot. From a control perspective, this single serial chain is also easier
to implement than a more complex multi-limbed system.

Assuming that the goal is to develop robots that are autonomously capable of
maintaining transmission towers (and other reticular structures), and going on the
assumption that the inchworm concept can only take us so far, it stands to reason
that new inspiration is needed. In the following sections, we will explore vertebrate
morphologies and climbing techniques, in Primates and Psittaciformes to draw new
inspiration.

3.3 Results and Discussion

3.3.1 Primates

Primates are an order of animal that include all the greater and lesser apes, old and
new world monkeys, as well as lemurs, lorises and an assortment of other small
quadrupedal mammals. All primates share an innate ability to climb, with several
species classified as arboreal. Amongst primates, Gibbons are perhaps the most
impressive when it comes to rapidly traversing reticular structures. Gibbons are
one of the few animals capable of sustained brachiation and have been described
as the only true brachiators [23]. Brachiating is described best as, “continuous bi-
manual locomotion that is not interrupted by other positional behaviours nor given
support from the tail or hind limbs” [24]. Spider monkeys share this unique form of
locomotion, except they often use their prehensile tail for additional support which
violates the definition given byHollihn [24]. Using thismode of locomotion,Gibbons
are capable of navigating the tree tops at up to 40 km/h and appear to be doing so
almost effortlessly. So well is this known, that a significant amount of research has
been performed analysing and simulating the mechanics of their motion [25–29].
The exceptionality of the gibbon’s ability to brachiate has not gone unnoticed by the
engineering community either, with research being undertaken to understand and
mimic their abilities [30–33]. Whilst brachiating is an interesting topic for research
it does not give us significant insight into how to undertake stable and continuous



3 A Comparative Survey of Climbing Robots and Arboreal Animals … 35

Fig. 3.2 Inchworm Climbing Robots. a CROC2 (1). b Climbot (2). c Shady3D (6). d 3DClimber
(7)

vertical climbing, which is at this stage a much more useful skill for our robots to
possess.

3.3.1.1 Climbing Gaits

In the field of biology, significant work has been done to identify the climbing char-
acteristics of diverse taxa of hominoid [34–37]. These studies give us insight into the
climbing styles of animals closely related in size and morphology to humans. When
looking just at the hominoids (lesser and greater apes), Isler [36] categorised ver-
tical climbing into two distinct styles, extended-elbow and flexed-elbow climbing.
Flexed-elbow climbing requires the animal to be able to grasp the substrate with a
single hand. Typically, once started hominoids will enter a regular quadrupedal gait
when climbing utilising either a diagonal sequence (Rh, Right hand; Lf, Left foot;
Lh, Left hand; Rf, Right foot) or a lateral sequence (RhRfLhLf). Gibbons on the other
hand fail to enter this regular gait, switching between the two gaits with instances of
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Fig. 3.3 Extended-elbow
climbing

three-legged (tripedal) strides in between [35]. They exhibit a large variety of footfall
patterns with only a very slight preference for the diagonal sequence. Such irregular
climbing strategies could be a reflection of the unstructured and irregular nature of
their habitat. Unfortunately, to our knowledge no work has been done to explore this
hypothesis; so for now we can only speculate that their particular climbing style is
somehow related to their impressive mastery of locomotion in reticular structures.

Extended-elbow climbing is a climbing mode used by hominoids when climbing
trees of a large diameter. The large intermembral indices (ratio between arm and
leg length) of the apes facilitate this style of climbing and enable them to climb
trees with much larger diameters than that of smaller primates. By keeping their
elbows relatively straight and leaning back from the substrate, apes appear to use
the moment generated from holding their CoM away from the substrate to increase
friction at the contact points. From a physics perspective, this principle is easy to
understand. Figure 3.3 illustrates a static 2-dimensional idealization of the forces in
play during this kind of locomotion. This mode of climbing might be something that
we are easily able to replicate in a climbing robot, especially if we wish to support
significant payloads. It is used successfully by Gorillas with masses up to 200 kg.

As friction is proportional to the normal force applied at the contact point, if we
can prove thatN ∝ d1, then we can show that the distance the CoM is held away from
the substrate is proportional to maximum frictional force achievable. Assuming the
gorilla in Fig. 3.3 is a rigid-body in static equilibrium, and taking moments about
point O, it can be found that:

N = mg

h − µd2
d1 (3.1)
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We can therefore conclude that normal force, is proportional to the distance the
CoM is away from the substrate. Due to the success of this strategy in Gorillas,
and the easily understood physical phenomenon that enables it, this strategy could
potentially be used in robotics to carry significant payloads up a vertical columns of
large relative diameters.

3.3.1.2 Mass Distribution–Limb Inertia

It can be observed that in most animals there is a proximal (close to body) to distal
(away from body) distribution of mass along each of the limbs, with the majority of
the mass being located at the proximal end. This can also be observed in human arms
and legs,with the biggermuscle groups being located nearer to the centre ofmass than
the smaller. Whilst it is observed in most animals, this distribution is exaggerated
in the gibbon limb [29]. In gibbons, this is observed especially in the forearms,
with the muscles for finger actuation being located significantly further away from
the wrist compared with other hominoids. The radial shafts in the gibbon forearm
are also sagittally (toward the centre plane) thicker, which is a feature seen only
in gibbons, even compared to other brachiating animals such as the spider monkey
[23]. This distribution is present in far more than just mammals however. The limbs
of arthropods, birds, fish all seem to follow this morphology. Take the hind limbs
of a grass hopper as another example. The legs are characteristically thin compared
with the body, and upon close inspection a similar distribution can be observed.
Looking at the caudal fin of a fish, the tail tapers down before expanding out into
the large lightweight fin meant for pushing water. For most animals, locomotion
takes places by constantly accelerating and decelerating their appendages or some
portion of their body. To make this as energy efficient as possible the moment of
inertia of the appendage should be reduced as much as is practicable to reduce the
energy that is wasted in accelerating limbs. This allows the animal to move with
more speed whilst consuming less energy. From an evolutionary perspective, this is
beneficial as it allows the individual to spend more energy raising young or allows
more time between meals. It should be noted that we are not claiming that this is
the major reason for this evolutionary adaptation, only that it can be observed in
most animals. In robotics, the implementation of this principle may result in longer
operating times, quicker response characteristics, and lower torque motors without
sacrificing performance; giving ultimately greater efficiency.

3.3.1.3 Strength-to-Mass Ratio

Whilst it is important to reduce the inertia of rotating components for the sake
of efficiency, the mass of the vehicle and its ability to accelerate should also be
properly considered. Whilst a high power-to-mass ratio might correlate with good
dynamic abilities, its appropriateness will ultimately depend on the intended function
of the robot. Regardless of the intended function however, mobile robots need greater
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power-to-weight ratios than their static industrial cousins. It will only be when we’re
capable of developing a truly lightweight and agile robot that wewill need to perform
an optimisation of power-to- weight versus intended function. For now, we need to
push forth and simply continue to develop robots that might one day match or exceed
the performance characteristics of arboreal animals.

The major requisites that allow animals to be so light and strong are their muscles,
and the lack of a significant stiffness constraint. Natural muscle has a very advanced
design when compared with actuator technology used in modern robotics. They
are light, strong, have adjustable compliance, built in sensory feedback, and are
very scalable. The human body alone has approximately 650 skeletal muscles [38],
and several million micro-muscles distributed on the skin and hair follicles. These
muscles work synergistically to actuate the human skeleton in the 244 DoF present,
although bio-mechanists will often represent this in simpler models when analysing
internal forces or simulating movement [39]. This level of complexity in a robot is
unheard of, primarily because themechanical design, control complexity, and overall
system would be impracticably complex. Even if a mobile robot of this kind were
attempted with our current actuator technology, it is likely the robot would end up
being too heavy to have substantial locomotion capabilities.

This principle of having a high power-to-weight ratio is even more important for
climbing robots as it is in other mobile robots. This is because a climbing robot
must be capable of accelerating its mass directly against gravity. This is reflected in
nature by the very rare occurrence of heavy arboreal animals. The largest animals
that are capable of climbing we have encountered are the Lowland Gorillas, with the
weight the largest found weighing 211 kg [40] to our knowledge. Although these
Gorillas are capable climbers they do not do so without great need, are relatively
slow at it, and can hardly be considered arboreal spending the majority of their time
on the ground. Isler [36] noted the pronounced difficulties that adult male Gorillas
had when attempting to climb, so it might be reasonable to assume that these large
gorillas are approaching physical limitations when it comes to climbing mammals.
More arboreal animals like the Pongo Pygmaeus Abelii (Orangutan) are on average
much lighter, with the average weight of the adult animal in one study being around
50 kg [36]. Highly arboreal animals such as the Gibbon who live their whole lives
in trees, and who depend on being capable climbers to reach food sources are much
lighter. The average mass of the gibbons in one study was just 8.3 kg [29]. Whilst the
discussion from an evolutionary perspective on why these animals are lighter than
their cousins is out of scope in the engineering discipline, biologists have noted that
“the lightweight gibbons climb more easily than the heavy great apes” [36].

3.3.2 Birds

Birds have existed since the late Jurassic period some150million years ago.Arguably
beginning with Archaeopteryx (“original bird”), birds have utilised their abilities
to climb and navigate trees to give them significant evolutionary advantage since
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before major diversification and radiation of mammals. Interestingly Burnham and
Feduccia [41] described these primitive birds as being more functionally analogous
with modern day mammals than with modern day birds. It is also noted that climbing
abilities in birds with specialised flight capabilities is almost always connected with
specialised scansorial foraging. In our own observations when foraging birds make
small motions, where flying or hopping may not be energetically efficient when
compared with walking/climbing. This of course depends on the size and mass of
the bird. One such bird that spends the majority of its time foraging on tree trunks is
the Treecreeper, as documented by Norberg [42]. This bird, which is closely related
to the woodpecker, spends most its days hopping up tree trucks searching for food,
typically using its wings simply to glide to the bottom of the next tree. This is
described as being the most energetically efficient method for this bird in finding
food [43]. The utility of both legs and tail is notable in the climbing gait of this bird.
The tail is utilised as a third leg to help support and counteract the moment generated
by the centre of mass (CoM) being offset from the substrate. During the aerial phase
of locomotion, this bird uses a quick flick of its tail against the substrate to begin an
angular acceleration opposing the pitch-back that was generated when pushing off
the trunk in the power phase. Interestingly birds are not the only animals that utilise
their tail in this way. An active tail use has also been found in rapid vertical running
of geckos as they overcome perturbations whilst climbing [44].

Whilst studies on the mechanics of vertical climbing in birds are scarce, we
hypothesise that such studies could have significant impact in the engineering con-
text for the development of climbing robots scaling structures with discontinuous
supports. The primary reason for this is that compared with climbing mammals,
birds utilise less DoFs to perform comparable manoeuvres. Birds tend to have fewer
bones, bones that are reduced in size, and a fused hip structure when compared with
mammals [45]. This is advantageous for robotics as typically increased DoFs are
correlated with increases in mass, which directly affects the feasibility of a climbing
robot with modern actuators. Control complexity is also made more complex with
greater DoF, and so it stands to reason that a robot inspired by bird morphology may
have advantages over one inspired by quadrupedal mammals.

One order of birds we have not been able to find any existing documentation on
their climbing mechanics is the Psittaciformes (Parrots). In our observations, we
have found that parrots display unique climbing styles when compared with small
birds like the Treecreeper. Smaller birds tend to do a lot more hopping and flying
for small distances, whilst the larger heavier parrots tend to do a lot more walking
and climbing. This may be due to the significant increase in energy needed for flight
in large birds compared with small birds. Similarly, with robots the energy required
to accelerate appendages increases cubically or faster with their length [46]. As any
useful maintenance robot will likely be an order of magnitude larger than some of
the larger parrots, we speculate that analysing the gaits of a range of parrots sizes
will help us to determine the appropriateness of their particular climbing strategy in
a robot. It is difficult to say that the gaits these birds utilise can be reproduced by
a psittacine-inspired robot of a larger scale, however, the parrot’s abilities do give
us a fresh starting point in the development of multilimbed climbing robots. To give



40 C. Webster et al.

Fig. 3.4 Ground-to-structure transfer of an Ara chloropterus (Red-and-Green Macaw). In this
figure, the bird transfers from the ground to the structure. Notice the use of the tail in the initial
transfer in frames c and d . From Frame c–d the bird utilises only its beak and tail for support whilst
moving both its feet up to the substrate simultaneously. This happened again from frame f–g. It is
noteworthy that every time the bird releases its beak from the substrate it appears to be pushing the
tail against the substrate. More data needs to be gathered to confirm this. Once on the cage structure
the bird changes from using two feet each stride to single steps, moving the beak position after each
step. If we count the tail as a support, a minimum of 2 points of contact are used at all times. Source
https://youtu.be/BGYuX2eWx6o [47]

Fig. 3.5 A parrot performing vertical rope climbing. In this figure, we observe a parrot climbing
vertically on a non-rigid chain. Whilst the member is non-rigid it does not appear to deflect signif-
icantly under the mass of the bird, though it does sway and twist as the bird climbs. Climbing is
facilitated by first moving beak, and then by moving a foot either above or below where the beak
was placed. After the foot is placed the beak is again moved further up the chain. This style of
climbing is not unlike the inchworm method, with the exception that a minimum of two points of
contact are utilised at all times. We notice in frame d the bird using its wing to actively redistribute
its mass, which appears to be assisting in balance. Source https://youtu.be/WEXSY_YbxG0 [48]

some insight into what these parrots are capable of we have included some of our
preliminary observations on their climbing abilities and styles in Figs. 3.4 and 3.5.

3.3.3 Analysis of Gaits In Situ

Drawing from general principles of animal locomotion and observations of how
arboreal specialists (e.g. bird or a primate) climb complex natural structures, we can
design semi-structured tracks to study their behaviours in greater detail, in order
to derive biologically inspired solutions for scaling reticular structures resembling
a transmission tower. In this spirit, we can assess how an animal might approach
specific scaled down sections of a transmission tower based on the study and obser-
vations presented in Sects. 3.3 and 3.4. Braking down the transmission tower into
base components and analysing what transitions and manoeuvres are possible on
each section, we can speculate what method an animal would utilise to perform the
manoeuvre. If we treat climbing a full tower as a sequence of smaller sections we can

https://youtu.be/BGYuX2eWx6o
https://youtu.be/WEXSY_YbxG0
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Table 3.1 Basic manoeuvres for transmission tower climbing

ID Description Figure

M1 Motion on a solitary beam 2

a Parallel to beam axis 2a

b Radial to beam axis 2b

M2 Beam and plane transfers 3

a Beam-to-beam transfer 4

b Beam-to-plane transfer 4

c Plane-to-plane transfer 5

M3 Moving on a 2D plane 5

M4 Free movement utilising and available beams within reach 6

begin to make predictions on effective strategies for how an animal (or robot) might
be able to climb around this structure. The manoeuvres in Table 3.1 are each per-
formed on specific sections of the tower. These sections and manoeuvres are further
defined below.

Manoeuvres designated as M1 (Fig. 3.6a) describe motion along a solitary beam
of any orientation (e.g. any inclination or rotation). The animal must move along this
beamwithout contacting any othermember of the tower. To complete thismanoeuvre,
it is expected that a primate could use either flexed-elbowor extended-elbowclimbing
depending on whether a table hold is achievable with a single hand. For a bird
depending on the orientation it might either use a side-stepping gait, or something
more similar to the behaviour shown in Fig. 3.5.

M2a to M2c (Fig. 3.6c–e) describes various types of transfers, i.e. from plane to
plane, from beam to beam, etc. To perform these manoeuvres a primate would almost
certainly have to use flexed-elbow climbing, which means that it would have to be
sufficiently large in proportion to the structure. A bird might use the gait shown in
Fig. 3.4 or similar.

M3 describes simply moving along a plane that has the majority of the surface
removed. Just as with the transfers a primate would likely use flexed-elbow climbing
and would need to be sufficiently large compared to the structure in order to grasp
the members. Depending on the orientation a bird might use its vertical climbing
gait or a gait similar to frames c–d of Fig. 3.4, whereby both feet are simultaneously
moved while the beak provides the majority of the support.

M4 manoeuvres are those that did not fit into out simplified models, and deal
with truly 3D locomotion. Where M1 deals with motion primarily in one dimension,
M3 deals with motion primarily in two dimensions, M4 deals with motion in 3-
dimensional space. Based on the literature presented it is hard to speculate exactly
how either animal would tackle these issues although almost certainly the primate
would strive to retain a minimum three points-of-contact (depending on the species,
and the bird would strive to maintain a minimum of one to two points-of-contact
with support from the tail where possible.
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Fig. 3.6 Visual depiction of
manoeuvres

3.4 Conclusion

There are numerous challenges associatedwith discovering themechanismsbywhich
arboreal specialists move in their natural habitats. By designing structured tests that
approximate some of the complexity of the habitats in which they have evolved (e.g.
discontinuous supports, limited number of perches, non-rigid/compliant), we can
begin to uncover specific stereotypical climbing behaviours, strategies and transi-
tions. This set of bio-mechanic measurements can in turn inform our models and
advance our understanding of the salient features of their climbing dynamics for the
understanding of how control of locomotion could be simplified. In this work we
have presented some of the most current robots for traversing reticular structures
with discussion on their benefits and shortcomings. We concluded that the current
robots do not enable us to do significant maintenance work in reticular structures.
This is not a function of the technology being “up to scratch”, but with the fundamen-
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tal morphology of these robots. As such we begin to explore what we can learn from
several climbing animals, looking specifically at primates and birds. Birds appear
to be the better bet when it comes to producing a functional climbing robot due
to their lower degrees-of-freedom. Though, the psittacine-inspired concept is still
significantly more complex than the inchworm robot and is underexplored. Though,
the prospect for its development in coming years looks promising.
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Chapter 4
A Service Baxter Robot in an Office
Environment

Gu Fang and Brendan Cook

Abstract Service robotics in an office environment has been an active research
topic in recent years. This is driven by the need to increase productivity and improve
worker safety. In this paper, a Baxter robot on an omnidirectional mobility base is
used as a service robot to navigate in an office environment. In particular, the robot
is able to plan its path according to a pre-existing map and avoid obstacles during
operation. This robotic system is also able to access the elevator system by using
the manipulator on Baxter to press elevator buttons just as a human user will do.
Experimental results show that the developed system is able to navigate in office
corridors and call and enter an elevator without modification to the existing office
environment.

Keywords Service robot · Baxter robot · Elevator access · Robot in office
environment

4.1 Introduction

Robot manipulators have played an important role in enhancing productivity and
in improving safety in industrial settings. To achieve similar goals in the domestic
environment, in recent years, the service robot is becoming a very active research
field [1]. Research in this area focuses on different aspects associated with mobile
robots, such as navigation in an office type of environment with human around [2],
obtain 3D mapping of an office environment [3]. Research has also been conducted
into the human-robot interaction in this context [4]. As noted in [2], the service robot
is required to address the same challenges as usual mobile robots.

In addition, service robots are required to operate in the environment that ismainly
designed for human users. For example, it will be desirable for a service robot to
access the elevator system as a normal human user [5]. To achieve this type of
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objective and for the service robot to be able to manipulate objects as required, it
should have some manipulating capacities. Many different types of robots that have
both mobile base and manipulators have been introduced in the past few years. For
example, the Asimo [6] is a humanoid robot with two legs and two arms. On the other
hand, PR2 byWillowGarage is awheeledmobile robotwith twomanipulators (arms)
[7]. While these robots are attractive in their appearances and functionalities, their
prices are prohibitively high. The Baxter robot [8] introduced by Rethink Robotics
on a mobile base, on the other hand, is an affordable alternative to Asimo and PR2. In
addition, the software environment used in Baxter, Robot Operating System (ROS)
[9], is the same as that used in PR2. Therefore, many existing algorithms can be
readily incorporated into the Baxter robot system to test new developments.

In this paper, a Baxter robot on an omnidirectional mobile base from Dataspeed
[10] is to be used as a service robot. A platform is developed to integrate existing
methods in path planning and obstacle avoidance. A modified localisation algorithm
is introduced for the sensors and software used. The developed system is also able
to use its manipulator to interact with a standard elevator button panel for the Baxter
robot to gain access into the elevator. This application of a Baxter robot is unique
and to our best knowledge it is the only such system being introduced.

The paper is organised into five sections. In the next section, the software envi-
ronment for the project together with methods used to achieve path planning, path
tracking and obstacle avoidance are briefly reviewed. Also introduced in Sect. 4.2 is
the image processing method used for the robot to interact with the elevator button
to gain access. Some results are shown in Sect. 4.3 and conclusions are given in
Sect. 4.4.

4.2 Methods

4.2.1 Software Framework

As mentioned above the Baxter robot and the mobile base are all operated using the
ROS framework. Since MATLAB has a Robotic System Toolbox (RST) [11] which
we are familiar with, it was decided that the implementation of path planning, path
tracking, obstacle avoidance, and image processing are all carried out in MATLAB.
The information obtained in MATLAB is then passed onto the robot using network
communications with the ROS. The ROS is responsible for interacting with the robot
to obtain sensory data and pass on these data to MATLAB for processing if required.
ROS is also responsible for controlling the robot operation using the data obtained
from the MATLAB RST. Due to the missing odometry software required for the
path tracking in RST, the open-source ROS package Robot Localization [12] was
implemented on Dataspeed Mobile Base. The overall software framework can be
seen in Fig. 4.1.
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MATLAB
(Robotic SystemToolbox)

Path Planning (PRM)
Path Tracking (PPC)
Obstacle avoidance (VFH)
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Image processing
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(ROS)

Mobile base odometry
Baxter joint control
Baxter camera operation
Laser scanner operation
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LAN

Hokuyo Laser
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Fig. 4.1 The overall software framework

4.2.2 Robot Control

The service robot system developed is able to autonomously navigate through an
office area with a known map from an arbitrary starting position to a chosen des-
tination. The robot is also required to avoid obstacles, both stationary and moving,
during its motion. To achieve this requirement, the following control strategies are
chosen.

4.2.2.1 Path Planning

There are many different path planning methods available that can plan paths for
a robot to follow provided a pre-existing map is available [13]. In MATLAB RST,
the probabilistic roadmap (PRM) [14] is used as a path planning method. It requires
the input of a binary occupancy grid map of the office. For this purpose, a map of
the office environment in one of the buildings in our university is generated for this
purpose. Using the PRM method in RST, a path can be generated.

4.2.2.2 Path Tracking and Obstacle Avoidance

To control the robot to move along the pre-planned path from PRM, the pure pursuit
controller (PPC) [15] is adopted as it is an available option in RST. The PPC is
designed to follow a point on the planned path. The distance between this point and
the robot is usually dependent on the path conditions such as tight corners and is
coined the “look-ahead distance”. The controller uses this point to geometrically
determine the curvature that will direct the robot towards it. For front wheel steered
vehicles this is ideal, while for omnidirectional or differential drives the curvature
is not necessary. Both these types of drives can turn on a single point, so while the
curvature might not be necessary the method still produces the heading angle for the
robot to follow the path.

As the PPC is only using the way points generated from PRM off-line, to control
the robot to avoid obstacles during the run time, the Vector Field Histogram (VFH)
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[16] is used. The VFH uses the range sensor to construct a polar histogram to show
obstacles. It is similar to the potential field method [17].

4.2.2.3 Multi-rate Localisation

For the controller to work properly, the location of the robot needs to be estimated
accurately. Clearly, using dead reckoning alone will not achieve sufficient accuracy
over a meaningful operation time. Since RST has an Adaptive Monte Carlo Local-
isation (AMCL) [18] method built in, it is reasonable to use this as the localisation
method.

However, during the implementation of the robot system, it was found that due
to the slow processing of the MATLAB program, the localisation method cannot
provide the velocity commands to the robot fast enough for it to follow the path. To
avoid the implementation of localisation in ROS, a ‘multi-rate’ localisation method
is devised. In this method, the AMCL is only used to update the location of the robot
when the robot has moved a significant amount of distance or heading. When the
robot location is not updated using the AMCL, dead reckoning is used for updating
the location information. This approach can be shown in the flowchart in Fig. 4.2.
After this implementation, the localisation can be at a frequency that is adequate for
the robot to follow a path smoothly.

Fig. 4.2 Multi-rate
localization
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4.2.3 Elevator Button Recognition and Manipulation

For the service robot to operate in an office building environment, gaining access to
the elevator system is an inevitable requirement. In this paper, this process is divided
into two parts, i.e., elevator button recognition andmanipulation; and elevator access.

The elevator operation panel in the building can be seen in Fig. 4.3. For the robot
to recognise and operate the button, the robot was moved to a position that is close
enough to the button panel to allow the robot to acquire the image of the panel and
to be able to touch the button.

Once the robot is in position, the image processing allows the Baxter to get an
accurate position on the elevator button. It isolates the black ring around the button
and calculates the coordinates on the centroid in the frame. Baxter uses this to know
what position to move the limb to. The height of the button is constant relative to the
Baxter’s frame, so Baxter is able to move its limb to a predefined position and only
adjust to the horizontal position.

The image is first received as a ROS colour image type and then passed onto
MATLAB, converted to an unassigned 8-bit integer matrix and converted again into
a grayscale image for easier image processing. As the location height of the button
is fixed, the rough location of the button in the image can be approximated. This
information allows the image to be cropped to isolate the region of the button. After
the cropping, a threshold is performed to convert the image to only show the ring of
the button in white:

fx,y =
{
1 Ix,y < T
0 Ix,y ≥ T

Fig. 4.3 The elevator
operation panel
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where f x,y, and Ix,y are the resulting binary image and the pixel intensity of the original
image at location (x, y) respectively, and T is the threshold intensity used.

After the threshold, the ring is filled with white colour for the calculation of the
centroid location of the button (xc, yc) in both horizontal and vertical directions. The
distance, d, from the Baxter hand to the button can be obtained using the IR sensor
on Baxter’s limb. Using both the calculated xc and d the movement command for
the Baxter can be issued. A built in Inverse Kinematics service on Baxter is used
to calculate the Baxter’s joint angles based on the given Cartesian coordinate of the
endpoint and orientation.

4.2.4 Elevator Access

For the part, the robot is required tomove to the right position, waiting for the elevator
door to open, and then enter the elevator.

At the first stage, the robot is required to move back from the “button pressing
position” (X) to a pre-defined waiting position (O). It is shown in Fig. 4.4 that the
robot is required to move from X to O.

To detect the door opening, the laser scanner’s distance measurement is used. If
a large enough increase of distance is observed while waiting in position (O), then
the door is deemed to be open. It is also possible, if the lift has a mirror, to use
image processing to find the robot image in the elevator mirror to detect both the
door opening and the lift occupancy status.

To move into the elevator, a simple forward velocity command is given since the
robot is already in position to enter the elevator. To take into account any errors in
locating directly in front of the elevator and possible human traffic, the VFH is used
to adjust the robot position in the X axis as shown in Fig. 4.4.

Fig. 4.4 Translation of the
mobility base into the
elevator waiting position

x
V
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4.3 Results

4.3.1 System Setup and the Operating Environment

To test the developed system, a Baxter robot on a Dataspeed mobile base is used
as the service robot (Fig. 4.5). The robot has a Hokuyo URG-04LX laser range
finder mounted at the waist-height of the robot. A binary grid map of the operating
environment is shown in Fig. 4.6. This map has been dilated to take into account the
robot’s radius.

Fig. 4.5 Baxter and mobility base

Fig. 4.6 Dilated binary grid map of the building floor including the robot radius
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4.3.2 Experimental Results

4.3.2.1 Robot Control

The planned path using PRM can be seen in Fig. 4.7. Figure 4.8a shows the robot in
motion while Fig. 4.8b shows the location results using AMCL after 10 iterations.
During the motion, the AMCL is updated based on the robot’s movement distance
and Z rotation. VFH is implemented through the motion to guide the robot to avoid
obstacles.

4.3.2.2 Elevator Access

In Fig. 4.9a, the robot is shown to be in a position to manipulate the elevator button.
Figure 4.3 above shows the Baxter arm is a position to acquire the image and press the
button. The image obtained by the camera on the Baxter hand is shown in Fig. 4.9b.
The cropped image together with the processed images are shown in Fig. 4.10. The
status of the robot entering the elevator after the door opens is shown in Fig. 4.11.

Fig. 4.7 PRM generated path in green colour

Fig. 4.8 a The service robot in motion. b The AMCL localisation after 10 iterations
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Fig. 4.9 a The robot is at a position to manipulate the elevator button. b The image obtained by
the robot

Fig. 4.10 a The cropped image. b Thresholded image. c Filled image

Fig. 4.11 The robot
entering into the elevator

4.4 Conclusion

In this paper, a service robot system is developed by using a Baxter robot on a
Dataspeed omnidirectionalmobile base. The system uses a variety of software frame-
works under a networked structure. While the ROS framework is used to communi-
cate between the different subsystems and control the hardware such as the Baxter,
its mobile base and various sensors, MATLAB is used to perform the control and
processing activities such as path planning, path tracking, obstacle avoidance, local-
isation, and image processing. The developed system is able to achieve a good out-
come by adopting a multi-rate localisation that updates the AMCL results only when
required. This has allowed the robot to be able to operate even while the MATLAB
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is running on a slow computer. Image processing is also introduced together with
manipulation method to allow for the robot to press the elevator button as a normal
human user. Test results show that the developed system is able to move in a normal
office environment and gain access into an elevator. All the source codes for MAT-
LAB is available at https://github.com/runbren/Baxter-Delivery-Service-Robot.

Future work will include the navigation to press buttons inside the lift. In addition,
the interaction with human users for the elevator is also not considered in this work.
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Chapter 5
The Design of a New Rotary Hexapod
with a Single Active Degree of Freedom

A. S. Fomin, V. A. Glazunov and J. K. Paik

Abstract This study provides a novel approach for designing a rotary hexapod
with a single actuator and definable motion of a platform. Hexapod is a parallel
structure mechanism with six legs and six degrees of freedom (DoF) of an end-
effector. It is not an under actuated system as it cannot completely control a motion
of a platform by less than six actuators. In the proposed study we developed a new
under actuated hexapod driven by planar linkagewith singularDoF. This novel design
was reached by combining a zero-DoF structural group including six parallel chains
with a platform and planar linkage mechanism with mobility one set by a movable
base. We placed six parallel chains on the base by means of carriages coupled to the
movable levers of the planar linkage. The final system is actuated by single rotation
of a driving link set in the base.

Keywords Hexapod · Degree of freedom · Parallel mechanism · Linkage ·
Rotary hexapod

5.1 Introduction

Parallel structure manipulators are effective in industrial operations requiring high
precision, speedwork, stiffness, complete range of motions and other significant
technological criteria for efficient functioning [1, 2]. Yet, for the most part, parallel
manipulators have restricted opportunities for complete rotation of 360° of end-
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effectors around the vertical axis. Indeed, for some applications involving design of
medical robots, automotive platforms or for additive manufacturing, this property
becomes critically relevant. In [3, 4] authors presented a parallel manipulator having
complete rotation for application in car or plane simulators. Complete rotation of
a platform relative to the base is realized using a circular rail for the ground path.
Figure 5.1 presents a three-dimensional model of the first rotary manipulator [5]
developed by Belikov et al. in 1983 which serves as a foundation for many hexapod
models with circular guide.

The mobility which predetermines number of actuators for the whole system can
be calculated by the formula developed byA.PMalyshev for spatial kinematic chains

W = 6n − 5p5 − 4p4 − 3p3 − 2p2 − p1, (5.1)

whereW is mobility of a kinematic chain, defining number of its DoF, n is the number
of movable links in a kinematic chain, p5, p4, p3, p2 and p1 are numbers of one-, two-,
three-, four- and five-DoF kinematic pairs. According to (5.1) the manipulator with
n = 16, p5 = 12 and p3 = 9 has mobility W = 9. Such mobility includes: (1) six
active DoF from six carriages moving on a circular rail set on a fixed link; (2) three
passive DoF from three links coupled to the platform—each of these three links
can have an independent rotation because spherical joint and two coupled rotational
joints have mutual axis. The platform in this manipulator allows movement in the
six DoF with three prismatic movements (lateral, longitudinal and vertical) and three
rotations (pitch, roll and yaw). Structural and kinematic analysis of this manipulator
was studied in detail by Janabi-Sharifi and Shchokin [6, 7].

The complete rotation of a platform is also reachable using rotopod variations
which are defined as systems that include circular rails around which six legs are
orienting the platform. These variations are investigated by Bonev et al. [8], Herrera

Fig. 5.1 Manipulator
developed by Belikov et al.
[5]
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Fig. 5.2 Rotary hexapod
with two rails

et al. [9] and now manufactured in accordance with a US Patent [10] by the Hexel
Corporation, currently Mikrolar, USA.

The manipulator shown in Fig. 5.1 was further developed into a model without
passive DoF by Coulombe and Bonev [11] and is shown as a three-dimensional
model in Fig. 5.2. This manipulator includes two rails instead of the single rail used
in rotopod models or the original manipulator shown in Fig. 5.1. A second rail brings
compactness to themanipulator and increases itsworkspace. Further, rotational joints
replace the double spherical joints present in rotopod. This novel design solution led
to an increased workspace maximum vertical translation and high accuracy of this
parallel manipulator. The input motions are given for each of six carriages.

However for some applications requiring predetermined motion of a platform, six
actuators are not obligatory to have. Yet parallel structure of a designed mechanism
would allow supporting and replacing heavy objects. In this regard we aimed to
develop a rotary hexapod systemwith a single actuator, without passive mobility and
with six predetermined DoF of the platform in this study.

5.2 Structural Analysis of a Rotary Hexapod with Two
Rails

A rotary hexapod with two rails includes a structural group of links having zero DoF
set on six carriages that serve as driving links. The group is shown separately in
Fig. 5.3. The group of links is connected above by six rotational joints. The group
includes a platform and three paired parallel chains. Each contains 8 links connected
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Fig. 5.3 Structural group
with parallel chains having
zero DoF

by 10 one-DoF kinematic pairs. The overall number of links for a group is 25 and
number of kinematic pairs is 30.

The overall mobility for the whole group can be calculated by (5.1). For the
structural group shown in Fig. 5.3with n= 25 and p5 = 30, themobility equalsW = 0.
This result indicates it as a zero-DoF chain also known as an Assur group after Assur
[12]. Therefore if we add six internal DoF to this group of links, we get an overall
mobility equalsW = 6. This solution explains rotary hexapod of Fig. 5.2. A mobility
W = 6 can also be derived from formula (5.1) when n = 31 and p5 = 36, which
proves the necessity of driving six carriages along a rail providing three rotations
and three translations of the end-effector (platform).

5.3 Mechanical Design of a Rotary Hexapod with a Single
Active DoF

To provide single actuation to the rotary hexapod (Fig. 5.2), it needs to connect a
zero-DoF group (Fig. 5.3) and a single-DoF planar linkage located at the base. This
connection design is presented in Fig. 5.4. It includes only one-DoF joints and links
moving within a circular rail. In this mechanism driving link 1 is a double-crank that
is coupled by a hinge in the center of the circular rail as well as diametrically by
means of the carriages moving rotationally around the central hinge. Driving link 1 is
connected with two-bar Assur groups (diads) RRR 2-3, 4-5, 6-7, 8-9, 10-11, 12-13,
14-15, 16-17 investigated previously in [13, 14]. The overall mobility of the ground
can be calculated in accordance with the known Chebishev formula [15] given as

W = 3n − 2p5 − p4, (5.2)
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Fig. 5.4 Single-DoF base
mechanism with six
carriages moving on a
circular rail

Fig. 5.5 Rotary hexapod
with a single active DoF

where W is mobility of a mechanism, n is the number of movable links, p5 and p4
are numbers of one- and two-DoF joints. For the base mechanism we have n = 17
and p5 = 25, therefore the mobilityW = 1.

Obviously the integration of a zero-DoFgroup (Fig. 5.3) andone-DoFbase linkage
(Fig. 5.4) will result in a parallel mechanism with the novel aspect of having a
singular DoF that can be actuated by a single drive. Such an approach allows space
to be reduced for the actuation system and setting a single crank to translate further
motion through all links to the end-effector. This novel manipulator is presented in
Fig. 5.5. The platform still has six DoF as for the manipulators shown in Figs. 5.1 and
5.2; however the number of drives is now maximally reduced by one. This design
also allows us to set the second circular rail inside the first.
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5.4 Direct Kinematics for the Base Mechanism

Kinematic analysis of a rotary hexapod with six active DoF has been carried out
by Bonev and Gosselin [16, 17]. For the rotary hexapod shown in Fig. 5.5, only a
single activeDoF exists, therefore translations of carriagesmoving on the circular rail
depend on the rotation of the driving link. To know the positions of the carriages we
will analyze the base mechanism separately. As it is planar and all links are moving
in the plane, graph-analytical method of kinematics is suggested, which is quite
simple and illustrative. It demonstrates the driving directions of all links and allows
calculation of values of velocities and accelerations bymaking vector equations. Part
of the unknown parameters will be analytically found from kinematic equations of
planar movement.

Define velocities of points B1, F9, G13, K1, O17 and U5, which belong to each of
the six carriages (Fig. 5.6a). Accept angular velocity of the driving link w1 = 0.5 s−1

and lengths of links according to Table 5.1.
Velocity of point B1 is equal to VB1 = 0.25 m/s. Velocities of other links in point

B are equal to each other VB1 = VB2 = VB6 = VB. The scale of the velocity plan
(µV ) is calculated as

Fig. 5.6 Toward kinematic analysis of the single-DoF base mechanism: a top view of the base
mechanism; b velocity vector diagram

Table 5.1 Lengths of links
of the ground mechanism

Link Length (m)

AB = AK = AO = AU = AF = AG 0.50

BC = BS = KL = KJ 0.36

CD = RS = LM = IJ 0.07

DE = QR = MN = HI 0.14

EF = QU = NO = GH 0.18
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µv = VB

pb
= 0.25m/s

250mm
= 0.001 (m/s)/mm. (5.3)

Figure 5.6a indicates the chosen position of the mechanism for the velocity plan
drawing.Velocity of pointF canbe found fromvelocities of pointsC andE. Equations
for them are written below

{
V̄C = V̄B + V̄CB,V̄CB⊥BC;
V̄C = V̄D + V̄CD,V̄CD⊥CD;

VE = VC · DE

CD
. (5.4)

When VC and VE are known, we can find VF as

{
V̄F = V̄E + V̄FE ,V̄FE⊥EF
V̄F = V̄A + V̄FA,V̄FA⊥FA.

(5.5)

Velocity of point K equals velocity of point B as AB = AK, but these velocities are in
opposition to each other. To find the velocity of point G, we need to know velocities
of points J and H. They can be found from the equations shown below

{
V̄J = V̄K + V̄J K ,V̄J K⊥J K ;
V̄J = V̄I + V̄J I ,V̄J I⊥I J ;

VH = VJ · I H
I J

. (5.6)

Velocity VG is then calculated as

{
V̄G = V̄H + V̄GH ,V̄GH⊥GH
V̄G = V̄A + V̄GA,V̄GA⊥GA.

(5.7)

Analogically we can find velocities of points O and U. For point O we need to know
velocities VL and VN , for point P—velocities VS and VQ. Remaining equations for
these velocities are listed below

{
V̄L = V̄K + V̄LK ,V̄LK⊥K L;
V̄L = V̄M + V̄LM ,V̄LM⊥LM;

VN = VL · MN

LM
. (5.8)

{
V̄O = V̄N + V̄ON ,V̄ON⊥NO;
V̄O = V̄A + V̄OA,V̄OA⊥AO.

(5.9)

{
V̄S = V̄B + V̄SB,V̄SB⊥SB;
V̄S = V̄R + V̄SR,V̄SR⊥RS;
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Table 5.2 Velocities of six
carriages moving on a
circular rail

Velocity of a point Value (m/s)

VB (carriage 1B) 0.2500

VF (carriage 9) 0.2232

VG (carriage 13) 0.1620

VK (carriage 1K) 0.2500

VO (carriage 17) 0.1620

VU (carriage 5) 0.1620

VQ = VS · QR

RS
. (5.10)

{
V̄U = V̄Q + V̄UQ,V̄UQ⊥UQ
V̄U = V̄A + V̄U A,V̄U A⊥AU.

(5.11)

A velocity vector diagram (Fig. 5.6b) is drawn according to the Eqs. (5.3)–(5.11) and
positions of carriages shown in Fig. 5.6a. To find numerical values of the velocities
we need to multiply the scale of the plan calculated in Eq. (5.4) on lengths of vectors
from the plan. Velocities of points A, D, I, M and R are equaled to zero and are
combined with point p on the velocity diagram. The velocities of the carriages are
indicated in Table 5.2 according to the scale of velocity diagram.

An acceleration vector diagram can be analogically drawn using analytical
equations and the same algorithm shown for velocity calculations based on
Eqs. (5.3)–(5.11).

5.5 Conclusions

The presented study shows a design method for reducing actuating link numbers
in parallel structure manipulators. The method is based on the separation of the
structural group having zero DoF and then its connection to a single-DoF linkage
mechanism used as a movable base. Edge kinematic pairs of parallel chains are
connected to the movable links of the base linkage providing single actuation of the
whole mechanism, while the end effector still has six DoF. The proposed method
has been demonstrated on a rotary hexapod where actuated links were reduced from
six to one. Parallel chains were set above movable carriages that serve as sliders
on a planar base linkage. The proposed idea is viable for other types of parallel
mechanisms having different numbers of parallel chains and actuators.

Acknowledgements The study has been carried out with the support of the Russian President
Grant according to the research project MK-2781.2019.8.
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Chapter 6
Modelling and Model-Based Control
of a Four-Bar Mechanism with a Flexible
Coupler Link

Nguyen Van Khang, Nguyen Sy Nam and Nguyen Phong Dien

Abstract In the mechanisms and machines operating at high speeds, the elastic
vibration of links is inevitable. The present paper dealswith the problemofmodelling
and model-based controller design for a flexible four-bar mechanism. The fully cou-
pled non-linear equations of motion are derived using the Lagrange’s equations with
multipliers for constrained multibody systems. The resulting differential-algebraic
equations are solved using numerical methods. Based on the obtained modelling
results, a simple PD controller is designed to minimize the influence of elastic link
on the desired motion.

Keywords Steady-state vibration · Elastic mechanism · Lagrange’s equations ·
Vibration control

6.1 Introduction

The planar four-bar mechanism is one of the most widely used mechanisms in trans-
mission systems of reciprocating machines. It is well-known that the large base
motion of a lightweight high-speed mechanism leads to small relative vibrations of
flexible links such as the coupler [1]. Besides, small vibrations of flexible coupler can
cause transmission errors and noise [2]. Starting from the research results in dynamic
analysis of rigid multibody systems, e.g. [3, 4], a number of approaches and meth-
ods for dynamic analysis and control of elastic mechanisms has been proposed and
applied since the 90s of the last century [5–16]. Among them, steady-state vibrations
and vibration control of a planar four-bar mechanism with the flexible coupler were
the objective of some studies, e.g. [7, 9, 12]. Some methods of dynamic modelling
and vibration suppression for parallel manipulators with flexible links are presented
in [10, 11, 13], using continuum models or finite element models.
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In this study, a planar revolute-jointed 4-link mechanism with the flexible coupler
link is considered to investigate the problemofmodelling andmodel-based controller
design for vibration suppression. The fully coupled non-linear equations of motion
are derived using the Lagrange’s equations with multipliers for constrained multi-
body systems. The resulting differential-algebraic equations are then solved using
numerical methods. Based on the obtained modelling results, a simple PD controller
is designed to minimize the influence of the coupler link on the desired motion of
the mechanism.

6.2 Equations of Motion of the Four-Bar Mechanism
with a Flexible Coupler Link

We consider now a planar revolute-jointed four-link mechanism with an elastic cou-
pler link as depicted in Fig. 6.1. The lengths of crank OA, coupler link AB and output
link BC are l1, l2 and l3 respectively, and distance OC is l0. In addition, τ denotes the
external torque acting on the crank, Ox0y0 the fixed coordinate system and Axy the
link-fixed coordinate system. The position of mechanism in Ox0y0 can be defined by
rotation angles ϕ1, ϕ2 and ϕ3 as shown in the figure.

The position vector of point M on coupler link AB is given by

rM = rA + (x + u(x, t))e1 + w(x, t)e2 (6.1)

where rA is the position vector of point A, e1 and e2 are the unit vectors of the coordi-
nate system Axy.Variables u(x,t) and w(x,t) denote the longitudinal deformation and
the transverse deformation of coupler link AB at an arbitrary position x, respectively.
The boundary conditions of deformation are defined by

u(0, t) = 0; u(l2, t) = uB (6.2)

Fig. 6.1 Diagram of the four-bar mechanism



6 Modelling and Model-Based Control of a Four-Bar Mechanism … 69

w(0, t) = w(l2, t) = 0 (6.3)

We note that the constraint equations depend on the elastic deformations, namely,
on the longitudinal deformations for this case. From Fig. 6.1 we get the following
constraint equations

f1 = l1 cosϕ1 + [l2 + u(l2, t)] cosϕ2 − l3 cosϕ3 − l0 = 0 (6.4a)

f2 = l1 sin ϕ1 + [l2 + u(l2, t)] sin ϕ2 − l3 sin ϕ3 = 0 (6.4b)

Upon assumption that elastic deformations of the coupler link are small, the lon-
gitudinal deformation and transverse deformation are independent of each other,
Euler-Bernoulli beam theory can be used for this case. Using Ritz–Galerkin method,
the elastic deformations of the coupler link can be written in the form

w(x, t) =
N1∑

i=1

Xi (x).qi (t) (6.5)

u(x, t) =
N2∑

k=1

Yk(x).pk(t) (6.6)

where qi (t), pk(t) are the modal coordinates of transverse deformation and longi-
tudinal deformation, respectively, Xi(x), Yk(x) are the mode shapes of transverse
deformation and longitudinal deformation of a pinned-pinned bar which are given
by [15] as

Xi = sin

(
iπ

l2
x

)
, Yk(x) = sin

(
2k − 1

2

πx

l2

)
(6.7)

The kinetic energy of the considered mechanism can be expressed in the form

T = TOA + TBC + TAB = 1

2
IO ϕ̇2

1 + 1

2
IC ϕ̇2

3 + 1

2

l2∫

0

μṙ2Mdx (6.8)

where IO and IC are the mass moments of inertia of the input and output links with
respect to the joint axes, respectively, μ denotes the mass per unit length of the
coupler link. Coordinates of point M in the fixed coordinate system are given by:

xM = l1 cosϕ1 + (x + u) cosϕ2 − w sin ϕ2 (6.9a)

yM = l1 sin ϕ1 + (x + u) sin ϕ2 + w cosϕ2 (6.9b)
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By differentiating Eqs. (6.9a) and (6.9b), making use of Eqs. (6.5), (6.6), and then
substituting into Eq. (6.8), the kinetic energy is then obtained as

T = 1

2
IO ϕ̇2

1 + 1

2
IC ϕ̇2

3 + μl21l2
2

ϕ̇2
1 + μ

2

N2∑

k=1

N2∑

l=1

bkl ṗk ṗl + μ

2
ϕ̇2
2

N1∑

i=1

N1∑

j=1

mi jqiq j

+ μl32
6

ϕ̇2
2 + μ

2

(
2

N2∑

k=1

Fk pk+
N2∑

k=1

N2∑

l=1

bkl pk pl

)
ϕ̇2
2 + μ

2

N1∑

i=1

N1∑

j=1

mi j q̇i q̇ j

− μl1ϕ̇1 sin(ϕ1 − ϕ2)

N2∑

k=1

Hk ṗk + μl1l22
2

ϕ̇1ϕ̇2 cos(ϕ1 − ϕ2)

+ μl1ϕ̇1ϕ̇2 cos(ϕ1 − ϕ2)

N2∑

k=1

Hk pk + μl1ϕ̇1 cos(ϕ1 − ϕ2)

N1∑

i=1

Ci q̇i

+ μl1ϕ̇1ϕ̇2 sin(ϕ1 − ϕ2)

N1∑

i=1

Ciqi − μϕ̇2

N1∑

i=1

N2∑

k=1

nikqi ṗk

+ μϕ̇2

N1∑

i=1

Di q̇i + μϕ̇2

N1∑

i=1

N2∑

k=1

nik pkq̇i (6.10)

where we use the following notations
Ci = ∫ l2

0 Xidx ; Di = ∫ l2
0 x Xidx ; mi j = ∫ l2

0 Xi X jdx ; Hk = ∫ l2
0 Ykdx ; Fk =∫ l2

0 xYkdx ; bkl = ∫ l2
0 YkYldx ; nik = ∫ l2

0 XiYkdx .
According to [16], it follows that

Π = 1

2
E A

l2∫

0

(
∂u

∂x

)2

dx + 1

2
E I

l2∫

0

(
∂2w

∂x2

)2

dx (6.11)

where E, I, A are modulus of elasticity, area moment of inertia and cross-sectional
area of the coupler link, respectively. Substitution of Eqs. (6.5), (6.6) into Eq. (6.11)
yields

Π = 1

2
E A

N2∑

k=1

N2∑

l=1

gkl pk pl + 1

2
E I

N1∑

i=1

N1∑

j=1

ki jqiq j (6.12)

where ki j = ∫ l2
0 X ′′

i X
′′
j dx and gkl = ∫ l2

0 Y ′
kY

′
l dx .

Recall that Lagrange’s equations with multipliers for constrained holonomic
multibody systems are defined by [4]
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d

dt

(
∂T

∂ ṡ j

)
− ∂T

∂s j
= −∂Π

∂s j
−

(
2∑

k=1

λk
∂ fk
∂s j

)
+ Q j (6.13)

where s j are the generalized coordinates which include rigid body coordinates ϕ1,
ϕ2, ϕ3 as well as elastic modal coordinates qj and pk , f k the constraint equations,
λ1 and λ2 Lagrange’s multipliers. Qj denote the generalized forces. By substituting
Eqs. (6.4a), (6.4b), (6.10), (6.12) into Eq. (6.13), we obtained the governing equations
for the considered mechanism as follows:

(
IO + μl21l2

)
ϕ̈1 + μl1l22

2
ϕ̈2 cos(ϕ1 − ϕ2) + μl1ϕ̈2 cos(ϕ1 − ϕ2)

N2∑

k=1

Hk pk

+ μl1ϕ̈2 sin(ϕ1 − ϕ2)

N1∑

i=1

Ciqi − μl1 sin(ϕ1 − ϕ2)

N2∑

k=1

Hk p̈k

+ μl1 cos(ϕ1 − ϕ2)

N1∑

i=1

Ci q̈i + μl1l22
2

ϕ̇2
2 sin(ϕ1 − ϕ2)

+ 2μl1ϕ̇2 cos(ϕ1 − ϕ2)

N2∑

k=1

Hk ṗk

+ μl1ϕ̇
2
2 sin(ϕ1 − ϕ2)

N2∑

k=1

Hk pk + 2μl1ϕ̇2 sin(ϕ1 − ϕ2)

N1∑

i=1

Ci q̇i

− μl1ϕ̇
2
2 cos(ϕ1 − ϕ2)

N1∑

i=1

Ciqi = l1 sin ϕ1λ1 − l1 cosϕ1λ2 + τ (6.14)
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2
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k=1
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2
1 cos(ϕ1 − ϕ2)

N1∑

i=1

Ciqi

= (l2 + uB) sin ϕ2.λ1 − (l2 + uB) cosϕ2.λ2 (6.15)
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IC ϕ̈3 + l3 sin(ϕ3)λ1 − l3 cos(ϕ3)λ2 = 0 (6.16)

μl1Ci ϕ̈1 cos(ϕ1 − ϕ2) +
(

μDi + μ

N2∑

k=1

nik pk

)
ϕ̈2 + μ

N1∑

j=1

mi j q̈ j

− μl1ϕ̇
2
1 sin(ϕ1 − ϕ2)Ci + 2μϕ̇2
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nik ṗk − μϕ̇2
2
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mi jq j + E I
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(6.17)

− μl1ϕ̈1 sin(ϕ1 − ϕ2)Hk − μϕ̈2

N1∑

i=1

nikqi + μ

N2∑

l=1

bkl p̈l − μl1ϕ̇
2
1 cos(ϕ1 − ϕ2)Hk

− 2μϕ̇2

N1∑

i=1

nik q̇i − μ

(
Fk +

N2∑

l=1

bkl pl

)
ϕ̇2
2 + E A

N2∑

l=1

gkl pl

+ (λ1 cosϕ2 + λ2 sin ϕ2)αk = 0 (6.18)

where i = 1, 2,…, N1, k = 1, 2,…, N2 and

αk =
{
1 when k = 2n + 1, n = 1, 2, . . .
−1 when k = 2n, n = 1, 2, . . .

A set of (3+N1 +N2) differential Eqs. (6.14)–(6.18) and two algebraic constraint
Eqs. (6.4a), (6.4b) denotes motion equations of the mechanism with the elastic cou-
pler link. Thus, this set consists of (5 + N1 + N2) differential–algebraic equations
with the same number of variables that can be expressed in compact matrix form as
the form presented in [3, 4]

M(s, t)s̈ + �T
s (s,t)λ = −C(s, ṡ)ṡ − g(s) + τ(t) (6.19)

f(s, t) = 0 (6.20)

where s = [ϕ1ϕ2ϕ3q1 . . . qN1 p1 . . . pN2λ1λ2]T , λ is the vector of Lagrange multipli-
ers, f is the vector of constraint equations.

6.3 Dynamic Analysis

In the next investigation, the Lagrange’s multiplier partition method is used to solve
Eqs. (6.19) and (6.20) numerically [3, 4]. The parameters of the four-bar mechanism
are given in Table 6.1.

The torque on the input link is given by:
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Table 6.1 Parameters of
four-bar mechanism

Constant [unit] Description Value

l0 [m] Length of the ground link 0.4064

l1 [m] Length of the input link 0.0635

l2 [m] Length of the coupler link 0.3048

l3 [m] Length of the output link 0.3048

IO [kgm2] Moment of inertia of the
input link

7.466 × 10−6

IC [kgm2] Moment of inertia of the
output link

2.002 × 10−3

μ [kg/m] Mass per unit length 0.2237

E [N/m2] Modulus of elasticity 2.06 × 1011

A [m2] Cross-sectional area of the
coupler link

8.19 × 10−6

m1 [kg] Mass of the input link 0.0142

m2 [kg] Mass of the coupler link 0.0682

m3 [kg] Mass of the output link 0.0682

τ(t) =
{

τ0 sin(2π t/Tm) t ≤ Tm
0 t > Tm

(6.21)

where τ 0 is the peak torque and Tm is the time duration of the torque (Table 6.1).
The coordinates of the real position of the four-bar mechanism with a flexible

coupler link can be expressed in the following way.

ϕ1 = ϕ1d + y1, ϕ2 = ϕ2d + y2, ϕ3 = ϕ3d + y3, qi = y4,

y5, . . . yN1+3, pk = yN1+4, . . . , yN1+N2+3 (6.22)

where ϕ1d , ϕ2d , ϕ3d represent the trajectory of rigid mechanism, y1, y2, y3 are devi-
ation of flexible trajectory versus rigid trajectory.

It is assumed that y1, y2,…, yN1+N2+3 are small. The initial conditions are selected
as follows: input angle ϕ10 = π /2, angular velocity of input link ϕ̇10 = 0, elastic
deformations qi0 = 0, pk0 = 0 and elastic deformations velocity q̇i0 = 0, ṗk0 = 0.
Using Newton-Raphson method for solving the contraint Eqs. (6.4a) and (6.4b)
with these initial conditions, the values of initial angles ϕ20, ϕ30 are obtained as
ϕ20 = 0.6752 (rad) and ϕ30 = 2.1564 (rad). By differentiating Eqs. (6.4a), (6.4b)
and solving the new obtained equations, we get initial conditions of angular velocity
of coupler link and output link as ϕ̇20 = 0, ϕ̇30 = 0.

Figures 6.2 and 6.3 show the responses of rigid and flexible mechanism with a
peak torque magnitude of τ 0 = 0.005 (Nm) and Tm = 1 (s). As mentioned in the first
section, the rigid body coordinates (e.g. input and output link angular displacements)
are affected by the elastic deformation of the coupler link due to the fully coupled
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Fig. 6.2 Crank angle, …
rigid, flexible, τ 0 = 0.005
Nm

Fig. 6.3 Output angle, …
rigid, flexible, τ 0 = 0.005
Nm

nature of the equations. However, this effect is negligible when the peak of torque is
small.

Another set of simulations is carried out with a peak torque magnitude of τ 0

= 0.03 (Nm), Tm = 1 (s) and the numerical simulations are performed during the
period from 0 to 5 (s). The responses for the flexible and rigid models of the four-
bar mechanism are shown in Figs. 6.4, 6.5, 6.6 and 6.7. The effect of flexibility is
now more pronounced, since the larger torque causes larger elastic deformations. In
Figs. 6.8 and 6.9 the transverse and longitudinal deformation of the coupler link are
depicted.
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Fig. 6.4 Crank angle, …
rigid, flexible, τ 0 = 0.03 Nm

Fig. 6.5 Output angle, …
rigid, flexible, τ 0 = 0.03 Nm

Fig. 6.6 Crank angular
velocity, … rigid, flexible, τ 0
= 0.03 Nm
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Fig. 6.7 Output angular
velocity, … rigid, flexible, τ 0
= 0.03 Nm

Fig. 6.8 Transverse
deformation of flexible
coupler link at the midpoint,
τ 0 = 0.03 Nm

Fig. 6.9 Longitudinal
deformation of flexible
coupler link, τ 0 = 0.03 Nm
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6.4 Model-Based Control

To investigate the possibility to suppress vibrations of the flexible link using a control
torque applied to the input link, a simple control strategy using a PD controller is used
for the purpose of reducing values y1, y2, y3, … yN1+N2+3 approaching to zero when
the time duration approaches infinity or large enough. It follows from Eqs. (6.19)
and (6.20) that for this case

M(s, t)s̈ + �T
s (s,t)λ = −C(s, ṡ)ṡ − g(s) + τ(t) + τC(t) (6.23)

where the control torque applied on the input link is given by:

τc = −kP y1 − kd ẏ1 (6.24)

where kp, kd are the PD controller gains, y1 = ϕ1 − ϕ1d , ẏ1 = ϕ̇1 − ϕ̇1d . Thus,
the total torque acting on the input link is τ + τ c. The following relation for the
numerical simulation are used

τc(ti+1) = −kP y1(ti ) − kd ẏ1(ti ), i = 0, 1, 2, . . . (6.25)

The parameters used in the following control simulations are given in Table 6.1.
The controller gains (trial and error) are chosen as kp = 0.15 and kd = 0.08, the
peak torque magnitude τ 0 = 0.03 (Nm) and Tm = 1 (s). Some calculating results
are shown in Figs. 6.10, 6.11, 6.12 and 6.13. It can be seen that, the controller is
able to suppress the vibrations and control the link angular motions. The transverse
deformation is suppressed within 1.2 (s) as shown in Fig. 6.14, the longitudinal

Fig. 6.10 Crank angle with
PD controller, … rigid,
flexible
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Fig. 6.11 Output angle with
PD controller, … rigid,
flexible

Fig. 6.12 Crank angular
velocity with PD controller,
… rigid, flexible

deformation is suppressed within 0.85 (s) in Fig. 6.15. Finally, Fig. 6.16 shows the
value of control torque τC in time.

6.5 Conclusions

The present study deals with modelling and model-based control of a four-bar mech-
anismwith the flexible coupler link. It is assumed that the longitudinal deformation of
the coupler link is not dependent on its transverse deformation. Resulting differential-
algebraic equations are solved numerically to simulate the system behaviour. A sim-
ple PD controller was designed without requiring measurement of the elastic defor-
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Fig. 6.13 Output angular
velocity with PD controller,
… rigid, flexible

Fig. 6.14 Transverse
deformation of flexible
coupler link at the midpoint,
using PD controller

mations. It has been shown that this controller can be efficient in suppressing the
vibrations of the flexible link as well as controlling the rigid body motion.

Acknowledgements This paper was completed with the financial support of the Vietnam National
Foundation for Science and Technology Development (NAFOSTED).
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Fig. 6.15 Longitudinal
deformation of flexible
coupler link, using PD
controller

Fig. 6.16 Control torque of
the PD controller
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Chapter 7
Structural Synthesis of 2-DOF, 7-Link,
2-Basic Loops Simple and Multiple Joint
Mechanisms for Robotics

V. I. Pozhbelko and E. N. Kuts

Abstract The paper proposes a new approach to structural synthesis of all possible
2-DOF, 7-link, 2-basic (independent) loops both non-fractionated and fractionated
planar closed kinematic chains with simple as well as multiple joints. Then, various
examples of mechanical design of robots and manipulators based on synthesized
simple andmultiple joint 2-DOF, 7-link, 2-basic loops kinematic chains are illustrated
to show the effectiveness of the structural synthesis method. The results of this
work provide mechanism designers the necessary data bank for generation of all
possible topological structures of multi-DOF mechanisms in the conceptual stage of
mechanical design.

Keywords Structural synthesis ·Multiple joint · Degree of freedom ·Manipulator

7.1 Introduction

Structural synthesis is the first step in the creation of various mechanisms and rep-
resents one of the most difficult tasks in mechanisms and machine theory [1, 2].

There exist a plethora of methods for structural synthesis of kinematic chains.
Themost knownmethods are founded on Franke’s condensed notation, graph theory,
contracted graphs, Baranov trusses, group theory, permutation groups and matrices
[3–22].

On the one hand a large amount of studies have been devoted to develop methods
for structural synthesis of simple joint kinematic chains.
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On the other hand mechanisms can include kinematic chains with multiple joints,
that provides more simple construction and minimizes the space requirement. It
is especially important in robots design. However, structural synthesis of multibody
mechanismswithmultiple joint kinematic chains is very complicated [23–30]. There-
fore, the structural synthesis of multiple joint kinematic chains is not fully studied
and so the development of new methods of structural synthesis is very important.

The main aim of this paper is to present the new approach to structural synthesis
of all possible 2-DOF, 7-link, 2-basic loops closed kinematic chains. Moreover, this
paper enunciates a new mobility equation and the method for design of simple and
multiple joint mechanisms for robots and manipulators.

7.1.1 Notations

ñ total number of links in the kinematic chains: ñ = n2 + n3 + · · · + ni ;
ni the number of links having i joints with other links in the kinematic chain;
ν j the number of multiple joints (j ≥ 2);
ν2 the number of two-pin joints (denoted by sign “j2” in figures);
V resulted number of multiple joints (V = �(j − 1)ν j);
V total multiple joint factor,V = 0—simple joint kinematic chains,V > 0—mul-

tiple joint kinematic chains;
Vmax the max value of resulted number of multiple joints;
K the number of independent closed loops in kinematic chains;
F the number of degrees of freedom of mechanical system with the fixed link

(F = DOF);
Li independent closed loop;
L0 the number of sides in the peripheral loop in the kinematic chain.

7.2 Basic Concepts

Before the discussion, we need to introduce the following basic concepts.

7.2.1 Link Assortment

The link assortment [L.A.] array of closed kinematic chain presents the type of links
(by number of i joints incident to the link) and the number of links in the kinematic
chain that are necessary to form the kinematic chain with given input parameters (F,
K and V ). [L.A.] can be expressed as:
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[L .A.] = [n2, n3, n4, . . . , ni ], (7.1)

where n2, n3, n4,…, ni are the number of binary, ternary, quaternary,…, i-nary links,
etc., in order, having i joints incident to the link.

7.2.2 Multiple Joint Assortment

Multiple joint assortment [M.J.A.] of closed kinematic chain is a set of numbers
consisting of the number of two-pin joints, three-pin joints, …, j-pin joints in the
chain. [M.J.A.] can be expressed as [28]:

[M.J.A.] = [
ν2 • ν3 • . . . • ν j

]
, (7.2)

where ν2, ν3,…, ν j are the number of j-pin joints (j ≥ 2).

7.2.3 Loop Assortment

Loop assortment [Lα] of closed simple or multiple joint kinematic chain is a set of
numbers consisting of numbers of links participating on the periphery of any loop
(α3, α4, α5,…, αm, in order respectively) in the chain, including the peripheral loop
L0. [Lα] can be expressed as [30]:

[Lα] = [α3 − α4 − α5 − . . . − αm] = [3 − 4 − 5 − . . . − m]. (7.3)

7.2.4 Total Multiple Joint Factor of the Kinematic Chain

Total multiple joint factor (V ) for closed kinematic chains can be expressed by
following equation:

V = �( j − 1)ν j = ν2 + 2ν3 + . . . + ( jmax − 1)ν jmax ≤ 2(K − 1). (7.4)

7.2.5 General Mobility Equation

Using the unified structure theory [30] for planar and spatial mechanical systems,
we introduce a new general mobility equation (degrees of freedom F):
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F = �(3 − i)ni − V − 3 = (n2 − 3) − [n4 + 2n5 + . . . + (3 − imax )nimax ] − V .

(7.5)

Note that proposed general mobility equation Eq. (7.5) includes the specified total
multiple joint factor 0 ≤ V ≤ Vmax combined with type of links and number of links
ni (1 ≤ i ≤ imax). Hence, it can be used for quick mobility calculation and type
synthesis of various simple and multiple joint kinematic chains.

7.3 Structural Synthesis Method for Simple and Multiple
Joint Closed Kinematic Chains

Our algorithm allows to synthesize closed planar simple andmultiple joint kinematic
chains with specified degree of freedom F, the number of links ñ and the number of
independent closed loops K.

A general algorithm for structural synthesis of planar simple and multiple joint
kinematic chains with the minimum number of links participating on the periphery
of loop 4 and 5 (αmin ≥ α4) is based on addition method. This method uses different
sets of various numbers of links (N1, N2) in closed (N1) and open (N2) kinematic
chains, where ñ = N1 + N2 = 7 = const .

The proposed algorithm (shown below in Fig. 7.1) of structural synthesis of 2-
DOF, 7-link, 2-basic loops generalized loops simple and multiple joint closed kine-
matic chains consists of the following steps:

Step 1. 3-link open kinematic chain is added on to quaternary link of the 4-link closed
kinematic chain (consisting of three adjacent binary links and one quaternary link).
As a result of structural synthesis, the 7-link fractionated simple joint kinematic chain
with [L.A.] = [6, 0, 1], [Lα] = [4 – 4 – 8], L0 = 8 and one inversion of kinematic
chain with the peripheral loop L0 = 4 are obtained.
Step 2. Add 3-link open kinematic chain to 2 adjacent ternary links of the 4-link
closed kinematic chain consisting of 2 adjacent binary links and 2 adjacent ternary
links. As a result of structural synthesis, obtain the 7-link non-fractionated simple
joint kinematic chain with [L.A.] = [5, 2], [Lα] = [4 – 5 – 7], L0 = 7 and two
inversions of kinematic chain with the peripheral loops L0 = 5 and L0 = 4.
Step 3. Add 3-link open kinematic chain to 2 non-adjacent ternary links of the 4-link
closed kinematic chain (consisting of 2 non-adjacent binary links and 2 non-adjacent
ternary links). As a result of structural synthesis, obtain the 7-link non-fractionated
simple joint kinematic chain with [L.A.] = [5, 2], [Lα] = [4 – 6 – 6], L0 = 6 and one
inversion of kinematic chain with the peripheral loop L0 = 4.
Step 4. 2-link open kinematic chain is added on to 2 non-adjacent ternary links of
the 4-link closed kinematic chain (consisting of 3 binary links and 2 non-adjacent
ternary links). As a result of structural synthesis, obtain the 7-link non-fractionated
simple joint kinematic chain with [L.A.] = [5, 2], [Lα] = [5 – 5 – 6], L0 = 6 and one
inversion of kinematic chain with the peripheral loop L0 = 5.
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Fig. 7.1 The process to form all possible 2-DOF, 7-link, 2-basic loops closed simple and multiple
joint planar kinematic chains with αmin ≥ α4 for mechanical engineering design
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Step 5. 3-link open kinematic chain is added on to ternary link and adjacent joint of
the 4-link closed kinematic chain (consisting of 3 adjacent binary links and 1 ternary
link). As a result of structural synthesis, two 7-link multiple joint non-fractionated
kinematic chains are obtained:

• with one multiple joint (j2), where [L.A.] = [6, 1], [Lα] = [4 – 4 – 7], L0 = 7 (V
= 1);

• with two multiple joints (j2, j2), where [L.A.] = [7, 0], [Lα] = [4 – 4 – 6], L0 = 6
(V = 2).

Step 6. 3-link open kinematic chain id added on to ternary link and non-adjacent
joint of the 4-link closed kinematic chain (consisting of 3 adjacent binary links and
1 ternary link). As a result of structural synthesis, two 7-link multiple joint non-
fractionated kinematic chains are obtained:

• with one multiple joint (j2), where [L.A.] = [6, 1], [Lα] = [4 – 5 – 6], L0 = 6 (V
= 1);

• with two multiple joints (j2, j2), where [L.A.] = [7, 0], [Lα] = [4 – 5 – 5], L0 = 6
(V = 2).

Step 7. 2-link open kinematic chain is added on to ternary link and non-adjacent
joint of the 5-link closed kinematic chain (consisting of 4 adjacent binary links and
1 ternary link). As a result of structural synthesis, the 7-link multiple joint non-
fractionated kinematic chains are obtained:

• with one multiple joint (j2), [L.A.] = [6, 1], [Lα] = [5 – 5 – 5], L0 = 5 (V = 1);
• with two multiple joints (j2, j2), two inversions (kinematic chain with [L.A.] = [4,
2], [Lα] = [4 – 5 – 5] with L0 = 4 (V = 2) and accordingly kinematic chain with
[L.A.] = [4, 2], [Lα] = [4 – 4 – 6]) with L0 = 4 (V = 2).

Based on the results of structural synthesis of 2-DOF, 7-link, 2-basic loops closed
kinematic chains with αmin = α4 (Fig. 7.1) the existence of 4 types of simple joint
kinematic chains, 3 types of kinematic chains with one multiple joint (j2) and two
types of kinematic chains with 2 multiple joints (j2, j2) is established.

7.4 Mobility Analysis of Simple and Multiple Joint
Kinematic Chains for Robotic Mechanisms

From the point of industrial application of synthesized 2-DOF, 7-link, 2-basic loops
simple andmultiple joint closed kinematic chains (presented in Fig. 7.1) for mechan-
ical design of robots and pin-jointmanipulators (presented in Fig. 7.2) it can be useful
to make mobility analysis.

So we propose to use new general mobility equation Eq. (7.5) for mobility anal-
ysis of synthesized closed simple and multiple joint kinematic chains, presented in
Fig. 7.1.
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Fig. 7.2 Industrial applications of synthesized 2-DOF, 7-link, 2-basic loops simple (No. 1–8) and
multiple (No. 9–16) joint closed kinematic chains (presented in Fig. 7.1) for mechanical design of
robots and pin-joint manipulators

The detailed examples of mobility analysis of simple and multiple joint closed
kinematic chains are presented below.

Example 1 For closed simple-jointed kinematic chains No. 1 and No. 5 (single-arm
and dual-arm robots) shown in Fig. 7.2, we have original set of link assortment [L.A.]
= [n2, n3, n4]= [6, 0, 1], multiple joint assortment [M.J.A.]= [0] and loop assortment
[Lα] = [α4 – α4 – α8] = [4 – 4 – 8], and the peripheral loop is L0 = 8. Hence for
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given structural parameters n2 = 6, n3 = 0, n4 = 1, V = 0 Eq. (7.5) yields the number
of degrees of freedom F = (n2 – 3) − n4 − V = (6 − 3) – 1 − 0 = +2.

Example 2 For closed simple-jointed kinematic chains No. 2 and No. 6 (single-arm
and dual-arm robots) shown in Fig. 7.2, we have original set of link assortment [L.A.]
= [n2, n3]= [5, 2], multiple joint assortment [M.J.A.]= [0] and loop assortment [Lα]
= [α4 – α5 – α7] = [4 – 5 – 7], and the peripheral loop is L0 = 7. Hence for given
structural parameters n2 = 5, n3 = 2, n4 = 0, V = 0 Eq. (7.5) yields the number of
degrees of freedom F = (n2 − 3) − n4 − V = (5 − 3) – 0 − 0 = +2.

Example 3 For closed simple-jointed kinematic chains No. 3 and No. 7 (single-arm
robots) shown in Fig. 7.2, we have original set of link assortment [L.A.] = [n2, n3]
= [5, 2], multiple joint assortment [M.J.A.] = [0] and loop assortment [Lα] = [α4 –
α6 – α6] = [4 – 6 – 6], and the peripheral loop is L0 = 6. Hence for given structural
parameters n2 = 5, n3 = 2, n4 = 0, V = 0 Eq. (7.5) yields the number of degrees of
freedom F = (n2 − 3) − n4 − V = (5 − 3) – 0 − 0 = +2.

Example 4 For closed simple-jointed kinematic chains No. 4 and No. 8 (single-arm
robots) shown in Fig. 7.2, we have original set of link assortment [L.A.] = [n2, n3]
= [5, 2], multiple joint assortment [M.J.A.] = [0] and loop assortment [Lα] = [α5 –
α5 – α6] = [5 – 5 – 6], and the peripheral loop is L0 = 6. Hence for given structural
parameters n2 = 5, n3 = 2, n4 = 0, V = 0 Eq. (7.5) yields the number of degrees of
freedom F = (n2 – 3) − n4 − V = (5 − 3) – 0 − 0 = +2.

Example 5 For closed multiple-jointed kinematic chains No. 9 and No. 10 with
one multiple joint (j2) (single-arm and dual-arm robots) shown in Fig. 7.2, we have
original set of link assortment [L.A.] = [n2, n3] = [6, 1], multiple joint assortment
[M.J.A.] = [ν2 • ν3 • ν4] = [1 • 0 • 0] and loop assortment [Lα] = [α4 – α4 – α7]
= [4 – 4 – 7], and the peripheral loop is L0 = 7. Taking into account Eq. (7.4) we
get V = ν2 = 1. Thus for given structural parameters n2 = 6, n3 = 1, n4 = 0, V =
1 Eq. (7.5) yields F = (n2 − 3) − n4 − V = (6 − 3) – 0 − 1 = +2.

Example 6 For closed multiple-jointed kinematic chain No. 11 with one multiple
joint (j2) shown in Fig. 7.2 (single-arm robot), we have original set of link assortment
[L.A.] = [n2, n3] = [6, 1], multiple joint assortment [M.J.A.] = [ν2 • ν3 • ν4] = [1 •
0 • 0] and loop assortment [Lα] = [α4 – α5 – α6] = [4 – 5 – 6], and the peripheral
loop is L0 = 6. Taking into account Eq. (7.4) we get V = ν2 = 1. Thus for given
structural parameters n2 = 6, n3 = 1, n4 = 0, V = 1 Eq. (7.5) yields the number of
degrees of freedom F = (n2 – 3) − n4 − V = (6 − 3) – 0 − 1 = +2.

Example 7 For closed multiple-jointed kinematic chain No. 12 with one multiple
joint (j2) shown in Fig. 7.2 (single-arm robots), we have with original set of link
assortment [L.A.] = [n2, n3] = [6, 1], multiple joint assortment [M.J.A.] = [ν2 • ν3

• ν4] = [1 • 0 • 0] and loop assortment [Lα] = [α5 – α5 – α5] = [5 – 5 – 5], and the
peripheral loop is L0 = 5. Taking into account Eq. (7.4) we get V = ν2 = 1. Thus
for given structural parameters n2 = 6, n3 = 1, n4 = 0, V = 1 Eq. (7.5) yields the
number of degrees of freedom F = (n2 − 3) − n4 − V = (6 − 3) – 0 − 1 = +2.
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Example 8 For closedmultiple-jointed kinematic chainsNo. 13 andNo. 14with two
multiple joints (j2, j2) (pin-joint manipulators) shown in Fig. 7.2, we have original
set of link assortment [L.A.] = [n2, n3] = [7, 0], multiple joint assortment [M.J.A.]
= [ν2 • ν3 • ν4] = [1 • 0 • 0] and loop assortment [Lα] = [α4 – α4 – α6] = [4 – 4 –
6], and the peripheral loop is L0 = 6. Taking into account Eq. (7.4) we get V = ν2

= 2. Thus for given structural parameters n2 = 7, n3 = 0, n4 = 0, V = 2 Eq. (7.5)
yields F = (n2 − 3) − n4 − V = (7 − 3) – 0 – 2 = +2.

Example 9 For closedmultiple-jointed kinematic chainsNo. 15 andNo. 16with two
multiple joints (j2, j2) (pin-joint manipulators) shown in Fig. 7.2, we have original
set of link assortment [L.A.] = [n2, n3] = [7, 0], multiple joint assortment [M.J.A.]
= [ν2 • ν3 • ν4] = [2 • 0 • 0] and loop assortment [Lα] = [α4 – α5 – α5] = [4 – 5 –
5], and the peripheral loop is L0 = 5. Taking into account Eq. (7.4) we get V = ν2

= 2. Thus for given structural parameters n2 = 7, n3 = 0, n4 = 0, V = 2 Eq. (7.5)
yields F = (n2 − 3) − n4 − V = (7 − 3) – 0 − 2 = +2.

In such a way, based on synthesized kinematic chains with αmin = α4 (Fig. 7.1)
all simple-jointed and multiple-jointed mechanisms of various robots and manipula-
tors (Fig. 7.2) are constructed. These mechanisms are efficient and compact 2-DOF
mechanical systems for application in different branches of engineering.

7.5 Conclusions

In this work, we have introduced novel structural synthesis method based on addition
method and the basic concepts of link assortment, multiple joint assortment and loop
assortment.

On the basis of proposed structural synthesis method, the existence of all the
possible synthesized 9 types of simple and multiple joint 2-DOF, 7-link, 2-basic
loops kinematic chains (presented in Fig. 7.1) is fully ascertained and illustrated.

The examples of structural andmobility analysis of various 2-DOF, 7-link, 2-basic
loops simple and multiple joint closed kinematic chains for industrial applications
in robotics and manipulators are provided (in Fig. 7.2 for case αmin ≥ α4) and
demonstrate the efficiency of proposed new mobility equation for mobility analysis
of different mechanisms.

The results of this work provide mechanism designers the necessary data bank
for the generation of all possible topological structures of 2-DOF, 7-link multi-DOF
mechanisms in the conceptual stage of mechanical design.

Acknowledgements The work was supported by Act 211 Government of the Russian Federation,
contract No 02.A03.21.0011.
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Chapter 8
Numerical Synthesis of Stephenson
Six-Bar Mechanism Using a CAD
Geometric Approach

Yanhua Zhang and Chunhui Yang

Abstract Geometric construction and analytical calculation are recognised as two
basic approaches for planar mechanism design. However the geometric construction
is only available for relatively simple cases while the analytical calculation is quite
complicated and far from being visualised too. Both of them are complicated to be
used for the Stephenson six-bar mechanism design due to complexity. Therefore the
Computer-aided Design (CAD) geometric approach is developed to fulfil research
needs. In this study, an approximate position and posture synthesis for the Stephenson
six-bar mechanism is investigated via using the CAD geometric approach. Firstly
using the geometric constraint anddimension driving techniques, a primary simulated
mechanism is generated. Thenbasedondifferent tasks of path andmotiongenerations
for the dimensional synthesis, the simulated mechanisms of the Stephenson six-
bar mechanism are developed from primary simulation. The computer simulation
results on approximation dimensional synthesis of the mechanism prove that the
CAD geometric approach not only visualises the mechanism accurately and reliably
but also increases the number of prescribed positions of synthesis for mechanism.

Keywords Stephenson six-bar mechanism · CAD geometric approach ·
Path sythesis ·Motion Sythesis

8.1 Introduction

The purpose of synthesis of mechanisms is to achieve motion transformation from
input to output of such mechanisms, which can generate specifically desired motions
at certain positions with specified postures [1]. The main outputs of the mechanisms
include function, path, and motion and so on.
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The approximatemechanism synthesis refers to that if themechanism can produce
accurate positions and postures at some positions, but which can produce approx-
imate positions and postures at other positions, and the differences between actual
and provided positions and postures must be within an allowable limit. The geo-
metric method and analytic method are two basic methods commonly used [2]. The
geometric method is simple and visualised, but inaccurate, less repeatable, and pro-
vides only a few numbers of synthesis positions. The analytic method is accurate and
repeatable, but complex and not visualised [3–5]. Thus the CAD geometric approach
was developed for mechanism synthesis. This method is very useful and powerful to
research all kinds of mechanisms for researchers.

In this study, theCADgeometric approach is developed andutilised for conducting
the approximate position and motion syntheses for Stephenson six-bar mechanism
via using the CAD geometric approach as a showcase. Firstly using the geomet-
ric constraint and dimension driving techniques, a primary simulated mechanism is
constructed. Then based on different tasks of path and motion generations for the
dimensional synthesis, the simulated mechanisms of the Stephenson six-bar mech-
anism are developed from the primary simulated model. The computer model and
simulations are further used for the path synthesis and motion synthesis to extract
approximated solutions, which are further validated by comparing with those accu-
rate solutions availiable.

8.2 Simulation of Basic Stephenson Six-Bar Mechanism

The Stephenson six-bar mechanism is shown in Fig. 8.1a, which is used to construct
a mechanism synthesis at the k prescribed position via using the CAD geometric
approach. When the mechanism is at the ith position, two triangles Δ1 and Δ2, and
four lines O1O2, Lbi, Ldi and Lei constitute the mechanism. Line O1O2 is fixed, and
line Lei is a floating bar. In order to produce an approximate orientation of the bar
Lei, the two lines Mi and Ni are constructed using the suitable geometric constraint
and dimension driving. In order to produce an approximate trajectory positions of
the bar Lei, the line Si is constructed using the suitable geometric constraint and
dimension driving. The multiple approximate positions and postures of bar Lei are
then produced.

First, the basic mechanism at the kth position is constructed using the geometric
constraint and dimension driving, before constructing the Stephenson six-bar simu-
lation mechanism, as shown in Fig. 8.1b. The construction process is described as
follows:

1. First, construct one line La1 and a dimension Da1, then the same k lines are
moved and copied using ‘Move’ and ‘Copy’ commands, where k is the prescribed
number of positions. The dimensionsDai are used as driving dimensions, setting
Dai = Da1 (i = 2, 3…k), and the dimensions Dai of the line Lai (i = 2, 3…k)
are changed as driven dimensions using the constraint function of the dimension
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Fig. 8.1 Stephenson six-bar mechanism and its basic simulation

equation. In order to simplify the view, all the driven dimensions Dai (i = 2,
3…k) are hided using the ‘Hide’ command. All the driven dimensions Dai (i =
2, 3…k) change accordingly when modifying the driving dimension Da1.

2. Second, construct two circles Ca and Cb with the radii Ra and Rb, respectively.
The two centres of circles are connected to the O1 using a geometric constraint
command. The two ends of the set of lines are respectively connected to the point
ai on the Ca and the point bi on Cb (i = 2, 3…k) using coincide command. Thus
three sets of lines Ra, Rb and Lai can made up k identical equivalent triangle Δ1i

(i = 1, 2, … k), and the triangle Δ1i can rotate with O1.
3. Repeat Steps 1 and 2, construct a line Lci, two circlesCc andCd , and respectively

dimensioned Dci, Rc and Rd , O2 as the center of the circle. Thus three sets of
lines Rc, Rd and Lci can made up k identical equivalent triangle Δ2i (i = 1, 2, …
k), and the triangle Δ2i can rotate with respect to O2.

4. Repeat Step 1, construct three sets of lines Lbi, Ldi and Lei (i = 1, 2, 3 … k).
5. Lastly, the two lines Lei and Ldi are connected to the point ei at the ith position

using the ‘Coincide’ command. The free ends of Lei and Ldi are connected to ai
on the Ca and the point di on Cd using the ‘Coincide’ command, respectively.
The two ends of the Lbi are connected to bi on the Cb and the point ci on Cc.

8.3 Path Synthesis of the Simulated Stephenson Six-Bar
Mechanism

The one point at the floating bar should move along the prescribed path relative
to the base following the rule of the path synthesis. According to the requirements
of the path synthesis, the six-bar mechanism of the approximate path synthesis is
constructed on the basis of the basic simulation mechanism, as shown in Fig. 8.2.
The input function is determined by the accurate angle Φ i of the crank (the triangle



98 Y. Zhang and C. Yang

Fig. 8.2 Path synthesis of the Stephenson six-bar simulated mechanism

Δ1). The position of the output path is determined by the approximate position of the
point ei in the floating bar Lei. At the ith position in Fig. 8.1, the end point pi of the
line Si is as the accurate position point of the output path, the other point ei of the line
Si is as the approximate position point of the output path. Obviously, the point ei is
restricted the arc Cs of the radius Si, so any point on the Cs may be the approximate
position of the bar Lei. Thus not only the number of the mechanism constraint is
reduced, but also the number of the prescribed synthesis position is added. The path
synthesis of the Stephenson six-bar mechanism can be achieved at more positions.
When the length of the radius Si is gradually reduced to the allowable limit, the ideal
simulation mechanism of approximate path synthesis can be obtained, as shown in
Fig. 8.2b.

The construction process is described as follows:

1. Construct one datum line B, the two ends B1 and B2 of the line B are fixed, as
shown in Fig. 8.1a.

2. Construct k lines Pi (i = 1, 2, 3 … k), the end of the line Pi is connected to point
B2, as shown in Fig. 8.1b.

3. Construct k lines Rai (i = 1, 2, 3 … k), the two ends of line Rai are connected to
the points O1 and ai. The angle of the lines Ra1 and Rai+1 (i = 1, 2, 3 … k) is as
input function, and label prescribed value.

4. Construct k lines Si and dimension Dsi, the two ends of the line Si are connected
to the other end of the line Pi and point ei of the bar Lei.

5. Gradually reduce the dimensionDs1 untilDs1 = 1 mm, the point pi and the point
ei are almost coincident.

6. Label the prescribed value for angle θ i and length of the line Pi. The maximum
difference between the accurate k position and the actual position of the floating
bar is defined by the dimension Ds1.
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The results can be obtained from the approximate path synthesis of the six-bar sim-
ulation mechanism as follows:

• When the dimension of line S1 reduced to zero (Ds1 = 0), the approximate path
synthesis and the accurate path synthesis of the simulatedmechanism are the same,
as shown in Fig. 8.2a. When the angle Φ i is given with a prescribed value of the
input function, and the angle θ i and the length of the line Pi are given with the
prescribed value for the output path, the maximum number of positions is found
as 6 in the path synthesis of the simulated mechanism.

• When the length of the line S1 is reduced to 1 mm (Ds1 = 1 mm), the actual path
position of the floating bar is close to accurate prescribed position, their difference
is within the limit. Thus the simulated mechanism can achieve the approximate
synthesis of the path position and orientation. Now the number k of the floating
bar can be increased to 11, all the angle Φ i, the angle θ i and the length of the
lines Pi can be given with initial values of driving dimensions. This shows that
the maximum number of prescribed positions can be increased to 11, which are
significantly more than 6 of the prescribed positions of the accurate path synthesis
of the simulated mechanism. These results show that the six-bar mechanism can
complete a path synthesis with more prescribed positions.

8.4 Motion Synthesis of the Simulated Stephenson Six-Bar
Mechanism

According to the requirements of themotion synthesis, two kinds ofmotion syntheses
of the six-bar mechanism are constructed for the basic simulated mechanism, as
shown in Figs. 8.3 and 8.4, respectively.

In the first motion synthesis of the simulated mechanism, the azimuth angle of
the floating bar Lei is given with the prescribed accurate value at the k prescribed
position, and the path position of the floating bar is given with an approximate value
of the allowable limit. The constructed method of the first motion synthesis of the
simulated mechanism is similar to the approximate path synthesis for the simulated
mechanism. The prescribed angle αi (i = 1, 2, 3 … k−1) between the line B and the
bar Lei will be replaced by using accurate input angles Φ i, as shown in Fig. 8.3b.

The result can be obtained from the approximatemotion synthesis of the simulated
six-bar mechanism as follows:

1. When the dimension of the line S1 is reduced to zero (Ds1 = 0), the actual path
position of the floating bar Lei is the same as the accurate path position at the k
prescribed positions, as shown in Fig. 8.3a. The maximum number of positions
is 4 in the motion synthesis of the simulated mechanism.

2. When the dimension of the line S1 is reduced to 1 mm (Ds1 = 1 mm), the actual
path position of the floating bar Lei is very close to the accurate path position at
k prescribed position, as shown in Fig. 8.3b. Using the first six-bar simulation
mechanism of approximate motion synthesis, which shows that the maximum
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Fig. 8.3 Motion synthesis of the first Stephenson six-bar simulated mechanism

Fig. 8.4 Motion synthesis of the second Stephenson six-bar simulated mechanism

number of prescribed positions can be increased to 11, which is significantly
more than 4 of the prescribed positions of the accurate motion synthesis of the
simulated mechanism.

In the second motion synthesis of the simulated mechanism, the azimuth angle of the
floating bar Lei is given prescribed approximate value at k prescribed positions, and
the path position of the floating bar is given with an accurate value of the allowable
limit. When the dimension of line S1 reduced to zero (Ds1 = 0), the floating bar Lei

can obtain accurate position. In order to obtain approximate azimuth angle, the two
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sets of lines Mi and Ni (i = 1, 2, 3 … k−1) are increased at the basic simulation
mechanism in Fig. 8.1, as shown in Fig. 8.4.

The construction process is described as follows:
The first end of the lineMi is connected to the point ei of the floating bar Lei, and

the second end of the lineMi is connected to the first end of line Ni. The second end
of the line Ni is connected to the point qi of the floating bar Lei (i = 1, 2, 3 … k−1),
which is equivalent to a sliding pair of planar mechanism. Because the geometric
constraints can make point qi sliding in line Lei, the lineMi can rotate with point ei.
When the azimuth angle ψ i between line B and lineMi is given prescribed accurate
value, the actual approximate azimuth angleΦ i (i= 1, 2, 3… k−1) of the bar Lei can
be obtained between line B and line Lei, as shown in Fig. 8.4. The results show that
it not only reduces the constraint number of the second motion synthesis simulation
mechanism, but also increases prescribed position number.

When the dimension of line Ni (i = 1, 2, 3 … k−1) are gradually reduced to
small enough, which can construct the motion synthesis of the second Stephenson
simulated mechanism as shown in Fig. 8.4. The maximum difference �ψ i (i = 1,
2, 3 … k) between the angle ψ i and angle ϕi can be obtained using the equation �ψ

= |ϕi−ψ i | = Ni/Mi at k prescribed positions. The motion synthesis of the second
Stephenson simulated mechanism is under ideal conditions, so long as the �ψ is
less than the allowable value.

The result can be obtained from the approximate motion synthesis of the second
six-bar simulated mechanism as follows:

When the dimension of line S1 is reduced to zero (Ds1 = 0), and the dimension of
line N1 is reduced to small enough, and the dimension of the line M1 is given with
an equal value (700 mm) with the floating bar, the actual path position of the floating
bar is the same as its exact position, as shown in Fig. 8.4. Based on the approximate
motion synthesis of the second six-bar simulated mechanism, the maximum number
of the prescribedpositions canbe increased to 11,which is significantlymore than4of
the prescribed positions of the accuratemotion synthesis of the simulatedmechanism,
as shown in Fig. 8.4.

8.5 Conclusion

The path andmotion simulationmechanism have been constructed by using the CAD
geometric approach. The six-bar approximate simulation mechanism obtained by
using this approach can be used for path and motion syntheses at 11 prescribed
positions, which are more than the number of the accurate simulation mechanisms.
The results show that the CAD geometric approach is equivalent to the geometric
method and the analytic method but the CAD geometric approach is more cost-
effective, visualised, accurate and repeatable. Therefore this method can be not only
used in simple mechanism, but also can be used to analyse complex mechanisms.
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Chapter 9
Foot Reaction Analysis of Whole Body
Dynamic via Screw Theory

Ming-June Tsai and Wan-Shan Yin

Abstract Whole body motion dynamic analysis is a complex job since the required
parameters are not easy to obtain. This study proposes a method for determining the
dynamic parameters of whole body. Then the wrench screw exerts on the body ($0)
is computed by the Newton/Euler equations. The computing of single foot reaction
wrench is trivial using screw theory. However, there is no single solution for dou-
ble feet contact. Using linear dependency among the reactions of both feet and $0,
there are 12 equations to solve 14 unknowns. The geometry of the reaction screws
compose a general two-system, namely a cylindroid, is characterized by two param-
eters. Therefore, an optimal foot reactions can be computed under the assumption of
minimum internal moment generated by the two contact screws.

Keywords Whole body dynamic analysis · Screw theory · Zero moment point

9.1 Introduction

Foot reaction analysis of whole body dynamic has its major application in the field
of robotics and biomechanics. The purpose of the foot reaction in biomechanical
analysis is to estimate the force supported by bones or the moment generated at
joints muscle. However, the required parameters are not easy to obtain. In particular,
body segment parameters (BSP) are the essential inputs in dynamics analysis of body
motion, which include the mass, center of mass (CoM), moment of inertia (MOI) and
the principle axes. Traditionally, predictive equations based on cadavers or medical
scanning of live subjects is one way to estimate the BSP [1, 2]. Other methods are
based on magnetic resonance imaging (MRI) [3], and dual energy absorptiometry
[4]. A 3D body scanning method [5] is another way to determine the BSPs. Further-
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more, 3Dmodels are often used to track human dynamic motion. Ensminger et al. [6]
determined the upper extremity net joint forces/moments during wheelchair propul-
sion using a 3D humanmodel. Liu et al. [7] presented a 3D lower limb kinematic and
kinetic analysis using a wireless sensor system. Nakamura et al. [8] constructed a 3D
musculoskeletal model whose body segments were applied to predict the muscle and
tendon tensions. Tsai and Fang [9] postulated a data structure of 3D body geometric
model (BGM) built from the scan data. The data structure is not only used in this
study to determine BSP, but also employed to solve and animate the motion data by
an optimized inverse kinematics (IK) [10, 11].

A motivation on the field of biomechanics is to analyze the dynamics of balance.
Vukobratovic and Juricic [12] applied the position of the resultant ground reaction
force to leggedmachine control. They defined how the position can be computed from
legged system state and mass distribution, and named the position as zero moment
point (ZMP). Burnfield [13] found that a short period of unbalance occurs during
normal human walking as the weight of the body is transferred from the rear leg to
the forward leg. Popovic et al. [14] discussed the correlations of the three important
ground reference points: ZMP, foot rotation indicator (FRI) and centroidal moment
pivot (CMP) using a realistic humanmodel and gait data measured from ten subjects.
Firnami and Park [15] proposed a theoretical method for analyzing the whole body
dynamic based on classic mechanical principles. The proposedmethod quantifies the
imbalance state by means of the distance between the center of pressure (CoP) and
the ZMP. Based on the dynamic balance, the foot reaction force for single contact
is easy to compute. However, the foot reactions are indeterminate in double support
phase [16]. Load sharing functions are proposed to describe a complete gait and
deal with the indeterminacy of the reaction loads [17]. The method provided logical
results, but it was specific to the given task.

This study proposes a method for determining the dynamic parameters of body
motion using a 3D whole human model and an approach based on the screw method
for tracking the ZMP of the body during motion. The validity of the proposed
approach is demonstrated by evaluating the whole body dynamics over the course
of a 25 s sequence of continuous motions performed by a professional martial arts
practitioner. According to the auto-calculated BSP and ZMP, the foot reactions in
double support phase are derived using the screw theory. Under balance conditions,
the simulation results show that two parameters govern the foot reactions, and can
be illustrated by the geometric of the cylindroid. With the assumption of minimum
internal mutual moment generated by the two feet reactions, an optimal solution can
be obtained. The optimal solution signifies that the actor can perform the movement
in an efficient way with less body internal strain.
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9.2 Methods

9.2.1 3D Whole Body Model

Thepresent study constructs a point-structureBGMtodisplay themotion data.Model
geometric parameters of each link can be estimated using the structured points [11].
Based on Green Theory, the volume and the centroid of each segment are integrated
from the tetrahedrons constructed by the mesh points. The density of each segment
in Ref. [18] is obtained for computing the mass. Furthermore, the MOI and principle
axes can be calculated according to Ref. [19]. As shown in Fig. 9.1, a body kinematic
model (BKM) is generated from the BGM to describe the body motion by means of
joint angles. In the BGM, no joint constraint is enforced, i.e. six degrees of freedom
(DOF) exist between adjacent links. However, in the BKM, the jointed links have
less than four DOFs. Therefore, an IK procedure is performed to determine the
appropriate joint angles [10].

9.2.2 Dynamic Parameters of Whole Body

To calculate the dynamic parameters of the whole body, it is necessary to integrate
the geometric parameters of each link in the model. The mass of the whole body,
M, is computed by summing the masses of all the links, as shown in Eq. (9.1), in
which mi represents the mass of the ith link. The centroid of the whole body, G, is
calculated as shown in Eq. (9.2). Note that the centroid G is nominated as the origin
of the dynamic frame of the whole body, and pi is the centroid of the ith link.

(2,10~11)

(0,5~8)

(1,1~4)(2,1~4)

(1,10~11)

: Joint(m, i), :Base Frame,: Link,

(0,0)

(0,1~4)

(1,5~7)

(1,8~9)

(1,12)

(2,5~7)

(2,8~9)

(2,12)

(3,1~3)

(3,4~5)

(3,6~7)(4,6~7)

(4,4~5)

(4,1~3)

m: Chain ID, i: Joint axis ID

Link

Joint

End-effector

Fig. 9.1 Segments of the BGM and joint assignment of the BKM
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M =
n∑

i=1

mi (9.1)

G =

n∑
i=1

pimi

M
(9.2)

The principal axes of the whole body are determined from Eq. (9.3) in accordance
with matrix transformation theory and the parallel theorem [20]. Note that Ri is the
rotation of the ith link with respect to the world coordinate frame, it is the principal
MOI of the ith link, and di is the skew symmetric matrix associated with the relative
position vector. Furthermore, the principal MOI of the whole body are eigenvalues
of ICoM . Moreover, the eigenvectors of ICoM are the principle axes of the dynamic
frame of the whole body.

[ICoM ] =
∑

[Ri ][Ii ][Ri ]T − mi [di ]2 (9.3)

After obtaining the dynamic frame of thewhole body, ODB, the fixed anglemethod
[21] is used to decompose ODB into six generalized transformations, i.e., three trans-
lation components, Tx, Ty and Tz, and three rotation components, Rx, Ry and Rz, as
shown in Eq. (9.4):

ODB(t) = Rz(φ)Ry(θ)Rx (ψ)Tz(z)Ty(y)Tx (x) =

⎡

⎢⎢⎣

nx (t) sx (t) ax (t) px (t)
ny(t) sy(t) ax (t) py(t)
nz(t) sz(t) ax (t) pz(t)
0 0 0 1

⎤

⎥⎥⎦

(9.4)

The fixed angles, i.e., yaw(ψ), pitch(θ ) and roll(φ), are used to define the rotations
of the dynamic frame about the x-, y- and z-axes of the world frame, respectively:

ORB(t) =
⎡

⎢⎣
nx (t) sx (t) ax (t)

ny(t) sy(t) ay(t)

nz(t) sz(t) az(t)

⎤

⎥⎦ =
⎡

⎢⎣
CφCθ CφSθ Sψ − SφCψ CφSθCψ + SφSψ

SφCθ SφSθ Sψ + CφCψ SφSθCψ − CφSψ

−Sθ Cθ Sψ CθCψ

⎤

⎥⎦ (9.5)

The vectors describing the position p(t), fixed angle �(t), linear velocity v(t) and
angular velocity �(t) of the dynamic frame relative to the world frame are defined
respectively as

p(t) : [px(t), py(t), pz(t)]T (9.6)

�(t) : [ψ(t), θ(t), φ(t)]T (9.7)

v(t) : [vx (t), vy(t), vz(t)]T (9.8)
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�(t) : [ωx (t), ωy(t), ωz(t)]T (9.9)

The linear velocity of the whole body is equal to the time derivative of the CoM
position. Meanwhile, the relationship between the differentiation of the fixed angles
φ’(t) and the angular velocity ω(t) can be found by equating the nonzero elements
in the matrices given in Eq. (9.10) [22], i.e.

⎡

⎣
ωx (t)
ωy(t)
ωz(t)

⎤

⎦ =
⎡

⎣
CφCθ −Sφ 0
SφCθ Cφ 0
−Sθ 0 1

⎤

⎦

⎡

⎣
ψ̇

θ̇

φ̇

⎤

⎦ (9.10)

In accordance with the moving coordinate frame concept, the linear and angu-
lar velocities of the whole body can be obtained from the velocity vector q̇(t) =(
Ṗx , Ṗy, Ṗz, ψ̇, θ̇ , φ̇

)T
as follows:

[
v(t)
ω(t)

]
= [J(q)]q̇(t) = [J1(q), J2(q), . . . , J6(q)]q̇(t) (9.11)

where J(q) is a Jacobian matrix whose ith column vector Ji(q) has the form [23]

Ji (q) =

⎧
⎪⎪⎨

⎪⎪⎩

[
zi−1 × (p − pi−1)

zi−1

]
if i th component is rotational

[
zi−1

0

]
if i th component is translational

(9.12)

Note that pi−1 is the position of the origin of the (i−1)th coordinate frame with
respect to the world frame, zi−1 is the unit vector along the axis of motion of ith
component, and p is the position of the whole body with respect to the world frame.
Thus, Eq. (9.11) can be expressed as

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

vx (t)
vy(t)
vz(t)
ωx (t)
ωy(t)
ωz(t)

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 CφCθ −Sφ 0
0 0 0 SφCθ Cφ 0
0 0 0 −Sθ 0 1

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

⎡

⎢⎢⎢⎢⎢⎢⎢⎣

ṗx (t)
ṗy(t)
ṗz(t)
ψ̇(t)
θ̇(t)
φ̇(t)

⎤

⎥⎥⎥⎥⎥⎥⎥⎦

(9.13)

The acceleration a(t) and angular acceleration α(t) of the whole body can be
obtained by taking the time derivative of the velocity vector given in Eq. (9.11), i.e.,

[
a(t)
α(t)

]
= J̇(q, q̇)q̇(t) + J(q)q̈(t) (9.14)
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According to Newton’s second law, the inertial forceFin on the whole body can be
computed as shown in Eq. (9.15). Moreover, the inertial moment Min on the whole
body is formulated as shown in Eq. (9.16).

Fin=Ma (9.15)

M in = ICoMα + � × ICoM� (16)

9.2.3 Finding ZMP via Screw Method

Two vectors, FB andMin, form a wrench screw (FB,Min), which exerts a body force
FB and inertial moment Min at the CoM, point G as shown in Fig. 9.2. The body
force FB represents the sum of the inertial force Fin and the gravity force. FB and
the resultant ground reaction force, FR, are always opposite and equal. The wrench
screw (FB, Min) can be written in Plücker coordinate as $0’: (L’, M’, N’, P*’, Q*’,
R*’), and normalized by L’2 +M’2 +N’2 = 1. By definition, the screw $0’ can be
recognized as moving the origin to the point G: (xG, yG, zG). Therefore, to express
the screw $0’ about the origin of the world coordinate, the screw $0’ is written as
a new screw $0: (L, M, N; P*, Q*, R*). The force components (L, M, N) are the
same as (L’, M’, N’), and the moment components (P*, Q*, R*) are computed by
Eq. (9.17). Let the intersection of the screw axis $0 and plane z = 0 be denoted as
point P. In this study, the point P is defined as the zero moment point (ZMP). The
vector r indicating the ZMP position is computed using screw theory. Then the pitch
h of the screw $0 can be calculated from Eq. (9.18). Using (19), (P, Q, R) the screw
axis can be obtained.

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

P∗ = P∗′ +
∣∣∣∣
yG zG
M ′ N ′

∣∣∣∣

Q∗ = Q∗′ +
∣∣∣∣
zG xG
N ′ L ′

∣∣∣∣

R∗ = R∗′ +
∣∣∣∣
xG yG
L ′ M ′

∣∣∣∣

(9.17)

h = LP∗ + MQ∗ + N R∗ (9.18)

(P, Q, R) = (
P∗, Q∗, R∗) − h(L , M, N ) (9.19)

Furthermore, x and y can be calculated by
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Fig. 9.2 The body screw
formed by the total body
force FB and the inertial
moment Min $ 0

=$
0

G

Pr

FR

F
B

M
in

O

Fig. 9.3 The Contact points
and the support polygon

⎧
⎪⎪⎨

⎪⎪⎩

P =
∣∣∣∣
y 0
M N

∣∣∣∣ ⇒ y = P
N

Q =
∣∣∣∣
0 x
N L

∣∣∣∣ ⇒ x = −Q
N

(9.20)

9.2.4 Foot Reaction Analysis

Foot reaction forces and moments are assumed to act on the centroids calculated
by projecting contact points of soles on the ground. In the BGM, each foot has 38
structure points on the sole. Figure 9.3 illustrates that a height threshold, H, is set to
judge if any structure points of the soles touch the ground or not. The centroids of
the left foot and the right foot are drawn in red point and green point respectively. In
addition, all contact points projected on the ground construct a convex hull, which
is defined as a support polygon.
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Fig. 9.4 Single foot support

P

P

rs :(xsa  , ys , zs )
Mx

My

Mz

Pc

In single support phase, a body screw $0 is balanced by an opposite screw −$0
passing through the ZMP at P as shown in Fig. 9.4. Since the foot reaction force
and moment are assumed to act on the centroid Pc, the foot reaction force is FR and
the foot reaction moment is the vector sum of the moment acting on P and an extra
moment produced by rs × FR.

In double support phase, the total force/moment exerts on a body can be repre-
sented by a body screw $0, which is balanced by two screws ($1, $2) passing through
two foot contacts cantered at P1 and P2 as shown in Fig. 9.5. To simplify the con-
straint equations, a new coordinate system is constructed by locating the origin on
the ZMP position (x0, y0, z0) and putting the z axis along the body screw $0.

The Plücker coordinates of screw $0 now is [0, 0, 1, 0, 0, h0], where h0 can be
computed by (18). $1 is [L1,M1,N1;P1*,Q1*,R1*], and $2 is [L2,M2,N2;P2*,Q2*,
R2*], respectively. By definition, the two screws $1 and $2 also can be written as $1:
[L1,M1,N1, P1+ h1L1,Q1+ h1M1, R1+ h1N1] and $2: [L2,M2, N2, P2+ h2L2,Q2+
h2M2, R2+ h2N2]. In which, [Li, Mi, Ni] are normalized direction cosines, which
follow the constraints:

L2
1 + M2

1 + N 2
1 = 1 (9.21)

L2
2 + M2

2 + N 2
2 = 1 (9.22)

The problem is to find the two screws ($1, $2) that balance the body wrench screw
$0. There are 14 unknowns (L1, M1, N1, P1, Q1, R1, h1, L2,M2, N2, P2, Q2, R2, h2)
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O

O
P1 (x1 , y1 , z1)

P2 (x2 , y2 , z2)

$3

$

$

$
$

$

$

Cylindroid

Central 
axis

Fig. 9.5 Geometric characteristic of a cylindroid: z3 and a direction ratio tanθ3= M3/L3 are two
parameters characterizing $3

in total. Furthermore, the two reaction screw axes passing through the contact points
P1(x1, y1, z1) and P2(x2, y2, z2), so the dual parts of the screw axes can be written as

P1 =
∣∣∣∣
y1 z1
M1 N1

∣∣∣∣ = y1N1 − z1M1 (9.23)

Q1 =
∣∣∣∣
z1 x1
N1 L1

∣∣∣∣ = z1L1 − x1N1 (9.24)

R1 =
∣∣∣∣
x1 y1
L1 M1

∣∣∣∣ = x1M1 − y1L1 (9.25)

P2 =
∣∣∣∣
y2 z2
M2 N2

∣∣∣∣ = y2N2 − z2M2 (9.26)

Q2 =
∣∣∣∣
z2 x2
N2 L2

∣∣∣∣ = z2L2 − x2N2 (9.27)

R2 =
∣∣∣∣
x2 y2
L2 M2

∣∣∣∣ = x2M2 − y2L2 (9.28)
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Equations (9.21)–(9.28) provide eight constraint equations. In addition, a matrix
A is formed by the three screws in the Plücker coordinates.

A :
⎡

⎣
0 0 1 0 0 h0
L1 M1 N1 P∗

1 Q∗
1 R∗

1

L2 M2 N2 P∗
2 Q∗

2 R∗
2

⎤

⎦ (9.29)

Since the three screws are linearly dependent, any determinant of 3× 3 sub-matrix
should be zero.

From columns 1, 3, 6:

L2(R1 + h1N1) + h0L1N2 − h0N1L2 − L1(R2 + h2N2) = 0 (9.30)

From columns 4, 5, 6:

(P1 + h1L1)(Q2 + h2M2) − (Q1 + h1M1)(P2 + h2L2) = 0 (9.31)

From columns 2, 3, 4:

(P1 + h1L1)M2 − (P2 + h2L2)M1 = 0 (9.32)

From columns 3, 4, 6:

(P1 + h1L1)(R2 + h2N2) + h0N1(P2 + h2L2) − h0N2(P1 + h1L1)

− (P2 + h2L2)(R1 + h1N1) = 0 (9.33)

There are 12 constraint equations from Eq. (9.21) to (9.33) in total, but with 14
unknown parameters. Consequently, the double support phase is an indeterminate
nature. Since the three screws ($0, $1, $2) are linear dependent, they degenerates into
a two-system. In addition, the geometry of a general two-system forms a cylindroid.
A centre axis ($3 = [L3, M3, N3, P3, Q3, R3]), shown in Fig. 9.5, intersects all the
screw axes in the two-system orthogonally [24]. The orthogonality of two lines ($,
$’) is LL’ + MM’ + NN’ = 0, and the condition of intersection is LP’ + MQ’ + NR’
+ L’P + M’Q + N’R = 0. Accordingly, $0 intersect $3: R3= 0, and $0⊥$3: N3= 0,
so that $3 = [L3,M3, 0, P3, Q3, 0]. Since $0 lies along the z-axis, $3 lies in a plane π

perpendicular to the axis of $0. The plane π has the equation of z3= 0. Then z3 and
the direction ratio tanθ3= M3/L3 are two parameters characterizing $3, (Fig. 9.5).
If z3 and θ3 are specified, the two balancing screws $1 and $2 can be determined.
Moreover, the $3 becomes [L3, M3, 0; −z3M3, z3L3, 0]. Equations (9.34)–(9.37)
describe the conditions of ($1, $3) and ($2, $3).

For $1 intersect $3: −z3L1M3+ z3M1L3+ L3P1+ M3Q1 = 0, we got

−z3L1tanθ3 + z3M1 + P1 + Q1tanθ3 = 0 (9.34)
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For $1⊥$3: L1L3+ M1M3 = 0, we got

L1 + M1tanθ3 = 0 (9.35)

For $2 intersect $3: −z3L2M3+ z3M2L3+ L3P2+ M3Q2 = 0, we got

−z3L2tanθ3 + z3M2 + P2 + Q2tanθ3 = 0 (9.36)

For $2⊥$3: L2L3+ M2M3 = 0, we got

L2 + M2tanθ3 = 0 (9.37)

The mutual moment, the twofold of the virtual coefficient by Ball [25], between
screws ($1, $2) should be minimum for an optimal solution of minimum internal
moment generated by the two screws through the foot contacts. That is:

Min{|L1P
∗
2 + M1Q

∗
2 + N1R

∗
2 + L2P

∗
1 + M2Q

∗
1 + N2R

∗
1 |} (9.38)

After obtaining a set of optimal variables by the function “NMinimize” in Mathe-
matica [26], two screws with magnitudes (F1 and F2) are solved by

∑
FiNi= 0 and∑

FiRi* = 0 as shown in Eqs. (9.39) and (9.40). Note that F0 is the magnitude of
the $0, and R* component of $0 in the Plücker coordinate equal to h0.

F0N0 + F1N1 + F2N2 = 0 (9.39)

F0h0 + F1R
∗
1 + F2R

∗
2 = 0 (9.40)

9.3 Results

Figure 9.6 shows the variation of the resultant force and resultant moment acting on
the whole body over the 752 timeframes of the martial arts sequence. The results
demonstrate that the magnitudes of the forces and moments are reasonable, in accor-
dance with real conditions. In the dynamic analysis, the subject takes a continuous
motion, and a snapshot is shown in Table 9.1. His foot-contact points are centroids of
sole structure points below a threshold 30 mm. The orange, red, green and blue dash
lines represent body screw $0, left foot-contact screw $1, right foot-contact screw
$2 and common normal line $3, respectively. According to the new coordinate, the
known conditions are given as follows:

ZMP : (0, 0, 0).

$0 : [0, 0, 1, 0, 0, 0.002639].
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Table 9.1 Comparison of two variables are free and both constrained

Case 1: z3 and tanθ3 both are not constrained Case 2: z3 = 0.4417 m, and
tanθ3 = 10

Mutual moment 2Vc 6.3755 × 10−11m 0.09486 m

z3 0.4417 m 0.4417 m

tanθ3 1.4102 10

F1 208.913 N 286.427 N

F2 365.082 N 327.964 N

|F1| + |F2| 573.995 N 614.391 N

h1 −0.539777 −0.2153

h2 0.18258 0.08867

$1 [−0.3504, 0.2484, −0.9031;
0.0092, −0.2391, −0.0693]

[−0.4993, 0.04993, −
0.8650; 0.1094, −0.2337,
0.1724]

$2 [0.2005, −0.1422, −0.9693; −
0.1501, 0.2395, −0.0661]

[0.4361, −0.04361, −
0.8989; −0.0955, 0.2041, −
0.1549]

F0$0 [0, 0, 542.549; 0, 0, 1.43189] [0, 0, 542.549, 0, 0, 1.43189]

F1$1 [−73.199, 51.900, −188.664;
41.448, −77.969, 87.341]

[−143.013, 14.301, −
247.756; 31.339, −66.927,
49.370]

F2$2 [73.19, −51.9, −353.885; −
41.4481, 77.9696, −88.7728]

[143.013, −14.301, −
294.793; −31.339, 66.927,
−50.802]

∑
Fi$i [1.46 × 10−4, −1.11 × 10−4,

0; −1.74 × 10−5, 1.27 × 10−4,
0]

[3.63 × 10−5, −3.53 ×
10−6, 0; 3.18 × 10−5, 7.32
× 10−6, 0]

Distance of $1 & $2 0.4308 m 0.1994 m

2Vc |F1||F2| 4.8626 ×10−6 0.09486 m
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Fig. 9.6 Variation of inertial force/moment on whole body

P1 : (−0.2793, 0, −0.03742).

P2 : (0.2588, 0.1466, −0.05666).

The minimum mutual moment is 6.3755 × 10−11 m if common normal line $3 is
not constrained as shown in Case 1 of Table 9.1. However, as shown in Table 9.1,
Case 2 shows if both $3 and θ3 are constrained at z3 = 0.4417 m and tanθ3 = 10,
the optimal mutual moments goes higher to 0.09486 m. As illustrated in Table 9.2,
Cases 3 and 4 has only one variable constrained, i.e. $3 is located at z3 = 1 m and
z3 = −0.5 m, the optimal mutual moments are 1.11895 × 10−3 m and 6.13337 ×
10−5 m, respectively. It is conclude that, if $3 is given more degrees of freedom, the
objective function can reach a smaller value. Please notice that the unit of mutual
moment is [meter] because all the screws have been normalized; the force unit is in
[Newton] which is the intensity of the screws.

Comparing data in the four cases, if $1 and $2 are more parallel to each other, the
resultant reaction force acting on feet |F1| + |F2| will decrease. From L, M, P*, and
Q* components of F1$1 and F2$2, the internal force and moment can be obtained.
The components of F1$1 and F2$2 have nearly the same magnitude but different
signs. Thus, the internal forces and moments are always balanced.

9.4 Conclusions

This study has proposed a method for determining the dynamic parameters of human
motion using a 3Dwhole humanbodymodel. In the proposed approach the joint angle
data are derived using an IK procedure based on motion data captured from a real
human. Therefore, any errors in the captured data will cause the solved joint angles
to be unsmooth. To avoid discontinuous joint angles, the IK results are smoothed
by a cubical smoothing algorithm with five-point approximation before calculating
the dynamic parameters of the whole body. It has been shown that the dynamic
parameters are in good agreement with the inferences based on realistic conditions.

In the double support phase, there are ∞2 of solutions available. Nothing to
constrain the actor to apply the forces follow the optimal solution. Besides, the foot
reactions are assumed to act through the centroid of foot contact, which may cause
errors due to the differences between a reality and the assumption. However, a well-
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Table 9.2 Cases of only one variable is constrained

Case 3: z3 = 1 m Case 4: z3 = −0.5 m

Mutual moment 2Vc 1.1190 × 10−3 m 6.1334 × 10−5 m

z3 1 m −0.5 m

tanθ3 5.4043 −3.5157

F1 251.925 N 331.829 N

F2 305.885 N 305.125 N

|F1| + |F2| 557.81 N 636.954 N

h1 −0.4091 0.1134

h2 0.2858 −0.1258

$1 [−0.2517, 0.0465, −0.9667;
0.0017, −0.2606, −0.0130]

[ 0.4830, 0.1374, −0.8648;
0.0051, −0.2596, −0.0383]

$2 [ 0.2073, −0.03835, −0.9776;
−0.1455, 0.2413, −0.0403]

[−0.5253, −0.1494, −0.8377;
−0.1313, 0.2466, 0.0383]

F0$0 [ 0, 0, 542.549, 0, 0, 1.4318] [ 0, 0, 542.549, 0, 0, 1.432]

F1$1 [−63.395, 11.731, −243.536;
26.374, −70.446, 96.354]

[160.286, 45.592, −286.95;
19.885, −80.971, −45.278]

F2$2 [63.395, −11.731, −299.013;
−26.374, 70.446, −97.786]

[−160.286, −45.591, −
255.599; −19.885, 80.971,
43.846]

∑
Fi$i [−1.13 × 10−5, −2.75 ×

10−6, 0; −2.99 × 10−6, −8.02
× 10−6, 0]

[3.40 × 10−5, 9.93 × 10−6, 0;
−7.26 × 10−6, −1.34 × 10−5,
0]

Distance of $1 & $2 0.2420 m 0.006239 m

2Vc |F1||F2| 86.226 6.2100
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trained athlete should be able to take actionwithminimum internal moment to reduce
strain and fatigue during themotion. The optimal foot reaction conditionmay be used
as a reference to evaluate the performance of an athlete. Theoretically speaking, the
proposed method provides a systematic approach to analyse the foot reaction, and
the result shows reasonable solutions indeed. Moreover, the foot reaction can be
observed easily by the screw geometry of a cylindroid by varying the two parameters
(z3, θ3).

In the future, the optimal foot reaction calculated by the proposed method will
combine inverse dynamic analysis to evaluate joint force/moment of the bodymodel,
and the calculated results would be compared to those from the literatures and the
force plate experiments, In addition, a human motion sequence will be retargeted to
humanoid robots to perform human tasks, and the robot dynamics will be analysed
by the proposed method.
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Chapter 10
Comparison of Motion/Force
Transmissibility in a 3-SPR Parallel
Manipulator and a 6-SPS Equivalent
Mechanism

M. Russo, M. Ceccarelli and Y. Takeda

Abstract The analysis of motion/force transmissibility and constrainability is a key
point in the design of parallel manipulators. Even if recent advances led to a gen-
eral formulation for a transmission index, the application to lower-mobility parallel
manipulators requires additional investigation of the constraints of the system. This
paper applies a definition of the output transmission index evaluated from the pres-
sure angle of the mechanism to a particular 3-SPR (Spherical-Prismatic-Revolute
Joint) parallel manipulator, which is characterized by a moving platform consisting
of a single point where all the three open-loop kinematic chains converge. The Out-
put Transmission Index OTI3 of the mechanism is computed through the pressure
angle definition. However, this index can only take into account the motion/force
transmissibility of the mechanism acting as a pointing device, without consider-
ing the rotational motion of the moving platform. Therefore, an equivalent 6-SPS
(Spherical-Prismatic-Spherical Joint) parallel manipulator is analyzed and its Output
Transmission Index OTI6 is evaluated. The results are then compared and discussed,
in order to highlight the similarities and differences between the two different for-
mulations.

Keywords Transmission index · Parallel mechanisms · Mechanism design ·
Kinematics

10.1 Introduction

Parallel mechanisms usually outperform serial mechanisms in accuracy, speed and
payload. However, they are characterized by a more complex structure, made of sev-
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eral parallel chains called limbs that connect a fixed platform to a moving one. The
analysis of their motion and force transmission and constraints is therefore extremely
important for their design. Among all parallel manipulators, lower-mobility mech-
anisms are characterized by less than 6-Degrees-of-Freedom and they usually have
a larger workspace but lower motion capability than 6-Degrees-of-Freedom parallel
manipulators [1–3]. The most common lower-mobility manipulators are 3-Degrees-
of-Freedom ones. In order to characterize their behaviour, a constraint analysis is
needed along the Forward or Inverse Kinematics of the system, because, as described
by Zlatanov in [4], the motion of mechanisms with reduced degrees-of-freedom
can be limited by constraint singularities. These singularities cannot be detected by
analysing the input-output relation only [5], but they require additional geometrical
considerations, as in [6] for a 3-UPU (Universal-Prismatic-Universal Joint) manip-
ulator and in [7] with a general approach, or the complete 6 × 6 Jacobian matrix of
the manipulator, as shown in [8] for the 3-UPU and the 3-RPS parallel manipulators
and in [9] for the Linear Delta robot.

Most of the indices that were proposed to characterize their performance, such
as the condition number or the manipulability index, depend on the Jacobian of
the system [1]. Thus, they evaluate only the kinematics of the mechanism. In order
to consider dynamic behaviour, the concept of transmission performance has been
introduced [10], but research groups have defined a variety of Transmission Indices
(TI) as global performanceparameters.Asdocumented in [11], Takeda andFunabashi
considered the virtual power transmitted from input to output link as a measure of
TI and related it to the pressure angle of the manipulator when all input links but one
are fixed [12]. This approach allowed the TI to be also used in singularity analysis
[13]. A general formulation was proposed by Chen and Angeles in [14], who define a
Global Transmission Index (GTI), which is based on the virtual coefficient between
the transmission wrench screw and the output twist screw. The GTI has been applied
to redundant parallel manipulators, as for example in [15], and to workspace analysis
[16]. In particular, paper [16] defined the Input and Output Transmission Indices (ITI
and OTI) as the power coefficients that describe the force transmission from the fixed
base to each limb and from each limb to the moving platform respectively. Other TI
formulations are shown in [17, 18]. The pressure angle approach has been adopted
by Brinker et al. in [19] for the Delta Parallel Robot, and by Takeda and Liang in
[20] for a lower-mobility 3-PSR mechanism.

This paper presents the constraint and force transmission analysis of a novel 3-
Degrees-of-Freedom spatial mechanism, by following the approach in [19, 20]. The
manipulator is characterized by the 3-SPR architecture introduced in [21–23], with a
moving platform that mathematically collapses to a single point. Constructive details
of the mechanisms are documented in patent applications [24, 25]. A closed-form
expression of the output transmission index for the 3-SPR manipulator is evaluated
by using the pressure angle as presented in [11]. However, this model only allows
for the computation of theOTI3 index, which does not consider the rotational output
motion of the mechanism. For this reason, only the performance of the mechanism
as a pointing device is evaluated by this problem formulation. Therefore, following
the approach presented in [20], each limb of the mechanism is modelled as a 2-
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SPS architecture where the two linear motors always share the same actuation. The
transmission index evaluated by using the pressure angle definition for this equivalent
mechanism is the OTI6 index of the manipulator, since it considers all the possible
motion modes of the end-effector, including its rotational motion. The last section of
thiswork compares the transmission performance of the proposed 3-SPRmanipulator
analysed as a pointing device to the one of the full 6-SPS equivalent mechanism,
by comparing the OTI3 and OTI6 results obtained from the two different modelling
options.

10.2 Methodology

The proposed 3-SPR mechanism is shown in Fig. 10.1a with its main design param-
eters. The mechanism is characterized by three SPR limbs, and each limb is driven
by a linear actuator in the prismatic joint that controls the i-th limb length di. The
three spherical joints on the base are placed at the vertices of an equilateral tri-
angle inscribed in a circumference with radius a, while the revolute joints on the
end-effector are centered in point H. By considering each spherical joint on the base
platform as equivalent to three intersecting non-coplanar revolute joints, it is possible
to apply the theory of reciprocal screws for the Jacobian analysis [3, 8]. In particular,
the instantaneous twist of the moving platform ξH can be expressed as the linear
combinations of the instantaneous twists of the five 1-DoF joints of the ith limb, as

Fig. 10.1 Kinematic diagrams of the proposed manipulator with its main design parameters: a 3-
SPR mechanism; b equivalent 6-SPS mechanism
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ξ H =
(

ω

v

)
= θ̇1,iξ 1,i + θ̇2,iξ 2,i + θ̇3,iξ 3,i + ḋ iξ 4,i + θ̇5,iξ 5,i (10.1)

where θ j,i is the intensity of themotion associated with the jth joint of the ith limb and
ξ j,i is the unit screw associated to the same joint. The twist of the moving platform is
defined by ω, which is the angular velocity of the moving platform, and by v, which
is the linear velocity of the end-effector point H shown in Fig. 10.1a. The XYZ
coordinate system fixed on the base platform in Fig. 10.1a is assumed as reference
frame. As described in [3], it is possible to identify a pair of unit screws that are
reciprocal to all the joint screws and to all the joint screws except for the actuated
joint in the ith limb, respectively. It is then possible to perform the product of both
sides of Eq. (10.1) with the reciprocal screws, producing an equation that can be
written in matrix form as

J X,iξ H = Jq,i q̇ (10.2)

where q̇ represents the velocity vector of the actuated joints and is defined as
(0, 0, 0, q̇1, q̇2, q̇3)

T . Equation (10.2) can be written 3 times, once for each limb,
and the resulting equations can be assembled in the form

q̇ = Jξ H (10.3)

where J is the overall Jacobian matrix of the system and can be expressed as

J =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

(−d1 × s4,1
)T

sT4,1(−d2 × s4,2
)T

sT4,2(−d3 × s4,3
)T

sT4,3(−d1 × s5,1
)T

sT5,1(−d2 × s5,2
)T

sT5,2(−d3 × s5,3
)T

sT5,3

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (10.4)

where sj,i is the unit vector related to the jth joint of the ith limb and it is defined as
the direction of the allowed motion for the prismatic joints or as the direction of the
rotation axis for the revolute joints, as shown in Fig. 10.1a. Vector di is the position
vector of the end-effector point with regards to the spherical joint of the ith limb.

In order to obtain a closed-form expression for the Jacobian matrix in Eq. (10.4),
the inverse and direct kinematics of the structure are needed. Limb vector di can be
expressed as

di = r − ai (10.5)
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where r is the position of the end-effector point H and ai represents the position of
the spherical joint belonging to the ith limb, as shown in Fig. 10.1a. Therefore, these
vectors can be written as

r =
⎛
⎝ x

y
z

⎞
⎠; a1 =

⎛
⎜⎝

−
√
3a
2

− a
2
0

⎞
⎟⎠; a2 =

⎛
⎜⎝

√
3a
2

− a
2
0

⎞
⎟⎠; a3 =

⎛
⎝ 0
a
0

⎞
⎠. (10.6)

Once the limb vectors di are defined, it is possible to evaluate unit vectors s4,i
from

s4,i = di

‖di‖ (10.7)

as

s4,1 =

⎛
⎜⎜⎝

x+
√
3a
2

d1
y+ a

2
d1
z
d1

⎞
⎟⎟⎠; s4,2 =

⎛
⎜⎜⎝

x−
√
3a
2

d2
y+ a

2
d2
z
d2

⎞
⎟⎟⎠; s4,3 =

⎛
⎜⎝

x
d3
y−a
d3
z
d3

⎞
⎟⎠ (10.8)

Unit vectors s5,i can be computed thanks to geometrical considerations on the
constraints of the structure. In particular, unit vector s5,1 corresponds to unit vector
s5,2 and must be perpendicular to both limb vectors d1 and d2. Thus, it is possible to
express it as

s5,1 = s5,2 = d1 × d2

‖d1 × d2‖ =

⎛
⎜⎜⎜⎝

0
− z√

z2+( y+ a
2 )

2

y+ a
2√

z2+( y+ a
2 )

2

⎞
⎟⎟⎟⎠. (10.9)

Unit vector s5,3 can be obtained in a similar way, since it is perpendicular to limb
vector d3 and to unit vector s5,1. Therefore, it is computed as

s5,3 = s5,1 × d3∥∥s5,1 × d3
∥∥ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

−( y+ a
2 )( y−a)−z2√

[( y+ a
2 )( y−a)+z2]2+x2

[
(y+ a

2 )
2+z2

]
x( y+ a

2 )√
[( y+ a

2 )( y−a)+z2]2+x2
[
(y+ a

2 )
2+z2

]
xz√

[( y+ a
2 )( y−a)+z2]2+x2

[
(y+ a

2 )
2+z2

]

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

. (10.10)

Equations (10.8)–(10.10) solve the second column of the Jacobian expressed in
Eq. (10.4). The first three rows of the first column are easily solved as
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−di × s4,i = 0 (10.11)

since the ith limb vector di and its unit vector s4,i always share the same direction. The
missing rows of the first column of the overall Jacobian matrix of Eq. (10.4) can be
then solved. Furthermore, Eqs. (10.5)–(10.8) can be used to obtain an expression for
the Transmission Index by evaluating the pressure angle α if the rotational motion of
the moving platform is not considered. As suggested by Takeda and Funabashi [11],
it is possible to imagine the virtual motion of a single-DoF mechanism obtained by
locking all the actuators and by substituting one of the limbs with the corresponding
unit force f̂ i transmitted to themoving platform along the removed limb. Themotion
of this mechanism could be described by the instantaneous velocity vi , which for the
proposed mechanism would be perpendicular to the directions of the two remaining
limbs. The angle between the unit force f̂ i and the instantaneous velocity vi can be
physically interpreted as pressure angle and its cosine value is given by

ηi = cosα i = vi
‖vi‖ · f̂ i = d j × dk∥∥d j × dk

∥∥ · s4,i (10.12)

For each configuration of the parallel manipulator it is possible to determine three
different values of the pressure angle, each obtained by removing a different limb
from the mechanism [11–13]. These values can be expressed as

η1 = cosα1 = 3az

d1

√
4z2 +

(
a − √

3x − y
)2

(10.13)

η2 = cosα2 = 3az

d2

√
4z2 +

(
a + √

3x − y
)2

(10.14)

η3 = cosα3 = 3az

2d3

√
z2 + (

y + a
2

)2 (10.15)

and the output transmission index OTI3 can then be computed as

OT I3 = min
(
ηi

)∀i = {1, 2, 3} (10.16)

This index depends both on the geometry and the configuration of themanipulator,
as both appear in Eqs. (10.13)–(10.15).
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10.3 Equivalent Mechanism for OTI6 Formulation

By neglecting the rotational motion of the moving platform, the OTI3 index cannot
be used to evaluate the motion/force transmission and constraint characteristics of
the mechanism unless it is acting as a pointing device. Therefore, the Transmission
Index OTI6 is defined to properly evaluate the mechanism performance. A revolute
joint is physically manufactured by using a pair of bearings, which support any
load applied to it by radial and thrust reaction forces. A representation of such
a system, as presented in [20], is shown in Fig. 10.1b, where the ith limb of the
proposed manipulator is modelled as a 2-SPS mechanism. The 2-SPS kinematic
chain is characterized by two limbs di,1 and di,2, which share the spherical joint on
the base platform and split onto two different spherical joints on themoving platform,
each representing a bearing and distant 2bi from the other. Point H lies in the middle
point between the bearings, and vectors bi,1 and bi,2 define the position of the two
bearings of the ith limb with respect to point H position. By assuming limbs di,1 and
di,2 as sharing the same actuation in each moment, this manipulator is kinematically
equivalent to the proposed 3-SPR mechanism. The main advantages of the proposed
modelling are the inclusion of the distance between bearings as a design parameter,
and a complete definition of the OTI6 transmission index, as explained in [20].

A Jacobian matrix of the equivalent 6-SPS mechanism can be computed by using
the screw theory [3] and is given by

J6SPS =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

sT1,1
(
b1,1 × s1,1

)T
sT1,2

(
b1,2 × s1,2

)T
sT2,1

(
b2,1 × s2,1

)T
sT2,2

(
b2,2 × s2,2

)T
sT3,1

(
b3,1 × s3,1

)T
sT3,2

(
b3,2 × s3,2

)T

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10.17)

where

si, j = di, j∥∥di, j

∥∥ (10.18)

The overall Jacobian in Eq. (10.17) can be computed again in a closed-form
expression. The design parameters are the base platform radius a, the distances b1,
b2 and b3 of the bearing points from point H, the minimum link length d0 and the
actuator stroke s. The last two parameters constrain limb lengths as

d0 ≤ di, j ≤ d0 + s ∀i = {1, 2, 3}; j = {1, 2} (10.19)

Then, a global transmission index GTI is defined to evaluate the performance of
the equivalent manipulator as
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GT I = min(OT I6(x, y, z))∀{x, y, z} ∈ W (10.20)

where W is the target workspace for the manipulator.

10.4 OTI3 and OTI6 Comparison

The two formulations for the Output Transmission Index evaluated from the pres-
sure angle in Eqs. (10.16) and (10.20) give similar results for the analysed manipu-
lator, even if slight changes of behaviour and absolute value can be highlighted. In
this section, some numerical examples are reported in order to discuss these differ-
ences. Three different designs of the proposed 3-SPR manipulator have been used
for these examples: the first one is characterized by a = 60 mm, d0 = 200 mm, s =

Fig. 10.2 OTI variation for the manipulator with a = 60 mm, d0 = 200 mm, s = 100 mm: a OTI3;
b OTI6

Fig. 10.3 OTI variation for the manipulator with a = 75 mm, d0 = 200 mm, s = 100 mm: a OTI3;
b OTI6
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Fig. 10.4 OTI variation for the manipulator with a = 75 mm, d0 = 150 mm, s = 100 mm: a OTI3;
b OTI6

Fig. 10.5 Relationship between the OTI3 and OTI6 indices from computed data sets defined by
different designs and configurations of the proposed 3-SPR mechanism
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100 mm, and the OTI variation in the workspace of this manipulator for the plane z
= 200.8 mm is shown in Fig. 10.2; the second example is defined by a = 75 mm,
d0 = 200 mm, s = 100 mm, and Fig. 10.3 reports its OTI variation in the plane z =
197.9 mm; the third and last one is characterized by a = 75 mm, d0 = 150 mm, s =
100 mm and its OTI values are mapped on the plane z = 154.9 mm in Fig. 10.4.

In all the examples, the OTI3 index is smaller than the OTI6 index. The case
reported in Fig. 10.2 shows that for the studied mechanism the OTI3 maximum in
the workspace is equal to 0.425, while the OTI6 maximum is equal to 0.463. This
is true even for the second case, where the OTI3 maximum is 0.521 while the OTI6
maximum is 0.564, and the third example, with 0.646 as OTI3 maximum and 0.675
as OTI6 maximum. Furthermore, the region with higher values of OTI3 is centred
in the workspace, while the OTI6 behaviour is less symmetric and the region with
higher values is slightly shifted along the negative y direction.

Figure 10.5 shows the relationship between the OTI3 and OTI6 indices obtained
from20 computed data sets. Each data set is defined by a differentmanipulator design
and contains the OTI3 and OTI6 indices computed for over 104 different configura-
tions. The variation tendency shown in the figure is characterized by direct propor-
tionality. All the points lie above the diagonal OTI3 = OTI6, plotted in Fig. 10.5.
Therefore, the Transmission Index evaluated for the 6-SPS model is always greater
than the OTI3 of the 3-SPR model.

10.5 Conclusions

In this paper, the motion/force transmissibility and constrainability of a novel 3-SPR
parallel manipulator has been presented. The constrainability of the mechanism has
been studied through the computation of the complete Jacobian matrix of the system
by using the screw theory. In order to evaluate the Output Transmission Index of
the mechanism, an analysis based on two different modellings has been proposed:
first, the OTI3 index of the manipulator has been obtained through the definition of
pressure angles; then, a kinematically equivalent mechanism has been modelled in
order to take into account the full mobility of the manipulator by evaluating theOTI6
index. Finally, the results of the two different approaches have been compared to
highlight the differences and the relationship between the OTI3 and OTI6 indices.
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Chapter 11
Kinematic and Dynamic Dimensional
Synthesis of Extended Delta Parallel
Robots

J. Brinker, B. Corves and Y. Takeda

Abstract Industrial modifications of Delta-like robots impose high challenges on
the dimensional synthesis. On the one hand, purely kinematic approaches taking
into account the input and output transmission capabilities may be sufficient to opti-
mize the design of a basic Delta robot in the field of high-speed application. On
the other hand, a combined kinematic and dynamic optimization approach can be
employed to additionally include the actuation torques as highly important parame-
ters for the motor selection process. More importantly, taking into account dynamics
optimization and evaluation criteria (such as energy consumption and peak power of
a system) meets the growing demands for energy-efficient and sustainable manufac-
turing. Such combined approaches may be particularly advantageous when it comes
to additional moving masses as observed in recently modified industrial variants.
In this context, efficient kinematic models are introduced establishing the input and
output transmission indices based on the notion of pressure angles. The problem
of increased computational complexity of dynamic modelling approaches for func-
tionally extended Delta-like robots is tackled by employing an efficient approach
based on the Lagrange-d’Alembert Principle of Virtual Work. With these models,
sets of Pareto optimal candidates are identified by multi-objective optimization tech-
niques. The most efficient candidates resulting from both approaches are selected
and compared against one and another. It is shown that the combined approach helps
to further improve the design of the extended variants whereas superior candidates
for the light-weight basic Delta robots can already be obtained using kinematic per-
formance indices only.
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11.1 Introduction

Delta parallel robots serve a nichemarket for high-speed pick-and-place applications
[1]. The kinematic structure usually comprises three symmetric kinematic chains of
the type R(SS)2 with revolute actuation and a spatial parallelogram denoted by R and
(SS)2, respectively. With the parallelogram design, the connecting rods only need to
transmit axial forces. In other variants the spherical joints are replaced by universal
joints in order to suppress the internal mobilities (i.e. the rotation of the rods along
their axes of symmetry) that do not contribute to the output motion.

Steadily increasing requirements of modern production processes have led to sig-
nificant modifications of industrial robots. The broadly diversified portfolio of Delta
parallel robots clearly demonstrates the trend of functionally extending industrial
designs to meet the demands of industry for higher efficiency and greater flexibility.
Available variants are characterized by up to three additional serial chains driving
a serial wrist joint mechanism and thus providing additional rotational degrees-of-
freedom (dof) to the basic parallel structure.

Industrial versions use, e.g.,

• one or two RUPUR chains actuated from the frame (ABB IRB 360 and Codian
D5),

• one or three RRUR chains attached to the parallelograms (FANUCM-3iA/6S and
M-3iA/6A), or

• direct drives at the platform (Kawasaki YF03).

Recent developments include twoRUPUR chains coaxially arranged and actuated
from the frame (MAJAtronic RL5). This market trend of functionally extending the
original Delta parallel robot is confirmed analysing related patents. Accordingly, the
number of patents significantly increased after the expiration of Clavel’s patents in
2007. Exemplarily, some recent inventions of serial-parallel variants that are not yet
available on the market employ

• a drive shaft with special U-joint allowing linear motion (up to 6-DOF)
[US8047093 2010]

• a drive shaft attached to the parallelogram (up to 6-DOF) [US8307732 2010]
• a coaxially guided drive shaft (5-DOF) [US20150202779A1]
• a drive shaft guided through prox. link and parallelogram (up to 6-DOF)
[US20130142608]

• a coaxially guided linear-rotary drive (5-DOF) [DE102013106004A1]
• a drive shaft guided through prox. link and connecting rod used as drive shaft (up
to 5-DOF) [DE102013213057A1]

Following the concepts from academia and industry, four potential functional
extensions are proposed in [2] and further refined, modelled and analysed in [3], cf.
Fig. 11.1. Comparing the dynamic influences of the additional chains on the basic
3-dof structure and related design issues, it is shown that the telescopic motions of
the additional members (appearing in EF and EPL) can be circumvented attaching the
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Basic Delta EF EPEDLEPL

Fig. 11.1 Illustrations of translational 3-dof Delta robot and 6-dof variants with functional exten-
sions

additional wrist motor(s) to the distal links (EDL). However, higher moving masses
arise increasing the actuation torques of the basic parallel structure. Even higher
parasitic effects are observed for variants including direct drives (EP). Moreover,
from the modelling point of view, EP corresponds to the standard Delta robot with
higher platform masses and thus do represent a challenge [3].

Against this background, this contribution is concerned with the dimensional syn-
thesis of functionally extended Delta-like parallel robots in which three additional
serial chains are attached to the distal links (EDL). Using kinematic and dynamic
performance measures, different modelling approaches are elaborated potentially
improving the optimization results for extended Delta robots compared to the appli-
cation to standard Delta robots. First, simple physically meaningful definitions of
kinematic indices based on pressure angles are proposed. Second, in order to compute
the actuation torques of the functionally extended Delta robots, a validated dynamic
model based on the Lagrange-d’Alembert Principle of Virtual Work is presented.
Finally, the proposed indices are employed for multi-objective Pareto optimizations
of the basic and the extended Delta parallel robot EDL.

11.2 Dimensional Synthesis

Based on the requirements of given handling tasks, a first design step may be to
determine the kinematic parameters of robot architectures such that a prescribed
workspace is reached. By solely using workspace and occupied space requirements
the resulting design may however suffer from poor kinematic and dynamic charac-
teristics. Thus, kinematic and dynamic performance measures are commonly taken
into account as (additional) optimization criteria.

Delta-like parallel robots have been optimized extensively during the last three
decades. In respect of purely kinematic approaches, Miller [4] proposes a weighted
objective function containing the global conditioning index (i.e., the average value
of the reciprocal condition number over the workspace) and a space utilization index
for Delta-like robots. Pierrot et al. [5] optimize a fully-parallel 4-dof Delta-like robot
by minimizing the length of a kinematic chain while constraining the maximum
actuator velocity (depending on available motor and gear types) and the maximum
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condition number, where subsequent experiments are used to improve the dynamic
performance.

In respect of combined kinematic and dynamic optimization approaches, Zhang
and Song [6] propose a novel index taking into account the ratio of average power
consumption and total moving mass while constraining the range of the first natu-
ral frequency. Tackling the opposing behaviour of velocity and error transmission,
Zhang et al. [7] utilizes transmission angle constraints while optimizing the maxi-
mum actuation torque resulting from the inertial effects of all components reduced
to the proximal link. The proposed definition of the transmission angles is criti-
cally discussed in [8]. Courteille et al. [9] identify Pareto optimal solutions for Delta
robots taking into account the condition number and minimum singular value of the
global stiffness matrix as well as the volume of the related stiffness ellipsoid. Wu
et al. [10] perform a multi-objective design optimization of the novel 4-dof fully-
parallel Ragnar robot using the workspace volume, the root mean square (RMS)
torque and the actuation velocity as performance criteria. The ratio of distal and
proximal link lengths, the orientation of the moving platform, the local transmission
index (defined as the minimum of input and output transmission index throughout
the entire workspace), as well as the position and orientation errors resulting from
the structural stiffness are taken into account as constraints. In [11] the objectives are
changed to the workspace volume and the global transmission index (defined as the
average value of the minimum of input and output transmission index throughout the
entire workspace) while constraining the extreme values of link ratios and orientation
capabilities of the platform.

Delta-like robots are tailored for high-speed applications. Thus, good velocity
transmission capabilities favour the overall design of such robots. In addition to
the maximum speed criterion, two torque-related criteria (RMS and peak torque)
dominate the motor selection process as cost-relevant design phase subsequent to
the dimensional synthesis [12]. Against this background, this contribution is con-
cerned with two optimization approaches, a purely kinematic (solely optimizing
the motion/force transmission) and a combined kinematic and dynamic optimiza-
tion approach (additionally taking into account the maximum actuation torque). The
resulting Pareto candidates are evaluated based on the maximum power (combining
velocity and torque criteria into a single performance indicator). For the sake of
brevity, the geometric and fundamental kinematic relations of the Delta robot are
presumed to be known in the following, see also Fig. 11.2.

11.2.1 Kinematic Performance Indices

Jacobian-based indices (e.g., the manipulability [13] or the condition number [14])
are commonmeasures for the performance optimization of parallel robots. However,
inhomogeneous units in case of mixed dof of the moving platform, undetectable
singularities using the input-output Jacobian of limited-dof manipulators, and the
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Fig. 11.2 Geometric and kinematic relations

frame-dependency may impede flawless analyses. To overcome these problems,
motion/force transmission indices can be used.

The concepts for analysing the transmissibility of parallel robots have been revised
several times in the last decades. Recent approaches contain generally applicable
measures based on the normalized virtual coefficient called power coefficient [15].
In contrast to the simple definition of input transmission indices, analyses of the
output transmission capabilities usually require additional investigations of the con-
strainability. However, the related constraint transmission indices are not required
for parallel robots, in which the output link is supported by six links. In these special
cases, the transmission wrench screws (TWS) at the application points (i.e., spherical
joints) degenerate to transmission force lines. Then, the pose-dependent maximum
virtual coefficient (as used for normalization) is unambiguous. An example of such
simplification applied to a 6-PUS can be found in [16]. Further simplifications can
be achieved by defining the TWS at each of the six spherical joints. In this case,
normalization is not required at all. A detailed derivation and application to Delta
parallel robots including an extensive literature overview can be found in one of our
previous studies [8]. Accordingly and based on the relations shown in Fig. 11.2, the
TWS of the supporting link ( j, i) with respect to a spherical joint Ck,m are defined
as

$̂TWS, j,i =
[

f̂ j,i(
r P, j,i − r P,k,m

) × f̂ j,i

]
(11.1)

where f̂ j,i and r P, j,i denote the rod forces and joint positions on the platform,
respectively. Imagine to fix all actuators and to remove one of the six connecting
rods k of a chain m (Fig. 11.2, k = 1), the output link of the resulting single-dof
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mechanism performs a virtual motion [17]. The related instantaneousmotion is given
by the following output twist screw (OTS)

(k,m)$OT S =
[

(k,m)ω
(k,m)v j,i

]
(11.2)

with (k,m)ω as angular velocity and (k,m)v j,i as translational velocity at joint C j,i of

the output link. As all $̂TWS, j,i except $̂TWS,k,m represent constraint wrenches only
and no work can be applied to the output link [16], the reciprocal condition

δWj,i = $̂TWS, j,i ◦(k,m) $OT S = 0 (11.3)

holds. Accordingly, a system of five equations needs to be solved for the unknowns
of (k,m)$OT S , where one entry can be chosen arbitrarily while constraining the sum
of all entries of (k,m)$OT S to 1. In order to compute the pressure angle αk,m at joint
Ck,m , the instantaneous velocity (k,m)v j,i can be extracted from the solution vector
and leads to the output transmission index

OT I = min
(∣∣cos(αk,m

)∣∣) ∀m = {1, 2, 3},∀k = {1, 2} (11.4)

with

cos
(
αk,m

) = (k,m)vT
k,m f̂ k,m/‖(k,m)vk,m‖ (11.5)

The input transmission index is defined as the minimum of the cosine of the
absolute pressure angles γi among all three kinematic chains

I T I = min(|cos(γi )|) ∀i = {1, 2, 3} (11.6)

The pressure angles of the input transmission are given by

cos(γi ) = vT
B,i f̂ j,i/‖vB,i‖ (11.7)

11.2.2 Dynamic Performance Indices

A comparative study [3] of the four types of functionally extended Delta robots
revealed the merits of 6-dof variants in which the additional wrist motor(s) are
attached to the distal link(s), cf. Sect. 11.1 and Fig. 11.1. It is also shown in [3]
that computational costs to solve the inverse dynamics problem may be reduced
applying alternative modelling techniques such as the Lagrange-d’Alembert Prin-
ciple of Virtual Work [18], Kane’s formulation [19], or the Method of the Natural
Orthogonal Complement [20]. Against this background, the Lagrange-d’Alembert



11 Kinematic and Dynamic Dimensional Synthesis of Extended Delta … 137

Principle of Virtual Work is applied to analyses of the dynamic effects of the exten-
sions on the actuation torques of the basic Delta robot. Based on the dynamic anal-
yses of a Stewart-Gough manipulator in [18], Zhao et al. [21] propose the inverse
dynamics model for the basic 3-dof Delta robot employing the principle of virtual
work. Accordingly, the fundamental idea is that the work due to external forces
and moments corresponding to any set of virtual movements is zero. The modelling
procedure is as follows. First, six-dimensional resultants of the applied and inertia
wrenches are determined for each body. Second, so-called link Jacobian matrices
[18] are formulated relating the platform displacement to the virtual movements
of the links. Finally, the desired driving torques can be computed for a given state
of motion [22]. Externally applied forces and moments as well as frictional forces
are neglected in the following. The six-dimensional wrenches acting on the tubular
member QT ,i and the related wrist motor of an additional serial chain due to the
gravity g and inertial effects are

QT ,i =
(

f T ,i

nT ,i

)
=

(
mT,i

(
g − ẗ T ,i

)
−IT ,i ω̇T ,i − ωT ,i × (

IT ,iωT ,i
))

(11.8)

QM,i =
(

f M,i

nM,i

)
=

(
mM,i

(
g − c̈i

)
−I M,i ω̇T ,i − ωM,i × (

IM,iωT ,i
))

(11.9)

where f and n denote the forces and moments and m and I denote the masses
and inertia matrices expressed about the respective COG. With the resultants of the
proximal links

(
Q1,i

)
, one of the two connecting rods

(
Q2,i

)
of the parallelogram

of the distal links, and the platform
(
QP

)
, for the variation of work it follows

δW = δϕT
1 τ + δχT

P QP +
3∑

i=1

∑
s∈B

δχT
s,i Qs,i = 0 (11.10)

with δϕ1 and δχ P as three-dimensional virtual rotations and virtual displacements,
respectively, and δχT

s,i as the six-dimensional virtual movements of the remaining
bodies B = {1, 2,M,T}.

To compute the unknown driving torques τ , all virtual movements need to be
expressed by the virtual displacement δχ p of the platform. Therefore, link Jacobian
matrices are introduced mapping the platform velocity to the link velocities. Accord-
ingly, the velocity of the attachment point of the wrist motor and the tubular member
can be derived as

ċi = ṗ − (1 − xM)
(
ω2,i × l DL,i

) =
(
E + (1 − xM)

[
l2,i

]
× J2,i,ω

)
ṗ

= JM,i ṗ (11.11)

ṫ T ,i = (
JM,i − (

[t i0]×[t i0]×
(
E − JM,i

))
/2

)
ṗ = JT ,i ṗ (11.12)



138 J. Brinker et al.

where xM as relative wrist motor position and J2,i,ω as link Jacobian matrix relating
the platform to the angular velocity of a distal link [22]. E and []× denote a 3 × 3
identity matrix and a cross-product matrix or skew-symmetric matrix, respectively.
The angular velocity is the same for the motor and the tubular member. Thus, the
following applies

ωT ,i =
(
1

lT
[t i0]×

(
E − JM,i

))
ṗ = JT ,i,ω ṗ = JM,i,ω ṗ = J i,ω ṗ (11.13)

The virtual movements (displacement and rotation) of the bodies are exclusively
expressed by the virtual displacement of the platform, i.e., δϕ1 = J Pδχ P , δχ1,i =
J∗
1,iδχ P , δχ2,i = J∗

2,iδχ P , and δχ s,i = J∗
s,iδχ P , where the asterisk denotes 6 × 3

link Jacobians. Rearranging of (11.10) and cancellation of δχT
P gives

τ = −J−T
P

(
QP +

3∑
i=1

∑
s∈B

J∗T
s,i Qs,i

)
(11.14)

where for the bodies it follows B = {1, 2,M,T}.

11.2.3 Design Optimization Problem

The lengths of the proximal and distal links lPL and lDL as well as the radii of frame
and platform rF and rP represent four dimensional design variables (Fig. 11.2),
where symmetry is presumed. The prescribed workspace consists of a cylinder (with
radius D1 = 1.00 m and height Z1 = 0.25 m) and a conical portion (with radius
D2 = 0.80 m and height Z2 = 0.05 m) adjacent to it. The centre of their connecting
surface determines the relative position P0 = [0, 0,Z0] of the workspace to the
origin of frame O, where Z0 is used as design variable. Consequently, the following
five design variables are considered:

χ = [
lPL lDL rF rP Z0

]
(11.15)

The kinematic indices are derived for 55 evaluation pointsW within the prescribed
workspace as illustrated in Fig. 11.2. The minimum over the workspace points is
taken into account for each transmission index (denoted by I T Imin and OT Imin).
For the dynamic indices, an industrially-relevant path similar to [23] is defined in
accordance with the prescribed workspace size and rotated about the vertical axis in
steps of π/6. Thus, 18 trajectories Γ are analysed in respect of the resulting actua-
tion torques. Here, the maximum actuation torque over all trajectories constitutes the
dynamic optimization criterion, i.e., τmax . The underlying mass distribution is based
on [3], the mass parameters are adapted according to the changes in link lengths
during dimensional synthesis based on [23]. In the initial design phase, the designer
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may be interested in determining the greatest possible design parameter space that
provides all potential robot designs. However, in order to increase the performance of
the optimization approach, the design parameter space should be smallest possible.
Thus, in addition to the customer requirements (e.g., workspace shape and size as
well as trajectories), a set of additional requirements g are taken into account. Such
requirements may arise from parametric relations based on practical implementa-
tion (e.g., maximum joint motion angle), kinematic characteristics (e.g., maximum
pressure angle), or other experience-based conditions such as maximum link length
ratio. Applying requirements based on experience may lead to unneeded and unde-
sired reductions of the solution space. The following analyses are thus solely based
on mandatory requirements. For a critical point Pc = [−D1/2, 0, Z0 + Z1], the
maximum pressure angle γi,max can for instance be used to formulate the following
constraint.

The detailed derivation of other constraints is left to be addressed in future pub-
lications.

√(−D1/2 + rP,i − rF,i
)2 + (Z0 + Z1)

2

≤
√
l2PL ,i + l2DL ,i − 2lPL ,i lDL ,icos

(
γi,max + π/2

)
(11.16)

The problem can finally be stated as follows

(A)max. f A1(χ ,W) = I T Imin,max. f A2(χ ,W) = OT Imin

(B)max. fB1(χ ,W) = I T Imin,max. fB2(χ ,W) = OT Imin,

max. fB2(χ ,W) = OT Imin

subject to constraints g(χ ,W) (11.17)

where (A) and (B) denote a purely kinematic (solely optimizing the motion/force
transmission) and a combined kinematic and dynamic optimization approach (addi-
tionally taking into account the maximum actuation torque), respectively. Both of
which are implemented in Matlab® and solved using the built-in multi-objective
optimization function gamultiobj, which is based on the well-knownNon-dominated
Sorting Genetic Algorithm NSGA-II [24]. The results are obtained for the basic 3-
dof Delta robot (no extensions) and the 6-dof Delta robot (with extensions to each
distal link, EDL).

11.3 Results and Discussion

The optimizations are performed presuming a minimum workspace ratio of ϑ ≥ 0.3
and a minimum value for the smallest input transmission index of I T Imin ≥ 0.4.
When higher demands on the workspace ratio need to be fulfilled, the Pareto front
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is shifted towards worse results for both criteria I T Imin and OT Imin and vice versa.
Figure 11.3 depicts the resulting candidates of approach (B) based on the three
objectives (i.e., I T Imin , OT Imin , τmax ), where, for clearer presentation, τmax is nor-
malized by the maximum torque of all candidates and displayed as 1 − τmax,0. In
addition, all candidates are coloured based on the related normalized peak power
Pmax,0. At the same time, black circles indicate the Pareto candidates of the purely
kinematic approach (A). The related Pareto front of (A) clearly boarders the Pareto
surface proving the robustness of the more complex approach (B). For both Delta
variants (3-dof and 6-dof) similar surface shapes are obtained, whereas the spread
of τmax,0 is larger in the 6-dof case. Both distributions of candidates taper for maxi-
mal I T Imin until reaching maximal peak torques. Irrespective of these torque peaks
and independent from the optimization approach, it can be seen from the colour
indication for the 3-dof Delta variants (Fig. 11.3a) that the power efficiency can
substantially be improved by optimizing the input transmissibility and, associated
therewith, slight reductions in OT Imin . Candidates with minimum peak power are
marked in red. In contrast, power efficient candidates for the 6-dof Delta variants
are observed for peak torques improvements at expense of decreasing I T Imin and
OT Imin . Accordingly and as displayed in Fig. 11.3b, superior solutions are obtained
applying the combined kinematic and dynamic optimization approach (B) instead
of the purely kinematic approach (A). This can be explained by the colour gradient
denoting the peak power distribution. For the 3-dof candidates, the peak power is
reduced for increasing I T Imin with minimal values at the tip of the surface (cf. arrow
in Fig. 11.3a). This area also includes candidates resulting from approach (A). For the
6-dof candidates, the colour gradient is evidently changed (cf. arrow in Fig. 11.3b)
so that power efficient solutions are observed along the border adjacent to the border
given by the Pareto candidates of approach (A). This also means that optimal can-
didates cannot stem from the purely kinematic approach (A). Instead of considering
OT Imin as third optimization criterion, it is commonly proposed to combine the
transmission indices taking into account the minimum or the product of I T Imin and
OT Imin . However, following approach (B), both of the latter approaches would lead
to rather small values for I T Imin as OT Imin is preferably increased to simultane-
ously allow for smaller torques (and thus, smaller I T Imin). It should also be noted
that OT Imin can be directly influenced by the distance between the spherical joints
DS (cf. Fig. 11.2) without affecting the other two criteria. OT Imin should however
be maximized for any approach in order to improve the output transmission capabil-
ities. A comparison of the candidates with the lowest peak power as resulting from
approaches (A) and (B) with a benchmark robot as introduced in [8] shows the ben-
efits of including dynamic characteristics in the optimization process (Table 11.1).
Accordingly, for the basic 3-dof variant, the maximum instantaneous power Ptot,max

and the total energy consumption Etot of the three main drives for all trajectories
can be reduced by more than 14% with slightly better performance of (A). At the
same time, losses in the workspace ratio and the peak torque need to be accepted.
Similar results are obtained optimizing a 6-dof variant with (A). Further consider-
able improvements are obtained using the combined approach (B), while keeping
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(a)     Basic: 3-dof (b) EDL: 6-dof 

Fig. 11.3 Results for (A) and (B) applied to the 3-dof (a) and 6-dof (b) Delta robot variants

Table 11.1 Pareto solutions with minimum normalized peak power

(a)

rF,i rP,i lPL ,i lDL ,i Z0

Benchmark: 3-dof 0.200 0.050 0.400 0.800 –0.800

Basic: 3-dof (A) 0.202 0.070 0.460 0.986 –1.074

Basic: 3-dof (B) 0.200 0.070 0.510 0.936 –1.051

Benchmark: 6-dof 0.200 0.050 0.400 0.800 –0.800

EDL: 6-dof (A) 0.202 0.070 0.460 0.986 –1.074

EDL: 6-dof (B) 0.202 0.070 0.344 1.006 –1.072

(b)

I T Imin OT Imin ϑ �Ptot,max �Etot �τmax

Benchmark: 3-dof 0.647 0.437 0.366 0 0 0

Basic: 3-dof (A) 0.818 0.448 0.301 –17.5% –15.2% +15.5%

Basic: 3-dof (B) 0.809 0.460 0.300 –15.4% –14.9% +16.8%

Benchmark: 6-dof 0.647 0.437 0.366 0 0 0

EDL: 6-dof (A) 0.818 0.448 0.301 –16.2% –14.1% +17.2%

EDL: 6-dof (B) 0.745 0.351 0.350 –24.1% –17.5% +2.8%

the peak torque at similarly low levels and slightly reducing I T Imin and OT Imin .
The associated decline of OT Imin can for instance be compensated increasing DS .

11.4 Conclusion

In this paper it was shown that combined kinematic and dynamic optimization
approaches can lead to better overall designs as compared to variants optimized
by kinematic indices only. In this context, a simple definition of input and output
transmission indices is presented. In addition, an efficient dynamic model for Delta
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parallel robots with functional extensions is presented. In these variants, the mass
distribution is changed increasing the relevance of the dynamic characteristics. The
advantages of integrating dynamic indices into the design process are clearly empha-
sized by the results of multi-objective Pareto optimizations. While the design of the
basic light-weight 3-dof Delta robot is still mainly influenced by velocity character-
istics, the optimal design of the extended 6-dof variant (including additional masses
attached to its links) represents a compromise of velocity and torque characteristics.
Due to the strong correlation of input transmission characteristics and maximum
actuation velocity, purely kinematic design optimization approaches may lead to
similar results for the basic Delta robot. Exemplarily, the selection of candidates was
based on the minimum peak power. The final evaluation of the candidates’ fitness
needs to be assessed in close consultation with the customer.
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Chapter 12
An Influence Based Error Identification
for Kinematics Calibration of Serial
Robotic Manipulators

D. A. Patel, T. F. Lu and L. Chen

Abstract In serial roboticmanipulators, due to the nature of the coupling of links, the
influence of errors in joint parameters on pose accuracy varies with the configuration.
Kinematics parameter’s error identification in the standard kinematics calibration has
been configuration independent which does not consider the influence of kinematics
parameter on robot tool pose accuracy for a given configuration. Mutually dependent
joint parameter errors cannot be identified at the same time, and hence error of one
parameter in each pair is identified. In a pair of mutually dependent joint parameters,
the effect of error in one parameter on positional error can be more than the other
one depending on the configuration. Therefore, the error detection may be incorrect
if the influence of joint parameters is ignored during the error identification. This
research analyses the configuration dependent influences of kinematics parameters
error on pose accuracy of a robot. Based on the effect of kinematics parameters, the
errors in the kinematics parameters are identified. Kinematics model of the robot is
composed of the modified DH method and an improved DH method to avoid the
limitations of the original DH method. First, the robot is calibrated to identify errors
in 17 kinematics parameters conventionally, and then errors are detected based on
the proposed method.

Keywords Calibration · Error identification · Kinematics · Measurement · Pose
accuracy · Serial robots

12.1 Introduction

Serial robotic manipulators have numerous applications across various industries
such as automobile, manufacturing, medical, space, and so forth. Various geometric
factors such as inaccurate joint angles, joint twist, link lengths and non-geometric
factors such as joint eccentricity, joint flexibility, dynamics and control errors intro-
duce the difference between the model of a manipulator on the controller and an
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actual mechanism and hence accuracy of a robot decreases [1]. Robot calibration
reduces this difference to improve accuracy. The geometric parameters errors can
be systematically identified and compensated whereas other errors are difficult to
model and identify. The main reason that causes the pose error is inaccurate geomet-
ric parameters used to calculate the pose [2]. So often geometric errors correction
fulfils the desired pose accuracy for many applications. Geometric errors calibration
is also known as a level 2 or a kinematics calibration. The current kinematics cali-
bration includes four steps, namely kinematics and error modelling, end-effector’s
pose measurement, identification of error sources and compensation for the errors
into a kinematic model [3]. The Level 2 calibration methods modify the kinematic
parameters of the robot to minimize the difference between the kinematics model of
a robot in the controller and actual mechanism. The modified kinematics parameters
best fit the accuracy over the selected poses or small region of the robot’s workspace.
Completeness and continuity of kinematicsmodel, precision ofmeasurement system,
accurate errors identification, proper error compensation scheme, and specification
of the robot determine the effectiveness of the kinematics calibration process.

Kinematics modelling using Modified DH and improved DH method, the Com-
plete and Parametrically Continuous (CPC) model, the Modified CPC model, and
POE formula results into the complete and continuous kinematics model of the robot
[4]. The large volume metrology such as Laser tracker is accurate up to 15 μm [5].
However, it is difficult to directly measure errors of individual kinematics parameter
(i.e. joint-link parameter such as joint orientation or link length). An error identifi-
cation in the contemporary kinematics calibration simultaneously approximate the
errors of all kinematics parameters from a measured pose of robot end-effector for
a given configuration using methods such as linear least squares, non-linear least
squares, pseudo-inverse, genetic algorithm, and heuristic search method [6]. This
process is repeated for few selected configurations to calculate a set of kinematics
parameters which best fit the accuracy to all selected configurations. However, dif-
ferent pose errors occur for the same individual joint parameter over various config-
urations. For example, in Fig. 12.1, θ1, θ2, and θ3 are mutually dependent parameters
whose errors cause positional error at end-point P. In configuration 1 (i.e. P1), θ1 is
more influential than θ2, and opposite in configuration 2 (i.e. P2). Therefore, during
the error identification more influential parameter in each pair must be considered
at every selected configuration. However, contemporary error identification ignores
the configuration dependency of the influence of kinematics parameters on a pose
accuracy which leads to incorrect error identification at certain configurations of a
robot. Therefore, this research analyses the influence of each kinematics parameters
on the pose accuracy of a robot and proposes an influence based error identification.
Section 12.2 prepares the kinematics model. Section 12.3 contains error identifica-
tion and compensation. Section 12.4 performs experiments and Sect. 12.5 concludes
the research.
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Fig. 12.1 Mutually
dependent parameters with
variable influence

12.2 Kinematics

This research combined the modified DHmethod and improved DHmethod to retain
continuity of kinematics model of the robot considering the nominal values of the
kinematics parameters listed in Table 12.1. In the modified DH method, the frame
i is rigidly attached to the link i , which rotates around joint i . The transformations
i−1

i T between the frames (i − 1) and i is described with the help of two rotational
parameters αi−1 and θi , and two translational parameters ai−1 and di (Fig. 12.2).

Therefore, the homogeneous link transformation matrix i−1
i T is obtained using

the following transformations as:

i−1
i T = Rot(X, αi−1)Trans(X, ai−1)Rot(Z , θi )Trans(Z , di ). (12.1)

Table 12.1 Kinematics parameters of Katana 450

Joint i αoi−1 ai−1 mm θoi βoi−1 di mm

1 0 0 ±169.5 – 0

2 90 0 +102/−30 – 0

3 0 190 ±122.5 0 –

4 0 139 ±112 0 –

5 −90 0 ±168 – 147.3

6 90 0 Inactive – 200
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Fig. 12.2 Frames assignment

Joint 2, 3 and 4 are parallel so the improved DH method must be employed with
an additional parameter β to correlate frames 2, 3 and 4 to avoid discontinuity. The
transformation matrix is obtained using transformations:

i−1
i T = Rot(X, αi−1)Rot(Y, βi−1)Trans(X, ai−1)Rot(Z , θi ). (12.2)

Equation (12.2) correlate frames 2, 3 and 4 using T 2
3 and T 3

4. The improved H
method avoids the limitations of the modified DH method. The transformation 0

6T
between the robot base and the robot end-effectors is obtained by putting values of
joint link parameters of Table 12.1 into transformation matrices as:

0
6T = 0

1T · 12T · 23T · 34T · 45T · 56T (12.3)

The homogeneous transformationmatrix 0
6T in (12.3) describes pose (i.e. position

and orientation) of the robot end-effectors on the robot’s nominal base. The kine-
matics model of the Katana 450 robot describes orientation of robot’s end-effector
as ZXZ Euler angles Φ, θ , and Ψ . Therefore, the pose P of robot is defined by the
coordinates X , Y , and Z and orientation angles Φ, θ , and Ψ in the form of vector
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P = [XY ZΦθΨ ]T . The derived kinematic model of the robot has been verified
against the robot’s control software. For the calibration purpose, the positional error
vector�P between the actual pose Pa and the theoretical pose Pt of the end-effectors
can be described as:

�P = Pa − Pt = [
�X �Y �Z

]T
. (12.4)

12.3 Error Identification

12.3.1 Influence of Kinematics Parameters on Positional
Accuracy

The coordinates of 118 poses are selected within the largest cube of the robot’s
workspace as per proposed performance criteria and related test methods in the
ISO 9283:1998 [7] for the robotic manipulators. A deviation of +0.05 on angular
parameters (θi . . . , αi . . . βi . . .) and+0.1 mm on linear parameters (ai . . . , di . . .) is
imposed one byone at a given data point (i.e. configuration). This simulation provided
the influence of each kinematics parameters for a given robot configuration. Same
process is repeated over 118 configurations. The error of +0.1 mm in linear param-
eters causes an absolute positional error of 0.1 mm regardless of the configuration
of the robot. However, an error of +0.05° in rotational parameters causes configura-
tion dependent error on end-effectors position as shown in Fig. 12.3. The common
understanding is the influence of rotational parameters error decreases from the base
towards end-effector in serial robot, i.e. error in θ2 has a larger impact on positional
accuracy than θ3. However, error in θ3 can have a larger impact on positional accuracy
than θ2 for some configurations as per analysis in Fig. 12.3. Therefore, followings
section proposes influence based error identification of kinematics parameters error.

12.3.2 Influence Based Error Identification

For the calibration purpose, positional errors vector �P = [
�X �Y �Z

]
is cor-

related to the kinematics parameters error vector �E with the help of the mapping
matrix J as:

�P = J · �E . (12.5)

where, J =
⎡

⎢
⎣
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. . . . ∂PX
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and
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Fig. 12.3 Influence of kinematics error on position accuracy

�E = [�θ1 . . . �θ5 �α0 . . . �α5 �β2�β3 �a3�a4 �d5�d6]
T .

Equation (12.5) correlates the kinematics parameters error vector �E with the
positional error vector �P . Firstly, the kinematics parameters’ errors are identified
using the unique least square estimation [8] as:

�E = J T

J · J T
· �P (12.6)

Equation (12.6) is iteratively used at each pose to correct the kinematics param-
eters error. In each iteration, a new �E is obtained which is compensated in (12.5)
to obtain new �P . This process is repeated till the positional error is detectable by
the measurement equipment being used (i.e. above 0.01 mm in this case) for the
calibration. The same procedure identifies the kinematics parameters’ errors for all
poses. From the sets of errors in the kinematics parameters of all poses, a set of
kinematics parameters is calculated that best fit the accuracy to all measured poses.
However, the error detection may be incorrect if influence is not considered dur-
ing the error identification. For example, in the configuration θ1, θ2, θ3, θ5 = 0 and
θ4 = 80

◦
influence of θ4 is larger than θ3. The positional error �P can be corrected

by correcting θ3 or θ4. Even if influence of θ4 is larger than θ3 for that configura-
tion, the conventional identification may identify larger error of θ3 instead of smaller
error in θ4 for the same positional error �P . This incorrect identification of large
error in θ3 at this configuration would affect the set of best fit parameters in the end.
Additionally, incorrect identification at few configurations may lead to significant
positional error at uncalibrated points. Therefore, this research employs coefficient
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C < 1 in (12.8) to increase the numbers of iterations for errors identification at each
pose. At each pose, in each of the iteration, error vector �E is multiplied influence
vector k = [k1 · · · k17] as:

�P = J.(�Ek), (12.7)

and subsequent error vector �E is calculated as:

�E = C
JT

(
J J T

) · �P. (12.8)

where, k = [k1 . . . k17] is obtained from the influence of kinematics parameters at a
pose as explained in the Sect. 3.1. For example, assume that the parameters influence
at one of the configuration is like average influence of kinematics parameters shown
in Fig. 12.3. In this case θ2 is the most influential with nearly 0.34 mm error leads
to k2 = 1. For this configuration, 0.34 mm is considered as 100%, and values
for the remaining ks in that configuration can be found with reference to k2. Like
k8 = 0.59 for α2. For some of the configurations, where only θ1 changes, vector k
remains same, otherwise changeswith the configurations. The proposed approach for
error identification increases the computational cost, however, with the availability
of low cost and faster computing power, an accurate error identification is desired.
The following section performs experiments and identifies the errors in kinematics
parameters with both conventional and influence based error identification approach
with intensive experiments.

12.4 Experimental Results

The measurement setup includes a five DOF Katana 450 robot, an Optotrack system
with a volumetric resolution of 0.01 mm, active vibration isolation table, and a
computer to control the robot. The end link of the Katana 450 robot is 118 mm long
gripper, which is replaced with the 200 mm long and 0.5 kg tailored attachment. The
attachment imitates maximum payload of the robot, provide the ease for attaching
the measurement targets, and amplify the joint errors due to a larger length. The
robot is controlled with the MATLAB using Katana Native Interface language for
the calibration, and modification of the kinematic parameters after the calibration.
The digitising probe shown in the top-left corner of Fig. 12.4 used by the Optotrack
system, it is easy to establish the global coordinate system for the measurements.
The systemmeasures Cartesian coordinates of three activemarkers on the established
global coordinates system at the structural base of the robot. The coordinates of three
markers are used to calculate the position as well as the orientation of the robot’s end-
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Fig. 12.4 Experimental
setup

effector on the structural base of the robot as shown in Fig. 12.4. The translational
transformation of [55 55 201.5]’ mm transforms the coordinates of the structural base
to the robot’s nominal base as per design specification of the robot. Themeasurements
are sequenced such that all five joints angle change when moving from one pose to
another. Tables 12.2 and 12.3 lists errors of 17 kinematics parameters identified
with standard method and influence based approach respectively, and Table 12.4
compares the improvement in pose accuracy in term of various pose parameters.
The overall positional accuracy improves significantly using proposed method for
error identification. The current identification could reduce average positional error
from 1.21 mm to 0.38 mm whereas influence based identification reduced error
from 1.21 mm to 0.21 mm. Even though the orientation errors are not identified, the
measurements show improvement in orientation accuracy as well.
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Table 12.2 Standard simultaneous identification

Joint i αoi−1 ai−1 mm �θoi βoi−1 di mm

1 0 – −0.061 – –

2 89.92 – 0.0232 – –

3 0.003 190.003 −0.057 0.0021 –

4 0.007 139.01 0.0641 0.0013 –

5 −90.01 – −0.121 – 147.302

6 90.03 – – – 200.001

Table 12.3 Proposed influence based identification

Joint i αoi−1 ai−1 mm �θoi βoi−1 di mm

1 0 – −0.061 – –

2 90.053 – 0.0341 – –

3 −0.016 190.00 0.066 0.005 –

4 0.062 139.00 0.0231 −0.003 –

5 −89.82 – −0.01 – 147.300

6 90.01 – – – 200.000

Table 12.4 Calibration results

Average over 118 positions

Pose parameter Before the calibration Simultaneous
identification

Influence based
identification

|�X | 0.63 0.28 0.18

|�Y | 0.44 0.13 0.10

|�Z | 0.85 0.25 0.16

|�P| 1.21 0.38 0.21

|�Φ|◦ 0.27 0.096 0.088

|�θ |◦ 0.17 0.027 0.022

|�Ψ |◦ 0.26 0.084 0.079

12.5 Conclusion

The proposed approach for the identification of kinematics parameters errors has
proven to be effective compared to the standard one. Consideration of influence of
kinematics parameters during an error identification improved positional accuracy
of a robot by nearly 14%. This approach can be further developed for improving the
dynamic pose accuracy of the serial robotic manipulators.
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Chapter 13
Autonomous Welding Seam Detecting
and Tracking Using Vision and Sound
Sensors in Robotic Gas Metal Arc
Welding

Chao Chen, Gu Fang, Yanling Xu, Na Lv and Dinham Mitchell

Abstract At present, robotic welding requires the robot to be taught by a human
operator using teach and playback methods.When the weldment or seam is changed,
the prior off-line programming cannot be reused. The paper proposed an autonomous
welding seam detecting and tracking system. The system can detect realistic weld
joints and determine their position in the robot workspace by extracting seam feature
with image processing algorithms. The robotic trajectory is planned based on the
extracted seam feature.During themetal-inert gas (MIG)welding process, the system
can locate the welding position and track seam path by processing multi-sensor
information combined of dual- microphone array sound signals and passive vision
image from a CCD camera. When the deviation between welding pool centre and
seam centre line is detected, the system can eliminate the deviation by adjusting
the welding torch position. The experiments show that the proposed path planning
method can identify butt weld joints autonomously regardless of the base material,
surface finish and surface imperfections.Meanwhile, themulti-sensor system showed
its potential merit in quality monitoring and control for the MIG welding process,
whose deviation range of welding seam tracking accuracy is within ±0.17 mm.

Keywords Welding seam detection and path planning · Seam tracking · Sound
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13.1 Introduction

Industrial robots have been widely used in welding manufacturing. It is always a
significant challenge to improve the automation level of robotic welding, which
can enhance the manufacturing efficiency and ensure welding quality in the end.
At present, the most common method to implement robotic welding is ‘teach and
playback’ technique by human operators. Although ‘teach and playback’ method has
unique advantages in standard mass production, when it comes to low to medium
volume manufacturing or even repair and maintenance work, it is very inefficient
because the process of ‘teach and playback’ takes a lot of setup time and is expense
to program welding path and adjust parameters. In addition, the programmed robot
is impossible to self-rectify any variation during the welding process. Therefore, it
is necessary to develop a new technique to enhance the automation level of robotic
welding, in order to decrease the expense and time of robotic offline planning and
self-rectify the deviation during the welding process.

The methods such as automatic welding path detection and planning, seam local-
ization and tracking are the key technique to solve the above problem. As for auto-
matic welding path detection and planning, the computer vision is a commonly used
method. In [1–3], the combined method of median filters, smoothing and binary
threshold segmentation techniques are applied to weld seam extraction during alu-
minium welding. However, different to aluminium which has an obvious colour
difference compared to the background, these methods are unsuitable for mild steel
plates because of the low contrast between workpiece and background. In [4], the
weldment was segmented out from the image through comparing the image with
and without the weldment in the same position. After image filtering, the noise left
from the subtraction process is eliminated. The welding seam is detected via using
the method introduced in [1]. Another method to detect the welding seam is the
application of pre-defined region of interest (ROI). By using the ROI, the algorithm
is able to focus on the welding seam and neglect the other useless information. In [5,
6], a ROI is placed in the centre of where the weldment is placed, so the background
can be ignored. The advantage of ROI is weakening the effect of the background.
However, for the robotic welding process, it’s not possible to place the weldment in
a fixed region due to occlusions from tooling and access limitations.

After the welding seam is detected and welding path is programmed, it is a key
point to ensure welding quality that the robot can follow the welding path. As the
welding path is easily influenced by factors such as parts distortion, spreading heat,
variable gap and thermal deformation etc. When the welding path changed, it is
very difficult to ensure the welding quality because the robot cannot follow the
changed path. So, to solve the problem, various sensors are used to monitor the
welding process, such as arc sensors [7], acoustic sensors [8, 9], ultrasonic sensors
[10] and vision sensors [11–13]. The most widely applied sensors are vision sensors
because the image contains huge information and the image processing method is
mature. In [11], a computer vision system using composite filtering technology was
established, and the clear welding pool images were captured during robotic-pulsed



13 Autonomous Welding Seam Detecting and Tracking Using Vision … 157

gas tungsten arc welding. In [12], a real-time seam tracking control technology base
on passive vision system was applied in robotic gas tungsten arc welding. In [13]
a robust algorithm was put forward for weld seam detecting and tracking based on
prior knowledge of weld seam in robotic gas tungsten arc welding.

Although vision sensors have many advantages in seam tracking, it still has its
limitations such as, the huge size of the camera may not be suitable for the complex
weld joint, the reliable 3D information may not be easy to obtain from the weld-
ing images. Therefore, it is necessary to use other sensors as an alternative or an
improvement.

There is a lot of researches about the acoustic sensor during the welding process.
In [14–16], Arata et al. probed to extract the arc sound feature and figure out the
influences of welding process parameters on arc sound. Many researchers tried to
find the relationship between the sound feature and welding penetration state. In
[17], a purpose-built real-time sensing system was designed to identify different
penetration via arc sound signals. In [18], a new feature extraction method for arc
sound signal duringwelding processwas developed,which could extract 128 features
to identify the welding dynamic states in TIG welding. However, the sound signal
is a complex signal which may include various noise and useless information. Most
researches are based on single microphone which could acquire the part information
aboutwelding process.We have considered to usemoremicrophones to collect sound
signals and implement the seam localization.

In this paper, an autonomous welding seam detecting and tracking system is pro-
posed, which is capable of automatically detecting and planning welding path before
welding, and locating and tracing seam during welding process. Before the start of
welding, the system is capable of detecting realistic weld joints and calculating their
positions in the robot workspace with minimal human interaction. This is accom-
plished using a pair of calibrated robotmounted stereo cameras combinedwith image
processing algorithms. During the welding process, the system can locate welding
position and track seam path during MIG welding by processing multi-sensor infor-
mation combined of dual-microphone array sound signal and CCD camera passive
vision image.

The paper is organized into five sections. The system design is given in Sect. 13.2
which introduces the robotic welding system for MIG, by which we implement
welding seam detecting and path planning before welding and realize the welding
seam locating and tracking. The autonomous welding path detecting and planning
function was demonstrated in detail in Sect. 13.3 and the welding seam locating and
tracking function was elaborated in Sect. 13.4. Finally, the conclusion was provided
in Sect. 13.5.
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13.2 The Robotic Welding System for MIG

The setup of the whole experiment is shown in Fig. 13.1 [20]. It consists of a Fanuc
ArcMate 100iC six axis industrial robot, a welding system, an industrial PC, an
exhaust fan, a Blue Yeti Pro USB dual-microphone acoustic sensor, two eye-in-hand
uEye USB CCD camera with a resolution of 1280 × 1024 pixels mounted to the

Welding Robot

Welding machine
Exhaust fan

PC

Workpiece
Microphone

#1
Microphone

#2

Welding process control

Signal collection

Visual sensor

Signal collection

Welding system Welding system

Image collection

Noise generation

(a)   

(b)

Exhaust 

Visual 

Welding 

Welding 

Weldment 

Fig. 13.1 The autonomous welding path detecting and planning system: a Schematic diagram
b physical diagram
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The visual sensor used 
for detecting welding seam

The visual sensor used 
for tracing welding seam

Fig. 13.2 The visual sensor used in robotic welding system for MIG

robot wrist. The dual-microphones are placed in diagonal of work bench and are
fixed in the two sides of the centre of the diagonal and have a distance of 300 mm
to the centre. The welding exhaust fan comes from Ozone Pollution Technology.
The welding system includes the LINCON ELECTRIC, POWERWAVE F355i and
AUTODRIVE 4R90. The setup of visual sensor is shown in Fig. 13.2. The USBCCD
camera used for tracking the seam during welding is placed under the pair of stereo
cameras. The function of welding seam locating and tracking system is implemented
by multi-sensor, providing the welding vision information combined with the sound
signal from the dual-microphone array.

13.3 Welding Path Detecting and Planning

This section demonstrates themethod introduced in [19],which automatically detects
the butt-jointed seam through computer vision. The method can be divided into three
parts as shown in Fig. 13.3.

1. Pre-processing is used to filter and smooth image and detect edge information.

Fig. 13.3 The welding seam
identification principle
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(a) (b)

Weldment

Workbench Workbench

Weldment

Fig. 13.4 a Original image b the image after median filtering

2. The Hough Transform is applied to eliminate the background of the weldment.
3. The welding seam is extracted and reserved through remove other redundant part

in the image.

13.3.1 Pre-processing

Theprocedure of the imagepre-processing canbedivided into three part. Thefirst part
is Gray transformwhich convert the colour image to a grayscale image using standard
conversion methods [19]. The second part is image filtering using a median filter,
which is utilized to eliminate the noise, such as scratches, salt and pepper noise and
other imperfect surface noise. The effect of the median filters is shown in Fig. 13.4
[19]. The last part is edge identification. In the paper, Sobel edge identification
algorithm is used for edge identification. The result is shown in Fig. 13.5 [19].

13.3.2 Background Segmentation

As demonstrated in Sect. 13.3.1, there is twomethod to segment the foreground from
the background. In [4], high contrast between the foreground and background was
used to segment images. In [5, 6], a pre-defineROIwas utilized to extract thefixedpart
of the image. In this paper, an automatically detecting foregroundmethod is proposed
to segment theweldment from the background. Themethod is complemented through
the Hough lines. The idea of Hough transform is that a point in the original image
coordinate system corresponds to a straight line in the parameter coordinate system.
A straight line of the same parameter coordinate system corresponds to a point in
the original coordinate system, and then the original coordinate system assumes all
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Fig. 13.5 Pre-processing
edge image

Weldment

Workbench

points on a straight line, their slope and intercept are the same, so they correspond
to the same point in the parameter coordinate system. So that after all points in
the original coordinate system are projected into the parametric coordinate system,
if there is aggregation point in the parameter coordinate system, the aggregation
point corresponds to the straight line in the original coordinate system. After Hough
transform is completed, the maximum aggregation point accumulator needs to be
counted to determine the threshold that is used to decide which Hough lines should
be reserved. This is demonstrated in Eq. 13.3.1.

T1 = βHmax (13.3.1)

where T1 is the threshold, β is the threshold multiplier as the percentage of the
maximum aggregation point accumulator value Hmax. After several experiments, the
best value of β is 0.22. When β = 0.22, the result of the Hough transform is shown
in Fig. 13.6 [19].

However, there are unavoidable redundant lines reserved, as shown in Fig. 13.7
[19]. Some lines pass through the background. In order to eliminate the redundant
lines, a search window is used to determine which lines surround the weldment. Each
Hough line is utilized as a path where a series of sliding windows f and g of size
(w × w) are placed, as shown in Fig. 13.8 [19]. The search windows are utilized to
compare the grayscale value on the two sides of the Hough lines. It is obvious that
the more the grayscale difference is, the more possibility it is the line that surround
the weldment. The Eqs. 13.3.2 and 13.3.3 are used to calculate grayscale value on
either side of the Hough lines.

favgn =
w∑

i=−w

w∑

j=−w

Ig(un − w

2
− 1 + i, vn − w

2
− 1 + j)/(w2) (13.3.2)
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Fig. 13.6 The result of
Hough transform (β = 0.22)

Weldment

Workbench

Hough Lines

Fig. 13.7 The segmenting
result of Hough lines

Workbench

Weldment

Redundant Lines

gavgn =
w∑

i=−w

w∑

j=−w

Ig(un + w

2
+ 1 + i, vn + w

2
+ 1 + j)/(w2) (13.3.3)

where un and vn are the horizontal and vertical coordinates of Nth point on the Hough
lines respectively. w is the length of search windows. favgn and gavgn are the average
value of fn windows and gn windows respectively. Then favgn and gavgn need to be
normalized as the percentage of 255, which is the highest value of grayscale. The
normalized equation is as Eqs. 13.3.4 and 13.3.5. At last, the normalized value need
to be comparedwith each other through calculating the follow equations to determine
which lines should be reserved.
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Fig. 13.8 Search windows
along with Hough line

Hough Line

F =

N∑
n=1

fnormn

N
(13.3.4)

G =

N∑
n=1

gnormn

N
(13.3.5)

D = |F − G| (13.3.6)

line =
{
True D > T2
False D ≤ T2

(13.3.7)

where N is the total number of the points on the Hough line. T2 is the threshold that
is used to determine which line should be reserved. If the line is judged as true, it
will be reserved and vice versa. In the paper, a value of T2 = 10 can obtain good
effect. The grayscale value outside the reserved lines will be set to zero. The result
is shown in Fig. 13.9 [19].

13.3.3 Weld Joint Detection

As shown in Fig. 13.10, the operation of welding joint detection can be divided into
five sections. The Sobel edge detection algorithm is used again and its result is shown
in Fig. 13.11 [19]. The boundary can be found through applying a contour tracing
algorithm such as Moore Neighborhoods. The grayscale value of the boundary is set
to zero and is shown in Fig. 13.12 [19]. Due to the influence of reflect light, scratches
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Weldment

Fig. 13.9 Background elimination

Fig. 13.10 The principle of welding seam identification

or noise, the detected welding seam line may be discontinued. The image needs to
be processed by Close Operation, that is, to be dilated and then eroded. However
there are some small clusters of pixels caused by reflect light, scratches and image
noise. In order to decrease and eliminate the effect of these small clusters of pixels,
the method of Area filtering is applied to process the image. The redundant small
clusters of pixels can be eliminated by comparing their area to a threshold. If the
area is less than the threshold, the grayscale value the area will be set to zero. The
equation of area filters is as Eq. 13.3.8.
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Fig. 13.11 The weldment
after the Sobel edge
detection

Seam

Boundary

Noise

Fig. 13.12 The image after
eliminating the boundary

Eliminating the boundary

I =
{
1 Area > T3
0 Area ≤ T3

(13.3.8)

Area is the connected number of white pixels in the binary image. It is obvious
that the small white area will be removed by the Area Filters and its result is shown
as Fig. 13.13 [19]. The seam line is the longest line in the image and it can be
distinguished by calculating and comparing the connected number of white pixels
in the binary image. The final result is shown in Fig. 13.14 [19]. The welding seam
can be completely reserved and extracted as the base of the welding path planning.
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Fig. 13.13 The image after
area filtering

Eliminating the noise

Fig. 13.14 Detected
welding path

Extracting the seam

13.4 The Welding Seam Locating and Tracking System

In this session, the welding seam locating and tracking function is implemented
by a multi-sensor system, which is the combination of sound locating system and
visual tracking system. During the welding process, the planned path will change
due to parts distortion, spreading heat, variable gap, thermal deformation etc. The
combined sound locating and visual tracking system will assist robots to self-rectify
path according to the real-time weld seam condition.
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13.4.1 Sound Locating

In [20], the implementation of sound locating function mainly consist of two parts.
The first part is the feature extraction of the welding sound signals from dual-
microphones. The second part is the establishment of the relationshipmodel between
the sound signal feature andwelding position. By using themethod, thewelding posi-
tion can be located through the analysis of the sound signals.

13.4.1.1 Signal Process and Feature Extraction

Because the twomicrophoneswere placed on the two side of centre point of diagonal,
when the welding position change, there are different changes on the sound signals
received by different microphones. As shown in Fig. 13.15 [20], when the welding
start in position A and end in position B, the detected welding sound pressure from
different microphone change into different trend. As the welding position gets close
to microphone 1, it gets far away from microphone 2. So the welding sound pressure
from the microphone 1 gets larger and the microphone 2 s gets smaller.

After several experiments and sound signals processing, the arc sound energy is
chosen as sound feature as there is a strong relationship between the welding position
and the sound energy as shown in Fig. 13.16 [20].
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Fig. 13.15 The change of sound pressure from dual-microphone
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Fig. 13.16 Arc sound energy from the dual-microphone
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Fig. 13.17 The five experiment data about arc sound energy and welding position

13.4.1.2 Relation Model of Sound Feature and Welding Position

In order to obtain a more precise relationship between arc sound energy and welding
position, five experiments were conducted and analyzed. Five sets of data of arc
sound energy fromdual-microphone, combinedwithwelding position information, is
expressed in a 3Dvisualization as shown in Fig. 13.17 [20]. To obtain a relationmodel
of sound feature and welding position, the five data were combined by calculating
the average of each arc sound energy on specific distance through the Eq. 13.4.1.
The result is shown in Fig. 13.18 [20].

si =

5∑
j=1

si ( j)

5
(13.4.1)
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Fig. 13.18 The average
value of the five experiment
data

The combined experiment data

Si(j) is the jth arc sound energy signal from the ith microphone and Si is the ith
average of the arc sound energy.

Through the analysis of Fig. 13.18, it is obvious that there is a strong space curve
relationship among energy 1, energy 2 and welding position. Therefore, in the paper,
a general 3D space line function is applied to fit these data points in Fig. 13.18:

y = β0 + β1x1 + β2x2 (13.4.2)

The value of β0, β1 and β2 can be calculated through the method of linear regres-
sion. The result can be obtained as follows:

D(i) = −11.2439 + 0.2819S1(i) − 0.1264S2(i) (13.4.3)

where D(i) is the welding position. S1(i) is the arc sound energy on the position
i from the sound signal of microphone 1 and S2(i) is from the microphone 2’s.
β0 = −11.2439, β1 = 0.2819 and β2 = −0.1264.

Similarly, a quadratic Eq. (13.4.4) obtained by multiple regression analysis is
applied to fit the data as a further analysis of the validity of this prediction model.
The result shows that the both model can obtain good effect. The predicted result is
shown in Fig. 13.19 [20] and the error analysis table is shown in Table 13.1. From
the analysis of the predicted error, it is shown that the linear model has a better effect
than the quadratic model. Therefore, the linearmodel is more suitable for the welding
localization.

D(i) = −18.1589 + 0.6621S1(i) − 0.2375S2(i) − 0.0025S21 (i) + 0.0004S22 (i)
(13.4.4)
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The real welding seam

The predicted position

The error

Fig. 13.19 The predicted result of the two regression model

Table 13.1 Prediction error of the two models

First order Micro #1#2 (mm) Quadratic Micro #1#2 (mm)

Absolute error 0.6708 Absolute error 1.1901

Maximum error 5.6703 Maximum error 3.652

Minimum error 0.3458 Minimum error 1.9575

13.4.2 Visual Tracking

The implementation of visual tracking can be summarized in two parts, the extrac-
tion of the feature parameters and the adjustment of robot trajectory, which is demon-
strated in [21]. The extraction of the feature parameters mainly depends on the fast
and accurate image processing method. The adjustment of robot trajectory needs
real-time and smooth robot control algorithm.

13.4.2.1 The Extraction of the Feature Parameters

The aim of feature extraction based on image processing algorithm is to obtain the
weld pool centre O(ax , ay) and the weld seam centreline equation y = kx + b. The
definition of the feature parameter is shown in Fig. 13.20 [21].

By the observation of the welding pool grey-scale map, it is found that there is
an obvious change of grayscale value along the welding pool edge. Therefore, the
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Fig. 13.20 The definition of the feature parameters (centre point & centre line)

edge of welding pool can be extracted through a series of image processing method.
Further, the welding pool centre can be obtained by the analysis of the welding pool
edge. The flow of welding edge processing is shown in Fig. 13.21 [21]. After the
coordinate points of welding edge fitting are confirmed, the leftmost and rightmost
coordinate points can determine the welding pool centre by calculation the Middle
Point of the two end points. In a similar way, the flow of welding seam processing
is shown in Fig. 13.22 [21]. After the coordinate points of welding seam fitting are
confirmed, the two line equation are fitted to the left-edge and right-edge respectively,
as shown in Eq. 13.4.5.

{
fle f t (x) = k1x + b1
fright (x) = k2x + b2

(0 ≤ x ≤ nwidth) (13.4.5)

Further, the seam centre line can be obtained as the equation y = k1+k2
2 x + b1+b2

2 .
According to the above image process, the welding pool centre point coordinate
and the seam centre line can be obtained. The deviation between the welding pool
centre and the seam centre line can be calculated as the parameter of robot trajectory
adjustment. The calculating formula of deviation is as Eq. 13.4.6.

d(t) =
∣∣ k1+k2

2 ax − ay + b1+b2
2

∣∣
√( k1+k2

2

)2 + (−1)2
(13.4.6)
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Edge scan
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Improved Canny Removing false edge

Fig. 13.21 The flow of welding edge processing

Window2

ROIRestorationMedian 

Improved Canny Removing false edge Edge scan

Edge fittingSeam center fitting 

Fig. 13.22 The flow of welding seam processing

From the above analysis, the deviation from welding pool centre to welding seam
centre line can be calculated real-timely and accurately. According to the deviation,
the robot trajectory can be self-rectify timely and precisely.

13.4.2.2 The Adjustment of Robot Trajectory

So as to adjust the robot welding position smoothly without affecting the welding
process, the method of piecewise interpolation was applied to adjust the robot tra-
jectory planning. The robot trajectory was segmented with an interval of 3–5 mm.
When the deviation between welding pool centre and seam centre line is detected,
the coordinate of next segment point will be recalculated to ensure the pool centre is
kept on the seam centre line.When the welding robot was shifted on the seam tracing
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mode, the robot trajectory is segmented with a 3–5 mm interval and is controlled by
computer, as shown in Fig. 13.23 [21].

Every time the deviation occurs, it’s not a good idea to change the robotic trajectory
immediately because it will affect the smooth and accuracy of robot welding. A time
point that updates robotic trajectory position must be determined and before the time
point, the deviation need to be accumulated into the data segment which has not
moved yet, so as to ensure the smoothness of robot movement. In Fig. 13.24 [21],
assuming that the current position of the robot is at P0, the (i − 1)th segment point
is P1, the ith segment point is P2, and the P0

′
is the Projection Point of P0 on the

original trajectory of robotic movement.

The formula M = P
′
0
P1

P2P1
is defined as the relationship function between robotic

trajectory and teaching trajectory. The calculating formula of M is as Eq. 13.4.7.
When M is less than 0, it indicates that the robot has not arrived the P1 yet and the
next position of the robot path shouldn’t be updated at this state. When 0 < M < 1,
it indicates that the robotic position is between the P0 and P1. The next position point
should be updated according to the real deviation in this state. In this way, the robotic
movement can keep in a smooth and continuous pace.

M = (x0 − x1)(x2 − x1) + (y0 − y1)(y2 − y1) + (z0 − z1)(z2 − z1)

(x2 − x1)2 + (y2 − y1)2 + (z2 − z1)2
(13.4.7)

Step

Start point End point

Fig. 13.23 The segment of robotic trajectory

The current position of robot

The projection position

The segment point The segment point

Fig. 13.24 Sketch map of welding position
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Fig. 13.25 a Welding seam tracking experiments, b result after welding
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Fig. 13.26 The deviation between wire and seam centre

13.4.2.3 Verification Experiment

The verification experiment was designed as shown in Fig. 13.25a [21]. The teaching
trajectory is set to deviate 20 mm from the real weld seam. Through the developed
seam tracing algorithm, the real deviation from the welding path to seam is less
than 20 mm as shown in Fig. 13.25b [21]. According to the quantitative analysis of
experiment data, the maximum range of deviation is within ±0.21 mm, as shown in
Fig. 13.26 [21].
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13.5 Conclusions

In this paper, an autonomous welding path detecting and tracking system in metal-
inert gas robotic welding is introduced. The following conclusions can be made:

(1) The proposed welding seam detecting method can detect welding seam of var-
ious shapes and sizes without any prior knowledge of the geometry or location
of the seam. The experiments show that the method can work well even in the
condition that the weldments have imperfect surfaces such as scratches and mill
scale. The system can plan the robot trajectory according to the extracted weld
seam feature.

(2) By analysing signals from dual-microphone array, it is found that the arc sound
energy can reflect the movement trend of welding position. According to the
features of arc sound energy, the relation model between the sound signal and
welding position can be established to implementwelding localization. Then the
linear regression function and quadratic regression function were established to
predict the relation between the arc sound energy and welding position. The
absolute error can be controlled within the range of 0.67 mm. The experiments
show that the proposed sound localization method can locate the welding posi-
tion accurately.

(3) The image feature of weld pool centre point and weld seam centre line can
be extracted by a developed image process method. Their deviation can be
calculated accurately in real. According to the calculated deviation, the robotic
trajectory can be adjusted and self-rectified. The proposed seam trackingmethod
has obtained a good effect and can self-rectify the deviation between the taught
trajectory and the actual welding seam. The maximum range of final deviation
is controlled to be within ±0.21 mm.
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Chapter 14
Applications of a 3-Revolute Orientation
Sensing Mechanism (3-ROSM)
in Controlling a Camera

Shasa A. Antao, Vishnu S. Nair and Rajeevlochana G. Chittawadigi

Abstract In controlling the orientation of an object, it is always desired to have a
more intuitive form of controller or an input device as it helps the user adapt to it
at a faster pace, hence making it more productive. This paper focuses on the devel-
opment of a prototype and application of an intuitive serial chain mechanism to
measure orientation. This user driven mechanism, referred to as 3-Revolute Orienta-
tion Sensing Mechanism (3-ROSM), proposed elsewhere by the authors, is a serial
chain mechanismwith three intersecting axes and has rotary encoders to measure the
joint angles. It is also gravity balanced to prevent reorientation of its links due to the
action of gravity. This reduces the effort needed by the user to move its links and also
its dependence on load bearing servo motors. It also emulates the joint system in a
human wrist and reduces the overall load acting on the user’s hand while gripping the
end-effector. The gravity compensation is achieved through the placement of coun-
terweights along and orthogonal to the joint axis under consideration. This makes
the 3-ROSM more adaptable to desirable or undesirable load variations. The addi-
tional features of this device are its simplicity, low cost, energy efficiency and wide
available workspace with which the user can operate this device. To demonstrate its
usability and versatility, an easy to assemble physical prototype of the 3-ROSM was
designed and developed, which has encoders mounted on its joint axes and was used
in two different applications. First, in controlling a 3-axis motorized camera mount
and second, navigating the position and orientation of the view-camera in a CAD
software.
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14.1 Introduction

In most 6-axis industrial robot arms, the first three axes can be actuated to bring the
arm to the desired position and the last three axes control the orientation of the wrist.
Therefore, it is easier to decouple the control of position and orientation separately
to reduce the complexity in using the controller. One type of frequently used position
and orientation controller is the teach pendant which incorporates the use of buttons
to increase or decrease the value of change in joint angles. Although this method
is simplistic, it lacks intuitiveness which makes the coordinated motion of the end-
effector difficult and also, there exists a high probability of operator disorientation
[1]. Therefore, an intuitive device to control the orientation is desirable.

Another type of orientation control is obtained with the use of parallel mecha-
nisms, in which the user can achieve high accuracy in orienting the end-effector.
Long and Collins [2] proposed the use of a six-DOF generalized master hand con-
troller using three pantograph linkages which provided high mobility and stiffness
in a compact design [2]. This was also demonstrated by Yoon and Ryu [3] in the
design of a haptic mechanism which utilized three servomotor driven pantograph
mechanisms to drive an end-effector widening the effective workspace of the device
[3]. An original design proposed by Birglen et al. [4] incorporated the use of spher-
ical links and revolute joints with the joint axes intersecting at a central point in the
end-effector [4]. This device achieves pure rotation around a point located in the
user’s hand but has a restricted workspace. However, parallel mechanisms in general
have complex kinematics and insurmountable kinematic singularities [5]. In contrast,
serial mechanisms have simple constructions and the forward kinematic problem is
easier to solve.

A successful input device shouldnot only achieve accurate position andorientation
control but should also neutralize moment acting on the links which may be caused
by moving links or by gravity. This can be achieved through static balancing, also
known as gravity compensation which is achieved when the total force acting on
the fixed link due to the entire mechanism does not produce any torque under static
conditions [6]. This can be achieved passively through the use of counterweights
or springs [7–11], or actively through the use of pneumatic or hydraulic actuators.
Gravity compensation also reduces the effort required to move the links making it
easier to control while conserving energy by reducing dependency on the external
actuators.

A modified Gimbal mechanism, shown in Fig. 14.1a, having three intersecting
joints can be used tomeasure the orientation of the end-effector. This can be achieved
if the individual joint angles can be measured when the user rotates the end-effector
sphere about its center. However, once the user ceases to hold the end-effector, the
mechanism would move to its most stable configuration under the action of gravity.
Hence, a gravity balancing method to avoid this is desirable.

Thefirst and the last author proposed the 3-ROSM(3RevoluteOrientationSensing
Mechanism), in which passive gravity balancing was achieved for the mechanism
shown inFig. 14.1a bymodifying two links andplacing counterweights at appropriate
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Fig. 14.1 CAD model of 3-ROSM (Antao et al. [12])

places [12]. As shown in Fig. 14.1b, the links of the mechanism denoted as Link1,
Link2 and Link3 move about a fixed link (Link0 or Ground) and the axes of its
respective joints (denoted as Joint1, Joint2 and Joint3). The three joints intersect at a
point located at the center of the spherical gripper attached to Link3, also called the
end-effector (EE). When the configuration of the device is changed, the centre of the
sphere on the EE remains at the same positionwhile its orientation changes according
to the change in joint angles. The main idea was to make the net moment about a
joint axis as zero such that for any joint angle, a particular joint would not have any
motion due to gravity. As Link3 is axis symmetric, there was no need to modify
its shape. Link1 and Link2 were modified to have a T-shaped extension on which
counterweights can be mounted. If the masses are known, the distances at which they
have to be placed can be determined from simple moment balance equations about
the joint axis as reported in [12].

The CAD model of the proposed mechanism with counterweights was subjected
to gravity test in Autodesk Inventor Dynamic Simulation module and it was verified
that the mechanism was gravity compensated.

After the verification of its principles using dynamic simulation, the first proto-
type of the mechanism was developed to propose and validate a method to determine
the positions of the counterweights in a physical prototype and has been submitted
elsewhere [13]. The second prototype, which is considered in this paper, is a 3D
printed version which has rotary encoders to measure the joint angles, and incor-
porates passive balancing. Section 14.2 of the paper gives a brief overview on the
kinematics of the mechanism followed by the procedure for obtaining the passive
balance in Sect. 14.4. Subsequently in Sect. 14.5, the applications of the mechanism
in controlling a 3-axis camera mount and controlling the position and orientation of
the camera in a CAD software are elaborated, followed by the conclusions.
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14.2 Kinematic Analysis

The current prototype of the 3-ROSM has hollow bore rotary potentiometers as
encoders to measure the joint angles, but in order to provide smooth control of the
manipulator (ex. a camera mount) the joints of the prototype have to be mapped. As
mentioned above, the axes of the joints of the 3-ROSM intersect at the center point
in the end-effector, which being invariant enables the calculation of change in joint
angles with the help of forward kinematics. To aid with the study of the behavior
of each joint with respect to the other, the design architecture of the 3-ROSM is
represented using the Denavit Hartenberg (DH) representation which is a commonly
used convention for selecting the frames of reference in robotics. The nomenclature
and methodology described in [14] is followed in this paper. A single DH coordinate
frame consists of four different DH parameters which are joint angle (θ ), link offset
(b), link twist (α) and link length (A) which give the geometric relationship between
any two consecutive DH frames. Hence, they can collectively represent the position
and orientation of any link in the system with respect to the DH coordinate frame
attached on the previous link. Referring to Fig. 14.2a, the determination of the DH
frames located on the 3-ROSM begins with assuming the orientation of Link 0 along
the axis of Joint1 as the position of the EE remains invariant. As a result, the Z axis
of frame1 is taken along Joint axis 1 while the X axis is arbitrary. The Y axis is the
cross product of the Z and X axes. As per DH representation convention the Z axis
of the consequent frame (Frame2) must be assumed along the direction of the joint
axis of Joint1 which is again along Z1 (Z-axis of Frame1) direction resulting in a 0
twist angle, and X2 is chosen to be orthogonal to Z2. The difference in angle between
X2 and X1 is considered as the Joint angle θ1 which is a variable in this case. Hence,
through the choice of the coordinate axes, the number of parameters needed reduces
making the further assignment of DH frames simpler. Frame3 with respect to Frame2

Fig. 14.2 DH frames attached to a prototype of the 3-ROSM



14 Applications of a 3-Revolute Orientation Sensing Mechanism … 181

Table 14.1 DH parameters of the 3-R orientation sensing mechanism

Parameter joint Joint offset (bi) Joint angle (θi) Link length (ai) Twist angle (αi)

Joint1 0 θ1 (variable) 0 0°

Joint2 b2 θ2 (variable) 0 −90°

Joint3 0 θ3 (variable) 0 −90°

is obtained on the central point of the EE along the axis of Joint2, with a joint offset
of b2 which is the distance between the central point and the fixed point on Link0. To
orient Z3 along the axis of Joint 2, a twist angle of 90° in the opposite direction must
be applied and X3 is taken as the common normal between Z2 and Z3. To further
simplify the assignment of frames, the direction of X3 is taken as (Z3 × Z2) and not
(Z2 × Z3). This is also due to constraints placed on the prototype of the 3-ROSM in
setting its initial configuration. Similarly, the axis of Joint3 intersects with Joint2 and
the DH frame4 is attached, as shown in Fig. 14.2b. The values of the DH parameters
between all four DH frames are listed in Table 14.1.

A Homogeneous Transformation Matrix (HTM) can be used to represent the
configuration between two consecutive DH coordinate frames. Hence the HTM of
the final Frame4 with respect to the initial Frame1 is given by the product of the
HTMs on each individual joint denoted by T1, T2 and T3 [12], as

T = T1T2T3 =

⎡
⎢⎢⎣

cos(θ1 + θ2) cos θ3 sin(θ1 + θ2) cos(θ1 + θ2) sin θ3 0
sin(θ1 + θ2) cos θ3 − cos(θ1 − θ2) sin(θ1 − θ2) sin θ3 0

sin θ3 0 − cos θ3 b2
0 0 0 1

⎤
⎥⎥⎦

(14.1)

In the above HTM, the elements in the first three rows and columns represent the
direction-cosines corresponding to the orientation between Frame4 and Frame1. The
elements in the fourth column and first three rows represent the position vector from
the origin of Frame1–Frame4, represented in Frame1, which remains invariant with
respect to any change in joint angles, i.e., the position of the origin of Frame4 with
respect to Frame1 does not vary for any configuration/orientation of the 3-ROSM.
Equation (14.1) refers to the forward kinematic analysis which is the determination
of EE configuration for given joint angles. Based on the joint angles, the control of
the orientation of a camera can be controlled as explained in Sect. 14.4. The authors
acknowledge the presence of a singularity when the axis of Joint3 aligns with Joint1
resulting in the loss of a degree-of-freedom. This issue will be addressed in further
research on modification of the initial design of the 3-ROSM.
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14.3 Passive Balancing of the 3-ROSM

Another feature of the 3-ROSM is that the mechanism is gravity compensated. This
is to stop the mechanism from reorienting itself to a stable configuration when the
user releases the EE, and also reduces the effort needed by the user to move the links.
Passive balancing, through the use of counterweights is performed about the joints
of the 3-ROSM. The theory applied in this mechanism is that the moment applied
by the links due to gravity is countered by an equal and opposite moment applied by
the counterweights. To accommodate the counterweights, the initial system of the
mechanism was modified by placing T-shaped extensions which enable the counter-
weights to be placed along and orthogonal to the joint axis and thereby reduce the
complexity of the balancing problem from 3D to two problems in 2D. Passive bal-
ancing using this methodology was first conducted on a CADmodel as explained by
Antao et al. [12] and subsequently, an initial physical prototype was designed to test
and validate this method and also posed challenges in finding the practical centre of
mass which is necessary due to several inaccuracies arising in Centre of Gravity (CG)
calculations, which may be due to manufacturing irregularities, material defects etc.
The method applied in finding the CG of the various links of the 3-ROSM is referred
to as the Hanging Method [15]. This method involves suspending a link by different
points from a fixture and dropping a vertical plumb line from the same fixture. The
intersection of two plumb lines for different orientations of the link is taken as its CG.
Also, a third plumb line is also dropped for a different link orientation to validate the
intersection point. The plumb line and threads (considered mass less) by which the
link is hung, should be in line and parallax must be avoided to produce an accurate
result. In some cases, the CG does not lie on the link itself but off the link, on the same
plane. To map these types of points, the link is attached to a paper (considered mass
less) which acts as the plane upon which the CG can be plotted with the help of the
Hanging Method. The research involved in the development of this initial prototype
with the correlation of CG values found by theoretical means and using the hanging
method, is reported in [13].

Thereafter, the Hanging method was also used to find the CG locations in the
current prototype developed by 3D printing technology. A few images taken while
finding the CG location are shown in Fig. 14.3. The encoders were placed on the links
such that they are also symmetric about the same plane as the links of the prototype.
After locating theCG locations, the valueswere put intomoment balancing equations
[12]. The mass of the counterweight were predefined and only the locations on the
T-shaped extensions had to be found. It should be noted that due to light weight of
the 3D printed model of the 3-ROSM, changes in the mass such as addition of wires
to the encoders, affect the overall CG locations. For this purpose, threads were made
on the T-shaped extension links to fine tune the location of the counterweights, which
is also a novel contribution of this mechanism.

The prototype with counterweights was then mounted onto a bearing and then
attached to a box. As illustrated in Fig. 14.4, the orientation of the mechanism does
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Fig. 14.3 Hanging method performed on Link2 and Link3 of the 3-ROSM

Fig. 14.4 Passively balanced prototype of the 3-ROSM

not change if user releases the EE at any configuration, thus verifying the passive
balancing of the mechanism.

14.4 Applications of the 3-ROSM

Hollow bore encoders by Tyco Electronics were used to measure the joint angles
of the prototype. These have a voltage divider circuit in the form of a rotary poten-
tiometer and the angle varies linearly with the output voltage. The encoders on the
joint axis were connected to an Arduino microprocessor, which reads the value of
the encoder (0–1023). The value was then mapped to give the corresponding angle
of the corresponding joint. Each joint had a different mapping as the initial value
and the way the encoder was attached was different, as illustrated in Fig. 14.5. The
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encoders had a range of motion of 300º and in the prototype, only 270° motion was
allowed through the usage of physical stoppers.

14.4.1 Motorized 3-Axis Camera Mount

The prototype of the 3-ROSM was initially set to control the orientation of a 3-axis
camera mount (Pan- Tilt-Roll) as a preliminary test of its controller capabilities. The
movement of the joints of the cameramount is controlled by servomotors whose axes
intersectwith each other emulating the 3-ROSMi.e., this is a kinematically equivalent
application because there exists a 1:1 mapping of the change in joint angle between
the controller and the camera mount. The servo motors were actuated using the
input data from the encoders, which is programmed using the Arduino software, as
illustrated in Fig. 14.5. The goal of this application was to obtain smooth transition
of change in joint angles and to make it as intuitive as possible for the user. One
of the challenges faced in this application was the limited range of orientation of
the camera mount as the servo motors are constrained to a 180° rotation while the
available rotation is 270° (Fig. 14.6).

Fig. 14.5 Mapping of encoder value and joint angles

Fig. 14.6 Control of a
3-axis camera mount using
the 3-ROSM
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Fig. 14.7 Circuit diagram and flowchart for controlling a 3-axis camera mount using the 3-ROSM

The camera mount and the orientation sensing mechanism prototype are shown
in Fig. 14.7. The camera was successfully controlled and once the user ceases to
hold the EE of the orientation sensor, the camera’s motion would also stop. Thus,
controlling a camera on a 3-axis mount can be one of the applications of the proposed
prototype.

14.4.2 Camera Control in CAD Software

CAD software with a 3D modelling capability has a provision to move the cam-
era view around the object of interest in the virtual environment. This is typically
achieved by using a mouse by the user. The camera location can be zoomed, panned
and rotated such that an object can be viewed from a different position. The posi-
tion and the orientation of the camera can also be controlled by using the proposed
mechanism. Most CAD software have their API (Application Programming Inter-
face) through which certain automation/customization can be done by developing
programs.

Autodesk Inventor is one such CAD software whose API can be called using
Visual C# programming language. Here, a C# Windows application was developed
which received the joint angle information from Arduino through a USB interface.
The angles received were used in Eq. (14.1) to determine the orientation of the EE
of the mechanism. The orientation of the EE was mapped to the camera in the CAD
software such that there was a 1:1 mapping between the motion of the EE and that of
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Fig. 14.8 Controlling the configuration of the camera in a CAD software using the 3-ROSM

the camera in the CAD software. Using the API, the camera location and orientation
was modified according to the joint angles received.

Images of two different orientations of the input device and the corresponding
camera configuration in the CAD software are shown in Fig. 14.8. The control of the
camera location was found to be intuitive and thus, the proposed mechanism can be
used to intuitively control the camera motion in a CAD software.

14.5 Conclusions

The authors have developed a prototype of the 3-ROSMand presented its applications
in this paper. The device has encoders placed at its joints and by measuring the
joint angles, the orientation of an object, both physical and virtual, can be changed
accordingly. The device also has passive gravity balancing capabilities, thus requiring
lesser effort to use and is also apt for applications where the orientation of the object
has to be controlled and should not change once the user stops controlling it. The
developed prototype was used to successfully control a 3-axis camera mount and
also to move the camera around in a CAD software environment.
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Chapter 15
Contrast Enhancement Using Region
Based Image Fusion in Wavelet Domain

S. Sharma, J. J. Zou and G. Fang

Abstract Contrast enhancement is an important research topic to improve visual
quality of the image. In this work a region-based image fusion method has been
applied in the wavelet domain. In addition, a technique for contrast enhancement
has been incorporated to make the final fused image look crisper, sharper and clearer
from the perspective of the human visual system. The proposedmethod has been able
to reduce the computational complexity, processing time, and it shows improvement
in both objective and subjective assessment when compared to our previous work.

Keywords Image fusion · Wavelet transform · Region · Processing time ·
Contrast enhancement

15.1 Introduction

The image fusion is a process of combining multiple images into an image in such a
that it not only removes redundant information, integrates complementary informa-
tion and increases the amount of image information, but also removes noise, improves
contrast and visual effect, enhances the scenic details, etc. The Human Visual Sys-
tem (HVS) is good at identifying salient features, such as colors, edges, contrast,
etc., present in an image. Devices nowadays have a limited set of colors which are
required to represent the color or grayscale image at a more vibrant level. This can
deteriorates the image quality, which leads to an image that can be unpleasant to
human eyes.

In general the image fusion techniques fall under two domains, one is the spatial
domain and the other is transform domain [1]. The spatial domain-based approach is
straightforward and includesmethods such as taking average, maximumorminimum
of the source image’s pixel intensity. However, along with its simplicity, this tech-
nique generates side effects such as unwanted noise, artifacts, and reduced contrast
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[1]. To eliminates the shortcomings of the spatial domain approach, the transform
domain approach was suggested in [2], where a pixel-wise comparison was made
between two source images and the ultimate result was gained after processing every
single pixel present in both images. The method in [2] worked well in improving
the quality of a fused image and enhancing the contrast. However, the method was
lengthy in terms of processing time. In order to reduce the computational complexity
and for further improvements in the contrast, a region-based image fusion technique
in transform domain has been proposed in this paper.

The rest of the paper is organized as follows. Section 15.2 gives a brief account of
the related work and our previous work. Section 15.3 discusses the proposedmethod.
Section 15.4 presents the experimental results which have been obtained usingMAT-
LAB, and discussions of the results, followed by a conclusion in Sect. 15.5.

15.2 Related Work

In [2], Nirmala et al. have proposed a fusion method based on standard deviation.
Their method uses DWT (DiscreteWavelet Transforms) to achievemulti-level image
fusion and proposes that standard deviation can be performed on the approximate
coefficients before the final fused image is reconstructed using IDWT (Inverse Dis-
crete Wavelet Transforms). The method is novel, and that motivated our previous
work on contrast enhancement in image fusion.

In [3] a robust sparse representation (RSR) model to extract detailed information
in a set of input images has been proposed. It has been achieved by replacing the
conventional least squared reconstruction error with a so called sparse reconstruc-
tion error. In [3] the local information from each input image patch and its spatial
contextual information are collaboratively employed to determine the focused and
defocused regions in multi-focus input images. In [4] the author proposed a novel
boundary finding based multi-focus image fusion algorithm, in which the task of
detecting the focused regions is treated as finding the boundaries between the focused
and defocused regions from the source images. As these recent works have preferred
region-based processing over the pixel-based processing so they have served as a
motivation for the work proposed in this paper.

Two major shortcomings which have been identified in [1, 2] are:

1. Loss of contrast: A shift in the input signal can lead to a significant variation
in the energy distribution of the DWT coefficients at different scales which can
result in contrast loss [5].

2. Loss of processing time: As our previous work is based on a pixel-based process-
ing, so each and every pixel present in the source images needs to be processed
before the right selection is made. Hence this process is very lengthy and time-
consuming.
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15.3 Proposed Method

Wavelet based image fusion is achieved by performing the wavelet transform on
input images in addition to a fusion rule. A subsequent step includes performing an
inverse wavelet transform ω−1 to retrieve the final fused image. This process can be
expressed below in Eq. (15.1).

C = ω−1(φ(ω(A), ω(B))) (15.1)

In the proposed method, we have dealt with the region of the image rather than
dealing with the actual pixels as was done in [2]. The word ‘region’ here stands for a
group of pixels combined together. There are various region-based image fusion algo-
rithms available but we have concentrated mostly on the region based image fusion
using energy estimation [6]. Two registered source images are shown in Fig. 15.1, out
of which one image is out of focus on the right-hand side and the other image is out
of focus on the left-hand side. They are considered as inputs and DWT is performed
on them to extract the wavelet coefficients by using Eq. (15.1), once we have the
coefficients they are clubbed under a 3× 3 mask. Once we have created our desired
mask it is convolved with both of the input images simultaneously. And at every step
it computes the energy of the region that comes under the mask (i.e. squaring and
adding all the coefficient values that come under the mask) and once the energy has
been computed for a particular region in both the images (let’s say image A and B),
a comparison among these regions is made using a fusion rule.

15.3.1 Fusion Rule Used

The proposed method uses an absolute maximum selection rule in the transform
domain [7]. Let A(i, j) and B(i, j) be the two images to be fused and their approx-
imate wavelet coefficients corresponding to low-frequency subbands are CAA(i, j)
andCAB(i, j) respectively. So, a 3×3 mask for these coefficients is defined and the
energy associated with this mask can be calculated using Eq. (15.2), whereM and N
stand for the total rows and columns number of the image and the size of an image is
M × N , i and j are the row and column location of the pixel, n represents the centre
point of the mask. Here α stands for the value of wavelet coefficients corresponding
to separate input images.

For i = 1 : M
For j = 1 : N

ECAA(i, j) =
1∑

n=−1

αAA(i + n, j + n)2
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 (a)

(b) (c) 

Fig. 15.1 Parent images (a) and (b) are fused together to give image (c) and image (d) Although
image (c) has less noise in comparison to both the parent images, it has lost sharpness and contrast.
Image (d) has been achieved by using a contrast enhancement technique while achieving image
fusion. In comparison to image (c) it has further suppressed the noise and has also maintained better
contrast characteristics (yellow oval) along with better detail preservation (red rectangle)

ECAB(i, j) =
1∑

n=−1

αAB(i + n, j + n)2 (15.2)

Once the energy is calculated then both the regions can be compared by the
absolute maximum rule in the following manner.

ECAF(i, j) =
{
ECAA(i, j) if |ECAA| ≥ |ECAB|
ECAB(i, j) if |ECAB| ≥ |ECAA|

}
(15.3)

In Eq. (15.3), ECAF(i, j) is the energy value of the region that will be present
in the final fused image. Same steps have been repeated until the mask has fully
mapped both input images and the final image C is filled up completely. Similarly,
the coefficients corresponding to the high frequency subbands or detail coefficients
are processed by the defined fusion rule and are made present in the final image.
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To achieve the proposed region based fusionDWT is carried up to 3 levels as it was
done in our previous work in [2]. It can be observed that the fused image turned to be
better than the input images but still had a certain level of blurriness associated with
it. To eliminate this shortcoming, the approximate coefficient at level 1 are scaled
by multiplying it by a factor of 0.75, which is selected empirically. As a result, the
overall energy within the fused images has reduced. This makes the image to appear
darker although the features present within become more prominent and definite as
illustrated in Fig. 15.1. Once the features are captured improvement in contrast can
be addressed so that the final image appears to be sharper and crisper. This has been
achieved by using an image enhancement techniques, i.e., Gamma Correction [8]
given as:

S = P ∗ Rγ

where S is output pixel value, R is an input pixel value and P & γ are non-negative
real numbers. We have empirically defined γ = 1.1.

15.3.2 Flowchart for the Proposed Method

As indicated in Fig. 15.2, in the proposed method, firstly, we read two test images,
followed by performing DWT on three levels that give us approximate and detail
coefficients respectively. The next step is to generate masks and calculate energies
of the defined regions. The following step is the comparisons between the regions
comprising approximate coefficients i.e. ECAA and ECAB. This results in the gen-
eration of the region corresponding to ECAF using the maximum fusion rule in the
final image. In a similar fashion, we compare the rest of the regions comprising detail
coefficients of the images A and B. After analysing and generating the appropriate
regions, we can directly reconstruct the image to get the output fused image using
IDWT. Finally, we can use the power law to enhance the contrast to get the final
fused image.

15.4 Experimental Results

Test images which have been used to demonstrate the research work are shown
in Fig. 15.3. Yellow circles in Fig. 15.3 represent out of focus or blurry regions.
Figure 15.4 compares the proposedmethodwith our previousmethod and an existing
method. The left column represents the results from our previous work in [2]. In the
left column both of the reconstructed images has less grayish and blurry appearance
in comparison to the images in the far right column. The far-right column in Fig. 15.4
demonstrates the results of method proposed in [1] and shows that the reconstructed
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Fig. 15.2 Flowchart for the proposed region-based method

Fig. 15.3 Test images from left to right: plane and Lena

images possess a uniform gray texture. As a result, the reconstructed images lack
in edges and features as images look blurry and soft. The results of the proposed
method can be seen in the middle column of Fig. 15.4. An overall improvement
in contrast can be seen in comparison to the other methods. An improvement, in
contrast, makes the presence of feature more evident and improves the quality of the
edges present, which are considered as details of an image. Red markings are used
in the middle column to illustrate to the improved features and edges as a result of
the proposed method. In Fig. 15.4b, the hat linings are more prominent in contrast
as depicted by the red rectangle and the yellow oval illustrates the clarity in hair
follicles. In Fig. 15.4a, the red rectangles also project the visible improvements in
contrast, which makes the markings on the surface to look more crisp and clear.

The quality parameters taken into consideration are Peak, Signal to Noise Ratio
(PSNR) and entropy [9]. If I (i, j) represents the grey-level in input image at the ith
row and jth column and D(i, j) stands for the value in the output image, then an error
e(i, j) is defined as e(i, j) = I (i, j) − D(i, j). The mean- squared-error (MSE) is
defined as:
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Fig. 15.4 Comparison of reconstructed images from left column to right column: method used in
[2], the proposed method, method used in [1]

MSE = 1

MN

∑

0≤i<M
0≤ j<N

[I (i, j) − D(i, j)]2 (15.4)

where M and N are the numbers of rows and columns of the image. Once MSE is

calculated, PSNRcan be calculated using, PSN R = 10 log10
(

Max2i
MSE

)
whereMaxi =

255. PSNR should be as high as possible. Table 15.1, makes it evident that the
proposed method performs better in terms of PSNR than the other two methods.

The entropy [9] of an image is the measure of the information contained in the
fused image. Higher values of entropy indicate that the fused image contains more
information. The entropy is given by E = −∑L−1

L=0 Pl log2 Pl , where L represents
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Table 15.1 Comparisons among the existing methods and the proposed method

Test image Method Time (seconds) PSNR (dB) Entropy

PLANE Method in [1] 7.72 34.2217 7.7028

Proposed method 5.39 34.8293 7.7235

Method in [2] 6.43 33.7641 7.5623

LENA Method in [1] 7.54 35.5491 7.6423

Proposed method 5.32 35.8458 7.6649

Method in [2] 6.24 34.8361 7.4456

the number of gray levels, is the ratio between the number of pixels with gray level
Pl and the total number of pixels with gray level l and the total number of pixels.

Table 15.1 shows that the entropy is higher in the proposedmethodwhen compared
to the other methods. As the entropy value is higher in the proposed method, it means
that more information is contained in the fused image. In addition, the computational
time taken by the proposed method is less and hence it is more time efficient.

15.5 Conclusion

In this research, we have been able to enhance the contrast in image by fusion. The
proposed method produces a superior fused image with a reduction in processing
time in comparison to the other two existing methods.

The proposed method can be extended to enhancing coloured images. The pro-
posedmethod can also be extended tomake further improvements in selecting regions
or masks for processing.
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Chapter 16
Real-Time Monitoring of Fatigue Cracks
in Machine Parts Using Microwave
and Laser Imaging Techniques

P. Giri, S. Kharkovsky, B. Samali and R. Salama

Abstract This paper presents a multifunctional imaging system with a sensing unit
including integrated microwave and laser sensors. It focuses on the development of
software and algorithm for automated control of the movement of the sensing unit
attached to the 3-axis scanning system and optimization of the standoff distance
between the sensing unit and the material under test. The sensing unit consists of a
microwave antenna/sensor and two laser displacement sensors. Microwave sensor is
used for data acquisition and imaging of the surface and hidden flaws in the metal.
Laser displacement sensors are used for obtaining profile information of the structure
and an automatic adjustment of the sensing unit at optimized standoff distance. The
optimization of standoff distance is important mainly in non-plain machine parts as
their non-planarity might mask indications of minute flaws such as cracks. For this
purpose, a combined software program is developed for data acquisition, motion
control and synchronization in the LabVIEW platform. Further, the developed pro-
gram includes a signal processing module for post-processing of signals and image
smoothing.All thesemodules are synchronized using various functionswith a trigger.
A suitable user-friendly graphic user interface is also developed. The applicability
of the system is demonstrated through a non-contact detection of hidden flaws in
metals used in machine parts.

Keywords Microwave imaging · Laser displacement sensors · Fatigue cracks ·
Nondestructive testing · Structural health monitoring

16.1 Introduction

Microwave imaging techniques have been successfully applied for a variety of appli-
cations such as non-destructive testing and evaluation and material characterization
[1, 2]. Near-field microwave non-destructive techniques use open-ended rectangular
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waveguide probes/antennas along with relatively simple microwave reflectometers
for inspection and damage detection of conducting, dielectric and composite mate-
rials such as metals, concrete, concrete-filled steel tubes and CFRP-strengthened
concrete structures [3–5]. It involves detection of flaws such as surface and hidden
cracks, debondings and delaminations.

Mechanical structures primarily composed ofmetals and alloys are used in aircraft
fuselage, railroad tracks and car wheels, turbine blades, generators, engines and
various machineries [6]. Mechanical structures and components are subjected to
varying loads during their lifetime which often leads to fatigue failure [7]. Meal
fatigue and subsequent failure usually originates from the surface as a crack and
propagates inwards. Hence, surface crack detection ofmetallic structures is of utmost
importance. Fatigue crack monitoring of metals and alloys are useful for the safe
running of these mechanical structures preventing injuries and financial loss [8]. It is
also critical to know the exact location of the crack for repair and reinforcement. Lamb
wave technique is one of the commonmethods for detecting fatigue cracks in metals.
Piezoelectric transducer arrays were bonded to themetal surface and damage indexes
were used to detect surface cracks in metal [9]. Similarly, a single piezoelectric
transducer was attached on the metal surface and laser doppler vibrometer was used
to sense the lamb wave generated by the attached transducer [10]. In both these
techniques, piezoelectric transducers need to be bonded to the surface of the metal
which might not be applicable in real life mechanical structures. Laser displacement
sensor was used for profiling and through-gap detection in metal by generating one-
dimensional profiles as well as two- and three-dimensional images of the surface of
the metal specimen using the displacement value from the sensor [11, 12]. The above
techniques are useful in detecting cracks in metal but are mainly focused on surface
crack detection.

However, several machinery parts are painted or lined with thin-layered elas-
tomericmaterials such as rubber. The rubber linings aremainly used to reduce energy
dissipation and to improve the efficiency of the machine, to eliminate the lubrication
system, to protect the mechanical components from dust and to reduce vibration and
noise generation [13]. In these cases, the optical and lambwave based crack detection
system is inapplicable as they are not able to detect hidden cracks under the layer.
The advantage of microwave techniques over these techniques is mainly due to the
ability of microwave signals to penetrate inside dielectric materials which is useful
for detecting and evaluating sub-surface cracks or cracks hidden under dielectric
coatings such as paints or rubbers [14].

Microwave imaging is performed by scanning a single antenna over a specimen
at some distance which is referred to as standoff distance. When a specimen with
a plane surface is being inspected, a simple two-dimensional raster scanning can
be performed and the reflected signal data can be used to generate the images [15].
However, the machine parts can have different geometric shapes, edges and joints.
Due to this reason, the standoff distance can change which masks the indication
of flaws such as cracks. To remove this effect, a few techniques have been used.
A 3-axis scanning mechanism was used for the optimization of standoff distance
and following the contour of the surface of the specimen using manual setting [16].
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Then a laser displacement sensor (LDS) was incorporated in the system to provide
automated control of the movement of the antenna attached to the scanner [11]. This
paper mainly focuses on the algorithm that is developed to synchronize the integrated
sensing unit including a microwave antenna and the LDS with the scanner. The LDS
is used to determine the position of the antenna with respect to the specimen. The
workability of the developed algorithm was tested by imaging a layered dielectric
specimen with embedded rubber disks. The algorithmwas then used to detect a crack
in the metal specimen hidden under the rubber layer.

16.2 Integrated Imaging System

The schematic of the integrated imaging system is shown in Fig. 16.1. The inte-
grated imaging system consists of hardware and software section. The hardware
section includes sensors, scanner, data acquisition unit and control unit. The soft-
ware section includes LabVIEW andMATLAB programs and algorithm to initialize
and synchronize different sensors with the scanning unit.

16.2.1 Hardware Setup

The integrated imaging system consists of the scanning unit, control unit, data acqui-
sition unit and integrated sensing unit as shown in Fig. 16.1. The scanning unit
includes the scanner and 3-axis motion controller card. This unit also includes linear
encoders along each axis to provide position feedback. The movement of the scanner
is controlled by the control unit. The control unit includes a computer, as well as
a microprocessor for control and data processing. This unit sends the signal to the
integrated sensing unit to acquire data after each movement of the scanner. The inte-
grated sensing unit includes the microwave antenna and two LDSs. The antenna and
LDS radiate microwave and optical signals, respectively, into the specimen, pick up

Fig. 16.1 Block diagram of
integrated imaging system
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the reflected signals, and send them to the data acquisition unit. The data acquisition
unit includes performance network analyzer (PNA) which generates and acquires
microwave data, and a microprocessor to acquire data from LDSs.

In this study, anAgilent N5225A PNA is used to generate andmeasure continuous
wave microwave signals with the output power of not greater than 10 mW. Similarly,
an LDS from Micro-epsilon is used which includes a laser head and a detector. The
measurement range of LDS is from 60 to 260 mm and the emitted laser operates at
a wavelength of 670 nm with a maximum laser output power of 1mW.

16.2.2 Development of Algorithm

An object-oriented LabVIEW program is developed to control the PNA via a GPIB
interface, to acquire data from theLDSand synchronize data acquisition and scanning
unit. The program drives the stepper motors using a 3-axis motion controller card
and individual current amplifiers. Similarly, the program reads displacement values
from two LDSs to obtain a profile of the specimen under test. According to this data,
the positioning platform provides the motion of the integrated sensing unit in such
way that it follows a surface profile of the specimen (i.e., standoff distance is kept
constant throughout the scan). The obtained microwave data is used to generate 2-D
(two-dimensional) magnitude and phase images.

Figure 16.2 shows the block diagram of an algorithm for the integrated imaging
system which includes three modules. An initialization module gives commands to
the scanner, microwave antenna and LDS for initialization. This initiates motion of
the scanner and the measurement of sensors using dimensions of scan area and step,

Fig. 16.2 Block diagram of algorithm for integrated imaging system
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the sampling rate for the LDS and sampling rate and frequency for the microwave
antenna. A profiling and synchronization module acquires profile information from
the displacement reading of two LDSs and sends this information as a coordinate to
the scanner. The scanner positions itself based on the coordinate of the profile. Data
acquisition and imaging module then acquires microwave data at each scan point
and arranges the data as a matrix to generate 2-D magnitude and phase images. The
obtained images are then further smoothed using MATLAB algorithm.

16.3 Results and Discussion

A few specimens were used in this investigation to illustrate the applicability of
the system for the detection and evaluation of defects. The first specimen was a
six-layered foam structure with four embedded rubber disks. The rubber disks were
embedded at different layers of the foam specimen. This specimen was used to test
the applicability of the developed system in layered materials. The dimension of the
foam structure was 225 mm × 225 mm × 50 mm.

Figure 16.3a, b show two views of the schematic of the tilted foam specimen being
scanned by the integrated sensing unit along two scan planes, scan plane 1 and scan
plane 2. The scan plane 1 referred to the movement of scanner along X- and Y-axis

Fig. 16.3 a Schematic of the integrated sensor unit testing the layered foam specimen with embed-
ded rubber disks; b top view of the specimen (left) and cross-sectional side views of the specimen
showing the location of the rubber disks (right) inside the specimen
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Fig. 16.4 Microwave images of scanned area 1 of the layered foam specimen at: a scan plane 1
and b scan plane 2

without the Z-axis movement. This led to a variable standoff distance d between the
sensing unit and the specimen. The scan plane 2 referred to the movement of scanner
along all three axes using the feedback from two LDSs which led to the constant
standoff distance, d0, between the sensing unit and the specimen. Two different scan
areas were considered for the scan: first scan area was 90 mm × 90 mm which was
chosen to visualize single embedded rubber and was referred to as scan area 1 while
the second scan area was 210 mm× 210 mm which was chosen to visualize all four
embedded rubber disks and was referred to as scan area 2.

Figure 16.4 shows the 10.3-GHz raw images of the scan area 1 of the layered foam
specimen tilted at 8° using the magnitude of reflection coefficient. The step size was
set to be 3-mm along both X- and Y-axis at d0 = 15 mm. Although the raw image
of foam at scan plane 1 showed indication of embedded rubber disk (cf. Fig. 16.4a),
the intensity change can be clearly seen which was highlighted by different color
gradients. This is mainly due to the standoff distance change over the scanned area
due to the tilt of the specimen. When scanning at scan plane 2, the gradual intensity
change significantly reduced and the indication of rubber became more prominent
(cf. Fig. 16.4b). This is highlighted by the smooth color of the image and a clear
demarcation between the area with and without the embedded rubber disk.

Figure 16.5 shows the 10.3-GHz raw magnitude images of scan area 2 of the
layered foam specimen with tilted at 8°. Similar to the previous result, the raw image
at scan plane 1 shows indication of rubber disks but different colored gradients
were present which blurred the image mainly around the boundary of the rubber
(cf. Fig. 16.5a). The gradient effect was reduced and the indication of rubber discs
became more prominent as the contrast between the area with rubber and without
rubber increased at scan area 2 (cf. Fig. 16.5b). The color of four different rubbers
was different in Fig. 16.5b because of the different depths of rubber discs in the
specimen. For example, the rubber discs with prominent indication were positioned
between the first and second layers of the specimen while the rubber discs with less
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Fig. 16.5 Microwave images of scanned area 2 of the layered foam specimen at: a scan plane 1
and b scan plane 2

Fig. 16.6 Schematic of the integrated sensor unit testing the tilted metal slab with 1-mm width
through crack covered by the rubber sheet

prominent indication were positioned between the fifth and sixth layers of the foam
specimen.

The second specimen was a metal (steel) slab with the dimension of 300 mm ×
300 mm× 20 mmwhich possessed a 1-mmwidth through-crack. The slab was posi-
tioned on a tilted base. In addition, to demonstrate the effectiveness of the integrated
imaging system for crack detection under rubber lining, 3-mm thick rubber layer was
placed on the top of the metal slab. Figure 16.6 shows the side view of the schematic
of the tilted metal slab being scanned by an integrated sensing unit along scan plane
1 and scan plane 2. At scan plane 1, the standoff distance d between the sensing unit
and the specimen varied. At scan plane 2, the standoff distance was kept constant
(d0 = 6 mm). The step size of the scanner was set to be 3-mm along both X- and
Y-axis. The scan area was chosen to be 45 mm × 90 mm.

The images of the metal slab covered with a rubber layer and tilted at 10° was
generated using magnitude of reflection coefficient at 10.3 GHz. The raw magnitude
images at scan plane 1 and 2 are shown in Fig. 16.7. The image at scan plane 1 shows
a gradual intensity change from top to bottom due to the change of standoff distance
over the scanned area (cf. Fig. 16.7a). The indication of the crack is completely
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Fig. 16.7 Microwave images of the scan area of the metal slab with 1-mm crack covered by a
3-mm thick rubber sheet at: a scan plane 1 and b scan plane 2

masked by this gradual intensity change. At scan plane 2, the effect of gradual inten-
sity change is removed and there is a prominent indication of crack (cf. Fig. 16.7b).
The results demonstrated the applicability of the integrated imaging system for the
detection of cracks in machine parts with different geometrical shapes.

16.4 Conclusion

The developed algorithm was applied for the integrated imaging system which was
tested using two specimens. The first specimen was a layered foam one with four
embedded rubber discs. The second specimen was a metal slab with a through crack
covered by a rubber layer.

The results showed that the integrated imaging system with the developed algo-
rithm was able to detect the rubbers discs located at different depth in the specimen
as well as the crack in tilted metal specimen covered by the rubber layer. The system
can generate microwave images of the specimens by providing an optimal standoff
distance automatically at the hardware level. The developed system can be an effec-
tive non-contact solution for real-time fatigue crack detection in a variety of machine
parts covered with dielectric coatings such as paints or layered machine components
lined with materials like rubber.
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Chapter 17
Modeling and Characterization
of the Double Helical Compliant Joint

Rasheed Kittinanthapanya, Yusuke Sugahara, Daisuke Matsuura
and Yukio Takeda

Abstract In this paper, the modeling of a double helical compliant joint and its
characterization are introduced. The Double Helical Compliant Joint (DHCJ) was
designed to increase the workspace in a compliant mechanism. The joint consists
of leaf springs that are symmetrically arranged between two helical frames. The
modified-type DHCJ was created to show several characteristics when some param-
eter is changed. Each leaf springs movement can be considered as a large deflection
of elastic beam problem, fromwhich the mathematical model of the joint can be con-
structed based on Chained Beam-Constraint Model method. To support mechanical
design of the joint for a specific application, in which variability of characteristic
according to each parameter is utilized. One DOF characterization apparatus was
designed to characterize each joint specimen. Then load-displacement relationship
can be experimentally investigated and comparedwith the solution of amathematical
model.

Keywords Compliant joint · Characterization · Large deflection · Robotics ·
Rotational stiffness

17.1 Introduction

Compliant joints have been used widely in the field of high-precision manufacturing
such as micro assembly robots, surgery manipulators and MEMS manufacturing
technology. The joint gives high-precision performance in addition to playing an
important role in a vacuum environment, which is sensitive to friction. Moreover,
compliant mechanisms have no backlash, need no lubrication, and are easier to wash.
Integration of compliant joints in other manipulators can expand their performance
and ability in the robotics field. However, some types of compliant joint can be
operated in just a small range of motion and most of the joint gives display a centre
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shift axis effect. Kozuka et al. [1] have presented a compliant parallel mechanism
that was designed by using a circular-shape compliant joint, which gives a range of
motion between −20.0 and +20.16°. Arnaud et al. [2] designed a large amplitude
compliant revolute joint, which uses multiple materials in the same part, and the
range of motion can be increased to around a 70–80° maximum when changing the
design parameters of the joint.

In this paper, we present the modelling and characterization of the Double Heli-
cal Compliant Joint (DHCJ) for various design parameters. This joint was origi-
nally designed by Yonemoto et al. [3] for a large-workspace compliant mechanism.
However, the design parameters have not yet been considered for matching to the
application requirements. Therefore, the purpose of this paper is to characterize the
DHCJ when some design parameters were changed, and all of the modified types
were tested on characteristics apparatus. The mathematical model of the DHCJ was
derived by using Chained Beam-Constraint Model (CBCM) to check the agree-
ment of the experimental and theoretical results. Moreover, this model can be used
to predict and simulate the effect from changing the design parameters. All of the
characteristics data were observed for use in a guideline for designing helical-shape
compliant joints for use in different application.

17.2 Design of the DHCJ

The Double Helical Compliant Joint (DHCJ) consists of two main parts; there are
two helical frames and sixteen leaf springs in the original design [3]. The helical
frames use a solid material for rigidity, and the leaf spring use a flexible material,
which can provide a large range of motion as shown in Fig. 17.1. The first modified
type is called pre-bending type, which was designed by Moriya et al. [4]. However,
there are many influences from other parameters such as the diameter and length of
the joint, thickness of the leaf spring, etc., which can affect its characteristics. Further
detail of the modified type will be discussed in this chapter.

17.2.1 The Original and Pre-bending DHCJ

The original designed of the DHCJ has a straight leaf spring. The 1st and 16th leaf
springs are placed in the same direction and orientation. The same trend applies to
the 2nd and 15th leaf springs case, 3rd and 14th leaf springs case and finally again
at the 8th and 9th leaf springs case as shown in Fig. 17.2. This kind of arrangement
provides rotational symmetry around the axis of rotation (z-axis). The 1st and 5th
leaf springs are placed in a reverse arrangement for both direction and orientation,
which is called a “pairing spring”. These pairing springs help provide symmetry of
rotational stiffness for the joint. Additionally, this mechanical constraint makes sure
that the end tip of each leaf spring will deflect in a circular path. In other words,
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Fig. 17.1 Large range of motion of the DCHJ 0◦ initial state (upper), 45◦ rotation state (lower)

Fig. 17.2 Structure of the DHCJ and arrangement of leaf spring with one frame
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Fig. 17.3 Original type of DHCJ (left) and pre-bending type of DHCJ (right)

the joint will rotate without center-shift around the z-axis with sufficient constraint
stiffness similar to a ball bearing motion.

As previously presented, the first modified type of the DHCJ is called the pre-
bending type. At the initial state of this type, the leaf springs have already been bent
by 20° for both fixed ends. Figure 17.3 shows the structure of the whole joint and
the front side of the joint as it differs between the original and pre-bending types.
This pre-bending type was designed for reducing rotational stiffness and using less
energy than original type [4]. However, the working range of the joint becomes
smaller due to the helical structure. A final drawback of the pre-bending type is that
the constraint stiffness and avoids buckling of the leaf springs by the external force
acting perpendicular to the z-axis.

17.2.2 The Modified Type of DHCJ

As pointed out by Bruyas et al. [2], the dimensions of the joint are changed, this
affect its characteristics of the joint. The design parameters of our DHCJ are shown
in Fig. 17.4; that is inner diameter d, length of the joint p, or even leaf spring thick-
ness h and leaf spring width b. As modified design, we selected four sets of design
parameters shown in Table 17.1.

For example, d13-h01 refers to the modified type of the DHCJ with a 13 mm
inner diameter and a 0.1 mm leaf spring thickness. In the case of ph8 and ph16, those
mean that the p parameter is half of the original size, and the number 8 and 16 specify
number of leaf spring. Figure 17.5a–e show the CAD drawing of each modified type
d18-h01, d13-h01, d9-h01, ph8 and ph16 respectively.
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Fig. 17.4 Relevant parameters for the modified type of DCHJ

Table 17.1 Changing parameters from original type to modified type

Name d18 original d13 modified d9 modified ph8
modified

ph16
modifiedDesign parameters

Inner diameter, d (mm) 18 13 9 18 18

Joint length, p (mm) 100 100 100 50 50

Leaf spring width, b
(mm)

5 5 5 5 2.5

Leaf spring thickness, h
(mm)

0.1 and 0.2 0.1 and 0.2 0.1 and 0.2 0.1 0.1

No. of leaf spring (pcs.) 16 16 16 8 16

Leaf spring phase shift,
φ (deg.)

45 45 45 45 45

Fig. 17.5 The modified-type of the DHCJ
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17.3 Modeling of the DHCJ

There are many methods for modeling a large deflection of a beam such as the
Bisshopp and Drucker method [5], which uses a complex elliptical integral form
and their solution is as a point load. Fertis [6] proposed a more simple integral
approach to determine the deflection of the beam but their solution is suitable for
shear load without the axial load problem. Recently Ma and Chen [7] proposed a
chained beam-constraint model (CBCM), which provides a simpler calculation and
an accurate solution for the large deflection problem. For modeling the DHCJ, we
applied CBCM to approximate the DHCJ mathematical model.

17.3.1 Chained Beam-Constraint Model (CBCM)

The CBCM is a numerical method that was developed from the Beam-Constraint
Model (BCM). In the CBCMmethod, the beam is divided into N elements and each
element is modeled by BCM as shown in Fig. 17.6. Then, the closed-form equations
can be expressed as Eqs. (17.1) and (17.2). Denoting that i = 0,1,2,…,N.

Fig. 17.6 Discretized
cantilever-beam model by
CBCM
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where pi , fi , mi , xi , yi and θi are normalized load and deflection parameters
respectively of ith element. Those can be expressed as

pi = Pi L2

N 2E I
, fi = Fi L2

N 2E I
,mi = Mi L

N E I
,�xi = Nδxi

L
,�yi = Nδyi

L
, αi = αi .

Similarly, for the whole beam, p0, f0, m0, x0, y0 and θ0 are normalized load
and deflection parameters respectively on the free end of the beam. Those can be
expressed as

p0 = P0L2

N 2E I
, f0 = F0L2

N 2E I
,m0 = M0L

N E I
, x0 = N X0

L
, y0 = NY0

L
, θ0 = θ0.

The fixed end is node 0 and the free end is node N. There is a shear force F0, axial
force P0 and tip moment M0 that act on the free end. The static equilibrium between
the beam tip and the 1st element can be derived by Eq. (17.3) and a static equilibrium
between the 1st element and the ith element can be expressed in Eq. (17.4),

p1 = p0, f1 = f0,mN = m0, (17.3)

⎡
⎣ cos θi − sin θi 0

sin θi cos θi 0
(1 + �xi ) −�yi 1

⎤
⎦

⎡
⎣ fi

pi
mi

⎤
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⎡
⎣ f1

p1
mi−1

⎤
⎦, (17.4)

where θi is the rotation angle of the ith element’s coordinate frame with respect to
the global coordinate frame. θi can be expressed by the unknowns αk ,

θ1 = 0, θi =
∑i−1

k=1
αk (i = 2, 3, . . . , N ). (17.5)

The geometric constraint equation of the entire beam can be expressed as

∑N
i=1 [(1 + �xi ) cos θi − �yi sin θi ] = x0,∑N
i=1 [(1 + �xi ) sin θi + �yi cos θi ] = y0,∑N

i=1 αi = θ0.

(17.6)
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From Eqs. (17.1) to (17.6), there are in total 6 N + 3 equations. Among the six
parameters p0, f0, m0, x0, y0 and θ0 which are load and displacement parameters,
given any three parameters the other three can be obtained by numerical solving.

17.3.2 Simulation

Form Fig. 17.2, each leaf spring is modeled by a fixed support cantilever beam. Then,
we can make a kinematic diagram of one leaf spring as shown in Fig. 17.7. The leaf
spring length is L, deflection in x-axis and y-axis are X0 and Y0, and deflection angle
of the leaf spring tip is θ0. As mentioned above, this joint is considered to rotate
without center-shift, so the right side tip of the leaf spring will move in a circular
path with L/2 radius and subjected to P0, F0 and M0 loads. From geometry, the
kinematic equation of one leaf spring can be written as

X0 = L

2
+ L

2
cos θ0,

Y0 = L

2
sin θ0. (17.7)

For determining howmuch torque we need for driving the leaf spring into desired
angle, kinetostatics equation of one leaf spring can be expressed as Eq. (17.8).
Accordingly, the DHCJ has 16 leaf springs, and each leaf spring will rotate by a
same angle. So the kinetostatics of whole joint (16 leaf springs) can be expressed

Fig. 17.7 Kinematic
diagram of one leaf spring in
the DHCJ
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Fig. 17.8 Calculation flow

Fig. 17.9 Deflection of one leaf spring

by Eq. (17.9). The calculation flow is shown in Fig. 17.8. N is chosen as 23, and
the range of motion is from +50° to −50°. Then deflection of the leaf spring can be
plotted as in Fig. 17.9 and the required torque for driving the DHCJ into each angle
is shown in Fig. 17.10.

τin = M0 + F0
L

2
cos θ0 + P0

L

2
sin θ0 (17.8)

τall = τin × 16 (17.9)
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Fig. 17.10 Relationship between the input torque and rotation angle of DHCJ d18-h01

17.4 Experiments

Experiments were conducted for revealing the load-displacement relationship of the
DHCJ for variety of design parameters. A simplemechanical apparatus was designed
andmanufactured to drive the joint around the rotational axis (z-axis). The joint itself
behaves like a spring mechanism; therefore to avoid vibration the joint was moved
slowly.

17.4.1 Experimental Set Up

The joint is placed vertically and takes only a z-axis moment load from the motor
to avoid undesired loads on the other axes. Angle data was collected by encoder in
servo motor, and moment data was collected by a force/torque sensor. The mechani-
cal apparatus is shown in Fig. 17.11, and all equipments are shown in Table 17.2. The
helical frame of the modified type was made by using a 3D printer, and is assembled
with leaf springs as shown in Fig. 17.12. There are two materials in the leaf spring:
GumMetal (a very flexible alloy) [8] and SK5 (spring steel). GumMetal was manu-
factured to be an alloy that is hard to be broken or destroyed. It provides high tensile
yield strength over 1200 MPa but with an extremely low young’s modulus.
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Fig. 17.11 Characteristic
testing apparatus

Table 17.2 Equipment used in the characteristics testing apparatus

Equipment Specification

Maxon DC motor Max torque: 2.0 Nm

Encoder HEDL 5540 Counts per turn: 500, multiplication by four

BL autotec Load capacity: Fx, Fy = 78.4 N Resolution: Fx, Fy = 78.5 ×
10−3 N

Force/Torque sensor Fz = 156.8 N Fz = 235 × 10−3 N

MINI 8/40A Tx, Ty, Tz = 3.92 Nm Tx, Ty, Tz = 1.96 × 10−3 Nm

Misumi XY stage 60 mm × 60 mm, manual feeding screw

Controller OS: QNX

Control cycle: 1 ms

T104-C160 for counter board

T-ADA16S for AD-DA board

Fig. 17.12 DHCJ
prototypes
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17.4.2 Experimental Procedure

All specimens were driven by a DC motor with a smooth slow trajectory as shown
in Fig. 17.13 to avoid dynamics effect; the maximum angle and time was set to
perform a 5th power polynomial curve. The joint move from the initial angle (0°) to
the maximum angle; we call this movement “phase A” or forward driving. Then, it
moves back to initial angle again; we call it “phase B” or backward driving. When
the joint goes forward to the opposite side and return backward to the initial angle
again, it is called “phase C” and “phase D” respectively. All phases have the same
setting time. All forces data and angle data are collected for every 1 ms, and noise is
filtered out by using a FIR filter at the end of the experiment.

To avoid dynamics effect, for example, d18-h01 was tested with a different of
setting time. From Fig. 17.14, the result is shown that 2 s gave some oscillating and
a small gap between phases A and B and also between phases C and D. More than
5 s provides a more stable result and less fluctuation.

Fig. 17.13 Motor trajectory

Fig. 17.14 Comparison of setting time
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17.4.3 Results and Discussion

First, d18-h01, d13-h01 and d9-h01 were tested to move forward and backward and
compared with the theoretical result as shown in Fig. 17.15. There are small gaps
between forward and backward, but the theoretical result still lay on the middle of
both graphs. These prove that the experimental and theoretical results are reliable.
Then d18-h01, d18-h02 (which uses GumMetal) and SK5 were tested and the result
is shown in Fig. 17.16. When comparing these three types, d18-h01 and SK5 seem
to fit the linear behaviour. But for d18-h02, the characteristics curve gave nonlinear
behaviour and is also asymmetric in phase A and phase B. This irregular curve is not
shown in a normal spring material, and is considered as a special characteristic to be
caused by Gum Metal.

Fig. 17.15 Comparison of h01 type

Fig. 17.16 Comparison of d18-h01, h02 and SK5



222 R. Kittinanthapanya et al.

Fig. 17.17 Repeatability of d18-h02

Moreover, when thickness of Gum Metal was increased to 0.2 mm, rotational
stiffness increases significantly (~5times higher) as shown in Fig. 17.16. To observe
the repeatability of this loop, d18-h02 was tested ten times and the result is shown
in Fig. 17.17. These phenomena occur continuously inside the boundary value as
shown by the black dashed line and the average values on the red dashed line. The
polynomial function that is fit to this loop is expressed as a blue dashed line.

The other types such as ph16, ph8 and pre-bendingwere tested and comparedwith
the h01 type as shown in Fig. 17.18. The firstmodified type or pre-bending type shows
a drawback where it has higher stiffness than the original type. The ph8 type was
asymmetric stiffness between the plus and minus side, and a center-shift effect even
when it is the smallest stiffness. The reason is that there are no pairing springs, which
help for balancing stiffness of both sides. The characteristics of ph16 and the original
type are quite similar, so changing the overall length does not significantly affect the
rotational stiffness. However, there is an interesting point; the pre-bending type, ph8
type and ph16 type have a small gap between phases A and B when comparing to
the original type.

To summarize, when the thickness of leaf springwas increased from 0.1 to 0.2mm
(h01 to h02), rotational stiffness is significantly increased.When the inner diameter of
the joint is decreased from d18 to d13 and d9, rotational stiffness is slightly increased.
The leaf spring arrangement must be symmetric by considering the number of leaf
springs and their phase shift. Reducing the joint length does not significantly affect
rotational stiffness.
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Fig. 17.18 Comparison of other modified type

17.5 Conclusions

This paper proposes the modeling of a Double Helical Compliant Joint (DHCJ)
by using the CBCM method. The characteristics of the joint were investigated by
experiments and compared to the theoretical results. From theoretical calculation, the
required input torque and leaf spring deflection shape can be obtained and predicted.
From the experimental results, characteristics of eachmodified jointwere shownwith
regards to how changing design parameters would affect rigidity, rotational stiffness,
range of motion, balance of stiffness and linear behavior. All of these simulation
results and experimental results are useful data in the design process of DHCJ for a
variety of applications.

On the other hand, the Gum Metal material with high thickness has an irregular
characteristics curve, and the model proposed in this paper could not explain this
phenomena. So we plan to model this nonlinear characteristic by future experimen-
tal investigation. Especially, utilizing this phenomenon to achieve more desirable
characteristics for compliant joint is our future work.
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Chapter 18
Optimization of the Geometry
of a Cable-Driven Storage and Retrieval
System

C. Reichert and T. Bruckmann

Abstract This paper addresses the improvement of the geometrical design of a
rack feeder that is based on cable-driven robot technology. Here, both the forces
needed to approach a storage position in the high rack as well as the stiffness need to
be optimized. An effective parametrization of the platform is introduced. A certain
sequence of optimization steps using a genetic algorithm is applied, combining both
optimization goals. This leads to a new cable robot geometry that provides superior
stiffness at slightly increased cable forces.

Keywords Cable robot · Wire robot · Rack feeder · Cable-driven storage and
retrieval system · Stiffness · Optimization · Genetic algorithm

18.1 Introduction

Storage and retrieval systems (also known as rack feeders) are an essential component
of any modern automated warehousing using high racks. Driven by the demand of
realizing a maximum turnover of goods, in the last decades multiple improvements
have been carried out. Mainly, these improvements were in the field of software
and IT, while the mechanical principle remained unchanged: A conventional rack
feeder consists of a rail on the ground, a skid and a lifter with a push-and-pull device,
which—in the sense of robotics—is the end effector. This allows to reach all storage
positions of a high rack.

However, this mechanical approach has a drawback: From a kinematical point
of view, this is a serial topology, i.e. following the structure from the ground to the
end effector, each component has to support the mass of the following parts. This
leads to large moving masses. Typically, even for small payloads of 20–50 kg, the
moving mass may be around one ton! As a result, the energy consumption increases
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Fig. 18.1 CAD drawing of current system including coordinate system. Based on: [15]

and—important as well—the performance of the system is limited, even with pow-
erful actuators.

Currently, a large research project that is driven by mechatronic manufacturers,
logistics end users and the University of Duisburg-Essen, is realizing a demonstrator
that replaces the conventional mechanical system by a cable robot (see Fig. 18.1).
Here, the only moving mass is the end effector, realized as a load handling device
on a moving platform. Approaches like this have been presented e.g. by Hassan [1].
Based on a feasibility study that was carried out in the previous project “Effizienz-
Cluster LogistikRuhr” [2], now the project “LEAN—Entwicklung von Leichtbau-
Regalbediengeräten auf Basis von Seilroboter-Technik aus NRW” aims at realizing
and testing a cable-driven rack feeder within the facilities of an international logistics
company. Within the project, the high rack uses a width of ±6 m on either side of
the origin of the inertial coordinate system (see Fig. 18.1) and a height of 9 m.

From the previous studies, potential for improvementswas identified and analysed
in the first phases of the current project:

• Stiffness: The stiffness of the current design is comparatively low in the normal
direction of the high rack (y direction, see Fig. 18.1) which needs to be improved.
At the same time, low cable forces are desired in the workspace. Here, an improved
design is demanded.

• Energy consumption: As the cable-driven rack feeder uses flexible cables that
can only pull, but never push, portions of the torques provided by the motors are
needed to alwaysmaintain tension in the cables.Here, the integrationofmechanical
energy storage devices providing tension (e.g. springs or counterweights) must be
investigated together with optimal trajectories.
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In this paper, the first aspect is addressed in detail while the second challenge will
be practically investigated in the current project in the next years. First analyses have
been published in the past [3–7], but intensive experimental studies are still missing
and part of future work.

In Sect. 18.2, the applied model for stiffness is introduced. Section 18.3 explains
the optimization process while in Sect. 18.4, the results are discussed. Section 18.5
provides a short summary and future steps.

18.2 System Modeling

Assume a pose x of the platform with m cables and the corresponding cable lengths
l . As the cable-driven robot has a parallel topology, all cables apply a wrench onto
the platform. Per cable, the applied tension can be decomposed in a unit vector in
the direction of the cable and a scalar force fi representing the tension in the i th
cable. Taking all cables plus external loads w into account, it follows the following
equilibrium

AT f + w = 0, (18.1)

where AT is the transpose of the Jacobian of the system, called structure matrix.
Its columns aT concatenate the unit vectors in the direction of the cables for force
equilibrium and the unit vectors times the position vector from the platform center
to the cable connection points of the platform for torque equilibrium. Details can be
found in [8, 9].

As a cable-driven system, a cable robot is subject to elasticity effects. This means
that under external wrenches δw (including forces and torques) onto the platform,
the platform will perform a displacement δx. Assuming a linear relation represented
by a stiffness matrix K (x), it follows

δw = K (x)δx. (18.2)

Now Eq. (18.1) can be rearranged

w = −AT f (18.3)

and the total derivative delivers (note that not only AT , but also f is pose dependent,
as a displacement causes elastic forces)

δw = −
(

∂AT

∂x
f δx + AT ∂ f

∂x
δx

)
. (18.4)



228 C. Reichert and T. Bruckmann

Now, an infinitesimal platform displacement (keeping the set pose of the platform
constant) causes elastic changes in the cable lengths denoted as δl . As AT is the
transpose of the Jacobian of the system, these cable length changes can be written as

δl = Aδx (18.5)

As the set pose remains unchanged, displacement is associated with elasticity
forces δ f as follows

δ f = Klδl (18.6)

where K l = diag
(
kl,1, · · · , kl,m

)
represents the stiffness of the actuated cable, influ-

enced by both the elasticity of the cable itself and the compliance of the position
controller of each winch. Combining Eqs. (18.5) and (18.6), it follows

δ f = K l Aδx. (18.7)

Now obviously,

δ f = ∂ f
∂x

δx (18.8)

and therefore Eq. (18.7) becomes

∂ f
∂x

= K l A. (18.9)

Equation (18.9) into Eq. (18.4) gives

δw = −
(

∂AT

∂x
f δx + AT K l Aδx

)
= −

[(
m∑
i=1

∂aTi
∂x

f

)
i

+ AT K l A

]
δ. (18.10)

Now the elements of Eq. (18.10) can be compared with Eq. (18.2) which gives

K (x) = −

⎛
⎜⎜⎝∂AT

∂x
f︸ ︷︷ ︸

K g

+ AT K l A︸ ︷︷ ︸
Kc

⎞
⎟⎟⎠ (18.11)

This equation includes twophysical effects: First, Kc denotes the so-called passive
stiffness as known from a single spring. It includes the elasticity of the cables and
the compliance of the winch position controllers, respectively. Second, K g describes
the active stiffness [10]. This active stiffness describes that for the cable robot being
in equilibrium, any platform displacement by an external load leads to a reaction
force that is opposite to the disturbance. This force is due to the resulting changes
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in the structure matrix and increases with both the changes of the structure matrix
and the forces level in the cables. Note, that the active stiffness is not related to
the material of the cables, but a property of the parallel topology of the system
that always tries to re-establish a state of lowest energy in force equilibrium. As an
example of active stiffness, one might think of a planar cable robot with three cables
in a triangular configuration attached to a point-shaped platform. Assume the cables
are inelastic(!) and not driven by motors but tensed by simple weights attached to
the loose cable ends. Depending on the weights, the system will always go to a
pose of force equilibrium at the platform. Any external load will lead to a platform
displacement where the forces exerted by the cables will pull the platform back to
the original pose. This effect resembles a stiffness, but does not rely on material
elasticity.

18.3 Optimization Procedure of Stiffness and Cable Forces

Since in Sect. 18.2 a model for elasticity was introduced, the stiffness of the cable
robot now can be optimized. As the stiffness properties are modelled in the stiffness
matrix K in Eq. (18.11), a compliance matrix C = K−1 can be defined that describes
how the platform pose x changes if an external disturbance force δw is applied:

δx = K−1δw = Cδw (18.12)

Now for a given pose—or even a set of poses—Eq. (18.12) allows to numerically
calculate the displacement �x for an applied wrench w. In order to finally be able to
derive a scalar measure for the compliance, these displacements must be computed
in homogenized form (see [8, 11, 12]) by the following matrix

Jv = diag
(
1, 1, 1, jx , jy, jz

)
(18.13)

where

jx = 1

m

m∑
i=1

∣∣P pxi ∣∣ (18.14)

jy = 1

m

m∑
i=1

∣∣P pyi ∣∣ (18.15)

jy = 1

m

m∑
i=1

∣∣P pzi ∣∣ (18.16)

give the median of the distance of the cable attachment points to the origin of the
platform-fixed coordinate system per Cartesian direction. To homogenize the dis-
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placement, the structure matrix applied in Eq. (18.11) (and implicitly Eq. (18.12))
has to be used in its homogenized form AT

h = J−1
v AT , resulting in an homogenized

displacement �xh that can be used to compute a scalar measure for compliance

κ = ‖�xh‖2. (18.17)

Besides stiffness, most cable robot designs aim at requiring low cable forces in
its workspace. In addition to the potential for smaller drives, this helps to provide
a good wrench capability of the platform. For a given platform pose x and load w,
cable forces f can be calculated based on Eq. 18.1. Note, this is usually done using
numerical approaches as e.g. presented in [9]. From the resulting forces f ,

μ = max( fi )

min( fi )
(18.18)

can be computed as a measure for cable forces that are low, but still avoid slackness.
The optimizationwithin this paper is performedusing genetic algorithms (GA).As

both stiffness of the platform according to Eq. (18.17) and low cable forces according
to Eq. (18.18) are demanded, a carefully designed sequence of optimization steps
has been followed as presented by [13, 14]:

I. The intended workspace is discretized. On the resulting grid points, the cost
function—which is still to be designed—is evaluated later on.

II. The cable robot design is defined by the predefined arrangement of the eight
pulleys attached to the base frame (set as eight position vectors b1 to b8) and
the arrangement of the eight cable connection points on the platform (computed
with respect to the platform-fixed coordinate system as p1 to p8). As the frame
parameters were fixed by the application requirements, this still gives a total
number of 8×3 = 24 parameters to describe the platform geometry. Since this
is a large number of parameters to be optimized, an alternative parametriza-
tion is proposed using only nine symbols as shown in Fig. 18.2. The applied
parametrization bases on the assumption that the platform includes both bottom
and top panels which may be varied in their arrangement. Both panels are rect-
angular and carry the cable connection points. This approach both reduces the
number of parameters and supports the genetic inheritance steps of the GAwell.
Note, that all parameters explicitly may also get negative(!) values assigned by
the optimizer. This allows e.g. to get designs with crossed cables (Figs. 18.3
and 18.4).

III. Note, that during the optimization done in the next steps, for each design a
collision check is performed for collisions between the cables and between the
cables and the platform. In case a collision is detected, a penalty term is applied.

IV. Using Eq. (18.17), a cost function cκ only minimizing the average platform
compliance on the grid points is used and a GA run is performed. The resulting
minimum cost value vκ is stored.
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Fig. 18.2 Parametrization of platform for optimization. Based on: [14]

Fig. 18.3 Workspace of original design

V. Using Eq. (18.18), a cost function cμ only minimizing the average tension level
on the grid points is used as the forces needed to approach a storage position
should be low. Now a GA run is performed. Here, the resulting minimum
cost value is stored as vμ. Now, for each optimization criterion a measure for
the realizable cost value is at hand. These values can now be used for a first
weighting of both criteria by applying them as weights in the following steps
as λκ = 1 − vκ

vκ+vμ
and λμ = 1 − vμ

vκ+vμ
.
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Fig. 18.4 Workspace of improved design

VI. Using these weights that balance the criteria, a final GA optimization run com-
bining stiffness and cable forces is performed. The cost function cg now includes
the weighted sum of cκ and cμ as

cg = ηλκcκ + (1 − η)λμcμ (18.19)

where η is a second, user-defined weighing factor to influence the balancing between
both criteria. Note, that designs having generally high cable forces might improve
cκ due to the active stiffness term K g , but are not desirable for power consumption,
performance of the system and mechanical design.

18.4 Optimization Results and Discussion

The approach described in the last section was implemented in MATLAB®, using
the Global Optimization Toolbox™ and its genetic algorithm as implemented in the
ga() function.

As an external reference wrench w is needed, a wrench was composed that
addresses the major criteria:

• The stiffness is extremely critical in the normal direction of the high rack (y
direction). This is mainly for two reasons. First, from the geometry of the cable
robot, in this direction the stiffness is generally low and needs to be improved.
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Table 18.1 Improved geometry. Unit is meters [m]

Axis Cable
no. 1

Cable
no. 2

Cable
no. 3

Cable
no. 4

Cable
no. 5

Cable
no. 6

Cable
no. 7

Cable
no. 8

Platform geometry ( p1 to p8)

x −0.3 −0.35 0.3 0.35 −0.35 −0.35 0.35 0.35

y −0.3 0.3 −0.3 0.3 −0.25 0.25 −0.25 0.25

z 0.35 −0.25 0.35 −0.25 0.3 −0.3 0.3 −0.3

Frame geometry (b1 to b8)

x −7.5 −7.5 7.5 7.5 −7.5 −7.5 7.5 7.5

y 0.4 −0.4 0.4 −0.4 0.4 −0.4 0.4 −0.4

z 10.5 10.5 10.5 10.5 0.5 0.5 0.5 0.5

Second, if vibrations occur, a large amplitude in this direction might lead to a
collision between the high rack and the moving platform which is fatal and leads
to severe damage. Thus, in y direction, a force of 50 N is applied.

• Gravity has a major influence on the system, acting in z direction. Generally, the
stiffness in the z direction is no issue for the predominant area of the high rack,
but still may be optimized in upper regions. Thus, a force of –500 N is chosen in
z direction.

• Torques are typically limited except for the situation of loading and unloading
where large torques around the x axis might occur, depending on the type of
loading and unloading mechanism. To be prepared for these disturbances, a torque
of 25 Nm around the x axis is applied.

Concluding, w = [0, 50N,−500N, 25Nm, 0, 0]T was chosen for the computa-
tions within the stiffness optimization procedure. Furthermore, within this investi-
gation, η = 2/3, as this is a reasonable balancing between the requirements for low
cable forces forces and high stiffness.

The optimization sequence was performed several times. As the number of gener-
ation in the GAwas limited and due to mutation, different results were generated that
finally had to be judged by application engineers. In the following table, the geome-
try parameters of the most promising optimization result are given. Note, the frame
geometry is only given for completeness, but fixed by the application requirements
(Table 18.1).

Furthermore, both the original design as realized in 2014 and the optimized design
are shown in the following figures. First, the geometry is visualized in Figs. 18.5 and
18.6. The optimizer converged towards a design that utilizes crossed cables in several
projections.

Now Figs. 18.7 and 18.8 show the compliance of the original and improved
design. Note, that the figures were computed based on a limited wrench of w =
[0, 10N, 0, 10Nm, 0, 0]T . This is different from thewrench used for the optimization
procedure, as the latter one could not be supported by the original design in most
areas of the workspace. This already demonstrates the superior properties of the
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Fig. 18.5 Original design

Fig. 18.6 Improved design

new design. As indicated by the applied scale, the improved design shows drastical
enhancements of the stiffness properties. Still, and as indicated by Figs. 18.3 and
18.4, the workspace of the new design is slightly smaller which correlates with
higher forces in the boundary regions of the workspace. As this drawback is limited
to some storage positions and the high rack is fully covered by the workspace, this
is acceptable (Figs. 18.5 and 18.6).
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Fig. 18.7 Compliance of original design (lower is better)

Fig. 18.8 Compliance of improved design (lower is better)

18.5 Conclusions and Outlook

This paper presented the improvement on the design of a cable-driven rack feeder. By
formulating advanced stiffness criteria and a dedicated optimization procedure, the
stiffness could be dramatically improved. A slightly higher cable force level needs to
be accepted. Here, future investigations on passive elements like counterweights or
springs will help to lower the required winch drive power and thus contribute to a fast
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and energy-efficient approach for intralogistics and warehousing. The realization of
an improved prototype is planned for 2018.
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Chapter 19
Cascade ADRC Based Fault-Tolerant
Control for a Hovering PVTOL Aircraft

Xinli Xu and Chunwei Zhang

Abstract This paper presents a novel reconfigurable control method for the pla-
nar vertical take-off and landing (PVTOL) aircraft with potential actuator failures.
According to the position subsystemwithin themultivariable coupling, and the series
between subsystems of position and attitude, a cascade active disturbance rejection
controller (ADRC) is used to counteract the adverse effects when the actuator fail-
ure occurs. The coordinate transformation is used for model decoupling due to the
severe coupling between some variables. This approach does not require the accurate
mathematical model of the controlled system and ensures that the reference input
value can be tracked rapidly and accurately. In addition, the Taylor differentiator is
designed to improve the control precision based on the detailed research for tracking
differentiator. The stability and safety of the aircraft is much improved in the event
of actuator failures. Finally, the simulation results are given to show the effectiveness
and performance of the developed method.

Keywords Cascade ADRC · PVTOL aircraft · Coordinate Transformation ·
Fault-Tolerant Control · Actuator failure

19.1 Introduction

Over the past decades, due to the increasing demands for reliability and survivabil-
ity in modern aircraft, fault-tolerant control (FTC) has been widely developed and
used in the flight control system. Though many algorithms have been developed, the
research of FTC is still a challenging with the complexity and non-linearity of flight
control system on air and space vehicles such as civil aircraft, combat aircraft, satel-
lite, unmanned aerial vehicles (UAVs), vertical/short takeoff and landing (V/STOL)
aircraft, etc. [1]. In particular, the planar vertical take-off and landing (PVTOL) air-
craft is gaining more attention during the last few years. It is in fact a simplified
version of actual aircraft model and maintains the main characteristics [2]. Many
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control strategies have been studied in order to fulfill the increasing safety demand
and flight performance. It is extremely important to guarantee system security and
reliability in the event of various failures, namely uncertainties, parametric perturba-
tions, and external disturbances, due to unmolded dynamics, control surface damage,
actuator failures, and sensor failures, etc.

In [1], a control scheme based on output feedback is introduced for the regulation
of a PVTOL craft. This work uses a novel SMC and an energy control approach to
stabilize or balance the vertical variable and horizontal and angular variables, respec-
tively [3] presented a SMC approach for stabilization of a PVTOL aircraft combing
with super-twisting algorithms, and it focused on lateral motion of autonomous air-
craft. In order to stabilize amodel of PVTOL aircraft, an output feedbackmethodwas
explored in [4]. In this work, the finite-time convergent control was used to construct
a stabilizer, and a fast convergent observer was designed to stabilize the system. In
[5], a SMC schemewas focused on combing with output feedback technology to reg-
ulate the PVTOL aircraft including actuators dynamics. The velocity of the aircraft
was estimated by a SMO (sliding mode observer) which was designed respectively,
and the feedback control was also investigated. An adaptive control for the PVTOL
craft could also be found in [6], which proposed minimum projection and dynamic
extension algorithm based on Lyapunov function, and an optimal control method
was also used.

In this paper, a novel reconfigurable control method based Cascade ADRC is
proposed for the PVTOL aircraft with potential actuator failures. The purpose is
mainly to use the proposed method to track the input instruction in the event of
actuator failures and achieve the stability of the system. Simulation is conducted to
show its performance and effectiveness.

The rest of the paper is organized as follows. Section 19.2 is focused on the
dynamic model of the PVTOL aircraft, the model decoupling and the statement of
faulty aircraft. Section 19.3 describes the fault tolerant control strategy. Simulation
results are presented and discussed in Sect. 19.4. Finally, a brief conclusion and
future work are given in Sect. 19.5.

19.2 Dynamic Models and Problem Statement

19.2.1 Dynamic Model of PVTOL Aircraft

The minimum number of state variable and input for hovering control of V/STOL
aircraft is retained by using the PVTOL aircraft model as a benchmark model.
Figure 19.1 shows the couple relationship between the roll moment and lateral thrust.

The roll torque U2 of a V/STOL aircraft is generated by jet engines coordination
control, which is under the both sides of wing tips. When the thrust that is generated
by engines under wingtips is not vertical with horizontal direction one, a lateral
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Fig. 19.1 Schematic
drawing of the PVTOL
aircraft

thrust ε0U2 will be generated with the roll torque. This is why a V/STOL aircraft has
non-minimum phase characteristics.

The horizontal and vertical motion of aircraft mass center Y and Z are normally
treated as the output of the system, and the roll angle θ is used as internal state of
the system, which is relative to the horizontal direction. The main thrust U1 and roll
torque U2 on aircraft mass center are used as the control variable of the system.

In terms of aircraft modelling, the aircraft will be considered as a rigid system and
the bending effect of its fuselage and wings will be ignored. As shown in Fig. 19.1,
its motion equations can be established in the following form:

⎧
⎨

⎩

mŸ = −U1 sin θ + ε0U2 cos θ + ω1

mZ̈ = U1 cos θ + ε0U2 sin θ − mg + ω2

J θ̈ = U2

(19.1)

where Y and Z are the horizontal and vertical motion respectively; θ (|θ | << π
/
2)

is the roll angle which is relative to the horizontal direction; U1 and U2 are the main
thrust and roll torque; g is the acceleration due to gravity which can be normalized to
1; J is the mass moment of inertia; ε0 is the coupling coefficient between the lateral
thrust and roll torque; ω1 and ω2 are the bounded disturbance terms.

To get a simplified form, the new variables are introduced below:

x = −Y
/
g, y = −Z

/
g, u1 = U1

/
(mg), u2 = U2

/
J , ε = ε0J

/
(mg)

Then we have the following motion equations:
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⎧
⎨

⎩

ẍ = −u1 sin θ + εu2 cos θ + ω1

ÿ = u1 cos θ + εu2 sin θ − 1 + ω2

θ̈ = u2

(19.2)

where x and y are the horizontal and vertical motion of aircraft mass center after
simplification; θ is the roll angle which is relative to the x axis; u1 and u2 are respec-
tively the main thrust and roll torque control; ε ∈ [0, 1] is the coupling coefficient
between the lateral thrust and roll torque and immeasurable.

We can see that the main thrust offset the gravity to maintain the stable system
when the aircraft is hovering, as shown in Fig. 19.1.

Remark 1 u1 and u2 should be not too big due to the limitation of aircraft jet engines
control and u1 > 0. y(t) should have a very small amount of change or y(t) = 0.

19.2.2 Model Decoupling and Problem Statement

The zero dynamic subsystemof a PVTOLaircraft is unstable due to coupling between
the roll torque and lateral thrust. Though the reference input value can be tracked
rapidly and accurately by the output x, the vertical position and the roll angle θ

which are the key internal state indicator cannot be remained stable. Therefore, the
decoupling between ε and y(t) is studied by the coordinate transformation for the
PVTOL aircraft model in this paper, and the Cascade ADRC is also designed in
terms of the model after coordinate transformation.

Consider the control matrix with coupling characteristics of the actual PVTOL
system (19.2), the controlled variable ũ1 and ũ2 are led into, as follows:

{
u1 = −(ũ1 − ω1) sin θ + (ũ2 − ω2 + 1) cos θ

u2 = 1
ε
(ũ1 − ω1) cos θ + (ũ2 − ω2 + 1) sin θ

(19.3)

Then the PVTOL model (19.2) can be converted into:

⎧
⎨

⎩

ẍ = ũ1
ÿ = ũ2
θ̈ = ũ2

(19.4)

We define:

[
ũ1
ũ2

]

=
[
ū1 − εθ̇2 εū2
ū1 − εθ̇2 εū2

][
sin θ − cos θ

cos θ sin θ

]

+
[

ω1

ω2 − 1

]

(19.5)

[
x

y

]

=
[
x̃

ỹ

]

+
[

ε sin θ

−ε cos θ

]

(19.6)
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Hence, the PVTOL aircraft model (19.4) can be transformed to:

⎧
⎨

⎩

¨̃x = ū1 sin θ + ω1¨̃y = −ū1 cos θ − 1 + ω2

θ̈ = ū2

(19.7)

We define

u = [
ū1 ū2

]T
, x = [

x̃ ˙̃x ỹ ˙̃y θ θ̇
]T

Then the Eq. (19.7) can be expressed, as:

ẋ = Ax(t) + Bu(t) + d(t) (19.8)

where

A =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 0 0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0 0
sin θ 0
0 0

− cos θ 0
0 0
0 1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, d(t) =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

0
ω1(t)
0

−1 + ω2(t)
0
0

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

Generally, actuator failures of the aircraft include loss of effectiveness (LOE),
hard over fault (HOF), float and lock in place (LIP), which can be described below.

ẋ = Ax(t) + Bσu(t) + d(t) (19.9)

where

σ = diag{σ1, σ2, . . . , σm}

ui(t) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

uci(t), σk = 1, normal
ki(t) × uci(t), 0 < σk < 1,LOE
uci(tf ), σk = 0,LIP
0, σk = 0, float
ucimoruciM , σk = 0,HOF

where ui(t) denotes the actual output signal of the control surface; uci(t) is the control
signal generated by the ith control surface; ki ∈ (0, 1) is the actuator effectiveness
coefficient; ucim and uciM are the minimum and maximum values, i = 1, 2, …, m.

Remark 2 For convenience, it is assumed that only one failure occurs on each control
surface in a certain period of time. It cannot be certain when the fault occurs or how
severe the fault is due to σk ∈ [0, 1] is unknown.
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19.3 Control Strategies

In this paper, for the system (19.9), the Cascade ADRC is designed in the channel
where x(t) has a strong couplingwith θ , to sustain the stability of the hovering aircraft
during lateral maneuver when the fault occurs. Figure 19.2 shows the system block
diagram of the Cascade ADRC method.

The Cascade ADRC has a strong ability for decoupling and is adaptable to distur-
bance as it is independent of the accurate mathematical model of the controlled plant.
It uses the external disturbance and the internal uncertainty of the control system as
a disturbance while compensating the total disturbance for tracking in real time.

When the actuator failure occurs, the circuit change can be estimated by the
Extended StatesObserver (ESO), and used to compensate for the systemdynamically
since it includes the actuator fault and external disturbance. Then the dynamic and
steady-state performance of the circuit can be obtained by the nonlinear configuration
of the state feedback.

In this paper, the Taylor differentiator is designed as follows:

{
v̇1 = v2
v̇2 = 2

ε2
[v1 − v] − 2

ε
v2

(19.10)

where v is given signal, v1 is tracking signal, v2 is tracking speed, 1
ε
is convergence

rate.
The formula (19.7) can be regarded as the two parts of the position subsystem and

the attitude subsystem, which constitute the outer ring and inner loop of the system
respectively. The two are series connection and can be expressed as:

{ ¨̃x = ū1 sin θ + ω1¨̃y = −ū1 cos θ − 1 + ω2
(19.11)

Fig. 19.2 The schematic of the proposed FTC
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{
θ̇ = θ̃
˙̃
θ = ū2

(19.12)

Defining:

ẍ1 = ¨̃x, ẍ2 = ¨̃y

Then the formula (19.11) can be transformed to:

⎧
⎪⎪⎨

⎪⎪⎩

ẍ1 = ū1 sin θ + ω1

ẍ2 = −ū1 cos θ − 1 + ω2

y1 = x1
y2 = x2

(19.13)

We have that,

B =
[

sin θ

− cos θ

]

(19.14)

[
ū∗
1 ū∗

2

]T = Bū1 (19.15)

where ū∗
1 and ū∗

2 is the virtual controlled variable respectively.
For the position subsystem (19.11), which is a 2 × 2 coupled system, the ESO

can be established respectively, as follows:

⎧
⎪⎪⎨

⎪⎪⎩

e = z11 − x1
ż11 = z12 − β01e
ż12 = z13 − β02fal(e, 0.5, h) + ū∗

1

ż13 = −β03fal(e, 0.25, h)

(19.16)

⎧
⎪⎪⎨

⎪⎪⎩

e = z21 − x2
ż21 = z22 − β01e
ż22 = z23 − β02fal(e, 0.5, h) + ū∗

2

ż23 = −β03fal(e, 0.25, h)

(19.17)

where β01, β02 and β03 are the parameters of observer which need to determine. z11,
z12, z13, z21, z22 and z23 are the input variables of ESO. fal(e, 0.5, h) and fal(e, 0.25, h)
are the nonlinear function. h is the integral step. The system will be tracked by z11,
z12, z13, z21, z22 and z23 when the ESO in (19.17) is tuned properly.

Then the virtual controlled variable ū∗
1 and ū∗

2 can be obtained:

⎧
⎨

⎩

e1 = v11 − z11
e2 = v12 − z12
ū∗
1 = −fhan(e1, e2, r, h1) − z13

(19.18)
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⎧
⎨

⎩

e1 = v21 − z21
e2 = v22 − z22
ū∗
2 = −fhan(e1, e2, r, h1) − z23

(19.19)

The actual control variable canbeobtainedby the formula (19.14), (19.15), (19.18)
and (19.19):

ū1 = B−1
[
ū∗
1 ū∗

2

]T
(19.20)

From above, the attitude subsystem (19.12) and the position subsystem are series
connected, and then the ESO can be established as follows:

⎧
⎪⎪⎨

⎪⎪⎩

e = z31 − θ

ż31 = z32 − β01e
ż32 = z33 − β02fal(e, 0.5, h) + ū2
ż33 = −β03fal(e, 0.25, h)

(19.21)

After disturbance compensation, the control variable can be obtained by the error
feedback control law:

⎧
⎨

⎩

e1 = U − z31
e2 = −z32
ū2 = fhan(e1, e2, r, h2) − z33

(19.22)

where U = ū∗
1 + ū∗

2.
As mentioned above, β01, β02 and β03 need to be tuned [7] uses the bandwidth

theory to determine the relevant parameters. For example, the characteristic equation
of ESO (19.16) can be expressed, as:

D(s) = s3 + β01s
2 + β02s + β03 (19.23)

It is shown that the estimator is better when the characteristic Eq. (19.23) is stable
and then the equation coefficients meet the requirements.

Defining: D(s) = (s + ω0)
3

Then β01, β02 and β03 can be converted to the function of the observer bandwidth
ω0:

⎧
⎪⎨

⎪⎩

β01 = 3ω0

β02 = 3ω2
0

β03 = ω3
0

(19.24)

Hence, we will obtain a good performance for Cascade ADRC by tuning the
parameters.
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19.4 Simulation Results

In this section, an example of a PVTOL aircraft model is presented to demonstrate
the feasibility of the proposed control method, as shown in Fig. 19.3, A Cascade
ADRC is used to counteract the adverse effects when the actuator failures occur. For
convenience, a simplified version of the actual aircraft model, namely, the PVTOL
is used to deal with the potential actuator failures.

The MATLAB software is used for a couple of numerical simulations. For com-
parison, the results under normal and fault are presented simultaneously. The initial
condition of the aircraft is x(0) = 0, and the control parameters are used as the
following:

b0 = 0.9, 0.9,−18 b1 = 0.8, 387, 0.17
b2 = 1.8, 39, 0.8 ω0 = 85, 1, 88

Two scenarios are considered in the numerical simulations: a loss of 30% con-
trol effectiveness and a loss of 60% control effectiveness in elevator. As shown in
Fig. 19.4, the fault is injected at the 20th second, which may lead to transient loss of
horizontal motion and roll angle, while the vertical motion is affected little. Using
the proposed method, the system stabilizes asymptotically quickly.

19.5 Conclusions and Future Work

Acascade active disturbance rejection controller is presented to accommodate partial
loss fault for the PVTOL aircraft. It does not require the accurate mathematical
model of the aircraft and fault detection module. For convenience, the coupling
between variables is decoupled by coordinate transformation. Two scenarios are
considered with respect to loss of 30% and 60% control effectiveness in an elevator
and the resulting control law is validated in the numerical simulations. The results

Fig. 19.3 The model of VTOL aircraft
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Fig. 19.4 a The horizontal output with respect to loss of 30 and 60% control effectiveness, b the
vertical output with respect to loss of 30 and 60% control effectiveness, c the roll angle with respect
to loss of 30 and 60% control effectiveness
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demonstrate the satisfactory performance and robustness of the proposed method in
the event of actuator failures.

The future work is to apply the presented method in a VTOL aircraft which is no
longer a simplified version. The performance and effectiveness will be tested in an
actual aircraft model and then it could be used in real aircrafts for a variety of tasks.

References

1. Fikret, C., Chingiz, H.: Reconfigurable control of an UAV against sensor/actuator failures. IFAC
48(9), 7–12 (2015)

2. Carlos, A.-I., Miguel, S.S.-C., Nareli, C.-C.: Output feedback stabilization for a PVTOL aircraft
based on a sliding mode combined with an energy control strategy. In: The 12th International
Conference on Electrical Engineering, Computing Science&Automatic Control, pp. 1–6 (2015)

3. Alexander, P., Boris, A., Iuliia, Z.: Stabilization of PVTOL aircraft by supertwisting algorithms.
In: International Workshop on Recent Advances in Sliding Modes (RASM), pp. 1–6 (2015)

4. Frye, M.T., Ding, S., Qian, C., Li, S.: Fast convergent observer design for output feedback
stabilisation of a planar vertical takeoff and landing aircraft. IET Control Theory Appl. 4(4),
690–770 (2010)

5. Ricardo, C., Luis, T.A.: Output feedback sliding mode control of a PVTOL including actuators
dynamics. In: Proceedings of IEEE International Conference on Control Applications (CCA),
pp. 1482–1486 (2011)

6. Soki, K., Hisakazu, N., Ysuyuki, S.: Adaptive control for the PVTOL system via minimum
projection method. IFAC 48(11), 216–221 (2015)

7. Gao, Z., Huang, Y., Han, J.: An alternative paradigm for control system design. In: Proceedings
of IEEE Conference on Decision and Control, vol. 5, 4578–4585, 4–7 Dec 2001



Chapter 20
Power Analysis of Epicyclic Gear
Transmission for Wind Farm

N. Hu, S. Liu, D. Zhao and C. Chen

Abstract Epicyclic gear transmissions are intensively used in wind turbines for
driving the electric generators. To maximise the efficiency and minimise the rate
of failure, it is essential to gain a full and precise understanding of the power flow
inside the epicyclic gear systems. An algorithm based on constraint analysis and
virtual power ratio is applied to a one-degree-of-freedom, four-stage gearbox of a
wind turbine for prediction of efficiency. Power flow diagrams are constructed to
obtain the power flow patterns and validate the prediction, by means of balance in
normal and virtual power of the system. The analytical solution is derived for the
efficiency of the gearbox. The analytical solution reveals that all loss factors are
inversely proportional to the efficiency. Further, assuming equal loss factors on all
gear meshes, the maximum loss factor is 0.147 to yield a positive efficiency, i.e. no
self-locking of the gearbox.

Keywords Epicyclic gear transmission ·Wind farm ·Wind turbine · Constraint
analysis · Efficiency

20.1 Introduction

An epicyclic gear train (EGT) consists of at least one planet gear that rotates on a
planet carrier about a central axis [1]. The EGTs are widely used in robotic arms
[2], hybrid vehicle power transmissions and turbine generators [3], thanks to the
high-power density, compact structure and large payload capacity.
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However, the mechanical efficiencies of EGTs are usually lower than those of
simple gear trains [4]. The principle power sinks are sliding friction between the
gear teeth surfaces, lubrication oil churning, and friction in shaft support bearings
[5]. Recent research [6] shows that the power loss in a gear transmission is caused
by gears, bearings, seals, and auxiliaries. Further, the gear and bearing losses include
no-load and load-dependent losses. In this work, the load-dependent loss of gear
mesh is considered in the analysis, as it is dominant in power transmissions.

The majority of horizontal axis wind turbines contain EGTs, which convert slow
rotation of the blades into a fast rotation that is more efficient to drive the generator.
Precise kinematic analysis and prediction of the efficiency play a vital role in the
design and optimisation of EGTs. A quick briefing on the important contributions
is provided below. Radzimovsky [5, 7] proposed the ratio of tooth mesh losses of
the same gear pair in epicyclic and simple gear trains to calculate the power losses.
Kahraman et al. [8] proposed a general formulation for kinematic analysis and power
flow analysis. Salgado and Del Castillo [9] developed power flow maps to analysed
efficiency of EGTs. Chen and Angeles [10] developed the concepts of virtual power
and virtual power ratio, by which detailed power flow patterns can be drawn. This
concept was extended to two-DOF epicyclic trains [11] and compound epicyclic
trains [12]. Fernandes, C. M. [13, 14] devised an average coefficient of friction
between meshing gears. Further, applied the lubricant factor of wind turbine gear
oils and the loss factor for helical gears to predict the power loss in a parallel axis and
a planetary gearbox. Fernandes, C. M. [15] predicted the power loss of a 2.5 MW
wind turbine gearbox lubricated with different wind turbine gear oils.

A general approach based onmechanical constraints is reported in [1]. It computes
the internal power flow through all links. The total power loss is obtained from
the genuine power through each gear mesh. It is assumed that the power losses
at individual gear meshes are independent of each other, i.e. no coupling effect is
considered. In this work, the constraint analysis is used to predict the efficiency of a
four-stage EGT in a wind turbine.

The rest of the manuscript is organised as follows: the framework of the constraint
analysis is briefed in Sect. 20.2. The analysis of the EGT is presented in Sect. 20.3.
Validation of the analysis using power flow diagram, as well as the analytical solution
of the efficiency is given in Sect. 20.4.

20.2 The Framework of the Constraint Analysis

The constraint analysis [1, 10] computes the internal and external power of the EGT
based on mechanical constraints. A summary is provided in this section for the
completeness of the manuscript.

The configurations of the bodies of an EGT can be described by an n-dimensional
column vector q of generalised coordinates. Two generalised coordinates are needed
for each body: the linear and angular velocities ν and ω, respectively, as shown in
Fig. 20.1.
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Fig. 20.1 Graphical representation of bearing and gear mesh constraints

There are two kinds of mechanical constraints in an EGT: the bearing and gear
mesh. For a bearing constraint, the linear velocities of the bearing and the body it is
attached to (at the location of the bearing) are identical. Referring to Fig. 20.1, the
following constraint equation can be derived for the bearing located at the centre of
body i:

vi−
(
v j + ω j d ji

) = 0 (20.1)

where dji is the distance between the centres of bodies i and j.
For a gear mesh, the linear velocities of the gears at the contact are identical.

Referring to Fig. 20.1, the following constraint equation can be derived for the gear
mesh between gears u and v:

(vu + ωuduv)−
(
vv − ωv j dvu

) = 0 (20.2)

where duv and dvu are the distances from the centres of the bodies to the contact,
respectively. Both Eqs. (20.1) and (20.2) relates two bodies (referred to as “body A”
and “body B” in Sect. 20.3), respectively.

For anEGTwithmmechanical constraints, the corresponding constraint equations
are summarised in an m-dimensional column vector, c. The space spanned by c is
named the constraint space. Similarly, the space spanned by q is named the coordinate
space. The basis vectors in the two spaces are given by two identity matrices, In and
Im, for the coordinate and constraint space, respectively

In = [x1 x2 . . . xm] (20.3)

Im = [ y1y2 . . . ym] (20.4)
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The generalised coordinates q can be further classified into independent and
dependent generalised coordinates, or qi and qd , respectively. The independent gener-
alised coordinates describe the inputs to the EGT. Individual generalised coordinates
can be expressed using qi and the elements xn from the basis vector In as

q = Gq i (20.5)

where

G = −Sd
(
Cq Sd

)−1
Cq Si + Si (20.6)

Cq = ∂c/∂q (20.7)

In Eq. (20.6), Si and Sd are the independent and dependent selection matrices,
respectively. Both matrices are constructed using xn. Examples of the Smatrices are
given in Sect. 20.3.

The generalised constraint forces applied on individual generalised coordinates,
Qc, can be related to the generalised external forces, Qe, as

Qi = Qc + Qe (20.8)

where Qi represents the generalised inertia forces. In this work, the EGT is assumed
to be quasi-static, resulting in a zero Qi. Given such an assumption, Eq. (20.5) can
be further written as

Qe = −Qc = −CT
q λ (20.9)

whereλ represents the generalised constraint forces along themechanical constraints.
Qe can be further classified into Qei and Qed , based on the individual generalised
coordinates they are applied onto. Qe can be expressed in terms of Qed and the
elements xn from the basis vector In as

Qe = H Qed (20.10)

where

H = −Si
(
Cq Si

)T (
Cq Sd

)−T + Sd (20.11)

The internal power of the EGT, Pc, which describes the power transfer within the
EGT, is given by
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Pc =

⎡

⎢⎢⎢
⎣

pc1
pc2
...

pcn

⎤

⎥⎥⎥
⎦

=

⎡

⎢⎢⎢
⎣

−λT y1 y
T
1 Cq Sb

1(S
b
1)

T q
−λT y2 y

T
2 Cq Sb

2(S
b
2)

T q
...

−λT ym yTmCq Sb
m(Sb

m)T q

⎤

⎥⎥⎥
⎦

(20.12)

where ym are the elements from the basis vector Im. Sb
m are the selection matrices

to pick the “body B” corresponding to individual constraint equations, and are con-
structed using xn from the basis vector In. Examples of Sb

m are given in the next
section.

The external power of the EGT, Peb, is given by

Peb =

⎡

⎢⎢⎢
⎣

peb1
peb2
...

pebb

⎤

⎥⎥⎥
⎦

=

⎡

⎢⎢⎢
⎣

QT
e x1x

T
1 q

QT
e x2x

T
2 q

...

QT
e xnx

T
n q

⎤

⎥⎥⎥
⎦

= Tq (20.13)

While T is a diagonal matrix with diagonal entries being those of external power,
Peb

T =

⎡

⎢⎢⎢
⎣

QT
e x1x

T
1

QT
e x2x

T
2

...

QT
e xnx

T
n

⎤

⎥⎥⎥
⎦

=
⎡

⎢
⎣

Peb
1 · · · 0
...

. . .
...

0 · · · Peb
n

⎤

⎥
⎦ (20.14)

20.3 Analysis of the Gearbox

The schematic diagram of the targeted four-stage EGT is presented in Fig. 20.2.
There are ten bodies in this EGT. Body 1 is the ground. Bodies 2 and 10 are the
output and input shafts, respectively. The pitch radii of the gears are RP, RC, RS
and RR for the planet gear, carrier, sun gear and the ring gear respectively. The pitch
radii of the gears are: Rs4 = 1400 mm, Rp4 = 5600 mm, Rr4 = 127000 mm, Rc4 =
7000 mm, Rs3 = 1600 mm, Rp3 = 5600 mm, Rr3 = 12800 mm, Rc3 = 7200 mm, Rs2

= 3200 mm, Rp2 = 6000 mm, Rr2 = 15200 mm, Rc2 = 9200 mm, Rs1 = 5500 mm,
Rp1 = 7000 mm, Rr1 = 19500 mm, Rc1 = 12500 mm.

20.3.1 Constraint Equations

The EGT is fully described using 20 generalised coordinates, as defined by
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Fig. 20.2 Schematic diagram of the EGT

q = [q1 q2 q3 . . . q18 q19 q20]
T = [vg ωg vs4 . . . ωp1 vc1 ωc1]T (20.15)

The constraint equations are derived following Eqs. (20.1) and (20.2), the sum-
marised in Table 20.1. There are 17 equations in total.

Using the information from Table 20.1, the Sbm terms are constructed using the xn
for the “body B” in the constraint equations. An example is given with Sb1 .

Sb1 = [x3], Sb2 = [x5], Sb3 = [x5x6], Sb4 = [x5x6], S
b
5 = [x7],

Sb6 = [x9], S
b
7 = [x9x10], S

b
8 = [x9x10], S

b
9 = [x11], Sb10 = [x13], Sb11 = [x13x14],

Sb12 = [x13x14], Sb13 = [x15], Sb14 = [x17], Sb15 = [x19], Sb16 = [x17x18], Sb17 = [x17x18]
(20.16)

In Eq. (20.16), Sb1 is corresponding to the selection matrix for constraint equation
c1. The “body B” of c1 is body 2, or the sun gear of stage IV. As such, the linear
velocity vs4 is picked, which is the third term in the generalised coordinates, i.e. x3.

20.3.2 Normal Power Analysis

The normal power is computed by grounding body 1. The corresponding selection
matrices S are

S1
i = [x1 x2 x20] (20.17)

S1d = [x3 x4 x5 x6x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18x19] (20.18)
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Table 20.2 Internal and external power of the EGT, body 1 grounded

Constraints Body
A

Body
B

Type Internal power 1Pc Body External power 1Peb

c1 1 2 Bearing 0 1 0

c2 4 3 Bearing −(25875*Ts4*ωc1)/11 2 (25875*Ts4*ωc1)/11

c3 2 3 Gearing (25875*Ts4*ωc1)/11 3 0

c4 1 3 Gearing 0 4 0

c5 1 4 Bearing 0 5 0

c6 6 5 Bearing −(25875*Ts4*ωc1)/11 6 0

c7 4 5 Gearing (25875*Ts4*ωc1)/11 7 0

c8 1 5 Gearing 0 8 0

c9 1 6 Bearing 0 9 0

c10 8 7 Bearing −(25875*Ts4*ωc1)/11 10 −(25875*Ts4*ωc1)/11

c11 6 7 Gearing (25875*Ts4*ωc1)/11

c12 1 7 Gearing 0

c13 1 8 Bearing 0

c14 10 9 Bearing −(25875*Ts4*ωc1)/11

c15 1 10 Bearing 0

c16 8 9 Gearing (25875*Ts4*ωc1)/11

c17 1 9 Gearing 0

The input velocities are 0, 0 and ωc1, respectively, for the terms in Eq. (20.17).
The generalised external loads applied (Qed) onto the generalised coordinates is a
torque Ts4 on the output shaft (body 2, the sun gear of stage IV), or

Qed = [0 Ts4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0]T (20.19)

The velocities of all bodies (q) can be expressed using ωc1, from Eq. (20.5),
and Cq can be computed from Eq. (20.7). With q and Cq determined, the generalised
constraint forces alongmechanical constraints (λ), and the generalised external forces
(Qe) can be computed with Eqs. (20.9) and (20.10). Substituting λ and Qe into
Eqs. (20.12)–(20.14) yields the internal and external power of the EGT. The results
are listed in Table 20.2. The superscripts 1 for 1Pc and 1Peb indicate that body 1 is
grounded.

20.3.3 Virtual Power Analysis

The EGT has four cases in the virtual power analysis, obtained by grounding the
carriers of stages I to IV, respectively. The corresponding Si contains three elements:
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Table 20.3 Internal and external power of the EGT, body 10 grounded

Constraints Body
A

Body
B

Type Internal power 10Pc Body External power 10Peb

c1 1 2 Bearing 0 1 −(362107*Ts4*ωc1)/154

c2 4 3 Bearing −(25765*Ts4*ωc1)/11 2 (362107*Ts4*ωc1)/154

c3 2 3 Gearing (362107*Ts4*ωc1)/154 3 0

c4 1 3 Gearing −(127*Ts4 *ωc1)/14 4 0

c5 1 4 Bearing 0 5 0

c6 6 5 Bearing −(24885*Ts4*ωc1)/11 6 0

c7 4 5 Gearing (25765*Ts4* ωc1)/11 7 0

c8 1 5 Gearing −80*Ts4* ωc1 8 0

c9 1 6 Bearing 0 9 0

c10 8 7 Bearing −(40365*Ts4*ωc1)/22 10 0

c11 6 7 Gearing (24885*Ts4*ωc1)/11

c12 1 7 Gearing −(855*Ts4*ωc1)/2

c13 1 8 Bearing 0

c14 10 9 Bearing 0

c15 1 10 Bearing 0

c16 8 9 Gearing (40365*Ts4*ωc1)/22

c17 1 9 Gearing −(40365*Ts4*ωc1)/22

two from x7/8, x11/12, x15/16 and x19/20 for stages I to IV grounded, respectively, plus
an x2 in all four cases. The input velocities are obtained by “rotating” the ground
with −ωc1, −ωc2, −ωc3 and −ωc4, respectively.

The virtual internal and external power for each case is computed following the
same procedure as that for the normal power, but with different matrices S and input
velocities. An example is shown in Table 20.3 for the case in which stage I (body
10) is grounded.

20.4 Validation and Efficiency of EGT

The power flow of the EGT is illustrated in Fig. 20.3, where the directions of the
internal power flows are determined according to Table 20.1 (body A to body B for
each constraint equation). The constraint analysis detailed in the previous section is
validated by substituting the corresponding Pc and Peb terms into the figure. It can
be readily seen that a power-balanced system is achieved for both normal and virtual
power (Tables 20.2 and 20.3, respectively), and thereby validates the analysis.
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Fig. 20.3 Power flow of the
EGT

The genuine meshing power is the gearing power measured on the corresponding
carrier, which is obtained from the outcomes of normal and virtual power analysis
as below. The superscripts for Pc indicate the body to be grounded.

Pg
1 = 10Pc

16 = (40365Ts4ωc1)/22
Pg
2 = 10Pc

17 = −(40365Ts4ωc1)/2
Pg
3 = 8Pc

11 = (855Ts4ωc2)/2
Pg
4 = 8Pc

12 = −(855Ts4ωc2)/2
Pg
5 = 6Pc

7 = 80Ts4ωc3

Pg
6 = 6Pc

8 = −80Ts4ωc3

Pg
7 = 4Pc

3 = (127Ts4ωc4)/14
Pg
8 = 4Pc

4 = −(127Ts4ωc4)/14

(20.20)

where all the angular velocities can be related to the output angular velocity. The
ratios of ωc/ωs4 are 308/729675, 56/29187, 14/1269 and 14/141 for ωc1 to ωc4,
respectively.

The power loss is related to the genuine meshing power. Assuming linear rela-
tionship, the total power loss is given by

L =
10∑

i=1

μi

∣∣Pg
i

∣∣ (20.21)
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where μi are the loss factors at individual gear meshes. Note that the estimation
defined in Eq. (20.21) is larger than the actual loss, and is valid when all the loss
factors are small [1].

The efficiency of the EGT is defined as

η = 1− L/Pi (20.22)

where the total input power Pi to the EGT is 1Peb
10 , whose expression is listed in

Table 20.3. Substituting Eqs. (20.20) and (20.21) into (20.22) yields

η = 1− 0.78(μ1 + μ2) − 0.8216(μ3 + μ4) − 0.8889(μ5 + μ6) − 0.9071(μ7 + μ8)

(20.23)

For preliminary validation of the predicted efficiency all the loss factors in
Eq. (20.21) are assumed to be zero. The corresponding η is one, which agrees with
the zero loss assumption. Notice that EGT is self-locking when the efficiency is
negative. Assuming equal loss factors for all gear meshes, the upper threshold of the
loss factors corresponding to a positive η can be calculated, which is 0.147. As such,
it is essential to ensure that the gear loss is kept below this threshold in the design
process and during the operation of the EGT.

20.5 Conclusion

An analysis based on mechanical constraints is used to compute the normal and
virtual power of a four-stage EGT, as well as deriving the analytical solution for
prediction of efficiency. The outcomes of the power flow analysis are validated by
observing a power-balanced system in the power flow diagram. The efficiency of
the EGT is predicted by considering the load-dependent gear mesh loss factors.
The analytical solution is obtained by assuming all loss factors are linear. Further,
by assuming equal loss factors, their maximum threshold corresponding to positive
efficiency is calculated as 0.147. For future work, other loss factors will be taken into
account, along with the non-linear relation between the gear mesh loss factors and
the loads.
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Chapter 21
Influences of Angular Position
of Unbalanced Force on Crack Breathing
Mechanism

H. M. Mobarak, Helen Wu and Chunhui Yang

Abstract In this study, a new mathematical model is developed to study crack
breathing behaviours considering effect of angular position of unbalanced force at
different crack locations. Crack breathing behaviours are determined by using effec-
tual bending angle and studying the transient change of the crack area. Different
crack breathing behaviours of the unbalanced shaft are observed for different com-
binations of angular position of unbalanced force with crack location, except for two
crack locations at 0.3 L and 0.8335 L, in which L is the total length of the shaft,
where unbalanced shaft behaves completely like a balanced shaft. Based on differ-
ent combinations of angular position of unbalanced force with crack location, the
stiffness of unbalanced shaft varies accordingly. An unbalanced shaft is stiffer than a
balanced shaft when angular position of unbalance force is between 90° to 270° and
crack located between 0.3 L and 0.8335 L and it is flexible when the crack is located
outside of this crack region. On the other hand, it is flexible when angular position
of unbalanced force is between 0° and 90° or 270° to 360° and the crack is located
in the middle region and it is stiffer when the crack is located outside of this crack
region.

Keywords Cracked shaft · Crack location · Shaft stiffness · Unbalanced force ·
Unbalanced force orientation

21.1 Introduction

Breathing of the fatigue cracks is one of the fundamental rotating machinery faults. It
attracted a lot of research attention in literature as one fundamental cause of dangerous
damages [1]. From the most recent decade, a wide variety of analytical and practical
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models were developed and used for the analysis of fatigue cracks [2–4]. At early
stage of a cracked shaft analysis, gaping crackmodels was developedwhere the crack
is considered always completely open, which does not express to the real breathing
of a fatigue crack [5, 6]. Renovations on the non-linear nature of crack breathing
can be determined by using a switching crack model [7, 8]. This crack model was
established based on that the crack is considered either completely open or com-
pletely closed. Further, this crack model was linked with chaotic and quasiperiodic
vibrations, which actually were not found in experimental testing. Recently, more
realistic trigonometric functions were utilised to depict the crack breathing [9–11].

Almost all studies on cracked shaft were conducted only considering static load-
ing, which disallows demonstrating of crack breathing under unbalance force. Only
a few studies analysed the cracked shaft considering the effect of unbalanced force.
Bachschmid et al. [12] studied the non-linear crack breathing by significantly reduc-
ing the damping of the cracked rotor system as to amplify the impact of the breathing
of the crack. Cheng et al. [10] found that unbalance can re-establish the stability of a
rotor system. Rubio et al. [13] analysed impacts of unbalance force and angular posi-
tion of unbalanced force with respect to the crack direction on the crack breathing of
a Jeffcott rotor. In presence of the unbalance force, it was found the crack breathing
behaviours greatly differ from the static loading crack breathing.

However, to detect and diagnose fatigue cracks hinges on how well the crack
models emulate the actual cracked shaft system. The key aspect of any crack mod-
els is the reduction in stiffness introduced by the crack. The localised reduction in
stiffness is directly related to crack depth, whereas the global reduction in stiffness
is influenced by both crack depth and crack location. Unfortunately, all researchers
opted to either ignore crack location or mitigate its effects. Moreover, all existing
models are not applicable to analyse crack breathing at near the shaft critical speed
since equations of motion developed without considering effect of crack location and
unbalanced force.

There is a need to develop an accurate mathematical model for analysing the
actual crack breathing considering under unbalanced force at different crack loca-
tions. In this research, firstly a new mathematical model is developed to study the
effect of crack location on the breathing behaviours of the fatigue crack under unbal-
anced force with various angular positions. Secondly the newly-developed model
is employed to investigate the relative angle between the crack and shaft bending
directions to find the breathing behaviours of the crack at different crack locations.
Finally, the influences of angular position of unbalanced force on crack breathing
mechanism are analysed in terms of percentage of opening of a crack and examining
the duration of all three crack states including fully open, fully closed and partially
open/closed. Results are also compared with those obtained by using the balanced
model.
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21.2 New Crack Breathing Model Under Dynamic Loading

To evaluate the crack breathing behaviours of the shaft in terms of crack status and
percentage of opening of crack at various angular positions under unbalanced force
at different crack locations, a shaft system is depicted in Fig. 21.1 which is a rigidly
supported two-disc rotor. This model represents a two-disc steel rotor supported
rigidly by two bearings in real world. To determine the crack breathing behaviours,
an effectual bending angle, ϕ, was introduced. The breathing of a fatigue crack is
governed by the effectual bending angle regardless of the type of loading (static or
dynamic). It is the proximity of the direction of the bending on the system relative to
the crack direction. Main parameters of this proposed model are given in Table 21.1.
The model was assumed to have a straight front oriented crack on a plane normal to
the axis of the shaft as shown in Fig. 21.2, in which R is the shaft radius and h is the
crack depth in the radial direction, respectively.

The shaft weight, msg, was considered as a uniformly distributed static load,
where ms is the mass of the shaft. The discs’ weight, mdg, was considered as a point

Fig. 21.1 Rigidly supported two-disc rotor

Table 21.1 Main parameters
of the analytical model for the
steel shaft

Shaft length, L 724 mm

Radius, R 6.35 mm

Density, ρ 7800 kg/m3

Poisson ratio, ν 0.3

Young’s modulus, E E = 210 GPa

Fig. 21.2 Relative position
of the unbalanced force with
respect to the crack
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Fig. 21.3 Schematic
representation of
the effectual bending angle

load where md is the mass of each disk. The unbalance mass, mu, was treated as an
additional mass at a radial distance d from the center of the shaft and located on the
right disk. Due to the unbalance mass, the dynamic unbalance load Fun =muω

2d was
considered, where ω is the shaft rotation speed (see Fig. 21.2). Also, the dynamic
load, Fun, was considered act in the radial direction (θ + β), where θ is the shaft
rotation angle at time t and β is angular position of the unbalance force relative to
the crack direction.

All static loads were considered always acing downward along the negative Y-
axis. Therefore, the moments due to shaft weight load, Mmg1, and two disks weight
loads,Mmg2, were act along the negative X-axis, perpendicular to the loads direction.
And in the same way, the unbalance moment due to the dynamic load, Mun, acted
perpendicular to the Fun (see Fig. 21.3). In the present work, shaft rotation was
considered anticlockwise. All moments are described in the following equations for
different crack regions, where l0 is the crack location:

Mmg1 = msg

12L
(6Ll0 − L2 − 6l20) when 0 ≤ l0 ≤ L (21.1)

Mmg2 = mdgl0 − 3mdgL
16

Mmg2 = mdgl1 − 3mdgL
16

Mmg2 = mdg(L − l0) − 3mdgL
16

⎫
⎬

⎭
when

0 ≤ l0 ≤ L
4

L
4 < l0 < 3L

4
3L
4 ≤ l0 ≤ L

(21.2)

Mun = 5Funl0
32 − 3Fun L

64
Mun = 27Fun

32 (L − l0) − 9Fun L
64

}

when
0 ≤ l0 ≤ 3L

4
3L
4 ≤ l0 ≤ L

(21.3)

The total moment for different crack regions is obtained according to the principle
of superposition theory:

InX-axis :
∑

Mx = Mmg1 + Mmg2 + Mun cos(θ + β) (21.4)



21 Influences of Angular Position of Unbalanced Force … 267

InY-axis :
∑

My = Mun sin(θ + β) (21.5)

The dynamic unbalance load, Fun, is not always located at the crack plane. In
Fig. 21.3 only exemplifies a projection of dynamic load on the crack plane. As we
know, the shaft will bend along the resultant load direction, perpendicular to the
resultant moment direction as shown in Fig. 21.3. The effectual bending angle, ϕ,
is described in Eq. (21.7), where δ is the angle between the shaft bending direction
with negative Y-axis. Modifications were made to ensure that δ and ϕ are within the
co-domain of full rotation of shaft values between 0 to 2π .

δ = tan−1(

∑
My

∑
Mx

) (21.6)

ϕ = θ − δ (21.7)

As shown in Fig. 21.4a, the crack starts to close when the upper end of the crack
edge reaches the compression stress field. It will happen when the effectual bending
angle, ϕ, will become same as ϕ1. The ϕ1 is given in Eq. 21.8, where μ = h/R is
non-dimensional crack depth ratio and A1 is uncracked area and e is the location of
the centroid. Similarly, as shown in Fig. 21.4b, the crack becomes fully closed when
the crack is fully reached in the compression stress field. And it will happen when
the effectual bending angle, ϕ, will become same as ϕ2, which is given in Eq. 21.9.
The e and A1 can be calculated by Eqs. (21.10) and (21.11). These two crucial angles
were derived previously for the balanced shaft [14] to describe the crack breathing
in terms of shaft rotational angle.

ϕ1 = tan−1(
e + R(1 − μ)

R
√

μ(2 − μ)
) (21.8)

ϕ2 = π

2
+ cos−1(1 − μ) (21.9)

e = 2R3

3A1
[μ(2 − μ)] 3

2 (21.10)

A1 = R2[π − cos−1(1 − μ) − (1 − μ)
√

μ(2 − μ)] (21.11)

The values of effectual bending angles at different crack locations are used to
identify the statuses of the crack during shaft rotation. The full statuses of the crack
breathing relative to the regions formed by ϕ1 and ϕ2 are shown in Fig. 21.5. The
transient changes in closed area of the crack are determined to study the percentages
of opening of cracks,

V

, which is described in Eq. 21.12. As shown in Fig. 21.1,
Acrack is the area of the crack and Aclosed(t) is the closed portion of the crack segment
when time, t > 0 (see Fig. 21.6). Equation 21.13 was used to calculate the Acrack and
an iterative procedure seen in [14] was used to determine the Aclosed(t).

V

is equal to
100 and 0 for a fully open crack or fully closed crack respectively.
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Fig. 21.4 Crucial angles for
the unbalanced shaft: a ϕ1
crack begins to close and
b ϕ2 crack become fully
closed

Fig. 21.5 Statuses of the
crack breathing in the range
of the effectual bending
angle from 0° to 2π


(%) = Acrack − Aclosed(t)

Acrack
× 100 (21.12)

Acrack = R2[cos−1(1 − μ) − (1 − μ)
√

μ(2 − μ)] (21.13)
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Fig. 21.6 Schematic
diagram of the closed portion
of a breathing crack

21.3 Results and Discussion

The crack breathing behaviours were analysed for first half of the unbalance force
orientation, such as β = 0°, 45°, 90°, 135° and 180° to know the effect of angular
position of unbalance force. Only first half of the unbalance force orientation was
considered due to first half symmetric about the second half. The analysis also con-
sidered different crack location factors, λ, the ratio of the crack position and shaft
total length, L. It was considered to determine the influences of crack location on
the crack breathing behaviour. MATLAB was used to analyse the crack breathing
behaviour. In this study, a crack with a depth ratio of μ = 0.5 was considered with
initial crack direction along the negative Y-axis. Different force ratios (the ratio of
the static force and the dynamic force) were considered to perform the analysis.

The evolution of the balanced and unbalanced shafts effectual bending angles are
shown in Fig. 21.7 along the shaft length. The effectual bending angle jumps from
0° to 360° at λ = 0.8053 in an unbalanced shaft is a result of the crack direction
changing from leading to following the bending direction. However, it is the same as
the balanced shaft at λ = 0.3 and 0.8335, it is remarkably different from the balanced
shaft along the shaft length. However, if the crack is located at λ = 0.3 and 0.8335, the
unbalanced shaft cracks will breathe as they would be in a balanced shaft. Thus these
two crack locations are independent of the unbalanced force.

Regardless of loading conditions, the effectual bending angles were found as a
function of crack location. Consequently, for different crack locations, breathing of a
fatigue crack would be different. Thus, to solve the equation of motions to investigate
the vibration behaviours of the cracked rotor, the effects of crack location cannot be
ignored since the stiffness of the shaft and the crack breathing are directly related
each other. The shaft will have a maximum stiffness when the crack will become
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Fig. 21.7 Effectual bending
angles as a function of crack
location for balanced and
unbalanced cases where θ =
135° and β = 0°

Fig. 21.8 Effects of angular
position of unbalance force
on the crack breathing
behaviours at the crack
location 0.5 L

fully closed and it will virtually become as an uncracked shaft. Similarly, the shaft
will have a minimum stiffness when the crack will become fully opened. The shaft
will have its stiffness between the maximum and minimum stiffness when the crack
will become partially open or closed.

In Figs. 21.8 and 21.10, using percentage of opening of the crack,

V

, crack breath-
ing behaviours are displayed quantitatively. The crack breathing behaviours at crack
location λ = 0.5 are shown in Fig. 21.8. The percentage of opening of the crack when
angular position of unbalanced force β = 135° and 180° is lower than that from the
balanced shaft, which also indicates that the unbalanced shaft is stiffer and achieves
the stiffest value when β = 180°. In addition, the percentage of opening of the crack
is larger than balanced shaft when β = 0° and 45°. Therefore, the unbalanced shaft
is more flexible when β = 0°. However, for the unbalanced shaft, the percentage
of opening of the crack is sometimes larger and sometimes is smaller than that of
a balanced shaft when β = 90°. Therefore, the overall stiffness of the unbalanced
shaft is similar to that of the balanced shaft.

The results demonstrate that, when the unbalance force is located between 90°
and 270°, the unbalanced shaft is overall stiffer than the balanced shaft. When β
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values between 0° and 90° or 270° and 360°, the unbalanced shaft is overall more
flexible. It is noted that the angular position of the unbalanced force strongly affects
the crack breathing (see also Fig. 21.9).

For crack locations λ = 0.125 and 0.875, the crack breathing is shown in
Fig. 21.10. In both crack locations, the percentage of opening of the crack is lower
from the balanced shaft when β = 0° & 45°. Which indicates that the unbalanced
shaft is stiffer than the balanced shaft and stiffest when β = 0°. However, It is totally
opposite when β = 135° & 180°. Therefore, the stiffness of the unbalanced shaft
would be lower than the balanced shaft stiffness. However, the unbalanced shaft stiff-
ness would be sometimes larger and sometimes is smaller than of a balanced shaft
when β = 90°. Overall, when the crack located at λ = 0.125 and 0.875, compare to
the balanced shaft stiffness the unbalanced shaft is stiffer for 0° ≤ β < 90° and 270°
< β ≤ 360° and flexible for 90° < β < 270°, which is opposite to the crack location
with λ = 0.5 (see Figs. 21.7, 21.8 and 21.9).

Along the shaft length variation of shaft stiffness can be divided into three regions
at λ = 0.3 and 0.8335, respectively. When β is between 90° and 270° and the crack
is located in two side regions, the unbalanced shaft is flexible than the balanced shaft
and when the crack located in middle region, the unbalanced shaft is stiffer. On the
other hand, for two side regions and when β is between 0° and 90° or 270° 360°,
the unbalanced shaft is stiffer and for middle region is flexible (see Figs. 21.8 and
21.10). The angular position of the unbalance force plays an important role in the
peak amplitude of the vibration as observed by Cheng et al. [10], where theminimum
and maximum vibration amplitudes correspond to the eccentric mass being located
at and opposite the crack, respectively.

21.4 Conclusions

In order to analyse the impacts of angular position of the unbalanced force on crack
breathing at different crack locations, a series of analyses have been completed by
using MATLAB via considering five different angular positions of the unbalanced
force (β = 0°, 45°, 90°, 135° and 180°). The effectual bending angle has been
introduced to evaluate the breathing behaviour for different combination of angular
position of unbalanced force with crack location and it is further used to determine
the transient change in crack area to analyse the percentages of the opening of crack.
The effectual bending angle is found as a function of crack location. It is remarkably
different for unbalanced shaft compared to the balanced shaft for different crack
locations except for 0.3 L and 0.8335 L. Notably different effects of angular position
of the unbalanced force on crack breathing behaviours were identified for different
crack locations. At crack locations 0.3 L and 0.8335 L, the stiffness of an unbalanced
shaft is same as that of the balanced shaft. For other crack locations, unbalanced shaft
stiffness is between minimum and maximum values. Compared to balanced shaft
stiffness, unbalanced shaft stiffness variation with crack location can be identified at
three regions at crack locations 0.3 L and 0.8335 L, according to different angular
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Effect of angular position of unbalanced force depend on 
crack location

Balanced Balanced
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Fig. 21.9 Effects of the angular position of the unbalance force on the crack breathing behaviours
at crack locations 0.5 L (Left) and 0.125 L (Right), respectively (closed in red and open part in
yellow)
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Fig. 21.10 Effects of
angular position of
unbalance force on the crack
breathing behaviours at
crack locations a 0.125 L
and b 0.875 L

positions of the unbalanced force. It is stiffer when the crack is located between 0.3 L
and 0.8335 L and angular position of unbalanced force β is between 90° < β < 270°
but it is flexible when the crack is located outside of this crack region. On the other
hand, it is also flexible in the middle crack region when β is between 0° ≤ β < 90°
or 270° < β ≤ 360° and stiffer for two side crack regions.

The newly-developed mathematical model in this study can be further developed
to investigate vibration behaviours of the cracked rotor system by obtaining the
time-varying stiffness matrix of the cracked shaft and then solving the equation of
motions.

Acknowledgements The authors would like to gratefully acknowledge the financial support given
by the School of Computing, Engineering and Mathematics, Western Sydney University, Australia
on this research.
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Chapter 22
Effects of Elliptical Crack Shape Ratio
on Transverse Trajectory of a Cracked
Shaft

Joseph Spagnol, Helen Wu and Chunhui Yang

Abstract Fatigue striations and beach marks seen on the cross-section of shafts
subject to fatigue-induced failure reveal that the crack-front transitions from being
highly rounded (elliptical/circular) to almost straight as the crack propagates. This
study examines the transverse displacement of cracked rotors with varying ellipti-
cal crack shape ratios and depths, however, in particular, when the crack depth is
increased, the elliptical crack shape ratio is also decreased. Furthermore, it is shown
that straight-front cracks and elliptical-cracks models result in significantly different
transverse trajectories at one-third and one-half of the critical speed. The findings
of this study suggest that failure to account for the highly rounded nature of shal-
low cracks may result in large inaccuracies when predicting vibration behaviours of
cracked rotors.

Keywords Cracked rotor · Elliptical crack · Fatigue · Jeffcott rotor ·Machine
health monitoring · Vibration

22.1 Introduction

When a shaft is subject to a repeated bending load for tens of thousands to millions of
cycles transverse fatigue cracks will form and propagate. Insufficient or ineffective
maintenance of rotors may result in fatigue cracks going undetected and may lead
to failure of the machine. Fortunately, the flexure of a cracked shaft results in a phe-
nomenon known as crack breathing occurs, which is the gradual opening and closing
of the crack. Because crack breathing results in the periodic change of stiffness of
a cracked rotor, defining characteristics may appear in the vibration response of the
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cracked rotor. When these characteristics appear, the shaft is repaired or replaced to
prevent destructive vibration from ever occurring.

Shaft cracks can be identified by conspicuous changes to the normal vibration of a
machine. Bachschimd et al. [1] stated that monitoring of the 2X vibration component
is the most effective candidate for crack detection in rotating machinery. It is also
stated that the 1X component can be masked by permanent shaft bowing and the
3X component, which may be indicative of a breathing crack, is typically small and
can be masked by irregularities. Also, fatigue cracks in shafts may also be identified
through the sub-resonance peaks at one-third and one-half of the critical speed of the
cracked rotor during a run-down of the rotor [2–4].

When a shaft is ruptured by fatigue-induced failure, the ruptured cross-section
contains microscopic markings that propagate from the origin of fracture, known
as fatigue striations. These markings are approximately semi-elliptical in shape and
so literatures on cracked shafts sometimes produce models with elliptical cracks,
however many more studies simplified models by using a straight-front crack. Rubio
et al. [5] examined breathing behaviours of elliptical cracks under the influence of
mass unbalance using FEA. The breathing behaviours were seen to differ from the
patterns seen inweight dominant breathingmodels. In [6, 7], the stress intensity at the
crack front was calculated to study the breathing behaviour of elliptical cracks with
varying depths and shapes. In particular, Han and Chu [7] examined the stability and
steady-state responses of a weight-dominant shaft with an elliptical crack and found
that the steady-state response and instability regions are reduced with increasing
crack shapes.

Typically, studies disassociate crack depthwith elliptical shape ratio despite visual
evidence for the two properties being linked, as seen by beach marks and fatigue stri-
ations. Therefore, the goal of this study is tomodel cracked rotor vibration with semi-
elliptical cracks by decreasing the elliptical shape ratio as the crack depth is increased.

22.2 Crack Breathing Model

Al-Shudeifat and Butcher [8] presented a novel method for developing time-varying
area moments of inertia of the crack based on the geometry of a straight-front crack.
A similar mathematical approach is utilised in [9] to model the time-varying area
moments of inertia of a semi-elliptical crack. In this study, we utilised the breathing
model presented by Wei et al. [9] to determine the transverse displacements of a
cracked Jeffcott rotor.

Consider the transverse cross-section at the location of a fatigue crack in a shaft,
shown in Fig. 22.1. The shaded region is representative of a semi-elliptical crack
that is mathematically represented as the intersection area of an ellipse and circle
(circumference of the shaft). The elliptical crack shape ratio β is the ratio of the
lengths of the semi-minor axis to the semi-major axis of the ellipse, i.e. β = b/a. The
normalised depth of the semi-elliptical can be described as μ = b/R.
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Fig. 22.1 Geometry of a semi-elliptical crack

Fig. 22.2 Visual representation of elliptical crack shape ratios at varying depths

In this study, we examined a number of elliptical crack shape ratios, some of
which are visualised in Fig. 22.2. A β value of zero corresponds to a crack with a
straight-front and an increase in the value of β causes the crack front to becomemore
elliptical/circular, where β = 1 is representing a circular-front.

When the shaft rotates and whirls, the fatigue crack will gradually open and close
based on whether the stresses acting on the crack faces are compressive or tensile.
Figure 22.3 shows the behaviours of the elliptical crack in a weight dominant system
(dynamic loading is considered being negligible relative to the static loading) in the
first half of the shaft rotation. The crack begins the rotation completely open until
some angle θ1, and then the crack gradually closes until angle θ2, where the crack
is then completely closed. In the second half of the shaft rotation, the crack remains
closed until 2π − θ2 and then gradually opens until it is fully open at 2π − θ1.
It should be noted that the θ = 0° when the crack direction is coincident with the
negative Y axis, as in the first diagram of Fig. 22.3.

Mayes and Davies [10] demonstrated that change in stiffness of a rotating shaft
due to a transverse crack can be modelled by a periodic change in the area moment
of inertia of the shaft cross-section. It should be noted that the area moment of inertia
is taken about a horizontal and vertical axis originating at the centroid of the total
uncracked region, where the total uncracked region is defined as the uncracked area
plus the area of the partially open crack.
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Fig. 22.3 Elliptical crack stages showing crack behaviour and major milestones

The area moment of inertia of the transverse cross-section is considered to vary
based on the status of the crack, i.e. the crack is fully open, partially open or fully
closed. When the crack is fully closed, the area moment of inertia is equal is maxi-
mum, which is equal to that of a non-cracked shaft cross-section, I = πr4/4. Further-
more, the area moment of inertia will vary depending on the openness of the crack
and its relative position to the horizontal and vertical centroid axes.

To calculate the time-varying area moment of inertia of a semi-elliptical crack,
the procedure presented in [9] was used. However, the method described in [9]
will not be included in this study due to the length of the rigorous mathematical
approach. Instead, we provide the periodic area moment of inertia and product of
inertia obtained using the method, as this is the ultimate objective for using the
approach (Figs. 22.4, 22.5 and 22.6). The area moment of inertia in the horizontal
and vertical centroid directions are denoted as IX and IY , and the product of inertia
is denoted as IXY . We implore readers to read the study for more information on
calculate the area moments of inertia.

Figures 22.4, 22.5 and 22.6 show the differences in the periodic area moment of
inertia and product of inertia for the selected elliptical crack shape ratios and crack
depths. For any given crack depthμ, it is clear that the average areamoment of inertia
of the total non-cracked area about the horizontal and vertical centroid directions
increases with an increase in β. This is strongly suggested by visual inspection of
Fig. 22.2, where an increase in β results in a decreased cracked area and therefore
higher average area moment of inertia of the total uncracked area.
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Fig. 22.4 Periodic change in the area moment of inertia about the horizontal centroid axis: a μ =
0.25; b μ = 0.5 and c μ = 0.75

Fig. 22.5 Periodic change in the area moment of inertia about the vertical centroid axis: a μ =
0.25; b μ = 0.5 and c μ = 0.75

Fig. 22.6 Periodic change in the product of inertia about the vertical and horizontal centroid axes:
a μ = 0.25; b μ = 0.5 and c μ = 0.75

22.3 Rotor Model

A four degree-of-freedom Jeffcott rotor was used in this study, where the degrees-
of-freedom relate to the transverse translations (x and y) and rotations (θ x and θ y)
about the X and Y axes, as seen in Fig. 22.7. The rotor was considered to be simply
supported at each side and the shaft is considered massless.

The equations ofmotion associatedwith the cracked rotor system can be described
in state-space form as a system of first order differential equations
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Fig. 22.7 Jeffcott rotor with
crack at mid-span

{
Q̇

} = [A]{Q} + {F} (22.1)

where the state variable, Q, is the vector of transverse translation and rotations {x, y,
θ x and θ y}. The matrix [A] is equal to

[A] = 1

m

⎡

⎢⎢
⎣

0 0 m 0
0 0 0 m

−kxx (t) −kxy(t) −c 0
−kyx (t) −kyy(t) 0 −c

⎤

⎥⎥
⎦ (22.2)

where kxx(t) and kyy(t) is the instantaneous time-varying stiffness’s of the shaft in the x
and y directions, respectively. The parameters kxy(t) and kyx(t) are the cross-coupling
stiffness’s of the shaft, m is the mass of the disk and c is the external damping. The
stiffness values are related to area moment of inertia values using Eq. (22.3). The
parameters E and L are the modulus of elasticity and length of the shaft, respectively.
The values for IX and IY for the chosen elliptical crack shape ratio and crack depths
are shown in Sect. 22.2 of this study.

[
kxx (t) kxy(t)
kyx (t) kyy(t)

]
= 48E

L3

[
IX (t) IXY (t)
IY X (t) IX (t)

]
(22.3)

In Eq. (22.1), the parameter F is the vector of loads comprising of unbalance of
the disk and the disk weight, which is written as

{F} = 1

m

⎧
⎪⎪⎨

⎪⎪⎩

0
0

med�
2 sin(�t + δ)

med�
2 cos(�t + δ) − mg

⎫
⎪⎪⎬

⎪⎪⎭
(22.4)

where med is the mass unbalance, Ω is the rotor spin speed, δ is the mass unbalance
angle and g is the gravitational acceleration constant.
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Table 22.1 Physical
parameters of the cracked
rotor model

Parameter Value

Length of rotor, L 0.7239 m

Radius of rotor, R 7.94 mm

Mass unbalance, med 1.125 × 10−5 kg•m
Modulus of elasticity, E 200 GPa

Mass of disk 1.126 kg

External damping 6.11 N · s/m

The physical parameters of the rotor model are given in Table 22.1. These param-
eters are based on the Spectra Quest MFS-RDS rotor dynamic simulator.

22.4 Results and Discussion

The dynamic response of the rotor was obtained using the MATLAB ode45 function
which requires the equations of motion to be written in state-space form, as shown
in Eq. (22.1). The period of numerical integration was chosen to be 20 s as it was
beyond sufficient for reaching the steady-state solution. Because ode45 is a variable
step-solver, the time-steps automatically change throughout the solution depending
on the whether the state is changing slowly or rapidly. The generated time increments
are typically within the range of 10−5 to 10−9 s.

Figure 22.8 shows the radial displacement of the disk during a run-down of the
cracked rotor for a straight-front crack with a normalised depth of 0.2. The radial
displacement is calculated by r = √

x2 + y2. These particular parameters were
chosen to avoid instability of the numerical solution and to additionally gauge the
vicinity of the critical speed of the cracked rotor. Increasing the crack depth results
in instabilities, therefore a shallow crack was chosen.

From Fig. 22.8, the critical speed occurs at 2575 RPM which is denoted by the
peak amplitude. Sub-resonance peaks are seen in the vicinity of one-third and one-
half of the critical speed. As previously mentioned, these sub-resonance peaks may
be indicative of fatigue cracks in real rotors.

Fig. 22.8 Radial displacement of disk during run-down of the cracked rotor for μ = 0.2 and β = 0
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Fig. 22.9 Transverse trajectory of disk in the vicinity of one-third critical speed (850 RPM) and
unbalance angle of δ = 0°. Comparison of straight-front and semi-elliptical front cracks with a μ

= 0.25, β = 0.8, b μ = 0.5, β = 0.5 and c μ = 0.75, β = 0.3

Fig. 22.10 Transverse trajectory of disk in the vicinity of one-third critical speed (850 RPM) and
unbalance angle of δ = 45°. Comparison of straight-front and semi-elliptical front cracks with a μ

= 0.25, β = 0.8, b μ = 0.5, β = 0.5 and c μ = 0.75, β = 0.3

Examination of the transverse trajectory (x-displacement versus y-displacement)
in the vicinity of the one-half and one-third of the critical speed is seen in Figs. 22.9,
22.10, 22.11, 22.12. As seen in [11, 12] trajectories around one-third of the critical
speed result in a characteristic double inner loops related to a significant 3X harmonic
component. Additionally, trajectories around one-half of the critical speed result in
a characteristic single inner loop related to a significant 2X harmonic component. In
this study, these characteristics are present, with double inner loops in Figs. 22.9 and
22.10 and single inner loops in Figs. 22.11 and 22.12; these findings suggest that the
results are plausible.

For each figure the same set of elliptical crack shape ratios, crack depths and
unbalance angles are chosen. For the semi-elliptical cracks, the combinations of β

and μ shown in the Figs were chosen such that the deeper the crack the smaller the
elliptical crack shape ratio. In particular, for crack depth of μ = 0.25, μ = 0.5 and
μ = 0.75 corresponded to elliptical crack shape ratios of β = 0.8, β = 0.5 and β =
0.3, respectively. Additionally, the values for δ were chosen arbitrarily to examine
the effect of unbalance angle on the transverse trajectory.
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Fig. 22.11 Transverse trajectory of disk in the vicinity of one-half critical speed (1280 RPM) and
unbalance angle of δ = 0°. Comparison of straight-front and semi-elliptical front cracks with a μ

= 0.25, β = 0.8, b μ = 0.5, β = 0.5 and c μ = 0.75, β = 0.3

Fig. 22.12 Transverse trajectory of disk in the vicinity of one-half critical speed (1280 RPM) and
unbalance angle of δ = 45°. Comparison of straight-front and semi-elliptical front cracks with a μ

= 0.25, β = 0.8, b μ = 0.5, β = 0.5 and c μ = 0.75, β = 0.3

There is a clear difference in the predicted transverse trajectory between the mod-
els when using semi-elliptical-front and straight-front cracks. The unbalance angle
does not have any effects on making the trajectory of the two models more similar.
Due to this significant difference, it becomes clear that researchers should take care
when modelling vibration of cracked rotors as the crack shape ratio has a notable
effect on the predicted trajectory.

22.5 Conclusion

Ultimately, there is a clear, significant difference in the predicted transverse trajectory
of models using a straight-front crack and a semi-elliptical front crack for speeds in
the vicinity of one-half and one-third of the critical speed, regardless of the unbalance
angle. Typically, studies use straight-front cracks for evenmoderately shallow cracks
(μ < 0.5), however beach marks show that the crack front is highly elliptical for
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small cracks. Therefore, not accounting for the elliptical nature of cracks may result
in inaccurate predictions of the transverse vibration of a cracked rotor.

Acknowledgements The funding provided by Western Sydney University for this research is
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Chapter 23
Seismic Performance Comparison
of Base-Isolated and Conventional RC
Frames Compliant with ASCE 7–10
Using FAHP Method

Longjun Xu, Yabin Chen and Qingyang Liu

Abstract This paper presents comprehensive comparison of base-isolated and fixed
reinforcement concrete frames (RCF) designed minimally compliant with ASCE
7–10. The investigation employs fuzzy analytic hierarchy process (FAHP) method
which estimates the performance grades based on accounting for the weighting
factors of each performance variable. Equivalent strength modification factors are
developed to design the isolated structures. Structures that consider degradations
and P-Delta effect are rationally modeled for nonlinear response history analysis
(NRHA) under multiple-intensity ground motions. The results show that the seismic
performance of code-designed isolated structures under three scenario earthquakes
is superior to that of the fixed-base structures.Moreover, the lower isolated structures
perform better than the higher ones with the same period. Finally, the collapse mode
of isolated structures may be of great difference from the conventional structures
due to the cumulative speed of energy dissipation besides the property of the ground
motion using incremental dynamic analysis (IDA).

Keywords Base-isolated · FAHP · Scenario earthquakes · Incremental dynamic
analysis

23.1 Introduction

The design philosophy of seismic isolation, to insulate the superstructure by installing
flexible devices at the base floor, is reasonable to offer superior performance under
design level earthquake by lengthening the vibration period to lower acceleration
spectrum. In that case, the isolated structure performs elastically to reduce or elimi-
nate the damage of the structural units relative to a fixed-base structure that suffers
plastic deformations. In addition, non-structural components (NSC), no less than
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80% of the total building investment, would be better protected if excessive inter-
story drifts or floor accelerations were suppressed [1].

The implicit performance targets, embedded in the United States seismic codes
according to the study are higher for base-isolated structures than those of fixed-
base structures [2]. The maximum compliant reduction factor R, up to eight, which
limits the damage of newly-built conventional structures through significant inelastic
behavior and preserves a “Life safety” performance target under design earthquake
is permitted. In contrast, the isolated structures are limited to remain undamaged
within elastic response and, the corresponding performance target can be interpreted
as “Fully operational” [3]. Consequently, the minimally compliant design forces of
isolated structures are usually larger than the counterparts of conventional structures
[4]. While most of isolated structures are deemed as an expensive strategy for not
only their additional isolation system and testing, but also their over-strength beyond
minimum code compliance due to jurisdiction review or personal objectives.

According to provisions of SEAOC and UBC (1997), failure of isolation system
and excessive plasticity of isolated structure are prohibited for the coded-design
isolated structures under maximum credible earthquake [3, 5]. Intuitive reasoning
that superiority of isolated structures in design events also appears in other earthquake
scenarios should be critically examined. The detrimental effects of yielding isolated
structures have been presented by several researchers. Palazzo andPetti firstly derived
the minimum strength spectra for isolated structure survival through collapse spectra
[6]. Ceccoli et al. looked into the cause of structural damage through its hysteric
energy dissipation [7]. Benefits of isolation would be discounted if further reduction
of isolated structure through the seismic demands of yielding isolated structures.
Yielding acceleration demands of isolated structures are lower than those of the
corresponding fixed base structures. And it is easier to damage for the yielding
isolated structures than the fixed base structure [8]. Premature yielding and excessive
stiffness of isolated structure will lead to exorbitantly large displacement ductility
and may result in sidesway collapse compared with the corresponding fixed-base
structure [9].

Seismic comparison of base-isolated and fixed-base structures has been studied
by many researchers [4, 10–14]. Some of them have evaluated the performance
of both structures referenced with code provisions. Shenton and Lin compared the
fixed-base and base-isolated RCF structures according to SEAOC (1995) [3, 11], and
the isolated structures were designed in varying levels of base shear. However, the
comparison of seismic performancewas performedwithout consideration ofmultiple
hazard intensities in addition to the evolvement of the building codes these years.

The structures can achieve the performance objectives through accommodating
the strength modification factor “R”. To address these objectives, the code ASCE
7–10 prescribes quantitative functions of the minimal strength for the new isolated
and conventional structures [15]. Although the maximum drift ratio of isolated struc-
tures has been provided, more detail limitations for different heights of isolated struc-
tures has not been given. Namely, isolated structures of different heights designed
withminimal strengthmay have differentmargins of safety against failure, especially
under multiple hazard intensities.
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Quantitative comparison of the seismic performance of isolated and fixed-base
RCF structures minimally compliant with ASCE 7–10 not only can provide a direct
evidence for the final decision-making but also can identify the best system to achieve
a specified performance target with multiple seismic response variables. However,
to our best knowledge, the quantitative method to compare the seismic performance
of isolated and fixed-base RCF structures has not been reported. The aim of this
paper is to introduce a quantitative comparison method using fuzzy analytic hierar-
chy process (FAHP) based on fuzzy synthetic evaluation (FSE) model firstly. The
FAHP method can identify the optimum system with multiple variables which are
weighted objectively by the FSE model using prior seismic response results consid-
ering multiple hazard intensities. Besides, an equivalent strength method which can
facilitate the design of isolated structure is proposed. Three suites of ground motions
are selected representing 2, 10 and 50% probabilities of exceedance within 50 years
and each suite of ground motions are rationally scaled to specified seismic hazards.
Finally, the IDA curves of minimally designed isolated and fixed-base structures and
the yielding process were compared.

23.2 Fuzzy Synthetic Evaluation Model (FSE)

The traditionally statisticalmean ormedian of fixed-base and base-isolated structures
is difficult to identify an optimum system with consideration of multiple variables,
such as acceleration, drift, performance level and cost. The ingenious RI index,
proposed by Sayani and Ryan [13], can be used to comprehensively compare the
performance of base-isolated and fixed-base systems. However, the weight factors
in the RI function have not been explicitly defined. Given this, the fuzzy synthetic
evaluation (FSE) is firstly proposed in this study to evaluate the weight factors of
selected performance variables onwhich the fuzzy analytic hierarchyprocess (FAHP)
method is based to compare the systems.

One of the major challenges to compare the seismic response of different systems
is to determine the weight factors of selected performance variables. Fuzzy syn-
thetic evaluation (FSE) theory developed by Zadeh [16], has been widely adopted in
engineering domain, such as seismic risk assessment by Carreño et al. [17], inelas-
tic displacement ratio predicting from Ozkul et al. [18], and structural retrofitting
decision-making [19]. FSE, dependent on the prior knowledge of data, is an objective
method to evaluate the weights or scores of selected objects. It mainly depends on
the entropymethod that is used to process the fuzzymatrix generated bymembership
function.
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23.2.1 Generation of Fuzzy Matrix

According to the fuzzy set theory, a fuzzy set would be defined in terms of member-
ship function which normalizes the variable domain of interest onto the interval [0,
1]. The membership functions represent the weighting factors of the specified vari-
ables belonging to the set. Performance evaluation matrix of systems with respect to
selected performance variables should be derived in advance to establish the fuzzy
matrix. Suppose Xi j denote the value of ith structure relative to jth performance vari-
able, and X j,max denote themaximumvalue of all structures relative to corresponding
variable. The membership function is defined as

μ
(
Xi j

) = Xi j

X j,max
(23.1)

No doubt if a system performs best it derives a value of μ = 1 from Eq. (23.1).
Subsequently, the fuzzy matrix X f is derived as

X f =
⎡

⎢
⎣

μ1(X11) · · · μ1
(
X1q

)

... μ j
(
Xi j

) ...

μn
(
Xn1i j

) · · · μn
(
Xnq

)

⎤

⎥
⎦ (23.2)

where q is the number of selected performance variables, and n denotes the number
of systems.

23.2.2 Evaluation of the Weights by the Maximum Entropy
Method

According to themaximumentropyprinciple, the distributionwithmaximumentropy
would be the proper one. It implicates the importance of given performance variable
can be reflected by the entropy values. Four steps are needed to solve the weights of
each performance variable.

(1) The characteristic weight matrix P would be calculated from the fuzzy matrix
X f firstly to determine the weight for each performance variable.

Pi j = X f (i, j)∑n
i=1 X f (i, j)

(23.3)

Namely, performance of ith structure with respect to jth performance variable,
Xi j , is normalized by the summation of jth column of fuzzy matrix.

(2) Then the entropy of jth vector of performance evaluation matrix X with respect
to the jth characteristic weight matrix P is obtained as
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E j = −1

ln(n)

n∑

i=1

pi j ln
(
pi j

)
(23.4)

It is easy to find that the range of E j is from zero to one. And it indicates that
larger entropy represents a less diversity factor.

(3) The diversity factor for jth aspect grade is defined as

G j = 1 − E j (23.5)

It is difficult to distinguish between the good from bad if the diversity factor
approximates zero.

(4) Finally, the normalized weight for each evaluation aspect grade is derived as

wj = G j∑n
i=1 G j

(23.6)

where W is the right weight vector that can be used in FAHP in the following
section.

23.2.3 Fuzzy Analytic Hierarchy Process (FAHP)

Analytic hierarchy process (AHP), based on pairwise comparison by one-nine
method, proposed byWind [20], is used to determine the relative performance ofmul-
tiple objectives. Chang extended the AHP method improved the conventional AHP
method to closed intervals by using triangular fuzzymembership function which was
named as FAHP [21].

Note that there are two important steps to derive the ranking of systems, including
the assessment of weight of each variable (i.e., weight matrix W) and evaluation of
each system with respect to each variable (i.e., weight matrix A). For the first step,
FAHP method from Chang is used to determine the fuzzy number which is assumed
as triangular fuzzy function for simplicity [21]. The triangular membership function
equals to

μMi j (x) =

⎧
⎪⎨

⎪⎩

x
m−l − l

m−l , l ≤ x ≤ m
x

m−u − l
m−l ,m ≤ x ≤ u
0, others

(23.7)

where μ is the membership function, l and u are the lower and upper values of the
interval, respectively; the fuzzy degree depends on the interval size. A non-fuzzy
number is derived when l = m = u. Let Mi = (li ,mi , ui ) and Mj = (

l j ,m j , u j
)

denote the ith and jth triangular fuzzy number of ith and jth systems, respectively.
By dividing m j by mi , a pairwise comparison element, μMi j , is derived. The fuzzy
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number Mi j is (1, 1, 1) when i equals to j. Thus, a pairwise fuzzy evaluation matrix
E relative to each objective is presented in Eq. (23.8).

E =

⎡

⎢
⎢
⎣

(1, 1, 1) e12 . . . e1n
e21 (1, 1, 1) . . . e2n
. . . · · · . . . . . .

em1 em2 . . . emn

⎤

⎥
⎥
⎦ (23.8)

where the element ei j denotes the fuzzy number of selected performance variable of
ith system with respect to jth system, i.e., ei j = (

li j ,mi j , ui j
)
, which are satisfied

with

li j = 1

l ji
,mi j = 1

m ji
, ui j = 1

u ji
(23.9)

Let Mi j denote the values of ith system relative to jth system of a performance
variable. Then the fuzzy value of ith system with respect to the selected performance
variables is defined as

Si =
m∑

j=1

M j
i �

⎡

⎣
n∑

j=1

m∑

j=1

M j
i

⎤

⎦

−1

(23.10)

where � is a fuzzy operator; n equals to m as the number of systems. Then m fuzzy
numbers for all systems relative to all selected performance variables are derived.
The next step is to evaluate the degree of possibility of Mi ≥ Mj according to Chang
[21],

{
V

(
Mi ≥ Mj

) = 1 i f f mi ≥ m j

V
(
Mj ≥ Mi

) = hgt
(
Mj ∩ Mi

) = μMi (d) others
(23.11)

where d denotes the highest intersection value between fuzzy membership functions
μMi and μMj , which equals to Eq. (23.12)

V
(
Mj ≥ Mi

) = hgt
(
Mj ∩ Mi

) = li − u j(
m j − u j

)
(mi − li )

(23.12)

The weight factor, C′
i , of ith system of each performance variables is defined as

C ′
i = min V (Si ≥ Sk), k = 1, 2, 3, . . . , n, and i �= k (23.13)

The final weight vectors of systems relative to selected performance variables are
derived via normalization, which is derived as
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Ci = C ′
i∑m

i=1 C
′
i

(23.14)

Finally, the final scores of systems are in terms of the performance comparison
matrix C and the weight matrix W, and shown as

Y = CW (23.15)

23.3 Review of Base-Isolated and Fixed-Base Structure
Design According to ASCE 7–10

The major challenge for the isolated structure is to perform the design of super-
structures the same way as fixed-base structures. The equivalent lateral force (ELF)
methodology, in spite of being suitable for structural height no more than 65 ft or
four stories, is useful to check against the nonlinear time history response [4]. Hence,
the design shear of isolated structures according to code-defined equation, instead
of being based on the period of isolation system, is prescribed as a function of the
stiffness and design displacement of the isolation system

VI = kI DD

RI
(23.16)

where kI and RI are the lateral stiffness and the strength modification factor of isola-
tion system; DD , the designdisplacement of isolators in the case of design earthquake,
is determined by DD = gSD1TI /

(
4π2BD

)
, where SD1 is the 5% damped spectral

acceleration at 1 s period in units of g-s; TI is the effective period of isolation system
at the design displacement using the minimum effective stiffness of the isolation sys-
tem. And BD , a coefficient related to the effective damping, βD , which is correlated
with the design displacement and dissipated energy of isolated system is set forth in
code ASCE 7–10 [15]. Substituting DD and equation of kI = (W/g)(2π/TI )

2 into
Eq. (23.16), where m is the total mass of isolated structure including isolation base
floor.

VI = SD1

BRI TI
W (23.17)

where W is the total structural weight, including isolation floor, of base-isolation
system. Thus, the shear for isolated structure is specified, which, however, cannot be
directly used for the designof isolated structurewithin structural software. In contrast,
the design base shear of fixed-base structure is similar to that of base-isolation, which
is shown as
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VF = min

[
SDS

R/Ie
WF ,

SD1

TF (R/Ie)
WF

]
(23.18)

where SDS is the design spectral acceleration parameter in the short period range; R
is the strength modification factor, which is no more than 8 for fixed-base structures;
Ie is the importance factor according to risk category of building, and is assumed
to be one here; WF is the weight of superstructure and, TF is the structure period,
TF = 0.016H 0.9 for concrete moment-resisting frame, where H is the height of
structure, in ft. Suppose the design shear force, VI , of an isolated structure equals
to VF of an equivalent fixed-base structure, the equivalent modification factor Re is
derived

Re =
{

SDS
SD1

TI B
N

N+1 RI , TF < SD1
SDS

1
TF
TI B

N
N+1 RI , TF ≥ SD1

SDS

(23.19)

Assuming theweight of isolated floor equals to other typical storyweight, the total
weight of base-isolated structure, W, is WF × (N + 1)/N , where N is the number
of storey excluding the isolated level. Figure 23.1 shows the maximally allowable
equivalent strength modification factors, Re, of isolated structures.

In Fig. 23.1, the strength reduction, RI , of isolated structure is set to themaximum,
2.0, and the damping coefficient, B, is equal to 1.2, i.e. the damping ratio is 10%
for the isolators; the spectral acceleration ratio of SDS/SD1 is equal to 0.794, where
SDS = 1.13 g and SD1 = 0.9 g; and the story heights are assumed to be 10 ft.
Figure 23.1 shows that the equivalent strength modification factors (ESMF) of the
isolated structures are less than 8 when the isolation period is no more than 3 s.
Namely, theminimumdesign shears of isolated structures are larger than thoseneeded
for fixed-base structures. It also can be observed that the longer the isolation period
is the less strength demand of isolated structure needs for a superstructure.

Fig. 23.1 Relation between
ESMF and vibration periods
of isolated structures
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23.4 Modeling RCF Structure and Base-Isolation System

23.4.1 Design and Modeling of Superstructure

The superstructures, including 1-storey, 2-storey, 4-storey, and 8-storey are designed
according to the US seismic codes [15, 22, 23]. The structural models used for
isolated structures are modified according to Haselton’s models [24, 25] where the
P-Delta effects are taken into consideration using leaning columns with gravity loads
rigidly connected with frame as shown in Fig. 23.2. The horizontal displacement of
base leaning column is coupled with the base floor of the main RC frame.

Structural models are completed in Open Systems for Earthquake Engineering
Simulation (OpenSees) [26], which is effectively to simulate the collapse of RC
frame considering deterioration. The isolated structures are designed according to
ESMFs derived from Eq. (23.19). Note that the actual vibration periods of isolated
structures, TF , are adopted according to eigenvalue inOpenSees analysis. In contrast,
the strengthmodification factor,R, of fixed-base structures are chosen as eight, which
correspond with special moment frame. Space frames are considered in this study
which the ratio of tributary area for gravity and lateral loads is set to one.

Joint2D element, well capturing cycle and in-cycle deterioration hysteric modes
is used herein for simulating sideway collapse. There includes zero-length lumped
plastic hinges which can model the cyclic deterioration placed at the external nodes
of Joint2D element [27]. The tri-linear monotonic backbone curve and some hysteric
rules are shown in Fig. 23.3b, while model without consideration of degradation is
compared in Fig. 23.3a. Yield strength and other parameters of the backbone curve
are derived in terms of the results calibrated by FEMA P695 [28]. In addition, the
shear panel of Joint2D element whose stiffness is only considered according to its
cracked stiffness for simplicity [29]. For these models, the damping is only applied
to the linear elements that the factor applied to linear elements initial stiffness is 1.1
[30]. Besides, the damping ratio is equal to 5% at the first mode period.

Note also that the isolated structures have additional beam-slab system at the base
floor not only to resist the gravity and horizontal seismic loads but also to ensure
integrity of movement of base floor. For simplicity, an identical design of the second
floor is assumed in the base floor of isolated structures.

Fig. 23.2 Schematic
diagram of base-isolated
structure
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Fig. 23.3 Force-displacement relation of beam-column joint a without deterioration; b considering
deterioration

Fig. 23.4 Force-
displacement relation of
isolation system

23.4.2 Isolation System

In order to derive the value of ESMF of isolated structures, parameters of isolation
system should be determined initially. The zero-length elastomericBearingBoucWen
element, no contribution to the Rayleigh damping, is modeled at the base of column
to simulate the isolators. Bilinear hysteresis model is used to character the force-
deformation behavior of isolation systems shown in Fig. 23.4. Even though there
are several outstanding isolation devices, their hysteric behavior can be described
with a similar bilinear model. The characteristic strength, Q, and yield strength, Fy ,
of isolator should be designed strong enough to resist the horizontal loads without
yielding in exclusion of earthquake load. The post-yield stiffness, kp, is the key
parameter that controls the fundamental period of isolation system.

As the isolator yields, the post-yield stiffness, kp is defined by the period of
isolation system, Tp, and the gravity, W, shown as
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kp = 4π2

gT 2
p

W (23.20)

where g is the gravity constant. From Fig. 23.4, the effective stiffness of isolation
system can be computed as

kef f = Q

DD
+ kp (23.21)

where Q is the characteristic strength and DD is the displacement of isolator under
design earthquake. As such, the effective period of isolation system is achieved
similar with Eq. (23.20) as

TI = 2π
√

w

kef f g
(23.22)

The effective period of isolation system cannot be specified until the design dis-
placement is given. Take in mind the effective damping of isolation system has not
been defined and, is expressed as

βD =
∑

ED

2πkef f D2
D

(23.23)

where the parameter of ED representing the energy dissipation for each cyclicmotion
of the bearing which is denoted as ED = 4Q

(
DD − Dy

)
, where Dy is the yield

displacement of isolator. Combining the Eq. (23.20) through (23.23) in addition to
DD defined as previously, the isolation system parameters, i.e., displacement DD ,
effective damping ratio βD , and effective period TI for the design earthquake (DE)
are derived when Dy assumed as 10 mm. Similarly, other parameters of isolation
system, such as DM , TM , and βM for MCER earthquake are also calculated as Tp

and Q/W are given, and results are shown in Table 23.1. In this study, BM will be
preferred to derive a larger design force for the superstructure for its corresponding
ESMF would be smaller than that derived from BD .

The parameters of isolator iteratively computed given in Table 23.2 will be used
for the structural modes illustrated following. Note also that the ESMF is updated
thereafter to redesign the reinforcement in ETABS based on Table 23.2. Nonlinear
response history analyses (NRHA) of the base-isolated and fixed-base structures are
carried out in OpenSees. Adaptive algorithm is used to solve the large deformation.

23.4.3 Verification of Proposed Model

Nonlinear static analysis, namely pushover analysis, is carried out based on the load
pattern recommended by ASCE 7–10. An 8-storey model has been used to verify
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Table 23.1 Design parameters of isolation system according to ASCE (Dy = 10 mm)

Design earthquake(DE) MCER

No. Tp(s) Q/W DD(m) TI (s) βD DM (m) TM (s) βM

1 2.5 0.05 0.256 2.19 0.142 0.466 2.315 0.089

2 2.5 0.1 0.166 1.797 0.289 0.316 2.048 0.203

3 2.5 0.15 0.121 1.463 0.384 0.246 1.792 0.297

4 3 0.05 0.274 2.528 0.178 0.512 2.718 0.112

5 3 0.1 0.173 1.981 0.338 0.341 2.332 0.245

6 3 0.15 0.126 1.569 0.426 0.256 1.974 0.347

7 3.5 0.05 0.288 2.832 0.212 0.553 3.1 0.135

8 3.5 0.1 0.177 2.123 0.38 0.359 2.575 0.284

9 3.5 0.15 0.131 1.65 0.457 0.261 2.112 0.39

10 4 0.05 0.305 3.111 0.243 0.585 3.455 0.159

11 4 0.1 0.181 2.239 0.413 0.372 2.781 0.32

12 4 0.15 0.134 1.714 0.481 0.27 2.234 0.422

Table 23.2 Design parameters of isolated structure and conventional structure

Design
number

No. of
story

Bay
width
(ft)

RI R(RI ) Period
of super-
structure
(s)

Design
base
shear
(kips)

Peak
base
shear
(kips)

Over-
strength

Base
isolated

1 20 2 7.6 0.42 49.3 112.8 2.29

2 20 2 10.1 0.62 51.5 125.2 2.43

4 20 2 8.3 0.89 89.5 167.4 1.87

8 20 2 4.7 1.75 157.5 173.3 1.1

Fixed
base

1 20 – 8 0.42 46.9 102 2.17

2 20 – 8 0.62 65 127.6 1.96

4 20 – 8 0.89 92.9 167.5 1.8

8 20 – 8 1.76 92 129.5 1.41

the model built in this study with the same design reinforcement and the results are
shown in Fig. 23.5a. The structural base shear capacities of both models are almost
the same, even though the initial stiffness of bothmodels are of little difference due to
the different cracked stiffness functions used. The ductile capacity of SMF structure
is stronger than that of IMF structure shown in Fig. 23.5b. While the latter structure
gains much higher maximum base shear.

The minimal design strength coefficient compliant with respect to ASCE 7–10 of
base-isolated and fixed-base structures are both computed as

Cs = SD1

TF R
(23.24)
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Fig. 23.5 Base shear capacity evaluation fromPUSH-OVERanalysis a verificationwithHaselton’s
Model; b comparison from structures with different strength reduction factors

where R is the strength modification factor which is replaced with Re for the isolated
structure. Subsequently, the design base shear force is obtained using Eq. (23.24)
times the structuralweight, and theover-strength factor equals to peakbase shear from
pushover curve divided by design base shear. The isolated structures are designed
with the isolation period equal to 4 s and Q/W equal to 0.05. All of the dynamic
properties of both types of structure prototype are shown in Table 23.2.

23.5 Ground Motion Selection and Modification

Sixty ground motions, divided into three bins, are selected to represent three types
of earthquake scenario: 50, 10 and 2% probability of exceedance (PE) in 50 years
with respect to group 1, 2 and 3. Most of the ground motions are selected from Los
Angeles SAC suite [31], while twenty ground motions are selected from the PEER
NGA database. And some groundmotions in each bin are reused in other bins, which
are listed in Table 23.3. The earthquakes are amplitude scaled based on the method
proposed by Constantinou et al. [32] and Pant et al. [33], Scaling factors are also
listed in Table 23.3.

The target spectra, namely the uniform hazard response spectrum (UHRS) with
respect to three levels of hazard are derived from US Geological Survey (USGS)
(https://geohazards.usgs.gov/hazardtool/application.php). The comparison of the
response spectra with 5% damping ratio of scaled ground motions, the mean spectra
and the target spectra is shown in Fig. 23.6.

https://geohazards.usgs.gov/hazardtool/application.php
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Table 23.3 Information of the selected ground motions

Group Earthquake and station M D (km) SF

Group 1 for 50% PE Chi-Chi, Taiwan, 1999 HWA049
(049N/049S)

7.62 50.76 1.499

Northridge, USA, 1994 W Pico
Canyon Rd (WPI046/WPI316)

6.69 5.48 0.491

St. Elias, USA, 1979 Yakutat
(v2009/v2079)

7.54 80 1.403

Landers, USA, 1992 Palm
Springs Airport
(PSA000/PSA090)

7.28 36.15 1.871

Northridge, USA, 1994 Sylmar
Converter Sta.
(SCS052/SCS142)

6.69 5.35 0.255

Northridge, USA, 1994 Pardee
SCE (PAR-L/PAR-T)

6.69 7.46 0.388

Northridge, USA, 1994 Rinaldi
Rec. Sta. (RRS228/RRS318)

6.69 6.5 0.232

Imperial Valley, USA, 1979 El
Centro Array 10
(E10050/E10320)

6.53 6.17 0.785

Kobe, Japan, 1995 Shin-Osaka
(SHI000/SHI090)

6.9 19.15 0.643

Northwest China, 1997 J411
(N000/N270)

6.11 19.11 0.588

Superstition Hills, USA, 1987
Westmorland Fire Sta.
(WSM090/WSM180)

6.54 13.03 0.865

Imperial Valley, USA, 1979
6605 Delta (DLT262/DLT352)

6.53 22.03 0.583

Northridge, USA, 1994 Newhall
Fire Sta. (NWH090/NWH360)

6.69 5.92 0.202

Imperial Valley, USA, 1987 El
Centro Imp. Co. Ctr.
(ICC000/ICC090)

6.54 18.2 0.753

Corinth, Greece, 1981 Corinth
(COR-L/COR-T)

6.6 10.27 0.709

Northridge, USA, 1994 Sun
Valley - Roscoe Blvd
(RO3000/RO3090)

6.69 10.05 0.538

Coalinga, USA, 1983 Pleasant
Valley PP Bldg
(PVB045/PVB135)

6.36 8.41 0.464

(continued)
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Table 23.3 (continued)

Group Earthquake and station M D (km) SF

Coalinga, USA, 1983 Cantua
Creek School
(CAK270/CAK360)

6.36 24.02 0.593

Coalinga, USA, 1983 Pleasant
Valley PP Yard
(PVY045/PVY135)

6.36 8.41 0.257

Chalfant Valley, USA, 1986
Zack Brothers Ranch
(ZAK270/ZAK360)

6.19 7.58 0.342

Group 2 for 10% PE Imperial Valley, USA, 1940 El
Centro (SAC la01/la02)

6.9 10 0.604

Imperial Valley, USA, 1979
Array 05 (SAC la03/la04)

6.5 4.1 0.853

Imperial Valley, USA, 1979
Array 06 (SAC la05/la06)

6.5 1.2 1.195

Landers, USA, 1992 Barstow
(SAC la07/la08)

7.3 36 1.017

Landers, USA, 1992 Yermo
(SAC la09/la10)

7.3 25 0.959

Loma Prieta, USA, 1989 Gilroy
(SAC la11/la12)

7 12 0.511

Northridge, USA, 1994 Newhall
(SAC la13/la14)

6.7 6.7 0.399

Northridge, USA, 1994 Rinaldi
Rec. Sta. (SAC la15/la16)

6.7 7.5 0.591

Northridge, USA, 1994
Sylmar-Olive View Hospital
(SAC la17/la18)

6.7 6.4 0.541

North Palm Springs, USA, 1986
North Palm Springs (SAC
la19/la20)

6 6.7 0.402

Northridge, USA, 1994 Sylmar
Converter Sta.
(SCS052/SCS142)

6.7 5.35 0.542

Kobe, Japan, 1995 JMA
(KJM000/KJM090)

6.9 0.96 0.517

Superstition Hills, USA, 1987
Parachute Test Site
(B-PTS225/B-PTS315)

6.54 0.95 0.892

Northridge, USA, 1994 Pardee
SCE (Par-L/PAR-T)

6.7 7.46 0.822

San Salvador, El Salvador, 1986
National Geographical Inst.
(NGI180/NGI270)

5.8 9.54 0.851

(continued)
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Table 23.3 (continued)

Group Earthquake and station M D (km) SF

Superstition Hills, USA, 1987 El
Centro Superst/B
(ICC000/ICC090)

6.54 18.2 1.595

Kobe, Japan, 1995 Takatori
(TAK000/TAK090)

6.9 1.47 0.475

Erzican, Turkey, 1992 Erzican
(ERZ-NS/ERZ-EW)

6.69 4.38 0.744

Dinar, Turkey, 1995 Dinar
(DIN090/DIN180)

6.4 3.36 0.852

Kobe, Japan, 1995 Shin-Osaka
(SHI000/SHI090)

6.9 19.15 1.361

Group 3 for 2% PE Kobe, Japan, 1995 Kobe St.
(SAC la21/la22)

6.9 3.4 0.63

Loma Prieta, USA, 1989 Los
Gatos Pres. Ctr. (SAC la23/la24)

7 3.5 0.964

Northridge, USA, 1994 Rinaldi
Rec. Sta. (SAC la25/la26)

6.7 7.5 0.597

Northridge, USA, 1994
Sylmar-Olive View Hosp. (SAC
la27/la28)

6.7 6.4 0.546

Tabas, Iran, 1974 Tabas (SAC
la29/la30)

7.4 1.2 0.741

Elysian Park Fault Simulated
(SAC la31/la32)

7.1 17.5 0.372

Elysian Park Fault Simulated
(SAC la33/la34)

7.1 10.7 0.557

Elysian Park Fault Simulated
(SAC la35/la36)

7.1 11.2 0.517

Palo Verdes Fault Simulated
(SAC la37/la38)

7.1 1.5 0.892

Palo Verdes Fault Simulated
(SAC la39/la40)

7.1 1.5 1.164

Northridge, USA, 1994 Sylmar
Conv. Sta. (SCS052/SCS142)

6.7 5.35 0.899

N. Palm Springs, USA, 1986
Morongo Valley
(MVH045/MVH135)

6.06 12.07 2.549

Kobe, Japan, 1995 JMA
(KJM000/KJM090)

6.9 0.96 0.851

Northridge, USA, 1994
Pardee-SCE (PAR-L/PAR-T)

6.7 7.46 1.36

(continued)
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Table 23.3 (continued)

Group Earthquake and station M D (km) SF

Northridge, USA, 1994 Newhall
Fire Sta. (NWH090/NWH360)

6.7 5.92 0.693

Kobe, Japan, 1995 Takatori
(TAK000/TAK090)

6.9 1.47 0.783

Erzican, Turkey, 1992 Erzican
(ERZ-NS/ERZ-EW)

6.69 4.38 1.225

Duzce, Turkey, 1999 Duzce
(DZC180/DZC270)

7.14 6.58 1.251

Dinar, Turkey, 1995 Dinar
(DIN090/DIN180)

6.4 3.36 1.39

Parkfield, USA, 2004 Parkfield
Fault Zone 1 (360/90)

6 4.8 1.197

Fig. 23.6 Ground motion processing a scaling results of 50% PE ground motions; b scaling results
of 10% PE ground motions; c scaling results of 2% PE ground motions; d UHRSs and design
spectra
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23.6 Application of FAHP in Performance Comparison

23.6.1 Weights Factors of Performance Variables Using FSE
Method

In this study, 40 prototype structures have been modeled in OpenSees, including
4 fixed-base structures and 36 base-isolated structures. The corresponding model
information is listed in Table 23.4. Isolated structures of systems including M12,
M21, M30 and M39 referenced as prototypes for other isolated structures are mini-
mally compliant with ASCE 7–10. It implies that the strength of isolated structures
except the prototypes are less than the code-defined strength. Six types of perfor-
mance variables have been selected to evaluate the performance of 40 systems. Each
performance variable, such as peak drift ratio, peak floor acceleration, peak drift
differential from average, peak acceleration differential from average, drift ratio per-
formance and acceleration performance are divided into three sub-variables shown
in Table 23.5.

Table 23.4 Structural information of fixed-base and base-isolated structures

Type Storey # Model # Tp Q Storey # Model # Tp Q

Fixed base 1 M1 – – 4 M3 – –

2 M2 – – 8 M4 – –

Base
Isolated

1 M5 2.5 20 4 M23 2.5 20

M6 2.5 1.76 M24 2.5 6.49

M7 2.5 2.22 M25 2.5 8.32

M8 3.5 20 M26 3.5 20

M9 3.5 1 M27 3.5 3.29

M10 3.5 1.46 M28 3.5 4.97

M11 4 20 M29 4 20

M12 4 1 M30 4 2.68

M13 4 1.23 M31 4 4.05

2 M14 2.5 20 8 M32 2.5 20

M15 2.5 3.14 M33 2.5 20.53

M16 2.5 4.05 M34 2.5 40.06

M17 3.5 20 M35 3.5 20

M18 3.5 1.76 M36 3.5 8.32

M19 3.5 2.53 M37 3.5 14.43

M20 4 20 M38 4 20

M21 4 1.38 M39 4 6.19

M22 4 2.22 M40 4 10.77
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Table 23.5 Definition of
performance level of
structures

Variables Description Variables Description

A1 Peak accel under
2% PE

A10 Drift differential
from average
under 2% PE

A2 Peak accel under
10% PE

A11 Drift differential
from average
under 10% PE

A3 Peak accel under
50% PE

A12 Drift differential
from average
under 50% PE

A4 Peak drift under
2% PE

A13 Accel
performance
under 2% PE

A5 Peak drift under
10% PE

A14 Accel
performance
under 10% PE

A6 Peak drift under
50% PE

A15 Accel
performance
under 50% PE

A7 Accel differential
from average
under 2% PE

A16 Drift ratio
performance
under 2% PE

A8 Accel differential
from average
under 10% PE

A17 Drift ratio
performance
under 10% PE

A9 Accel differential
from average
under 50% PE

A18 Drift ratio
performance
under 50% PE

For the candidate systems, weights of performance variables should be evaluated
bymetrics that rationally reflect the relative performance differential from each other.
Note that three metrics are used to assess the seismic performance of systems with
respect to the 18 performance variables.

(1) The performance of one system undoubtedly surpasses the other under the same
groundmotion if its seismic demand is smaller. Grade point is used to record the
wins or losses of a system with respect to others within the same performance
variable under a same groundmotion. Then the total wins are summed upwithin
each bin of ground motions and calculated as

Xi1 =
m∑

k=1

wik (23.25)

wherewik denotes wins of ith structure from the other structures underm ground
motions within each bin of ground motion events, m equals to 20 and i is from
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1 to 32 in this study. This evaluation function is only limited to peak drift ratio
and peak acceleration. The best system derives 32 points, whereas, the worst
system derives 1 point. Note that a collapsed system will be precluded in order
to not to generate a non-positive definite matrix in the following fuzzy matrix.

(2) It is in great need to see how much a system wins or loses under each bin of
ground motions from the overall average of all systems from the quantitative
evaluation perspective. Hence, the average differential of a system from the
average of all systems is proposed to evaluate how much better or worse a
system performs with respect to other systems. Let Xi2 denotes the average
differential which it can be calculated as

Xi2 = 1

m

m∑

k=1

v̄k − v̄ki + v̄k,max − v̄k,min

v̄k,max − v̄k,min
(23.26)

where v̄k is the average response value of all systems under kth bin of ground
motions, and v̄ki denotes the average response of ith system under kth bin of
ground motions; v̄k,max and v̄k,min denote the maximum and minimum response
values under kth bin of ground motions, respectively. By introducing the differ-
ential term between the maximum and minimum, Eq. (23.26) avoids negative
values in the fuzzy matrix.

(3) Performance levels of the base-isolated and fixed-base systems would be dif-
ferent even though their seismic responses are the same. The damage state of
fixed-base and base-isolated structures are defined according toHAZUS in terms
of the drift and acceleration values [34], which are listed in Table 23.6. Keep in
mind that a system is in collapsed damage state when the singularity takes place
in this study. A system derives grade points according to its damage states. Take
for example a system in slight damage, moderate damage, extensive damage
and complete damage states are recoded as 24, 23, 22, 21 points, respectively.
The sensitivity of other evaluation functions that are available for the evalua-
tion weight of performance variables will be further analyzed in the following
section. The grade point a system derives is given as

Xi3 =
m∑

k=1

vik (23.27)

where vik denotes the point of ith structure achieved under kth ground motion.

Hence, the fuzzy matrix of these systems with respect to the 18 performance
variables is derived and, the final weight vectors of performance variables are derived
following the steps from Eq. (23.3) to Eq. (23.6), and shown in Fig. 23.7.

The corresponding weights of A13 and A14 are much smaller than those of the
others because the normalized grade points each system derived in the fuzzy matrix
are the same. In contrast, performancevariables of peakdrift ratios, i.e.,A4–A6derive
the highest values than others. And the performance variables of peak accelerations,
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Table 23.6 Definition of performance level of structures

Type Damage
state

Floor
accel (g)

Drift ratio Type Damage
state

Floor
accel (g)

Drift ratio

BI Slight 0.25 0.4 C1L Slight 0.3 0.5

Moderate 0.5 0.69 Moderate 0.6 1

Extensive 1 1.57 Extensive 1.2 3

Complete 2 2 Complete 2.4 8

C1M Slight 0.3 0.33 C1H Slight 0.3 0.25

Moderate 0.6 0.67 Moderate 0.6 0.5

Extensive 1.2 2 Extensive 1.2 2

Complete 2.4 5.33 Complete 2.4 4

Fig. 23.7 Normalized
weights of the selected
performance variables using
FSE method

i.e., A1–A3 are not far behind from Fig. 23.7. Besides, other performance variables,
such as A16 also plays an important role to the systems.

23.6.2 Comparison Results Based on FAHP

Without consideration of the failure systems, performance comparison matrix C has
been shrunk to a 32 × 32 matrix. For the FAHP method, pairwise comparison of
each system relative to selected performance variables will be evaluated firstly. The
pairwise comparison of each system relative to performance variables of A1–A3 is
performed using the evaluation matrix proposed by Chang [21], Taking the peak
accelerations of systems under 2% PE ground motions for example, the mean accel-
eration response, μED , is chosen as the maximum value of triangular fuzzy number
and μED ∓ σED are selected as the lower and upper values of interval. The pairwise
comparison fuzzy matrix E of peak acceleration and pairwise comparison of other
performance variables is carried out with conventional AHP method.
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Fig. 23.8 Final normalized scores of systems based on FAHP method

Then the fuzzy values of ith system with respect to the performance variables are
derived with Eq. (23.10). The final weights of systems with respect to each perfor-
mance variable are obtained with Eq. (23.11) through Eq. (23.14), subsequently. The
final comparison result of systems can be simply derived by Eq. (23.15) and shown
in Fig. 23.8.

The M12 and M9 systems rank the first and second places, while the fixed-base
structures rank at the bottom with consideration of larger intensity earthquakes. The
performance of isolated structures is superior to that of the fixed-base structures
without consideration of collapsed structures from Fig. 23.8. The isolated structures
perform worse overall with the increase of superstructure story number. The per-
formance levels of isolated 8-storey systems are less distinct from Fig. 23.8. That
implies the seismic performance of isolation system may decrease as the periods of
superstructure become larger.

As shown in Fig. 23.8, more than half of the isolated 8-storey systems fail, which
means the further strength reduction of isolated 8-storey structures should be cau-
tious. And the maximum drift ratios of all un-collapsed isolated structures are less
than 2%, which implies that the isolated structures would fail if extensive plastic-
ity takes place. The corresponding maximum drift ratio of isolated structures and
fixed-base structures are shown in Fig. 23.9. All the median maximum drift ratios
of isolated structures are nearly the same. An inference is a conclusion that the seis-
mic response of isolated structure would cause less damage than that of fixed-base
structure without consideration of collapse. Moreover, the higher-rise isolated struc-
tures would be more easily failed if their strengths are reduced compared with the
lower-rise ones.
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Fig. 23.9 Statistical results
of maximum drift ratio of
systems

23.6.3 Sensitivity Analysis

23.6.3.1 The Sensitivity of Performance Evaluation Function
on the Final Ranking

The performance evaluation function of Eq. (23.27), based on power of two, can
be used in other forms to enlarge the performance differential from slight damage
to complete damage. In this section, the evaluation function with power of three is
introduced to illustrate its sensitivity to the final comparison result of systems.

Firstly, the weights of performance variables from two types of functions are
shown in Fig. 23.10a. The performance variables of performance levels becomemore
important when their performance differentials get larger compared to the result from
original evaluation function. However, the final ranking of systems original keeps
unchanged according to Fig. 23.10b. It is because the evaluation function can only
change the performance differential among systems but not the ranking results of
systems with respect to the performance variables.

23.6.3.2 The Sensitivity of Membership Function on the Final Ranking

The comparison result of each system under the same ground motion is relatively
fixed based on previously pairwise comparison model, which implies that the final
ranking of systems is mainly dependent on the weight of each performance variable.
In the FSE analysis, the membership function defined in Eq. (23.2) is linear previ-
ously, which however, can be defined as other formula. In order to illustrating the
effect of membership functions on the final weighted result, the sensitivity of mem-
bership functions on the weight of each performance variable is performed using
equation as

μ j
(
Xi j

) =
(

Xi j

X jmax

)k

(23.28)
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Fig. 23.10 Sensitivity analysis of the evaluation function on a the weight factors of performance
variables; b the final ranking of systems

The weight distribution of each performance variable is analyzed according to
Eq. (23.28), and the results are shown in Fig. 23.11a. As the value of k increases,
performance variables from M1 to M6 tend to be more important, whereas the other
aspects tend to be less important and, the aspect ofM16 decreases themost. However,
the final ranking of all systems has not changed even the value of k increases to three,
shown in Fig. 23.11b. It implies that linear membership function of Eq. (23.28) is
effective for evaluating the weights of performance variables.

23.7 Conclusions

This study focuses on the comparing the seismic performance between the fixed-base
and base-isolated structures using multiple combinations of isolation and isolated
structure characteristics. Equivalent strength modification factor (ESMF) is utilized
to establish four verified prototype isolated structures minimally compliant with
ASCE 7–10 in addition to all fixed-base structures. Then, the FSE method is used to
evaluate the weights of performance variables and the FAHPmethod is subsequently
used to identify the best system from results under multi-intensities earth-quakes in
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Fig. 23.11 Sensitivity analysis of the membership function on a the weight factors of performance
variables; b the final ranking of systems

quantitative way. Evaluation function and membership function are certified to be
effective by sensitivity analysis.

The minimal strength an isolated structure needs is estimated by ESMF with
which the isolated structure can be conveniently designed in structural software. It
is found that the superstructures with longer periods of isolation systems may need
much more strength than those of shorter periods. In contrast, isolated structures
with more damping ratios in the isolation system need less strength than those with
less damping ratios. However, the minimal strength the isolated structure needs is
overall more than that of corresponding fixed-base structure.

The comparisonmethod of seismic performance with respect to the isolated fixed-
base structures is explained in detail. Results show that the peak drift ratio and peak
acceleration are the two most important aspects. Performance variables evaluation
function and membership function used in this study are effective via sensitivity
analysis. Note that all the isolated structures minimally compliant with code survive
under all the excitations to which they are subjected, while fixed-base systems of
M1 and M3 both suffer sidesway collapse once. The performance of base-isolated
structures are comprehensively superior to the fixed-base structures, meanwhile their
performance becomes less distinctly excellent as the isolated structures get higher.
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Chapter 24
A Pitman Style Fiber Bragg Grating
Displacement Sensor Based on Wedge
Cavity Structure

Sun Li, Su Zhongxin, Zhang Chunwei and Song Yansheng

Abstract In this paper, a new design of fiber Bragg grating (FBG) displacement
sensor is presented based on wedge cavity structure. A new type of pitman FBG
displacement sensor with a simple structure, small size and anti-electromagnetic
interference is invented. Calibration of the FBG displacement sensor is carried out.
The calibrating data shows that the sensitivity is 5.58 pm/mm, adjusted R square is
up to 0.99 and the static error is 5.168%. Moreover, the FBG displacement sensor
is applied in the hysteresis test of steel frame-reinforced concrete infill wall. The
monitoring results from the FBG displacement sensor in this test match well with
the resistance strain displacement meter, to prove the FBG displacement sensor with
a good accuracy. It is also showed that this new FBG displacement sensor produces
smaller influence on the structure, and it is suitable for long-term displacement mon-
itoring of engineering structures.

Keywords Structural health monitoring · Fibre bragg grating (FBG) ·
Displacement sensor · Comparative testing

24.1 Introduction

Displacement is the most basic physical quantity in structural health monitoring to
reflect the structural deformation and failure. The excessive displacement not only
affects the normal use of the structure, but also causes additional stress,withwhich the
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structure capacity would be reduced. Therefore, an accurate measure of the structural
displacement monitoring makes a great significance for the safety of the engineering
structures and reducing the maintenance costs.

The traditional methods of displacement monitoring include electrical measure-
ment method, magnetic sensitive measurement method and ultrasonic measurement
method [1–3]. Electrical measurementmethod includes potentiometric measurement
method, resistance strain measurement method, capacitive measurement method and
inductivemeasurement method. First, themajor approach ofmagnetic sensitivemea-
surement is the Hall measurement method, which is the most widely applied method
at present. Second, the electrical and magnetic sensitive monitoring methods are sus-
ceptible to electromagnetic radiated interference but the stabilities are relatively poor.
Third, the ultrasonicmeasurementmethod has a large error because of the blind zone.
However, thesemethods have their owndisadvantages and especially have limitations
in the long term displacement monitoring of engineering structures. Therefore, it is
urgent to develop a displacement sensor with high sensitivity, anti-electromagnetic
interference and capable to be applied in long-term health monitoring of engineering
structures.

Fiber Bragg grating is a photosensitive elementwith good performance, according
to the coupled-mode theory [4]:

λB = 2nef f � (24.1)

where λB is the Bragg central wavelength, neff is the effective index of refraction,
and � is the grating period. Fiber Bragg grating can limit the influence of external
factors by changing of the central wavelength. Because of its advantages such as
small volume, high sensitivity, anti-electromagnetic interference, easy to layout, and
convenient for quasi-distributed measurement, it has been successfully applied in the
health monitoring for some engineering structures [5–8].

Fiber Bragg grating, as the core sensing element in this paper, is developed to be
a pitman style fiber Bragg grating displacement sensor based on wedge cavity struc-
ture. Moreover, the sensor is applied in the hysteresis test of steel frame-reinforced
concrete infill wall, to prove the efficiency of a new monitoring method for displace-
ment monitoring in structural health monitoring.

24.2 Sensor Working Principle

The developed pitman style fiber Bragg grating displacement sensor is based on
wedge cavity structure,which is composedof displacement probe, limit block, spring,
pulley, strut, wedge block, metal case, cantilever beam and fiber Bragg grating pack-
aged on its surface. The pitman style fiber Bragg grating displacement sensor based
on wedge cavity structure is shown in Fig. 24.1 and the working principle is shown
in Fig. 24.2. In Fig. 24.1, Strut 1 ensures the movement of the displacement probe in
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Fig. 24.1 Cutaway view of the displacement sensor

Fig. 24.2 The schematic
diagram of displacement
sensor the theoretical
derivation is as follows

the horizontal direction, and when the range is reached, the movement of the limit
block is prevented, so the sensor could be protected. When the displacement probe
moves by displacement x, the cantilever beam also moves the same displacement on
the surface of the wedge block. Therefore, when the change of the strain occurs, the
center wavelength of the fiber Bragg grating tagged on the cantilever beam is changed
so the change of the displacement is found by demodulating the central wavelength
variation. The spring provides restoring force for the displacement probe, that is,
when the sensor stops working, the displacement probe is restored to the state before
operation.

The inclination angle of wedge block is α, so the algebraic relation between
displacement x of probe and end deflection δ of cantilever beam is:

x = tan α · δ (24.2)

For the cantilever beam fixed at one end, σmax is themaximum stress at the joint of
the cantilever beam and the displacement probe,F is the resultant force perpendicular
to the cantilever beam at the contact of the wedge block and the end of the cantilever
beam, ε is the strain of fiber Bragg grating packed on the surface of cantilever beam.

Through basic principles of material mechanics:

σmax = Mx

Wz
= 6F I

bh2
(24.3)

δ = F I 3

3EI
(24.4)

σmax = E · ε (24.5)

where l is the effective working length of cantilever beam, b is the section breadth
of cantilever beam, h is the thickness of cantilever beam, E is the elastic modulus of
cantilever beam, and I is the sectional inertia moment of cantilever beam.

Using (24.2) to (24.5) can be obtained:
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x = 2 · tan α · I 2 · ε

3h
(24.6)

From the working principle of fiber Bragg grating, if the temperature is neglected,
the working principle expression of the fiber Bragg grating is as follows:

�λB

λB
= Kε · ε (24.7)

with Kε= 1 − Pe, Pe is the valid elastic-optic constant of fiber Bragg grating, λB is
the Bragg central wavelength,�λB is the central wavelength variation of fiber Bragg
grating.

Using (24.6) and (24.7) can be obtained:

�λ8

x
= 3h · λB · (1− Pe)

2 · tan α · I 2 (24.8)

Formula (24.8) is the optical wavelength-displacement equation for pitman style
fiber Bragg grating displacement sensor based on wedge cavity structure. In the
ideal state, sensitivity coefficient of the sensor is related with the valid elastic-optic
constant of fiber Bragg grating, the inclination angle of wedge block, the effective
working length of cantilever beam and the thickness of cantilever beam. When the
inclination angle of wedge block is changed, the ratio of the wavelength of the sensor
to the displacement of the probe is changed. Therefore, the sensitivity of the sensor
should be adjusted. When the temperature is constant, the change of displacement is
calculated by the change of central wavelength.

24.3 Sensor Calibration Test and Results

The test device adopts micrometer and multi-type synchronous demodulator. Multi-
type synchronous demodulator is developed by Dalian University of Technology,
which is suitable for simultaneous acquisition of fiber Bragg grating sensors and
electricity sensors. The demodulator has high-power wavelength scan laser in it and
each optical channel has an 80 nm wavelength range (1510–1590 nm). With the
demodulation accuracy of wavelength as 1 pm, the scan laser can be connected
to 240 fiber Bragg grating sensors. When the output function of the acquisition
module is built, the demodulator can realize the signal acquisition of velocity, force,
displacement, inclination, strain, temperature, pressure, etc. The central wavelength
of fiber Bragg grating in the test is 1552 nm, and the peak reflectivity is more than
90%.

Before the test, the strain gauge on the corresponding position of the cantilever
beam is used to compare the performance of the displacement sensor shown in
Fig. 24.3. In the elastic range, the strains of the cantilever beam, the fiber Bragg
grating and the resistance strain gauge are regarded as the same.
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Fig. 24.3 Calibration test of FBG displacement sensor

According to the sensor performance test standards, three groups of tests are
completed. In the tests, the fiber Bragg grating for temperature compensation is
maintained at about 1552.233 nm. The maximum deviation is 2 pm. Therefore, it
can be assumed that the temperature does not affect the sensor during the whole
calibration test. According to the variation of the strain and the central wavelength
of the first calibration test, the relation between the central wavelength and the strain
is obtained under the forward and backward stroke, as shown in Figs. 24.4 and 24.5.
In the fitting curve of Figs. 24.4 and 24.5, it can be obtained the strain sensitivity
coefficient of pitman style displacement sensor is 1.1600 pm/με. From the literature
[9], it can be obtained the strain sensitivity coefficient is 1.2090 pm/με. When the
central wavelength of fiber Bragg grating is 1550 nm, the test value is similar to the
theoretical value.

24.3.1 Sensitivity Coefficient

The test data of 3 groups of forward and backward stroke are fitted, and the fitting
images are shown in Figs. 24.6 and 24.7. The fitting equations of forward stroke
test data of 3 groups are: y = 0.00560x + 1552.1222, y = 0.00564x + 1552.1216,
y = 0.00559x + 1552.1234, all the adjust R square are up to 0.99. The sensitivity
coefficients are 5.60 pm/mm, 5.64 pm/mm and 5.59 pm/mm. The fitting equations of
backward stroke test data of 3 groups are: y= 0.00551x+ 1552.1238, y= 0.00556x
+ 1552.1233, y = 0.00557x + 1552.1233, whose adjust R square is up to 0.99.
The sensitivity coefficients are 5.51 pm/mm, 5.56 pm/mm and 5.57 pm/mm, respec-
tively. Therefore, the displacement sensitivity coefficient of displacement sensor is
5.58 pm/mm.

The theoretical displacement sensitivity coefficient of fiber Bragg grating dis-
placement sensor is 8.105 pm/mm. However, according to the test data fitting, the
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Fig. 24.4 Strain-wavelength curve fitting

Fig. 24.5 Strain-wavelength curve fitting in forward stroke in backward stroke

displacement sensitivity coefficient of the displacement sensor is 5.58 pm/mm.Result
shows that the measured value of pitman style fiber Bragg grating displacement sen-
sor is 68.85% of the theoretical value.
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Fig. 24.6 Displacement-wavelength curves

Fig. 24.7 Displacement-wavelength curves in forward stroke in backward stroke

24.3.2 Linearity

Linearity is also called “nonlinear error”, that is, the maximum deviation between
calibration curve and fitting line as a percentage of the full scale output. The smaller
the value, the better the linearity:
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eL = ±�λmax

yFS
× 100% (24.9)

where is �λmax the maximum difference between arithmetic mean value and ref-
erence value on fitting line of central wavelength; FS y is the variation of central
wavelength in the full scale output, which is the mean value of central wavelength,
obtained in the 3 calibration tests.

After calculating the arithmetic mean of central wavelength and the displacement,
the fitting line is obtained as y = 0.00558x + 1552.1229. The fitting value of the
sensor wavelength is obtained, and the absolute value of the maximum deviation is
0.0037 nm. Then put the data into the Eq. (24.9) to get the linearity for the pitman
style fiber Bragg grating displacement sensor based onwedge cavity structure, which
is 2.434%.

24.3.3 Hysteresis

Hysteresis is an important factor to evaluate the static index of the sensor, to cause
the sensor accuracy unstable. In the calibration process, the same value of input is
used and the direction of travel is not the same. Although the input range is the same,
the output signal value is not the same. That is, the hysteresis is used to indicate the
non-coincidence degree between the input and output characteristic curves of the
sensor in the forward and backward stroke [10]. Hysteresis is also called “hysteresis
error”, mainly caused by the elastic hysteresis of elastic sensitive units, the friction
between components, the gap of transmission parts and the looseness of the fastening
pieces. It can be expressed as:

eH = ±�Hmax

yFS
× 100% (24.10)

where �Hmax is the deviation value of central wavelength in the course of 3 forward
and backward stroke tests; FS y is the variation of central wavelength in the full scale
output;�max H is 0.0030 nm. The calculated hysteresis error of fiber Bragg grating
displacement sensor in this test is 1.974%.

24.3.4 Repeatability

Repeatability reflects the different levels of characteristic curves when the sensor
is inputted with the same value in different tests. When the input conditions are
consistent, with the higher similarity of the output characteristic curves after several
tests, the repeatability is better, and the repeatability error is relatively lower. The
repeatability error can get the discrete degree of calibration data, which represents a
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random error. Therefore, it can be obtained the repeatability through calculating the
standard deviation. The standard deviation is calculated by using the range analysis
method or the Bessel method. Because of the number of the data collected in this
test, the Bessel method is better than the range analysis method.

From the Bessel formula:

σ =
√∑n

i=1 (yi − ȳ)2

n − 1
(24.11)

The standard deviation of 3 forward and 3 backward stroke data can be obtained.
According to the equation of repeatability error:

ez = ±ασmax

yFS
× 100% (24.12)

24.3.5 Static Error

It can be concluded that the static error of the pitman style fiber Bragg grating
displacement sensor based on wedge cavity structure:

eS =
√
e2L + e2H + e2z = 5.168% (24.13)

24.4 Application of Fiber Bragg Grating Sensor

In the hysteresis test of steel frame-reinforced concrete infill wall, the sensor is
used to measure the one story of the shear wall’s lateral displacement and the data is
compared with the resistance strain displacement meter. In the steel frame-reinforced
concrete infill wall, the steel frames are made of HPB235 steel. Steel frame beams
are made of section steel H100 × 100 × 6 × 8, and steel frame columns are made
of section steel H125 × 125 × 6 × 8. The steel frame beams and the steel frame
columns are connected with four-angle steels by the bolts. The dimension of the one
story of the shear wall is 780 mm × 500 mm × 80 mm, and the concrete strength
grade is C25. The reinforcement in the concrete is made of HPB235 steel bars. The
concrete shear wall and the steel frame columns are connected by common bolts,
while the concrete shear wall and the steel frame beams are connected by SMA bolts.
The second story of the shear wall is the same with the one story of the shear wall.

The steel frame-reinforced concrete infill wall is connected with the loading
device-lifting jack. Fix the pitman style fiber Bragg grating displacement sensor
on the surface of the resistance strain displacement meter, paralleling to the resis-
tance strain displacement meter. A pull rope is fixed at the end of the displacement
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Fig. 24.8 The installation diagram of FBG displacement sensor

probe of the displacement sensor. Pull the rope when the half range of the sensor is
reached, in this state, and the other end of the pull rope is fixed on the side of the
steel frame-reinforced concrete infill wall. The fiber Bragg grating sensor and the
resistance strain displacement meter are perpendicular to the steel frame-reinforced
concrete infill wall. The displacement probe of the resistance strain displacement
meter is attached to the side of the steel frame-reinforced concrete infill wall, as
shown in Fig. 24.8.

24.5 The Results and Analysis

In the hysteresis test of steel frame-reinforced concrete infill wall, the sustained
loading is applied manually by the lifting jack. Each 20 kN is used as a loading cycle,
pushing the steel frame-reinforced concrete infill wall in 20 kN, and then pulling the
steel frame-reinforced concrete infill wall in 20 kN until it attains the ultimate bearing
capacity. With controlling the lifting jack in displacement the hysteretic curve is
obtained. As the load is controlled by force, the central wavelength variation of the
multi-type synchronous demodulator is acquired in every two loading cycles. The
acquisition is finished until the load is controlled by displacement. The wavelength
of temperature-compensated fiber Bragg grating is stable in 1552.2785 nm, so the
effect of temperature on the test is ignored.

Figure 24.9 shows that the displacement comparison of the resistance strain meter
and the fiber Bragg grating displacement sensor under the same loadings, which
means the fiber Bragg grating displacement sensor and the resistance strain meter
are in good conformity and the change trend is accordable.

The test shows that the fiber Bragg grating displacement sensor can be used to
measure displacement accurately. Compared with the resistance strain meter, the
fiber Bragg grating displacement sensor has the advantages of simple structure and
anti-electromagnetic interference.
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Fig. 24.9 Comparison ofmeasured displacement between resistance strain displacementmeter and
FBG displacement sensor

24.6 Conclusion

This paper developed a pitman style fiber Bragg grating displacement sensor based
on wedge cavity structure. The sensor has the advantages of simple structure and
anti-electromagnetic interference,meeting the needs of long term displacementmon-
itoring of engineering structures. Through the calibration test, it can be obtained the
sensitivity coefficient of pitman style fiber Bragg grating displacement sensor is
5.58 pm/mm; the adjust R square is up to 0.99 and the static error is 5.168%. The
calibration test shows that the design is reasonable. The developed fiber Bragg grat-
ing sensor is applied in the hysteresis test of steel frame-reinforced concrete infill
wall, successful monitoring the one story of the shear wall’s lateral displacement.
The test shows that the sensor is of high reliability, flexibly layout and is suitable for
measuring the displacement of engineering structures.

After the metal case of the fiber Bragg grating displacement sensor, it can be used
with thedifferent installationmethods such as sticking,welding, threaded connection,
etc. It is more convenient to arrange the displacement sensor on the construction site
and to be applied to the long term displacement monitoring of the harsh and complex
engineering structures.
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