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Abstract This chapter describes the development of an information system to
control the execution of high-tech manufacturing processes from the business
process level, based on executable process models. The development is described
from process analysis to requirements elicitation to the definition of executable
business process, for three pilot cases in our recent HORSE project. The HORSE
project aims to develop technologies for smart factories, making end-to-end high-
tech manufacturing processes, in which robots and humans collaborate, more
flexible, more efficient, and more effective to produce small batches of customized
products. This is done through the use of Internet of Things (IoT), Industry 4.0,
collaborative robot technology, dynamic manufacturing process management, and
flexible task allocation between robots and humans. The result is a manufacturing
process management system (MPMS) that orchestrates the manufacturing process
across work cells and production lines and operates based on executable business
process models defined in BPMN.

6.1 Introduction

The manufacturing domain is moving toward more dynamic situations [11, 20,
39]. High-tech manufacturing companies currently face compelling challenges to
increase efficiency and productivity while the products they produce become more
complex and more customized, order batches become smaller, and delivery times
need to be shortened to stay competitive [9, 26]. This requires new ways of
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organizing their factories and explicit process management to deal with this required
flexibility and dynamism [8].

This chapter describes the development of an information system to control
the execution of high-tech manufacturing processes, based on executable process
models. The system is part of the development of the EU H2020 research project
HORSE [36]. The HORSE project aims to develop innovative technologies for
smart factories, making end-to-end high-tech manufacturing processes, in which
robots and humans collaborate, more flexible, more efficient, and more effective
to produce small batches of customized products. This is done through the use of
Internet of Things [25], Industry 4.0 [22], collaborative robot technology, dynamic
manufacturing process management, and flexible task allocation between robots and
humans.

The HORSE solution aims at bridging the IoT-oriented level of collaborative
robotics and the BPM-oriented level of manufacturing processes, i.e., coupling the
physical and event layers of business control with the process layer [18]. With this,
it tries to answer the question whether real-time manufacturing processes can be
supported and coordinated with business process management (BPM) technology.
Current research in this area has focused on modeling [40] and simulation [30]
of manufacturing processes and analyzing their performance without providing
execution support. At best, previous efforts have demonstrated importing business
process models into manufacturing execution systems to support process execution
[10, 29].

As part of the overall HORSE solution, the project aims to deliver an exaptation
[19] of contemporaryBPM technology to the manufacturing domain and to integrate
this with new technological developments on the factory floor such as collaborative
robots, automated guided vehicles (AGVs), and augmented reality to support
human operators. The backbone of the HORSE system is a process management
system that orchestrates the manufacturing process across work cells and production
lines and that operates based on executable business process models. It is termed
manufacturing process management system (MPMS).

The development of the MPMS is described in this chapter, from physical
structure and manufacturing process analysis to requirements elicitation to the
definition and enactment of executable business processes and to a first evaluation of
the system. The basis for this are the three pilot cases in the HORSE project which
we treated as explorative case studies [7, 33] here. In the following sections, first, the
case study approach is explained, followed by a process and requirements analysis
of the case studies that leads to a general HORSE requirements framework. Next,
the architecture of the system is outlined, and the executable process models are
presented and reflected upon, giving detailed insights on the particular challenges
we met to transform the process models developed for business analysis into
executable process models. The chapter is concluded with some takeaways for
researchers and practitioners and an outlook on future developments.
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6.2 Approach

In order to develop the HORSE system, we used a systematic approach to
analyze the current manufacturing processes, bottlenecks, potential redesigns, and
requirements to the HORSE system and to develop a generic solution (see Fig. 6.1).
A thorough analysis of the three pilot cases is at the core of this approach. Through
interviews and observations, we first modeled their manufacturing structure and
processes and then performed a systematic analysis to identify problems, bottle-
necks, and challenges. The three pilot cases can therefore be seen as exploratory
case studies [7, 33] that in the end led to a general requirements framework for the
system to be developed. According to [7], a case study is a technique for detailed
exploratory investigations, both prospectively and retrospectively, that attempts to
understand and explain phenomenon or test theories, using primarily qualitative
analysis. With these pilot cases, we intended to prospectively test whether exapted
BPM theory and technology is suitable for the manufacturing domain.

Each case study is analyzed in the same systematic way:

1. Physical hierarchy analysis. Like an organizational chart, considering a man-
ufacturing company from a physical hierarchy perspective is a useful starting
point to identify and scope a problem. As a basis, we use the reference physical
hierarchy of the widely adopted international standard IEC 62264:2013 [3]. The
reference hierarchy provides a clear distinction between levels of decomposition
that can be expected in a factory. A site is usually comprised of multiple
production areas, which can in turn be comprised of multiple production lines.
Figure 6.2 shows the reference physical hierarchy. Participants in the case

Fig. 6.1 Illustration of the case study approach
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Fig. 6.2 Reference physical hierarchy for a manufacturing enterprise [21]

study analysis workshops found the top-down, hierarchical perspective easy to
understand and relate to. It also benefits from an almost complete absence of
notation that may be open to interpretation. Finally, the physical structure of the
enterprise helps to understand the scope of the processes in the enterprise and
plan the layout of process models.

2. Manufacturing process analysis. Manufacturing is fundamentally a process
that transforms material and energy into a product. A process-oriented view
therefore provides substantial information about the manufacturing system. This
is especially true for a manufacturing system with a significant degree of
dynamism in its processes. The dynamism is a response to the market: demand
fluctuation and mass customization implore the factory to adjust its volume and
frequently change its operations to produce small batches of varied products.
A process model of such a manufacturing system is able to express significant
information without overextending the capabilities of a model. It also helps to
pinpoint the problematic point in a sequence of activities and to understand the
impact of that problem on upstream or downstream activities. Process models
have been shown to be useful tools to foster understanding and agreement
between people with diverse backgrounds [6]. In this analysis, we adopt the
BPMN 2.0 standard for modeling manufacturing processes [28, 35].
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3. System requirements analysis. Process models can be used to effectively
compare the current situation with proposed future situations. Such side-by-
side comparison of the current and future scenarios is an excellent facilitator
of requirements elicitation. Requirements should be stated from the perspective
of the system itself, of which the process is a core aspect. Furthermore, we
recommend standardized requirements specification, such as the syntax proposed
by Mavin et al. [27]: «optional preconditions»«optional trigger» the «name»
shall «system response». For example, the introduction of a robotic arm to an
assembly activity may lead to the following requirement statement: the system
shall assemble 20 products per minute. Such a requirement statement refers to
the system as a whole, i.e., the future scenario where the robotic arm is an actor
in the process.

Next, the elicited requirements coming from the three case studies were com-
pared, combined, and structured in a HORSE requirements framework. The archi-
tecture of the HORSE system was designed (first from a functional perspective [14]
followed by a more technical software perspective), and a prototype implementa-
tion (realization) of the HORSE system satisfying the elicited requirements was
developed. Then, the pilot cases were elaborated into executable processes, and the
system was deployed and evaluated on the factory floor.

The developed system builds on BPM technology (as is further explained in
Sect. 6.4) and is driven by an executable business process that is a refinement of
the process models resulting from the business analysis and elicitation phase. In
the next sections, this approach is illustrated by a detailed elaboration of one of the
pilot cases. Due to space limitations, the detailed analysis of the other two pilot
cases is not included here, but an illustration can be found in the online appendix of
this chapter.1 The lessons learned on how to develop executable processes from
business-level process models based on our experience with the three cases are
discussed afterward.

6.3 Case Study Analysis and Requirements Elicitation

For each of the three case studies, we followed the three-step analysis approach as
described in the previous section. In the next sections, these steps are detailed for the
first case study, with a main focus on the process models used in this phase. Due to
space limitations, the other two pilot cases are not discussed here, but additional
information can be found in the online appendix (see footnote 1). The process
models for all three pilot cases can be described along the lines of Lübke et al.’s
[4] process classification (see Table 6.1).

1http://is.ieis.tue.nl/staff/ivanderfeesten/Papers/ESDEBP2018/.

http://is.ieis.tue.nl/staff/ivanderfeesten/Papers/ESDEBP2018/
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Table 6.1 Process classification of the three case studies according to the template in Chap. 2

Process name Case study 1 Case study 2 Case study 3

Version

Domain High-tech manufacturing

Geography Netherlands Poland Spain

Time 2015–2017

Boundaries Intraorganizational/Within department

Relationship Event triggered

Scope Business scope: core

Process model purpose Descriptive

People involvement Partly

Process language BPMN 2.0

Execution engine NA

Model maturity Reviewed

6.3.1 Case Study 1

The first case study is a small high-tech factory in the south of the Netherlands. This
factory produces make-to-order [12, 31, 32] sliders that allow cupboard drawers to
extrude and retract. These highly customizable sliders comprise of several metal
profiles and ball bearings. The metal profiles undergo various cutting, bending,
and surface treatment operations, depending on the specific requirements of the
customer. The final step in production is assembly of the treated profiles and ball
bearings, before the sliders are placed in packaging for delivery. The company faces
a huge challenge for the future: to stay competitive, they have to make production
more agile and flexible to deal with an increasingly high level of customization of
their products, smaller batches, and a decrease in accepted delivery time.

Physical Hierarchy As the first step in the case study analysis, the physical
decomposition of the factory is described according to the physical hierarchy of
IEC 62264:2013 [21]: the factory has three production areas (PAs) and a single
storage zone that acts as a buffer between the production areas. Figure 6.3 shows
a depiction of this decomposition. The case study covers all three production areas
and the storage zone. However, in the interest of brevity, only two processes will be
discussed in detail here: tool assembly in production area 1 (PA1) and loading in
production area 2 (PA2).

Process Analysis As the second step in the case study analysis, the end-to-end
manufacturing process is modeled in BPMN 2.0. Such an end-to-end process
model is particularly useful to understand the upstream or downstream impact of
a problem. The three production areas are modeled as separate pools in Fig. 6.4.
This is due to a significant difference of throughput. PA1 and PA3 have much
higher capacity than PA2. Therefore, the output parts from PA1 are stored in a
temporary buffer before they are processed at PA2. The storage zone is not explicitly
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included in the process model, but rather implied as external preservation service.
The operator places items in storage or retrieves them from storage.

The two processes discussed in this chapter are highlighted with bold borders in
Fig. 6.4. The first process occurs in PA1 and is concerned with the preparation of
tools for cold forming. These tool assemblies consist of a base plate and at least
ten tooling parts. Hundreds of tooling parts are available, resulting in thousands
of potential tool configurations. Figure 6.5 shows a model of the current process
to assemble tooling blocks. It should be noted that this process corresponds to the
PL1-1 tool assembly production line and its two work units in Fig. 6.3: WU1.1.1
single tool assembly and WU1.1.2 tool set assembly. Therefore, the single process
model includes work done in two distinct work stations. This process is currently
entirely manual and depends largely on the experience and skills of operators. In
the future situation, the assembly activity is supported with an augmented reality
system and a robot fetching the tooling parts that need to be assembled from the
warehouse (Fig. 6.6).

The second process occurs in PA2—the surface treatment of the parts. Profiles
coming from PA1 are loaded on (and after treatment unloaded from) racks that go
into a chemical bath. This is an entirely manual activity done by human operators.
It demands concentration and places physical strain on the operators. This process
will undergo the most significant changes as part of the HORSE project solution and
is discussed here in detail. More specifically, the loading process will be discussed
and is highlighted with a bold outline in Fig. 6.4. Figure 6.7 shows the next level of
detail of the loading process in PA2.

Figure 6.7 depicts a largely manual process (as indicated by many manual
and user tasks), at odds with the general trajectory of automation seen in the
manufacturing industry. The lack of automation is due to the product customization.
The product dimensions may be different for each production order, which also
affects the way profiles are loaded for surface treatment. Robotic solutions have
difficulty with such highly customizable situations.

Instead of attempting to replace the human with a robot, the process as a whole
should be considered. The operator has two main tasks in this process: picking
a handful of profiles and then hanging each profile individually. Splitting the
responsibility of those two tasks makes the potential (robotic) solution simpler and
more manageable. One robot can pick the profiles (Place parts on conveyor belt),
while the other selects the right gripper for the profile (Change gripper) and hangs
each profile on the rack (Grab and hang single profile). Figure 6.8 shows how the
proposed solution will change the process.

Requirements Analysis The end-to-end manufacturing process model (see
Fig. 6.4) is a valuable tool to identify broader requirements. In this first case
study, it can be seen that the end-to-end process is divided into three individual
pools (as also indicated by the physical hierarchy in Fig. 6.3). This is to allow
asynchronism between parts of the process, realized by buffered storage between
the separate production areas. However, it is still necessary for a production order to
make its way through all three production orders. Thus, a production order should
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Fig. 6.5 Process model of the current PA1 tool assembly process (PL1-1)

be managed as a case, with its own life cycle and requirements. This requirement
can be expressed as the following: Case1-Req01: The HORSE system shall manage
and coordinate all activities for an individual production order, based on predefined
requirements of that order.

Additionally, the physical nature of manufacturing entails that some activities
must be repeated to achieve the desired results. For example, the surface of a product
may require several treatments to achieve expected quality. Batch processing also
entails some multiplicity, where the constituents of a batch undergo individual
processing. This can be seen in PA2 of case study 1, where a batch of profiles needs
to be loaded on the rack one by one. A batch is divided into groups, limited by
the size of the work units. Thus, a single case may spawn multiple instances of
a product, depending on the requirements of the order. This requirement can be
expressed as the following: Case1-Req02: The process management system shall
manage activity multiplicity based on predefined production order requirements.

Requirements can also be elicited by comparing the current and future process
models. Requirements can be identified from three aspects of the process model: (1)
changes to the process as a whole, (2) changes to the roles of resources involved in
the process, and (3) changes to individual tasks in the process.

For individual tasks or events, it is necessary to consider how they will be
performed or triggered. In our case study, the tasks involved in the tool assembly
may fail for a number of reasons, such as unavailability of necessary parts
or unacceptable quality. If this happens, the operator must be able to trigger
the failure exception shown in Fig. 6.6 to initiate the out-of-normal action task.
This can be specified as the following requirement: Case1-Req03: The process
management system shall manage process exceptions by initiating a predefined
response. Additionally, task repetition is an important concept in manufacturing.
The first task of the Placing Robot resource, as shown in Fig. 6.8, is denoted as a
multi-instance activity. The robot must repeat the task for each profile in the batch.
The following requirement can be inferred from this phenomenon: Case1-Req05:
The HORSE system shall queue tasks to be performed by the same resource.

Second, we can elicit requirements related to specific resources involved in the
process. As can be seen in Fig. 6.6, three resources are involved in the future process,
as opposed to only two resources in the current process shown in Fig. 6.5. The
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Fig. 6.7 Process model of the current PA2 (manual) loading process (PL2-1)

activities of these resources must be coordinated to ensure proper process execution.
For example, the robot should not start removing tooling parts that the engineer
still needs. This requirement can be specified as such: Case1-Req04: The process
management system shall coordinate the activities of multiple actors involved in
the same manufacturing process. As for individual resources, the third resource in
Fig. 6.8 is named Loading Robot and is responsible for hanging profiles on the rack.
Thus, we can infer the following requirement for this resource: Case1-Req06: The
Loading Robot shall be able to lift parts with a maximum mass of 5 kg.

For the process as a whole, it may be necessary to specify requirements related
to the nature or scope of the process. In our case study, multiple production orders
may be active at the same time, or a single production order may require multiple
executions of the same (sub)process. This is handled by creating multiple instances
of a process definition, as indicated for PA2 in Fig. 6.4. Thus, multiple instances
of the entire process shown in Fig. 6.8 can be active at the same time. Finally,
activity automation often delivers improved performance, at the expense of safety
to humans. In this case study, the human operator must still perform tasks near the
two robots. Thus, the robots must include safety features to protect the human. We
therefore define the following requirement:Case1-Req07: The system shall actively
monitor its proximity to ensure no harm is done to the human.

6.3.2 General Requirements Framework

As described in the previous sections, requirements elicitation at three unrelated
factories naturally yielded a diverse set of requirements, connected through the
overall wish to control the execution of the process on a higher abstraction level,
overseeing the individual machines, operators, and robots. The project endeavors
to develop a single package of technologies that makes advanced manufacturing
technology more accessible to small and medium factories. Thus, it is necessary
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to amalgamate the requirements into a more homogeneous and consistent set.
Without homogenization, the project will risk developing disparate and case-specific
subsystems that do not support integration or generalizability to other situations.

The requirements were analyzed and categorized to find common concepts. The
requirements framework shown in Fig. 6.9 is the result of this analysis. The left part
of this framework deals with developments in the robotics domain to better integrate
human and robotic activities. For the purpose of this chapter, we do not need to go
into the details of these developments; but for the interested reader, we refer to [36]
for more detailed information on these developments.

The left part of the taxonomy in the figure (i.e., AF-01 to AF-04) shows
the required functions for automated support of integrated activities in individual
manufacturing work cells. The right part of the taxonomy (i.e., PF-01 to PF-03)
shows the main required functions for horizontal and vertical process integration,
meaning that the end-to-endmanufacturing process shall be monitored andmanaged
and that work cells shall be controlled and coordinated via the horizontal process
management. We can relate these two sets of requirements to the AFIS four-
layer reference framework for flexible information systems [18]. In this reference
framework, the AF-labeled functions correspond to the management of physical
entities (things in the sense of the Internet of Things) and the management of digital
events (related to activities of these physical entities), so to the physical layer and
event layer of the framework, respectively. The PF-labeled functions correspond
to the process layer of the framework. The business layer of the framework is not
covered by the requirements.

The main AF and PF functions are again decomposed into more detailed
system functions (SFs) and into a large set of concrete requirements. For instance,
Case1-Req01 falls under PF-01/SF-11, and Case1-Req05 belongs to AF-02/SF-
07. Table 6.2 provides a mapping of the requirements included in this chapter to
the system functions and main functions of Fig. 6.9. Many more requirements are
specified for the HORSE system but are omitted due to confidentiality restrictions.

The HORSE requirements framework then was used to determine which exten-
sions to contemporary BPM technology are needed to cover horizontal and vertical
process integration functionalities. These are among others a direct connection with
IoT devices (machines, robots, AGVs, etc.), a mechanism to deal with batching and
unbatching of parts into bigger or smaller units, resource models, and role resolution
mechanisms that include robot characteristics, exception handling for safety reasons
and technical equipment failures, etc. [38].

6.4 Architecture of the HORSE System

In order to realize the HORSE system, a structured and systematic design approach
was followed using two frameworks: (1) the well-known software engineering
4+1 framework of [24] to deal with the various views (logical, development,
process, physical, scenario) of stakeholders and (2) a five-aspect framework for the
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Table 6.2 Mapping of requirements to system functions

Main functions System functions System requirements

AF-02 Synchronization of robotic
and human activities

SF-07 Monitoring and
intention estimation of
human actions

Case1-Req07: The system
shall actively monitor its
proximity to ensure no harm
is done to the human

PF-01 Horizontal business process
management

SF-11 Manufacturing
process management and
monitoring

Case1-Req01: The HORSE
system shall manage and
coordinate all activities for
an individual production
order, based on predefined
requirements of that order

Case1-Req02: The process
management system shall
manage activity multiplicity
based on predefined
production order
requirements

SF-12 Structured
manufacturing process
exception handling

Case1-Req03: The process
management system shall
manage process exceptions
by initiating a predefined
response

PF-02 Resource management SF-13 Task allocation based
on resource characteristics

Case1-Req06: The Loading
Robot shall be able to lift
parts with a maximum mass
of 5 kg

PF-03 Actor control SF-14 Monitoring and
control of progress of all
actors in the manufacturing
process

Case1-Req04: The process
management system shall
coordinate the activities of
multiple actors involved in
the same manufacturing
process

Case1-Req05: The HORSE
system shall queue tasks to
be performed by the same
resource

design of business information systems [15, 37] to deal with the set of enterprise
information aspects of a description of a complex information system: process,
data, organization, software, and platform. The full design process is documented
in [14, 17]. Here, we will only summarize the logical software architecture and the
realization of that architecture in a concrete system.

Based on the system requirements elicited, first, a logical architecture of the
HORSE system was developed [14, 24], before elaborating on specific technologies
in the software and platform aspects of the physical views of the architecture. The
system architecture has a layered style, with a division between global and local
functions. The global layer includes the functions for process management that are
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Fig. 6.10 The logical view of the HORSE system architecture; highlighted in light blue on the top
left of this picture are the MPMS modules

applicable to multiple work units of the factory (work unit refers to the lowest level
of the physical hierarchy shown in Fig. 6.3). The local layer provides functionality
used within a single work unit. Figure 6.10 shows the software aspect [14, 37] of the
logical architecture, at aggregation level 2. The vertical integration between global
process management and local work cell execution is handled via the abstraction
layers.

The architecture distinguishes between design-time and run-time functionality.
Design-time functionality is used to define activities, agents, and physical con-
straints of the manufacturing system through (executable) process models, extended
with manufacturing specific elements [1, 23]. Run-time functionality makes use of
the design-time definitions to enact the processes and assign tasks to agents, within
the bounds of the physical constraints. Thus, design-time functionality is used to
develop the process models, and run-time functionality then enacts those process
models and invokes the local layer of the HORSE system to execute activities on
the factory floor.
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The realization of this logical architecture was done using different technologies.
The process management modules of this system (indicated in light blue in
Fig. 6.10) are realized in the Camunda technology, an open-source platform for
workflow and business process automation [2] using the BPMN 2.0 process model-
ing language [28]. Advanced functionalities (e.g., for advanced resource allocation)
are implemented through extensions to the basic Camunda code. The abstraction
layers are realized through OSGi middleware and local execution systems built on,
e.g., ROS FlexBE, KUKA Sunrise robot platform, and OPC UA [17]. For the global
part, one embodiment of the architecture is chosen; while for the local part, some
flexibility in the embodiment is required to suit local infrastructures at factories. The
HORSE system therefore is a lightweight, modular information system that enacts
manufacturing processes and invokes the functions of a variety of technological
developments, including situationally aware robotics, automated guided vehicles,
and augmented reality.

6.5 Executable Process Models

The processes for all three case studies were implemented as executable models
through the MPMS modules of the HORSE system. This section discusses the
(development of the) executable models for the first case study and reflects upon
the lessons learned and what was needed to develop these executable models based
on the models used for business analysis and requirements elicitation. Due to space
constraints, we only show resulting executable models for the first case study.
The executable models for the other two case studies can be found in the online
appendix (see footnote 1). The lessons learned, presented in Sect. 6.5.2 in the form
of an extended method to develop executable processes, however, are based on our
experiences with all three case studies.

6.5.1 Executable Processes for Case Study 1

As described in Sect. 6.3.1, the scope for the first case study was narrowed down
to two subprocesses: the future PA1 tool assembly process and the future PA2
loading process. With the right additions and changes, which are discussed in more
detail in the next section, the business process models of Figs. 6.6 and 6.8 were
transformed into executable process models (see Figs. 6.11 and 6.12, respectively).
An explanation of the main transformations is given in the discussion below. The
executable processes can again be classified according to the process classification
of Chap. 2 as indicated in Table 6.3.
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Fig. 6.11 Executable process model of the PL1-1 tool assembly process in PA1 (cf. Fig. 6.6)

The Tool Assembly Process In the future tool assembly process (cf. Fig. 6.6
vs. Fig. 6.11), several script tasks were added to automatically select the right
agent—human or robot—for the execution of the task Fetch new tooling parts and
to automatically retrieve additional information on the exact tooling block to be
assembled for this production order.

Furthermore, the Assemble single tool task which was modeled as a user task
in the business model was implemented in the executable model with a reusable
call activity that represents a standardized way of communication to a device on
the local level of the HORSE architecture, such as the augmented reality system
that guides the human operator through the tool assembly steps. The internals of
this call activity are specified by Fig. 6.13. The messages with task instructions
or task events are standardized and sent to/from the local-level device through the
abstraction layers.

The Loading Process In the future loading process (cf. Fig. 6.8 vs. Fig. 6.12), an
exception was defined handling a failure of the robotic task Place parts on conveyor
belt. In case something goes wrong in this task and the Placing Robot cannot
properly finish it, an out-of-control action should happen. This was not specified
at the business-level process model as it was considered a technical issue.

Furthermore, internal variables were specified for the correct handling of the
multi-instance tasks Place parts on conveyor belt and Grab and hang single profile.
These variables are filled in a form that is presented to the user when initiating the
process instance. Ideally, this information can be automatically derived from the
production order information.

Moreover, as in the tool assembly process, tasks that involve direct communica-
tion with local-level devices such as the Loading Robot, Placing Robot, and Crane
were again replaced by the standardized call activity (Fig. 6.13).
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Table 6.3 Process classification of case study 1 executable process models according to Lübke et
al.’s [4]

Process name Case study 1 PL 1-1 Case study 1 PL 2-1

Version 1.0 1.0

Domain High-tech manufacturing High-tech manufacturing

Geography Netherlands Netherlands

Time 2018 2018

Boundaries Intraorganizational Intraorganizational

Relationship Is being called Is being called

Scope Business scope, core;
technical scope

Business scope, core;
technical scope

Process model purpose Execution Execution

People involvement Partly Partly

Process language BPMN 2.0 BPMN 2.0

Execution engine Camunda Camunda

Model maturity Prototypical Prototypical

Fig. 6.13 The reusable subprocess to assign tasks and instructions to automated agents, e.g., the
Crane, Loading Robot, and Placing Robot in the executable process model of the loading process
in PA2 (cf. Fig. 6.12)

6.5.2 Method to Develop Executable Process Models

In order to develop the executable models for the pilot cases, again a systematic
approach was followed. Dumas et al. [6] describe a five-step method to convert the
business analysis process model—fit for communication and analysis purposes—
into an executable model, suitable to feed into a business process execution engine:
(1) Identify the automation boundaries. (2) Review manual tasks. (3) Complete
the process model. (4) Bring the process model to an adequate granularity level.
(5) Specify execution properties. We adopted the general guidelines of the above
method and adapted and extended them where necessary, as we explain later in
this section. In order to arrive at the detailed executable processes, we followed the
following steps:
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Step 1: Identify the Type of Tasks (Automated, User, Manual Tasks) This step
is a combination of the first two steps of the method described in [6]. The aim is
to assess which parts of the process can be coordinated by the MPMS and which
cannot. The characterization of the type of each task (manual, user, automated,
robotic) is an initial and important step that has to be done for all tasks.

In manufacturing processes, there are a lot of manual tasks, for instance, Hang
profiles (in PA2 of the first case study), that do not add any value to a process
management system. These are not executed by a process engine but can still be
present in a process model. The manufacturing tasks that are interesting from an
MPMS point of view are the ones performed by humans with the aid of a software
application, robots, and/or automated vehicles. These are implemented as BPMN
user tasks (for humans) or with the “send”-“receive” pattern (for robots) and the
ones that should be configured in order to be ready for real execution. For example,
in the loading process of Fig. 6.12, the task Place rods on rack is modeled and
executed as a user task since the agent to perform it is a human operator with
the assistance of a tasklist handler. On the other hand, the manual task Remove
remaining parts or tools is deemed to be not relevant for execution and is not assisted
by MPMS. In the tool assembly process of Fig. 6.11, we also see the task Fetch new
tooling parts which is performed by a either a robot or a human operator.

Step 2: Bring the Process to Adequate Task Granularity Level The goal of this
step is to make sure that tasks on the lowest subprocess level actually are logical
units of work. They should consist of a coherent set of steps and have a clear goal
that can be reached by one agent (or team of agents).

In the HORSE architecture [14], there is a distinction between tasks and steps.
A task is defined as a set of steps under responsibility of a single team of agents.
A task may not contain subtasks. Steps are more detailed actions within a task and
are defined as units of work performed by a single agent. A step may contain sub-
steps. A task then consists of a number of steps. Tasks, as a more high-level aspect,
are handled by MPMS, while steps are handled by the local level of the HORSE
architecture. An illustrative example is the robot task Grab, lift, and hang single
profile of Fig. 6.12. This is a high-level action for which an MPMS cares for the
assignment of the task to the robot and the confirmation of task completion (or
failure). The internal robotic steps needed to perform the task (like “Close gripper,”
“Move the robot X cm,” etc.) are details handled by modules of the local level, often
specified in a robot execution script or taught by demonstration to the robot. Tasks
should be demarcated correctly. If, on the one hand, they are too fine grained, the
MPMS will continuously interrupt the agent performing the task to tell what the
next task is that should be performed. For example, if “Grab profile,” “Lift profile,”
and “Hang profile” are separate tasks, the agent must confirm each of the tasks
separately and will receive separate work orders from the MPMS for each of them.
If, on the other hand, tasks are too coarse grained, the agent may need to involve
other agents, while it should be the MPMS that tells each agent what to do. For
example, if “Hang profile” and “Paint profile” should be done by different (teams
of) agents, they should be separate tasks. Otherwise, the agent who hung the profile
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should inform the agent who has to paint the profile. This guideline applies first
of all to the business-level model, but needs to be reviewed when the executable
model is created such that in case of misalignment with designed robotic tasks (in
the task design module on the local configuration level), a task needs to be split or
aggregated.

In our approach, we see this step as a logical sequence of the first step, in which
the type of tasks (and the tasks themselves) has been identified. For this reason, we
adapted the sequence of steps of the method described in [6].

Step 3: Redesign Pools and Swim Lanes for Interacting Processes In this step,
the goal is to decide whether (and how)message flows between different pools in the
model should be automated and to stratify communication between a main process
and the (possibly multiple) related instances of its subprocesses.

Pools are used here to represent resource classes or whole processes, while
swim lanes are used to partition a pool into subclasses or single resources. They
are useful for a business-oriented model but have no execution semantics. When
the pools are used to represent different processes, most likely they are connected
to each other at some point. However, when executing such processes, it may be
difficult to synchronize their instances. For example, a main production process
may run in a sequential multi-instance scenario, and at some point, it calls another
supplementary process that in turn has to call back the main process. The callback
from the supplementary process may happen at a time in which the calling instance
of the main process has been terminated (and the next instance of the multi-
instance pattern has initiated). This may lead to wrong information updates or no
synchronization at all. Therefore, it is preferred to model two (or more) processes
in the same pool/lane in order to be executed properly and as intended to be. This
was the case in case study 3, in which an alert is sent to the supervisor in case of a
defected product—see the online appendix (see footnote 1). In the business process
model, the supervision role is modeled as a separate pool; but in the executable
process model, we had to incorporate it in the main pool, which was implemented
as a multi-instance case.

This step is an addition to the approach presented in [6], since we consider it
important.

Step 4: Complete the Process Model (e.g., with Exceptions) The models result-
ing from the elicitation phase often lack certain detailed information. The goal of
this step is to enhance and complete the model with the necessary information. This
step is the same as the third step of the method described in [6]. Based on our
experience with the case studies, we complete Dumas et al.’s list to the following:

• Data objects. Input and output information for all tasks and decisions should be
specified through (global) variables, attributes, and forms (on start events or user
tasks).

• Exceptions. Alternative paths and (technical) exceptions should be specified
such that the process can handle all possible situations. This requires specifying
all (mutually exclusive) options after a decision gateway, alternative routes,
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exceptions, timeouts, failures, corrective actions, etc. For instance, in Fig. 6.12 to
make the PA2 loading process executable, all possible robot task failures must be
covered. Otherwise, the process engine may get stuck when one of these failures
occurs. These failures can be specified as BPMN exceptions. For example, in
task Place parts on conveyor belt, a task failure can raise an exception leading to
a standardized out-of-control action task.

• Resource assignment. The assignment of resources to tasks (via, e.g., direct
assignees, groups (candidate users), or more advanced selections through expres-
sions).

• Multi-instance activities. Make sure that multi-instance activities/subprocesses
are repeated for the correct number of times and that the right type of multi-
instance is specified (parallel or sequential). Multi-instance activities are used to
deal with different abstraction levels of the case in the process. For instance, one
order can lead to the production of 50 sliders that each need 3 profiles. Then on
the main process level, the instance is the order, which invokes 50 instances of
the slider production process and others.

• Reusable subprocesses. If similar functionality is needed, try to, if possible,
define parameterizable reusable subprocesses that may be invoked from different
places in the main process, e.g., the call activity of Fig. 6.13 realizing the
technical communication to the robotic actors in the process.

Step 5: Integrate with Other Systems (Messaging Middleware, DB Server) An
executable process rarely relies on its own execution engine system alone to run.
It normally interacts with other information systems or database servers. In the
HORSE system, the MPMS module needs to communicate with other modules and
databases as specified in the HORSE architecture in Fig. 6.10. The goal of this step
is to realize the technical integration with these systems.

Therefore, in an executable process model, there should be extra service tasks
to invoke other systems (or any delegate code on user tasks or DB connectors, as
we will see later on the “BPMS-specific properties” step). Such integration services
could be, for instance, any web service or REST calls. In all three case studies,
we implemented connections to a database, when information was needed to be
retrieved or stored, and also connection to the local level of the HORSE architecture
through the abstraction layers, when tasks had to be assigned to robots.

This step is also an addition to the approach described in [6], since integration
of MPMS to the other modules of the HORSE architecture is vital for the whole
system.

Step 6: Specify Execution Properties (i.e., Implementation Details That Are
Not Depicted in the BPMNModel but Needed by the Execution Engine) In the
business-oriented process model, many details are omitted for the sake of simplicity.
Such details are as follows:

• Process variables, messages, signals, and errors. Process variables are used to
store data information used throughout a process instance. It can be information
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on, e.g., a production order number, a part ID, etc. Messages, signals, and errors
also have to be specified on a process model so that the engine can execute them.

• Task and event variables and their mappings to process variables. Tasks and
events may have their internal variables that carry information. These have to
be specified and mapped accordingly.

• Service details for service, send, and receive tasks and for message and signal
events. Tasks, either service, send/receive, or user tasks, implement a business
logic through a technical specification, such as a delegate code, a web service
call, an execution listener, etc. In many cases, this requires the most effort from
a developer to make a business-oriented model executable.

• Code snippets for script tasks. Similar to the service details of a task, some
scripting may be required in some points of a workflow, for example, to update a
process variable after a decision point.

• Participant assignment rules and user interface structure for user tasks. User tasks
are the ones performed by a participant with the help of an application’s user
interface (or in the case of robot, tasks with the help of a script, implemented
also as user tasks as we said previously). That means that the participant has
first to be determined (either during design time or dynamically during runtime).
Such a participant assignment rule is used on Fetch new tooling parts of Fig. 6.11,
where the script task beforewill first invoke a dynamic agent allocation algorithm
which will determine whether a robot or a human operator can perform the task.
Then, the mechanism to notify the participant for the task assignment has to
be implemented (BPMS normally has their own tasklist application; but extra
notifications like emails, SMS, and push messages may be required). Finally, the
user interface to present the right input information and capture the output result
should be designed and implemented.

• Task, event, and sequence flow expressions. Various expressions may be needed
on tasks (e.g., loop conditions), events, and sequence flows (any conditions, for
instance).

• BPMS-specific properties. In addition to all of the above, extra settings and con-
figurations may be needed on some BPMN elements to make them executable.
Normally, a BPMS provides patterns for such configurations, for example,
connectors.

6.6 Evaluation

At the time of writing this book chapter, the first version of the HORSE system
is under installation and deployment at the pilot cases. Since these deployment
experiments are not finished yet, only a first and preliminary evaluation of the
PA1 (tool assembly process) solution from case study 1 can be presented here. The
solution is evaluated in two ways:
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1. As a proof-of-concept or feasibility test. The executable process models are
defined in the MPMS modules, deployed on the factory floor, and enacted
through the HORSE system enabling interaction with the augmented reality
system and real process participants.

2. As an acceptance test. The process participants are interrogated regarding their
perceived usefulness and ease of use.

Nineteen operators were asked to work with the system and complete the tool
assembly process for one case (i.e., one tool block was assembled). Afterward, they
were surveyed and interviewed to gauge their experience with the new process.
The technology acceptance model (TAM) [5] is used as both survey and outline
for the semi-structured interviews. The model includes twelve questions divided
into two sections for perceived usefulness (PU) and perceived ease of use (PEOU).
Importantly, the questions aim to determine whether the user prefers to use the new
technology, compared to the previous way of working (which for the tool assembly
process was completely manual as specified in Fig. 6.5). All twelve questions are
measured on a Likert scale ranging from 1 (extremely likely) to 7 (extremely
unlikely).

The 19 surveys and interviews generated significant data to be used for evalu-
ation. Table 6.4 shows the 12 TAM statements posed to the interviewees and the
average ratings as reported by the interviewees. As an overview, the system was
rated favorably, with only two statements garnering a rating slightly unfavorably
(i.e., numbers 8 and 10).

The most common complaints by participants were that the system forced them
to work a certain way. Manufacturing processes that involve human participants
tend to offer some flexibility to the participants on the precise order of tasks, or
the resolution of mistakes and errors, especially if they are fully manual. With

Table 6.4 Average score per TAM statement

Average rating

nr Statement (1–7)

1 Using the system in my job would enable me to accomplish 2.32

tasks more quickly

2 Using the system would improve my job performance 2.26

3 Using the system in my job would increase my productivity 2.37

4 Using the system would enhance my effectiveness on the job 2.21

5 Using the system would make it easier to do my job 1.79

6 I would find the system useful in my job 2.16

7 Learning to operate the system would be easy for me 1.42

8 I would find it easy to get the system to do what I want it to do 3.53

9 My interaction with the system would be clear and understandable 1.84

10 I would find the system to be flexible to interact with 3.58

11 It would be easy for me to become skilful at using the system 1.68

12 I would find the system easy to use 1.79
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an executable process enacted by an MPMS, this is no longer possible. This
complaint is reflected in the average scores of the flexibility statements 8 and 10 in
Table 6.1. The operators felt restricted and constrained by the system, minimizing
their opportunity to pursue process improvement. However, a strict process enforced
by the system would prevent many of the mistakes currently made by the human
operators.

On the positive side, the participants were highly enthusiastic of the usefulness of
the system. This optimism isn’t necessarily related to the increased automation in the
processes, leading to less burden on the operator, but rather related to the procedural
nature of an MPMS-coordinated process. They acknowledged the value of having a
system that encourages disciplined process execution. This is even more important
for inexperienced operators, who can be trained faster to participate in complex
processes. Apart from increased discipline, some participants also appreciated the
lessened mental burden. The HORSE system presents the relevant information to
perform a task, thus making it easier for an operator to follow instructions and
perform the work.

6.7 Conclusions and Outlook

In this chapter, our experiences with developing executable processes for the high-
tech manufacturing domain are discussed. We systematically derived requirements
for a manufacturing process management system (MPMS) through a thorough
analysis of three case studies. After the design and realization of the MPMS, we
illustrated the development of the executable processes through the first case study,
followed by a discussion of our lessons learned in the form of an extended stepwise
method to transform a business process model into an executable model. We have
already conducted some trials for the first pilot case—showing positive results. All
in all, we conclude that our proof of concept shows that it is possible to support and
coordinate high-tech manufacturing processes at real time with business process
management technology, but that there are quite some technical and conceptual
challenges to tackle and that standardization would be important for an industry
strength solution.

6.7.1 Conclusions for Researchers

The research aspect behind this case study experience report is the exaptation of
contemporary BPM technology (originating from the service industry) to the high-
tech manufacturing domain. With these case studies and the general technology
developments following that, we showed that manufacturing processes can be
supported by BPM technology through, e.g., the HORSE MPMS system. This
adoption of technology in a completely new and challenging domain, however,
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does not go without extensions. The main challenges we met here are the physical
constraints in a manufacturing process (e.g., the intermediate storage and the
multi-instance solutions for the different levels of granularity in the process) and
the interfacing with robotic technology (for which no standard functionality or
communication protocolswere available yet). All in all, we conclude that theMPMS
can bring many advantages to a manufacturing company but that there are still many
research developments and innovations needed to make the MPMS an industry
strength solution.

6.7.2 Takeaways for Practitioners

On the practical side, the three case studies have shown the possible advantages
that explicit process management can bring to the manufacturing domain in order
to better deal with the increasing dynamism [39]. Advantages are mainly found in
a better overview of the production status and the flexible and automatic control
of the process execution. The business process models turned out to be very useful
for company stakeholders to get an integrated end-to-end view on their production
processes, which they were often lacking. From a more technical perspective,
we learned that transforming business-oriented process models into executable
processes is not easy and time consuming. It requires additional specifications on
various levels. We adopted a method available, but found it was not complete and,
based on our experience with the three case studies, added and extended it. Our
adjusted method is the most concrete contribution for practitioners as they can take
it along to give structure to their efforts when creating executable manufacturing
processes. Obviously, the current version of the method may be further evaluated
and detailed to be of even more practical value.

6.7.3 Outlook

In this chapter, we presented a first version of the HORSE framework, mainly
focused on the MPMS functionality. In the near future, this system will be further
refined (e.g., including more specific manufacturing characteristics, more advanced
exception handling, more advanced dynamic role resolution). Furthermore, in the
next year, the HORSE framework will be extensively tested in real situations in the
three pilot cases that already served as case studies here and in another seven new
case studies. This will allow us to extensively evaluate the usefulness and value of
the system and of our method and to further refine these. On the longer term, we
envision the MPMS system could also be the basis for realizing a strong coupling of
the management of manufacturing processes to the end-to-end corporate processes
(i.e., from sales process to after-sales service) as discussed in [13] and even for
flexible manufacturing network processes, such as described in [16, 34].
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