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The healthcare industry is uniquely structured so that the receiver of the services
(the patient) often isn’t the predominant payer for those services (the insurance
company). Healthcare interventions are often complex and typically involve
multiple players including providers, payers, patients and regulators. This leads to
economic dilemmas such as moral hazard, information asymmetry, and tangential
considerations of cost versus quality creating obstacles on the road to delivering
efficient and effective healthcare. Relevant data, pertinent information, and germane
knowledge play a vital role in relieving these problems and can be most effectively
obtained via prudently structured and well designed healthcare technology. Some of
the major challenges facing today’s healthcare organizations include demographic
(longer life expectancy and an aging population), technology (incorporating
advances that keep people healthier), and financial (escalating costs technological
innovation) problems. In order to realize technology’s full potential it is imperative
to understand the healthcare-technology paradigm, develop sustainability models
for the effective use of technology in a specific context, then successfully design
and implement patient-centric technology solutions. Many of the problems with
technology are connected to the platform-centric nature of these systems which
cannot support seamless transfer of data and information, leading to inferior
healthcare delivery. This new series focuses on designing effective and efficient
technologically enabled healthcare processes to support the delivery of superior
healthcare and provide better access, quality and value. It’s main goal will be to
identify the barriers and facilitators in moving from idea generation to concept
realization and will navigate the key challenges in the field: bringing readers
solutions and recommendations while identifying key factors in developing
technology-enabled healthcare solutions.

More information about this series at http://www.springer.com/series/8783

http://www.springer.com/series/8783


Nilmini Wickramasinghe • Freimut Bodendorf
Editors

Delivering Superior Health
and Wellness Management
with IoT and Analytics

123



Editors
Nilmini Wickramasinghe
Epworth HealthCare
Richmond, VIC
Australia

Swinburne University of Technology
Hawthorn, VIC, Australia

Freimut Bodendorf
Friedrich-Alexander-University
Erlangen-Nuremberg
Erlangen, Germany

ISSN 2191-5946 ISSN 2191-5954 (electronic)
Healthcare Delivery in the Information Age
ISBN 978-3-030-17346-3 ISBN 978-3-030-17347-0 (eBook)
https://doi.org/10.1007/978-3-030-17347-0

© Springer Nature Switzerland AG 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of
the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology
now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors, and the editors are safe to assume that the advice and information in this book
are believed to be true and accurate at the date of publication. Neither the publisher nor the authors or
the editors give a warranty, expressed or implied, with respect to the material contained herein or for any
errors or omissions that may have been made. The publisher remains neutral with regard to jurisdictional
claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG.
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-17347-0


For Our Families

This Series is dedicated to Leo Cussen:
Learned scholar, colleague extraordinaire,
and good friend.



Foreword

The first mHealth Summit in Washington, DC, drew a mere 500 attendees in 2010,
but it grew nearly tenfold after only 4 years. The initial products typically featured
basic, consumer-facing health and wellness monitoring sensors, along with some of
the earliest and simplest wrist-wearable activity sensors like the Fitbit.

The arrival of ubiquitous mHealth about a decade ago dovetails with unexpected
and exceptional adoption of mobile communication technologies. One might easily
forget that the iPhone and apps were only introduced in 2008, followed by the
blockbuster introduction of the iPad in late 2009. Right behind the Apple products
came a growing wave of Google Android-based cell phones and tablets, which
greatly expanded the market. Simultaneously, broadband cellular and wi-fi services
were also progressing rapidly, covering much broader geographic footprints with
growing reliability and capacity.

As cell phones, apps, and cellular data services were growing quickly, IoT,
though described in the research literature, had not yet become a generic product
reality. Many/most mHealth products were, at that point, tethered to apps, and
the phone/tablet devices became the store-and-forward tools. Mass manufacturing
of low-cost IP-addressable wi-fi and cellular chips needed for phones and apps
opened a new product opportunity, though: inexpensive stand-alone or clustered
mHealth sensors that could be used to collect personal health data with or without
smartphones or tablets. Sporadic and isolated islands of proprietary IP-addressable
consumer-facing products were showcased in the 2015 Consumer Electronics Show,
but they exploded into widespread deployment in 2017 after the Amazon Alexa and
Google Assistant ecosystems began to consolidate the market.

In January 2019, the US Consumer Electronics Show showcased thousands
of IoT-ready mHealth sensors, monitors, and health and wellness monitoring and
management ecosystems. Many of the products displayed are also FDA-approved
for life-critical medical care, not just wellness and fitness monitoring.

Despite all of the underlying technology progress, commercial adoption of IoT-
based mHealth and eHealth technologies is still very slow. Yes, consumers are
indeed purchasing a large variety of mHealth devices for personal and family use,
but those devices are rarely used to communicate directly with physicians.
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viii Foreword

This book provides a diverse selection of chapters that shed light on many
important theory, research, and practice that must be understood and resolved in
order for the true opportunities of improved patient care access, better patient care
coordination, higher patient and clinician adoption and satisfaction, and, ultimately,
improved quality, safety, efficiency, efficacy, and cost-effectiveness of patient care
and wellness management.

There are four overarching themes that organize this book’s sections: mobile-
and sensor-based solutions, opportunities to incorporate critical aspects of analytics
to provide superior insights and thus support better decision-making, critical
issues around aspects of IoT in healthcare contexts, and applications of portals in
healthcare contexts.

The chapters are introduced well in the Preface, but a few of them stand out
because they illustrate some of the interesting opportunities and challenges of IoT
in healthcare applications.

The vast majority of chapters deal with the first mobile- and sensor-based
solutions chapter, because the healthcare field is reaping the benefit of decades
of sensor miniaturization and pervasive mobile connectivity research and product
development from other industrial and consumer markets, e.g. automobiles, aircraft,
drones, computer games, and smartphones have all been leveraging low-power
microscopic gyroscope technologies for at least two decades, same with RFID chips,
barcode readers, and location-based marketing which began to impact retail and
manufacturing processes at about the same time.

The flood of new, lightweight, wearable, and wireless sensors is creating a
rich choice of discrete patient data that only existed inside high-acuity hospital
settings in the 1990s. This health data is being created 24 hours a day, year round,
in settings ranging from home, school, allied health, physical fitness, sports, and
vacation destinations. One need not look further than the latest Apple Watch Series
4 release in 2018, which offered FDA-approved atrial fibrillation ECG monitoring
as an example.

In this book, “Towards a Tricorder . . . ” and “Towards a Better Life for Dia-
betic Patients,” chapters describe the aspirational goals of modern mobile health
technology inventors. Other chapters illustrate novel ways for clinicians to col-
laborate more closely (“Piloting a Mobile Tele-Simulation Unit . . . ” and “Mobile
Nursing...”). Also, chapters like “SmartCoping . . . ,” “Changing Behavior of Kids
with Obesity . . . ,” and “Precision wellness . . . ” address the growing global interest
to empower patients to manage their own wellness and healthcare with personalized
tools that suit their health and lifestyle most effectively.

The section “Opportunities to incorporate critical aspects of analytics to provide
superior insights and thus support better decision making” presents a number of
novel ideas about translating the rapidly growing flood of mobile health data into
information and knowledge for better decision, action, and outcomes. Notable
chapters include these three: “Knowledge Acquisition of Consumer Medication
Adherence,” because medication errors are believed to cause the majority of
preventable medical errors, harm, and expenses; “Data Quality in Healthcare,”
because ongoing flaws in mHealth data accuracy has greatly slowed widespread
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adoption and use of the technologies; and “Enabling Value-Based Health Care with
Business Analytics and Intelligence” because of the global shift by government
agencies away from financial incentives and profits as the primary lever to manage
healthcare expenses.

The third section highlights some addition, “Critical Issues Around Aspects of
IoT in Healthcare Contexts.” The chapter on “Implementing Lean Principles in
the Healthcare Industry . . . ” points out novel constraints of healthcare, such as
healthcare’s “failures” being measured in lives lost, a far less forgiving metric
than lost profits. The “AR/VR In Healthcare” chapter identified significant gaps in
healthcare-related research versus applications in entertainment and other indus-
tries, and the “Data Disparity Denial” chapter delves into cost-, decision-, and
responsibility-shifting that pervasive adoption of “best practices” can create for
aging populations around the world who are exhibiting similar co-morbidities like
obesity and diabetes which may greatly complicate or inhibit access to necessary
therapeutic treatment like hip, knee, or cardiac valve replacement.

The fourth and final section sheds new light on “Applications of portals in
healthcare contexts,” because the emerging global model of health and wellness
includes a very strong emphasis on “patient empowerment.” The chapter on “Older
Adults Empowerment Through Training and Support . . . ” provides an excellent
example, because it addresses the global phenomenon, challenge, and opportunity
presented by rapidly growing elder populations. Similarly, the “Toward Action-
able Knowledge . . . ” chapter illustrates the opportunities that can emerge when
patient self-care is integrated with physician/clinician tracking and intervention
for improved patient-centric care. The “Determining missing key elements in
OIS (Oncologic Information System) . . . ” chapter does a very good job exposing
information, communication, and collaboration gaps between patients, caregivers,
and physicians when making decisions about cancer treatment pathways.

In summary, the rapidly expanding quantity of data becoming available from
mobile IoT health and wellness devices is now beginning to lend itself to advanced
analytic tools. These tools and techniques are often adopted and adapted from
consumer and industry applications. For example, newly emerging artificial intel-
ligence (AI) and machine learning (ML) tools are being used to strengthen proven
generations of Business Intelligence and Analytics software from other industries,
too. There are promising applications of these analytic tools to assist patients
and clinicians for a number of chronic diseases like diabetes, where treatment
pathways and care coordination practices have begun to converge. Such convergence
improves the researchers’, patients’, managers’, and clinicians’ ability to derive
actionable information from large population data sets. In addition, individual
patients and clinicians can fine-tune the tools to better match specific and unique
patient circumstances.

Today, the path forward remains unclear, and somewhat obscure, however. There
are several factors that make mobile IoT healthcare applications quite novel and
challenging. First, the healthcare industry is not homogeneous across specialties,
nations, or societal subsets.
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Healthcare practice does not follow rules like baseball or computer games. In
fact, modern healthcare practices historically developed from clinical subspecialties
that evolved along very disparate pathways over dozens, sometimes hundreds or
thousands, of years. Second, diseases and co-morbidities (simultaneous diseases in
the same patient) are rapidly increasing because human longevity has increased so
rapidly in the past century. These co-morbidities can be very unique to the patient,
based on history, heredity, and/or environmental factors. Third, the progression of
one or multiple diseases, and the actual responsiveness to different medicines or
therapy, varies from patient to patient, and the variation may evolve uniquely during
daily circadian body rhythms and over the course of time. Fourth, and somewhat
perversely, the underlying diseases are actively antagonistic and opportunistic, and
many are found to effectively evolve, morph, relocate, and/or rapidly create defence
mechanisms in response to medical interventions (e.g., some staphylococcus bac-
teria have evolved to the point where they are immune to virtually all modern
antibiotics!).

The final issue, which has become sort of “the elephant in the room,” is balancing
personal health privacy and confidentiality against cost, convenience, and societal
needs. To date, few IoT technologies have been developed with robust encryption
and security in mind. Most commercial products rely more heavily on vendor’s
proprietary communication, storage, and analysis techniques. Not only aren’t those
systems inherently secured with typical SSL or encryption techniques, but such
systems also limit government or hospital data collection, aggregation, and analysis
(see the HITSP.org Technical Note 905 for a longer detailed discussion about
underlying issues).

The original US government “consumer empowerment” electronic medical
data standards were intentionally separated from the unfortunately named “bio-
surveillance” standards (see www.HITSP.org). “Biosurveillance” was intended as a
catch-all umbrella for the societal benefit of tracking, identification, and remediation
of high-risk health problems like infectious diseases, but the term also carries
the stigma of potential government tracking of its own citizens and possible
privacy intrusion threats to citizen safety. Because of the risk of governmental
(or employer) access and misuse of personal health data, the noble goal of helping
consumers access and control their own health data (consumer empowerment) added
the shadow of doubt and privacy concerns by other HITSP standards regarding
biosurveillance and newborn baby screening.

The ongoing pathetic failures of managing privacy via fines and criminal pros-
ecution (https://ocrportal.hhs.gov/ocr/breach/breach_report.jsf) provide a painful
reminder that such issues must be addressed in order to gain enduring traction and
accelerated adoption of mobile IoT technologies.

Because privacy and security solutions are rapidly being explored and imple-
mented in finance, retail, and other industries, the privacy and security of the global
healthcare infrastructure should improve in the near future. Once that is solved,
patient and citizen’s data can be “de-identified,” allowing much more acceptable
integration with other population health data.

http://www.hitsp.org
https://ocrportal.hhs.gov/ocr/breach/breach_report.jsf
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As the privacy, quality, and quantity of heterogeneous mobile IoT health data
improves, the ideas, innovations, and opportunities that are described in this book’s
chapters will all contribute to the improvement, personalization, affordability,
equity, and transformation of healthcare. Kudos to the authors and editors for
assembling this timely and inspiring collection!

Villanova University Elliot B. Sloane
USA



Preface

The Internet of Things (IoT) is made up of a network of devices all embedded
with electronics, software, sensors, and connectivity to enable them to connect,
interconnect, and exchange data (Brown 2016a, b; Internet of Things Global
Standards Initiative; Hendricks 2015). This then creates further opportunities
for direct integration of the physical world into computer-based systems
which in turn results in efficiency gains, economic benefits, more effective
operations, and typically a reduction in human labour (Vermesan and Friess
2013; Santucci 2016; Mattern and Floerkemeier 2016; Lindner 2015). In
2017, the number of IoT devices was over 8.4 billion (http://www.faz.net/
aktuell/wirtschaft/diginomics/grosse-internationale-allianz-gegen-cyber-attacken-
15451953-p2.html?printPagedArticle=true#pageIndex_1), and this is estimated to
increase to 30 billion devices by 2020 (Nordrum 2016), while the global market
value of IoT is anticipated to reach $7.1 trillion at this time (Hsu and Lin 2016).

IoT involves extending Internet connectivity beyond standard devices, such as
desktops, laptops, smartphones and tablets, to any range of traditionally dumb or
non-Internet-enabled physical devices and everyday objects (Hamid et al. 2019;
Wigmore 2014; Internet of Things (IoT)). Embedded with technology, these
devices can communicate and interact over the Internet, and they can be remotely
monitored and controlled (The “Only” Coke Machine on the Internet; Mattern
and Floerkemeier2010; Weiser 1991; Magrassi and Berg 2002). Healthcare to date
has been a laggard in embracing technology in general and the full extent of
the potential of IoT specifically; however, this cannot continue if healthcare is
to deliver superior patient-centred high-value care (Wickramasinghe and Schaffer
2010; Wickramasinghe et al. 2017).

Healthcare delivery in the twenty-first century is currently facing the triple
challenge of exponentially increasing costs, aging populations, and the rise of
chronic care (Wickramasinghe et al. 2017). This is leading most countries around the
world to look at technology-enabled healthcare reform that provides better quality,
better access, and better value care in general and leveraging the opportunities
and benefits afforded by the technologies of the IoT for the healthcare domain
(Wickramasinghe et al. 2017).

xiii
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xiv Preface

Our book serves to present a miscellany of papers which focus on critical
aspects around embracing the technologies of the IoT to enable and support
superior healthcare delivery and wellness management. This is still a very nascent
domain and many issues around health literacy, policy, privacy, and security, not to
mention the direct and subtle as well as far-reaching implications for the various
stakeholders (patients, clinicians, healthcare organizations, regulators, payers, and
the community at large) which have yet to be fully understood or identified.

Our goal is to simply compile the chapters to make up this work. We wanted
to share with you, the reader, some of the critical touch points and help to enrich
discussions and discourse and inspire further research into this critical domain,
a domain that touches all of us, and thus, all of us should form considered
opinions about its future directions. It is our belief that through the judicious use
of the technologies of the IoT, it will indeed be possible to enable and sustain
an environment where digital technologies support better monitoring, better data,
better communications so that we have better access, better quality, and a high value
of healthcare delivery and wellness management for all of us, when and how they
need it.

The chapters making up this book have been arranged into four main sections as
follows: (1) mobile- and sensor-based solutions, (2) opportunities to incorporate
critical aspects of analytics to provide superior insights and thus support better
decision-making, (3) critical issues around aspects of IoT in healthcare contexts,
and (4) applications of portals in healthcare contexts.

Specifically, they are as follows:

Part I: Mobile and Sensor Based Solutions

Chapter “Towards a Medical Tricorder – A 3D-Map to Categorize Diseases for
Self-Care with Mobile Technology” by Hamper et al which describes an
innovation challenge around designing a mobile IoT monitoring device to
treat lifestyle cardiovascular and metabolic diseases and to enhance patient
self-care.

Chapter “Piloting a Mobile Tele-Simulation Unit to Train Rural and Remote
Emergency Healthcare Providers” by Jewer et al. which discusses the devel-
opment and piloting of a Mobile Tele-Simulation Unit (MTU) prototype to
address the challenges of emergency healthcare training in rural and remote
settings.

Chapter “Drone Delivery for Medical Emergencies” by Scott, J and Scott C
which provides a general overview of drone technology, and then explores
ways drones can potentially improve emergency medical care by speeding
delivery of medicines, devices, blood, vaccines, or even organs for transplant.

Chapter “Converting Disability into Ability Using IT/IS and Smart Textiles”
by Shaukat et al which focuses on utilizing IS/IT (Information Sys-
tems/Information technology) and smart textiles to empower individuals
suffering from physical disability due to nerve/ neuron damage due to brain
injury.
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Chapter “A Mobile Nursing Solution” by Kou et al. which discusses the design
and development of a mobile nursing solution for medication management for
a hospital in China.

Chapter “SmartCoping: A Mobile Solution for Recognizing Stress and Coping
With IT” by Reimer et al. which describes a mobile biofeedback app,
SmartCoping, designed to recognize personal stress based on calibration to
a person’s unique heart rate variability (HRV).

Chapter “Changing Behaviour Of Kids With Obesity With Gamification Wear-
ables” by Schultz et al, which focuses on how gamification can be harnessed
to assist with addressing childhood obesity.

Chapter “Precision Wellness: An Optimization Model” by Cooper and Wickra-
masinghe which serves to differentiate between precision medicine, precision
wellness and related terms and the role for the tools and technologies of IoT
(Internet of Things).

Chapter “The Development of a Wearable for an Automated Documentation and
an Improved Staff Planning in Outpatient Care” by Ma and Weissenbaeck
which presents a sensor-based solution to assist with assessing staff physical
and psychological stress levels to assist with planning activities accordingly.

Chapter “Toward a Better Life for Diabetic Patients – Developing and Integrat-
ing a Non-invasive Self-Management Support Tool Within a Smart Digital
Companion” by Nguyen et al. which examines the potential for a non-invasive
solution to assess blood glucose levels of individuals with diabetes.

Part II: Opportunities to Incorporate Critical Aspects of Analytics to Provide
Superior Insights and Thus Support Better Decision Making

Chapter “Intelligent Risk Detection in Health Care: Integrating Social and
Technical Factors to Manage Health Outcomes” by Moghimi et al. which
presents an integrative framework to support superior intelligent risk detection
for various healthcare contexts.

Chapter “A Literature Review on Predicting Unplanned Patient Readmissions”
by Eigner and Cooney in which the authors examined the literature between
2005 and 2017 and found 44 relevant articles regarding predictive models for
determining patient readmission factors.

Chapter “Using Knowledge Management To Develop Superior Online Health
Decision Support Solutions: The Case of Allergy Care” by Wickramasinghe
presents a research in progress study that focusses on designing and develop-
ing a longitudinal knowledge base to track the progress and development of
paediatric allergies.

Chapter “Opportunities for Using Blockchain Technology in Ehealth: E-
prescribing in Germany” by Seitz and Wickramasinghe which examines the
potential for the incorporation of blockchain technology to support successful
e-prescribing in Germany.

Chapter “Knowledge Acquisition of Consumer Medication Adherence” by
Vlahu-Gjorgievska et al which examines various analytical methods to assist
with support better medical adherence.
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Chapter “Addressing Data Accuracy and Information Integrity in Mhealth
Solutions Using Machine Learning Algorithms” by Sako et al which present
the potential of designing suitable machine learning algorithms to assist in
identifying data accuracy levels in mhealth solutions.

Chapter “Enabling Value-Based Health Care with Business Analytics and Intel-
ligence” by Wickramasinghe which presents the opportunities for leveraging
BA (business analytics) and BI( business intelligence) capabilities into health-
care contexts for providing high value, patient centred quality care.

Part III: Critical Issues Around Aspects of IoT in Healthcare Contexts

Chapter “A review of Mixed Reality in Health Care” by John and Wickramas-
inghe which presents opportunities for Augmented reality, mixed reality and
virtual reality solutions to be incorporated into various healthcare contexts
to support a better patient experience and/or assist clinicians and clinical
training.

Chapter “Implementing Lean Principles in the Healthcare Industry: A Theoreti-
cal and Practical Perspective” by Pakdil et al which presents the case for the
benefits of incorporating lean principles into various healthcare technology
implementations to enable the full realisation of the benefits afforded by the
technology solutions.

Chapter “Data, Denial, and Disparity: Is This a New Digital Divide” by Wickra-
masinghe et al which examines the potential negative impacts of a technology
enabled value-based care imitative that fails to recognise challenges and
realities for vulnerable groups in the community.

Chapter “The Enabling Role for Technology in the Support of Care Coordination
in Health Care” by Gibbings and Wickramasinghe which presents the merits
of adopting a technology enabled care co-ordination vision for delivery
superior patient-centred care.

Chapter “Managing the Risks of Emerging IoT Devices” by Paxton and Branca
which provides insights on how to ensure suitable cybersecurity safe guards
are in place when using IoT devices in healthcare contexts.

Chapter “Mosquitoes and Public Health: Improving Data Validation of Citizen
Science Contributions Using Computer Vision” by Muñoz et al. which
highlights important public health impacts and how IoT can potentially assist.

Part IV: Applications of Portals in Healthcare Contexts

Chapter “Using Responsive Web Design to Enhance the User Experience of
Chronic Disease Management Portals for Clinical Uses” by Gunawardane and
Wickramasinghe which highlights the need to design suitable web interfaces
so that solutions load equally gracefully on computers, handheld devices and
tablets for an optimal user experience.

Chapter “Older Adults Empowerment Through Training and Support and Its
Implication on Proactive Self-Monitoring, Patient Engagement, and Con-
nected Health” by Bozan and Mooney which discusses the benefits of training
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and support especially for older adults in regards to technology solutions and
their effective adoption and use.

Chapter “An Evaluation of a Point-of-Care (PoC) System Implementation and
Adoption in a Multi-Campus Private Hospital in Melbourne” by Muhammad
and Wickramasinghe which examines the adoption and implementation of
the OneVeiw Poitn-of-C-are systems into a private not for profit tertiary
healthcare system in Melbourne, Australia.

Chapter “Leveraging the IOT to Enable the Guided Self-Determination Method”
by Wickramasinghe et al. which examines the repurposing of the Guided Self-
Determination (GSD) method into the Australian healthcare context.

Chapter “Determining Key Elements in Oncology Information System to
Improve the Patient Experience and Clinical Care” by Shaukat et al. which
examines several OIS (oncology information system) solutions to assess their
strengths, weaknesses and key barriers and facilitators.

Chapter “Toward Actionable Knowledge: A Systematic Analysis of Mobile
Patient Portals” by Noteboom and Abdel-Rahman which investigates and then
identifies critical issues around designing suitable patient portals.

Chapter “A Lazy User Perspective to Patient Adoption and Use of Personal
Health Records” by Kunene which examines critical issues around personal
health records and patients portals.

Chapter “The Australian PCEHR OR My Health Record – The Journey Around
a Large Scale Nationwide Digital Health Solution” by Wickramasinghe and
Zelcer which traces key design and development and deployment of the
national eHealth solution adopted by Australia.

No book can ever present in one volume a comprehensive collection covering all
areas of IoT for healthcare; however, we hope this miscellany of chapters we present
will challenge our readers and be thought provoking. We also hope that you have as
much fun reading our book as we have had in compiling and writing it. In closing,
we trust that on the completion of this book, researchers, scholars, practitioners,
consultants, and the general public will all have a better understanding of how the
technologies of the IoT can be harnessed to provide superior healthcare delivery
and wellness management and will rise to the challenge of starting to build a better
health and wellness environment for tomorrow and today.

East Kew, VIC, Australia Nilmini Wickramasinghe
Nürnberg, Germany Freimut Bodendorf
September 2019
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Part I
Mobile and Sensor-Based Solutions

This section consists of 10 chapters as follows:

Chapter 1: Towards a Medical Tricorder: A 3D-Map to Categorise Diseases for Self-
Care with Mobile Technology by Hamper et al.

Chapter 2: Piloting a Mobile Tele-simulation Unit to Train Rural and Remote
Emergency Health-Care Providers by Jewer et al.

Chapter 3: Drone Delivery Models for Medical emergencies by Scott, J and Scott C.
Chapter 4: Converting Disability into Ability Using IT/IS and Smart Textiles by

Shaukat et al.
Chapter 5: A Mobile Nursing Solution by Kou et al.
Chapter 6: SmartCoping: A Mobile Solution for Recognizing Stress and Coping

with IT by Reimer et al.
Chapter 7: Changing Behavior of Kids with Obesity with Gamified Wearables by

Schultz et al.
Chapter 8: Precision Wellness: An Optimization Model by Cooper and Wickramas-

inghe
Chapter 9: The Development of a Wearable for an Automated Documentation and

an Improved Staff Planning in Outpatient Care by Ma and Weissenbaeck
Chapter 10: Towards a Better Life for Diabetic Patients: Developing and Integrating

a Non-invasive Self-Management Support Tool Within a Smart Digital Compan-
ion by Nguyen et al.

Taken together, these chapters enable us to begin to understand the potential and
possibilities for mobile and sensor solutions to assist individuals and/or groups in the
community to address specific health and wellness issues from chronic conditions to
better medical adherence. As you read these chapters, it is useful to consider what
it is about these solutions that make them successful and embraced by users. All
these solutions are suitable because they exhibit key technology, process, and people
requirements. Succinctly the technology components work and are at an appropriate
level of accuracy and fidelity above standard solutions; the solutions simplify and
streamline processes, and they are easy to use and patient/user centered. Hence,
what we see is that successful mobile solutions need to have sound technical and
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clinical outcomes as well as support patient and clinical user needs. The potential
and possibilities for incorporating mobile and sensor solutions into the health and
wellness domain is only limited to our imagination, but getting these solutions right,
adopted and ensuring that they do indeed enable superior patient-centered superior
value-based care to result is more challenging.



Towards a Medical Tricorder: A 3D Map
to Categorise Diseases for Self-Care
with Mobile Technology

Andreas Hamper, Lucas Neitzel, Nilmini Wickramasinghe,
and Freimut Bodendorf

1 Introduction

The extensive spread of information and mobile technologies in the field of
consumer electronics assists individuals in numerous areas. Health and fitness appli-
cations, fitness trackers and wearables show particularly high, sustained demand
among private consumers. Highly efficient and cost-effective digital consumer
electronic sensor technologies can also be used for medical purposes. Non-invasive
technologies offer capabilities to detect, measure and analyse medical conditions by
private consumers.

The increase in so-called civilization diseases has been recorded in industrialised
countries such as Germany for many years (Robert Koch-Institut 2015b). Lifestyle-
related cardiovascular diseases and metabolic disorders, such as diabetes, are
problems which are growing rapidly (World Health Organization 2016b). The
number of adults suffering from diabetes has risen worldwide from 108 million
in 1980 to an estimated total of 422 million in 2014. This corresponds to an increase
of 390% since 1980 (World Health Organization 2016c).

At the same time, self-care is increasing as well. The WHO defines self-care
as “[ . . . ] the ability of individuals [ . . . ] to promote health, prevent disease, and
maintain health and to cope with illness and disability with or without the support
of a health-care provider” (World Health Organization 2009, p. 17). The raising
awareness of self-care can be seen in the growing sales volume of fitness applica-
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tions for smartphones and fitness trackers in the field of consumer electronics. The
core objective of these is to track and monitor vital parameters mainly for sports-
related reasons (GfK SE 2016). Continuously increasing measuring accuracy and
technical performance also makes non-invasive mobile technologies attractive to
the medical sector.

With the evaluation of current technologies, a growing number of medical
conditions, especially vital signs and lifestyle-related cardiovascular diseases, can
be identified and monitored easily, precisely and non-invasively by consumers. This
is of particular significance, given that consumer electronic technologies can no
longer be seen only as a complementary element besides professional medical
procedures but are increasingly able to provide medical diagnoses and monitor
diseases without the help of medical experts. This implies that low-cost consumer
electronic technologies empower consumers to better monitor their health and
promote individual self-care in the near future.

Companies such as Google are already working towards products which could
be used for medical purposes in the near future (“Digital Contact Lenses Can Trans-
form Diabetes Care” 2016). Prizes for innovations in mobile health technologies and
medical tricorders for the consumer electronics area are being offered. Particular
commitment is shown by Qualcomm’s XPRIZE. The prize was announced in 2013
and is endowed with USD 10,000,000. The aim of this prize is to develop a medical
tricorder which will be able to detect a preselected set of vital signs and diseases
non-invasively (XChallenge 2014; XPrize 2016).

Following the example of the XPRIZE, a preselected set of vital signs and
health conditions will be examined in this chapter. The burden of disease will be
determined using public health reports and medical journals as well as epidemiolog-
ical measurement concepts. Furthermore, we analyse to what extent these diseases
are lifestyle-related. Mainly lifestyle-related diseases have a higher self-care rele-
vance since individuals could actively affect these medical conditions. Consumer
Technologies are screened whether they are suitable for non-invasive or mainly
non-invasive measurements of the predefined vital signs and diseases. Therefore,
it should be possible for consumers to use these technologies independently without
external help if possible, in order to promote self-care. The scope lies on accessible
and easy-to-use technologies, which are open to the public and are already on the
market or may come into the market in the near future.

The goal of the chapter is to evaluate suitable, non-invasive technologies for the
measurement of medical conditions and to examine how these technologies may
improve consumer self-care, especially in the field of lifestyle-related diseases.

The following methodical procedure is used to create a 3D self-care map to guide
the development of mobile technologies for healthcare (Graph 1).

In the first step, essential terms and the theoretical medical background of
selected conditions are described though a short literature review.

On this basis, the burden of disease is determined for each condition with the aid
of quantitative epidemiological data such as incidence and prevalence rates. These
serve as yardsticks for the classification of the burden of disease (Department of
Health New York State 1999; Pai and Filion 2003).
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Graph 1 Methodology of the section. (Source: authors’ own graph)

We sort each condition into one out of three bubble sizes, according to their
self-care relevance. The influence of lifestyle factors correlates directly with the
relevance of self-care to consumers and thus the size of the bubble.

After that, technological feasibility and availability of sensor technology for
these conditions are analysed. The obtained products and technical solutions are
presented and their underlying technology is explained.

The 3D self-care map merges key findings of the previous sections in a three-
dimensional bubble chart. The graphical model is described, major insights are
discussed, and implications for distinct groups are given.

2 Theoretical Background

This section gives a description of fundamental terms and approaches which are
necessary for the understanding of the work which follows.

2.1 Medical Perspective

Epidemiology plays an important role in the evaluation of diseases. Last defines
epidemiology as “[ . . . ] the study of the distribution and determinants of health-
related states or events in specified populations, and the application of this study to
the prevention and control of health problems.” (Porta 1995, p. 55). This definition
implies that epidemiology goes beyond pure statistical analysis of diseases by
concerning itself with the prevention of health problems.

In the present work, epidemiological methods and key figures are used to
determine the burden of disease for each of the selected diseases (Graph 2).

This work concentrates on the determination of basic epidemiological key figures
for the selected diseases. Since not all diseases are measured with the same
method, multiple epidemiological methods and units are applied and diseases are
categorised afterwards to assure compatibility of varying diseases despite different
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Graph 2 Incidence and
prevalence. (Source: authors’
own graph)

epidemiological approaches. Unless specified differently, all key figures refer to
Germany. The epidemiological key figures of prevalence and incidence are used
to determine the burden of disease.

“The incidence of a disease is the rate at which new cases occur in a population
during a specified period” (BMJ 2016). Incidence thereby measures the probability
of occurrence of a disease within a specific time period, for example, 1 year (12-
month incidence). Incidence is generally expressed as the number of cases per
10,000 or 100,000 people. Therefore, the most appropriate measure of disease
frequency is incidence. A person newly diagnosed with a certain disease is an
incidence case, whereas a person suffering from the same disease for a longer period
of time is a prevalence case (BMJ 2016).

“The prevalence of a disease is the proportion of a population that are cases
at a point in time” (BMJ 2016, p. 16). Prevalence represents the total number
of individuals who are either suffering from the disease during a period of time
(period prevalence), or who were suffering from the disease at a particular date
(point prevalence). Prevalence is generally expressed as a percentage or as the
number of cases per 10,000 or 100,000 people (National Institute of Mental Health
n.d.). Lifetime prevalence (LTP) represents a particular form of period prevalence.
It describes the relation between the number of people in the population of study,
who at some point in their lives experienced the diseases, and the total population.
Certain sources indicate a total prevalence (TP) for diseases without more detailed
description. Within the scope of this work, it shall be assumed that total prevalence
and lifetime prevalence describe the same and will therefore be equated for reasons
of simplification.

2.2 Self-Care Perspective

The issue of health has gained high importance among OECD countries which
is evidenced by the fact that public health expenditure is expected to increase
significantly in those countries within the next 15 years (OECD 2015). In this
context, the term health literacy was firstly discussed on a broad level in the
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Anglo-Saxon area over the last 15 years but has received and continues to receive
rising attention in Germany in the meantime. Depending on the context and focus,
differing interpretations are associated with the term which makes a generally
accepted definition difficult.

The US Department of Health and Human Services provides a widely used
definition of the term by defining health literacy as “[ . . . ] the degree to which
individuals have the capacity to obtain, process, and understand basic health infor-
mation and services needed to make appropriate health decisions” (U.S. Department
of Health and Human Services 2000).

In this context, health literacy concerns the ability of individuals to not only
obtain and process health information but also understand them in order to make
proportionate decisions for themselves (Wagner and Sparr 2012). The concepts
of health literacy and self-care are closely linked to each other. Health literacy is
a prerequisite for self-care, which was defined by WHO as “[ . . . ] the ability of
individuals [ . . . ] to promote health, prevent disease, and maintain health and to
cope with illness and disability with or without the support of a health-care provider”
(World Health Organization 2009, p. 17).

On that score, individual self-care emphasises individuals and aims to prevent
and inhibit diseases, preserve health and cope with diseases on an individual level.
This means that decision-making competency and action competency is shifting
away from traditional healthcare providers such as hospitals and doctors and towards
individuals (Graph 3).

This development is very clearly seen in the field of lifestyle-related diseases.
Lifestyle-related diseases or short lifestyle diseases besides social, economic, and
environmental determinants refer to the occurrence of diseases which are primarily
based on the habitual behaviour of individuals, including bad eating habits, incorrect
posture and a lack of physical activity (Egger and Dixon 2014; Sharma and
Majumdar 2009).

Consequently, the individual is at least partially responsible for their own health
and the manifestation of lifestyle-related diseases. Derived from individual self-
care, the term consumer self-care is introduced within this work to highlight the
relationship between consumer habits, lifestyle and lifestyle-related diseases. In
reverse, it means that a change in behaviour in the wake of an increase in health
literacy and individual self-care may prevent lifestyle-related diseases and leads to
a decline in those diseases (Willett et al. 2006).

It is necessary for consumers to know and understand the aetiology of these
diseases. The word aetiology is a medical term and means the cause of a medical
condition (Merriam-Webster n.d.-a). The analysis of aetiologies of diseases helps to
assess which medical conditions are not, partially or mainly lifestyle-related.

Graph 3 Used self-care terms. (Source: authors’ own graph)
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For the purpose of this section, the term self-care relevance describes the extent
to which a certain medical condition is influenced by lifestyle-related causes and
factors and the influence consumers have on this condition.

2.3 Technological Perspective

In order to empower consumers to monitor their medical condition without the
help of healthcare professionals, it is necessary to provide precise, accessible and
easy-to-operate technologies to enhance individual self-care. The Merriam-Webster
dictionary defines technology as “a capability given by the practical application
of knowledge” (Merriam-Webster 2016). These technologies need to be precise
enough to recognise and monitor the predetermined medical conditions. To make
operation easier and more convenient for consumers without medical knowledge or
experience, only non-invasive and minimally invasive technologies will be presented
and evaluated in this work. Non-invasive procedures and devices “[ . . . ] do not
involve tools that break the skin or physically enter the body” (Vorvick 2015b).
This includes, among other technologies, trackers, scanners and imaging techniques.
Invasive procedures on the other hand enter the body with needles, scopes or
other devices (Vorvick 2015a). Minimally invasive technologies require only small
incisions or puncturing of the upper skin layers. Hence, those procedures empower
a wide range of consumers to take advantage of technologies without the risk of
injuries. In the context of this work, a technology is accessible to a wide range of
consumers when this technology is offered on the market for consumer electronics.
Consumer electronics comprises electronic products purchased for private needs
(Cambridge Business English Dictionary n.d.). This includes software such as apps,
or hardware in the form of devices, trackers, chips, fabrics and conductive products.

3 Burden of Disease

The first dimension of the 3D map focuses on medical conditions and the resulting
burden of disease. This section gives a brief description of preselected medical
conditions with the help of medical literature. These medical conditions consisting
of vital signs and diseases are then categorised and the burden of disease is
determined for each disease.

Diseases are substantially aligned with the medical conditions mentioned at
Qualcomm’s XPRIZE (XPRIZE Foundation 2012). For a better overview, every
medical condition receives an abbreviation which is listed in front of the medical
name. Cardiovascular and metabolic diseases are represented by the abbreviation
“C”, infectious diseases by “I” and other diseases are represented by the abbrevia-
tion “O”.
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3.1 Criteria for Medical Conditions

During medical inspections, selected vital signs are measured to get a quick
overview of the physical health of a patient. While they are necessary to evaluate
health conditions, they are not included in this work, as they do not indicate
a condition by themselves. The following diseases are selected as they either
predominantly occur in industrialised nations and are expected to spread further,
or because they have a strong impact on the affected person. In both cases, non-
invasive detection and measurement of these diseases can help consumers to better
monitor their medical conditions and help improve their self-care (Graph 4).

A total of 19 diseases are described and analysed in this section. These diseases
are grouped into two major categories – cardiovascular/metabolic diseases and
infectious diseases. Within this work, metabolic and cardiovascular diseases are
merged into one category since they often appear jointly together and affect each
other strongly. As malignant melanoma is neither a cardiovascular nor an infectious
disease it will be presented below and falls under the category of other diseases
(Graph 5).

Every disease is clearly defined and classified by the International Statistical
Classification of Diseases and Related Health Problems (ICD-10). The ICD is
published by WHO, and its current version ICD-10 is used for this work. It was
chosen because this standard is recognised throughout the world and is the most
important system for classification and medical diagnosis coding (World Health
Organization 2010). For simplification purposes, only the three-digit code without

Graph 4 Medical conditions methodology. (Source: authors’ own graph)

Graph 5 Medical conditions composition. (Source: authors’ own graph)
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subcategories is applied for diseases in this work. If there is more than one disease
linked to the three-digit code, only the most common disease will be covered and
analysed. Following the classification, the epidemiology will be determined for each
disease. This is necessary for the determination of the burden of disease. In order to
detect the self-care relevance, it is important to be aware of the ethology, meaning
the source of diseases. This is why every disease is shortly introduced and presented.
Finally, for the technology selection and the technological feasibility, traditional
measurement methods of the presented diseases are discussed.

On the following pages, eight preselected cardiovascular and metabolic diseases,
ten infectious diseases and malignant melanoma are described and presented in
detail.

3.2 Categorisation of Medical Conditions

3.2.1 Cardiovascular and Metabolic Diseases

According to the Robert Koch Institute, “Cardiovascular diseases are the leading
cause of death in Germany, causing a total of approximately 40% of all deaths”
(Rober Koch-Institut n.d., p. 1). Reasons for this can be found not only in
genetic disposition but in preventable and changeable lifestyle-related factors which
are responsible for a growing extent of cardiovascular diseases. An unhealthy
diet, alcohol and tobacco consumption and physical inactivity contribute to this
development (Rober Koch-Institut n.d.; World Health Organization 2016a; World
Heart Federation n.d.). Closely associated with this are also metabolic diseases like
diabetes mellitus or high cholesterol which disrupt the normal metabolism of food
and negatively affect the metabolic processes of the cells (Enns 2016). Here too,
lifestyle-related factors play an important role and increase the risk of acquiring
or reinforcing a metabolic disease (American Heart Association 2014; Williamson
2009).

The metabolic syndrome, which is also known as affluenza, should be noticed
because it is a widely common disease caused by an unfavourable lifestyle (Wirth
et al. 2006). In 2010, prevalence of metabolic syndrome in Germany hit 20% and
is expected to continue to rise in the coming years (Chopra et al. 2012; Herold
2010, p. 685). It is known that cardiovascular and metabolic diseases tend to occur
and manifest together by building clusters (Huang 2009). Therefore, the metabolic
syndrome does not describe a single disease but consists of several risk factors
for cardiovascular and metabolic disease. In 2005, the American Heart Association
(AHA) in cooperation with the National Heart, Lung, and Blood Institute (NHLBI)
delivered an opinion which identifies five risk factors of the metabolic syndrome
(Table 1).

The diagnosis of metabolic syndrome is made if at least three out of five of
the factors mentioned above are present. This significantly increases the risk of
comorbidities or secondary diseases in particular obesity, diabetes mellitus type II,
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Table 1 Risk factors for metabolic syndrome

Risk factor Defining level

Abdominal obesity, given as waist circumference >102 cm in men (>88 cm in women)
Triglycerides ≥150 mg/dl (Milligram per decilitre)
HDL cholesterol <40 mg/dl in men (<50 mg/dl in women)
High blood pressure ≥130/≥85 mm Hg (millimetre of mercury)
Fasting glucose or type II diabetes mellitus ≥100 mg/dl

Content: Grundy (2005). (Source: authors’ own table)

obstructive sleep apnoea and other cardiovascular/metabolic diseases (Herold 2010,
p. 686 f; National Heart, Lung, and Blood Institute 2016).

C1 cholesterol screen (high
cholesterol)

ICD-10 classification: E78 Epidemiology: total prevalence,
65% (men), 66% (women)
Prevalence, 57% (men
cholesterol >190 mg/dl),
61% (women cholesterol
>190 mg/dl) (Robert Koch-
Institut 2014b)

Cholesterol appears in the form of high-density lipoprotein (HDL), low-density
lipoprotein (LDL) and overall cholesterol. High cholesterol level is seen as a
metabolic disease, which may harm blood vessels and is responsible for inadequate
blood circulation, strokes and heart attacks (American Heart Association 2016b).
Besides genetic predispositions and drug-drug interaction, lipid metabolism mainly
develops on the basis of an unfavourable lifestyle, in particular, high calorie
and sugar intake and excessive alcohol consumption. As a result, lipid metabolic
disorder is frequently a comorbidity of diabetes mellitus, obesity and hypertension
(Herold 2010, p. 668; Prinz and Ott 2012, p. 39). The most common and reliable
method for examination of cholesterol is a blood sample.

C2 diabetes mellitus (type
II)

ICD-10 classification:
E10–E14

Epidemiology: LTP, 9.3%

Diabetes mellitus is a chronic metabolism disorder, which occurs as a result of
reduced or missing insulin production of the pancreas or if the body cannot make
effective use of insulin (World Health Organization 2016b). Diabetes substantially
increases the risk for comorbidities and secondary diseases like heart attacks and
sleep apnoea syndrome (Herold 2010, p. 686 f.; Robert Koch-Institut 2015a). While
type I diabetes stems from a genetically predisposed autoimmune disease which
presents around 5% of all diabetics, type II diabetes accounts for 95% of all
cases and is predominantly lifestyle-related (Piper 2013, p. 466). Reason for type
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II diabetes is an acquired autoimmune disease which stems from unhealthy diet,
increased calorie intake and inactivity (Williamson 2009). As a result, 80% of type
II diabetics develop obesity and other cardiovascular diseases like sleep apnoea
syndrome (Herold 2010, p. 682). Glucose control takes place by invasive blood
draw (American Diabetes Association 2016).

C3 hypertension ICD-10 classification: I10 Epidemiology: LTP, 25% (Herold 2010, p. 298)

Hypertension, also known as high blood pressure, designates a steadily increased
blood pressure as a result of diseases of the vascular system. High blood pres-
sure cause permanent damages to major organs and may lead to life-threatening
diseases like strokes and heart attacks (Deutsche Hochdruckliga e.V. DHL 2015).
Hypertension is particularly benefiting from lifestyle-related factors, namely, an
unhealthy diet, salt and sugar consumption, disproportionate caffeine intake and
alcohol as well as tobacco consumption and stress. Being obese or having diabetes
are significant risk factors for getting hypertension (Herold 2010, p. 290; Prinz
and Ott 2012, p. 39). Blood pressure monitors and sphygmomanometers are most
commonly used for non-invasive blood pressure detection but are less precise than
invasive methods.

C4 chronic obstructive pul-
monary disease (COPD)

ICD-10 classification: J44 Epidemiology: prevalence 13%
(at the age of 40+ and increas-
ing) (Geldmacher et al. 2008)

Chronic obstructive pulmonary disease (COPD) is a highly preventable bronchial
obstruction with chronic cough, sputum and bacterial infestation (Herold 2010, p.
333 f.). COPD is the fourth most common cause of death worldwide and the most
common respiratory disease. COPD is triggered by cigarette smoke in 60% of all
cases (Piper 2013, p. 206; Prinz and Ott 2012, p. 65). Other lifestyle-related risk
factors are diabetes mellitus and hypertension (Herold 2010, p. 281). In diagnostics,
the lung function is tested with the help of a spirometer or by detecting the airway
resistance (Johns et al. 2014).

C5 anaemia (iron defi-
ciency)

ICD-10 classification: D50-
D64

Epidemiology: prevalence 10%
(in Europe) (Herold 2010, p. 21)

Anaemia describes a reduced concentration of haemoglobin content or erythro-
cytes under 8.06 mmol/l (13 g/dl) for men and 7.44 mmol/l (12 g/dl) for women in
the blood (Herold 2010, p. 23). Low values of haemoglobin limit the oxygen uptake
capacity which may result in fatigue, dizziness, shortness of breath up to tachycardia
and heart attacks (National Heart, Lung, and Blood Institute 2014). 80% of anaemia
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are iron-deficiency anaemia caused by a lack of iron in the blood (Herold 2010, p.
21). Invasive blood counts provide insights about haemoglobin concentration, the
number of erythrocytes and iron deficiencies (Herold 2010, p. 28).

C6 atrial fibrillation ICD-10 classification: I48 Epidemiology: prevalence 1%
(increasing, 10% at age 75)
(Schuchert et al. 2005)

Atrial fibrillation (AF) is characterised by a quivering or irregular heartbeat
which may lead to strokes, blood clots and heart-related complications (American
Heart Association 2016a). The possible causes for the disease are diverse. Hyper-
tension, alcoholism and thyroid disorders are other reasons which may lead to atrial
fibrillation (Piper 2013, p. 106; Schnabel 2012). Atrial fibrillation is detected by
long-term electrocardiograph (ECG) (Herold 2010, p. 274).

C7 hypothy-
roidism/hyperthyroidism

ICD-10 classification:
E00-E07

Epidemiology: prevalence (in gen-
eral medical practice) 6% (iodine
deficiency-related), 2% (hypothy-
roid), 2% (hyperthyroid) (Schulz et
al. 2012)

The thyroid plays an important role in the energetic metabolism, influences the
formation of hormones and controls cell growth (Cheng et al. 2010; Pascual and
Aranda 2013). Most common disorders are thyroid insufficiency (hypothyroidism)
and overactive thyroid (hyperthyroidism). Lifestyle-related factors which affect
thyroid diseases are tobacco use, alcohol and daily iodine intake (Prinz and Ott
2012, p. 269). Imaging techniques like sonography or laboratory diagnostics help to
identify thyroid disorders. Thyroid hormones can be found in serum from patients or
with the help of a thyroid-stimulating hormone (TSH) and free T4 (fT4) screening
(Piper 2013, p. 537 f.).

C8 sleep apnoea (OSAS) ICD-10 classification: G47 Epidemiology: prevalence 4%
of men/2% of women (middle
aged) (Piper 2013, p. 198 f.).
LTP 1,9% (OSAS) (Hein 2004).

Sleep apnoea means the temporary interruption of breathing around mouth and
nose for more than ten seconds. The complete interruption may last for up to two
minutes (Piper 2013, p. 198 f.). In 90% of cases, an obstructive sleep apnoea
(OSAS) is diagnosed, which means that parts of the respiratory tract are blocked
by the thorax (Herold 2010, p. 325; Piper 2013, p. 199). It is notable that 80% of
SAS patients are obese and every second smoker above the age of 40 suffers from
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obstructive ventilation disorders. Reasons for sleep apnoea are diabetes mellitus,
obesity, smoking as well as alcohol and hypertension (Penzel et al. 2005; Piper 2013,
p. 199). Diagnostic entails either ambulant screening unit which are able to measure
oxygen saturation at night or polysomnography screening in the sleep laboratory
(Herold 2010, p. 323).

3.2.2 Infectious Diseases

Worldwide, infectious diseases rank among the most frequent causes of death. In
Germany, especially newly arising infectious agents and increasing resistance of
bacteria to common antibiotic medicines present challenges (Robert Koch-Institut
and Destatis 2015).

The Merriam-Webster Medical Dictionary defines infectious disease as “a
disease caused by the entrance into the body of organisms (as bacteria, protozoans,
fungi or viruses) which grow and multiply there” (Merriam-Webster n.d.-b, p. 1).

Not every infection necessarily manifest itself in the form of an infectious
disease. Consumers’ risk of developing an infectious disease depends on the type
of infection, its pathogens and the physical condition of the consumer (Bundesmini-
terium für Gesundheit 2016). High hygiene standards and monitoring as well as
preventive vaccinations also reduce the risk of acquiring an infection (World Health
Organization 2008).

The preselected infectious diseases are being described in the following section.

I1 food-borne illness ICD-10 classification: A05 Epidemiology: 12-month preva-
lence, 10% (per year in Ger-
many) (Tschäpe 2000)

After the consumption of contaminated food, a food-borne illness may occur.
Typically, food poisoning lasts for 1 or 2 days. Depending on the cause and
pathogens, first feelings of unease can be seen after only 1–16 hours after con-
sumption. Besides viral and fungal infections and heavy metals impurities, it is
primarily bacteria which cause food-borne illnesses. Medical anamnesis is sufficient
to determine whether or not food-borne illness is present. Only laboratory samples
can detect specific pathogens (Herold 2010, p. 825 f).

I2 human immunodefi-
ciency virus (HIV)

ICD-10 classification: B20-
B24

Epidemiology: in total >83.400
infected people in Germany
in 2014 (Koch-Institut 2015).
Incidence: 4.5/100,000 (in
Germany 2015) (Robert Koch-
Institut 2016a)
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Human immunodeficiency virus (HIV)-infected patients suffer from a severe loss
of CD4-T lymphocytes which are an important part of the immune system (Piper
2013, p. 770). This causes loss of the normal immune system function in the long
term. This process is irreversible and entails other bacterial and viral infections such
as herpes zoster, because of the weakening immune system. HIV is transmitted
via blood, sperm, vaginal secretion and breast milk. HIV is mainly spread by
unprotected sex. In 8% of the cases, HIV is transmitted by contaminated needles
(needle exchange) between drug users (Herold 2010, p. 853). Positive detection
of an HIV infection is detected within 6–12 weeks after the infection. Serological
examination can prove HIV with the help of antigens (Robert Koch-Institut 2016b).

I3 infectious mononucleosis ICD-10 classification: B27 Epidemiology: prevalence of
EBV 95% (up to age 30 in
Western Europe) (Herold 2010,
p. 816)

Infectious mononucleosis or glandular fever is a widely prevalent infectious
disease associated with strong swelling of the lymph nodes, high fever, fatigue
and sickness. (Herold 2010, p. 816; Piper 2013, p. 849). Infectious Mononucleosis
is triggered by the Epstein-Barr-virus (EBV), which belongs to the herpes virus
family. At the age of 30, 95% of the population is infected with EBV. Even after full
recovery, the virus stays in the body. The analysis of a blood sample detects activated
T-lymphocytes and identify the virus. Antibody demonstration is performed with the
Paul-Bunnel test (Herold 2010, p. 817; Piper 2013, p. 850).

I4 leucocytosis ICD-10 classification: D72 Epidemiology: incidence 8%
(estimated) (Denzlinger 2014;
Herold 2010).

In case of excessive increase of white blood cells, which means more than
4 × 109/l to 11 × 109/l, then one talks of a leucocytosis. Aetiologies are manifold,
especially for neutrophilia. Bacterial infections, resulting from inflammation and
anti-inflammatory drugs are the most frequent reasons. Metabolic disorders such as
diabetes mellitus and lifestyle-related factors, namely smoking, stress and physical
strain are further reasons of neutrophilia (Herold 2010, p. 56). Blood count gives
information about the amount of white blood cells and granulocytes.

I5 otitis media ICD-10 classification: H65–
H67

Epidemiology: cumulative
prevalence 61.4% (children,
within the first 6 years) LTP
up to 2.6% (in Great Britain)
(Browning and Gatehouse
1992).
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Otitis media means a painful inflammation of the mucous membranes of the
middle ear, commonly triggered by bacterial or viral infection of the respiratory
passages (Thacker et al. 2006). The peak of cases occurs in early childhood,
making it difficult to gain reliable epidemiological figures in adulthood (Deutsche
Gesellschaft für Hals-Nasen-Ohrenheilkunde und Kopf und Hals-Chirurgie e.V.
2014). Otitis media is caused by viral or bacterial infections (pneumococci,
haemophilus influenza) (Herold 2010, p. 361 ff.; Prinz and Ott 2012, p. 382). Key
component of diagnosis is the physical microscopic examination of the ear by an
otologist. In case of a positive result, a sputum analysis test can identify potential
pathogens (Thomas et al. 2014).

I6 pertussis (whooping
cough)

ICD-10 classification: A37 Epidemiology: incidence
42/100,000 (in eastern
Germany in 2011–2012)
LTP: 1.9% (infants from 0
to 2 years in 2009–2012)
(Neuhauser and Poethko-Müller
2014)

Pertussis, colloquially called “whopping cough”, is a severe or even deadly
infectious disease which invades the airways (Herold 2010, p. 836). Pertussis is
transmitted via droplet infection and is triggered by the bacterium Bordetella pertus-
sis which settles at the respiratory tract (Robert Koch-Institut 2014a). Vaccinations
at periodic intervals lower the risk of contracting pertussis significantly. Diagnosis
of a pertussis infection is dependent on the stadium of the disease. At an early
stage, bacterial pathogens are detected from nose swab or secretion. After 2 weeks,
proof of antigens can be found in the serum after the use of an enzyme-linked
immunosorbent assay (ELISA) (Riffelmann et al. 2008).

I7 pharyngitis (chronic) ICD-10 classification: J02 Epidemiology: incidence 30%
(within 12 months) (Wächtler
and Chenot 2011)

Pharyngitis also referred to as strep throat means a throat infection accompanied
by sore throat, fever and shivering. It is one of the most common diseases; 20%
of people seeing a doctor show symptoms of a pharyngitis (Fink and Haidinger
2007). In 50–80%, viruses cause pharyngitis (Wächtler and Chenot 2011). The
most frequent bacterial pathogen is Streptococcus pyogenes (Robert Koch-Institut
2009). Usually, endoscopic examination of the throat is sufficient for detection of a
pharyngitis infection. Rapid antigen detection tests can be used for the detection of
streptococcus (Robert Koch-Institut 2009).
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I8 pneumonia ICD-10 classification: J12–
J18

Epidemiology: LTP 20% (in
Germany) (Prinz and Ott 2012,
p. 66)

Pneumonia is referred to as an inflammatory, infectious disease of the lung
tissue often associated with cough, fever, sputum and chest trouble, which can
cause death, if left untreated (Prinz and Ott 2012, p. 66). Pneumonia is the third
leading cause of death worldwide (Herold 2010, p. 356). In 90% of all causes,
a CAP is caused by a bacterial infection, namely, pneumococci, staphylococci
or Streptococcus pneumoniae. Lifestyle-related risk factors, which contribute to
pneumonia, are other lung diseases such as COPD, diabetes mellitus, alcoholism
and a weakened immune system resulting from an HIV infection (Jacobi et al. 2009).
Anamnesis and auscultation are first steps for the detection of pneumonia. In case
of a suspected infection, radiographs and in some cases, a computer tomography
is laid down. The exact pathogens can be identified in the blood or sputum (Piper
2013, p. 225 f).

I9 herpes zoster (shingles) ICD-10 classification: B02 Epidemiology: >95% of
adults show antibodies against
VZV (Herold 2010, p. 812)
Prevalence 50% (for shingles in
adults at the age of 85) (Robert
Koch-Institut 2016c)

Varicella zoster virus (VZV) causes two different clinical pictures: varicella
(chickenpox) and herpes zoster (shingles). Primary infection which leads to varicella
appears mostly during childhood. The virus stays inside the body and can be
reactivated, which then leads to shingles (Piper 2013, p. 846; Robert Koch-Institut
2016c). Risk factors include melanoma, intense sun exposure and stress, which
additionally weaken the immune system (Herold 2010, p. 812; Prinz and Ott 2012,
p. 411). Diagnosis is based on anamnesis and visual diagnosis. In rare cases, the
virus is detected via polymerase chain reaction (PCR) test.

I10 urinary tract infection ICD-10 classification: N39 Epidemiology: LTP >50% (for
women in Germany) (Hummers-
pradier and Schiemann
n.d.; Wagenlehner 2015)
LTP 12% (adult males in the
USA) (Brumbaugh and Mobley
2012)

Infectious pathogens of the urinary tract may lead to an urinary tract infection
(Herold 2010, p. 592). In 80% of all cases, the bacterium Escherichia coli (E. coli)
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is responsible for the infection. Besides anatomic reasons, like an obstructive urinary
flow disorder, immune deficiency, sexual activity and metabolic diseases favour
infections of the urinary tract. Due to high blood and urine glucose levels, people
with diabetes are at a higher risk of developing urinary tract infections (Saliba
et al. 2015). Evidence of an infection is provided by urine samples, which prove
leucocyturia and infectious bacteria.

3.2.3 Other Diseases

Malignant melanoma is neither a cardiovascular/metabolic disease nor an infectious
disease and therefore listed separately as other disease.

O1 malignant melanoma ICD-10 classification: C43 Epidemiology: LTP 1%,
incidence 15/100,000 (DKG,
Deutsche Krebshilfe, and
AWMF 2014; Sondak and
Smalley 2009)

Malignant melanoma is a malignant tumour of melanocytes, the pigment cells of
the skin and the most malignant form of skin cancer. This tumour type grows rapidly
and disseminates metastases via blood and lymphatic pathways from an early stage.
Disease rates in Germany have steadily increased over the last decades (Kraywinkel
et al. 2012). People with light skin and a high number of pigments are at particular
risk. A lifestyle-related factor, which is responsible for malignant melanoma, is UV
exposure (Zentrum für Krebsregisterdaten 2013). Malignant melanoma is generally
detected by visual diagnosis or microscopic examination of a dermatologist.

Based on the epidemiological information of each disease given in the former
section, the burden of disease is determined and each condition is then sorted into
one of three categories, according to their prevalence and incidence rates.

For this work, the burden of disease indicates one person’s probability for
developing a disease within a certain period of time or of having a disease at a
specific point in time. With the concept of prevalence and incidence described
in Sect. 2, the burden of disease is determined. It should not be confused with
the Global Burden of Disease, which evaluates mortality and disability caused by
major diseases and injuries and which is used by several organisations, such as the
WHO or Harvard School of Public Health since 1990 (World Health Organization
n.d.). Due to difficult data collection and non-comprehensive basis of data for
the determination of disability-adjusted life years (DALY), the concept of Global
Burden of Disease was dispensed for this work (World Health Organization 2016d).

In order to be able to determine the corresponding burden of disease for
each condition, three categories are being used. Each category is defined by its
epidemiological thresholds for incidence, prevalence and lifetime prevalence/total
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Graph 6 Threshold values of the burden of disease. (Source: authors’ own graph)

Graph 7 Burden of disease map. (Source: authors’ own graph)

prevalence. With this, each disease can be sorted into one category based on their
incidence or prevalence rate, resulting in a low, medium and high burden of disease.

Thresholds and categories for individual epidemiological key figures are valued
as follows (Graphs 6 and 7).

After categorising all diseases on the basis of their epidemiology and applying
the criteria which were mentioned above, the burden of disease for each condition
is presented in the graph:

On the X-axis, diseases are sorted according to their burden of disease in
ascending order. On the left, there are diseases with a low burden of disease, while
on the right, there are conditions which were categorised as conditions with a high
burden of disease.

The low and medium burden of disease categories are each represented by four
diseases. It must be observed that while the burden of disease might be low for
some conditions, correct and prompt treatment for these diseases (HIV, pertussis,
malignant melanoma) still is essential and a lack of treatment may even lead to
death (AIDS.gov 2015; Sandru et al. 2014). Mortality and morbidity are not related
to the burden of disease.
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It turns out that more than half of the examined diseases, 11 out of 19% or 57.9%,
show a high burden of disease. This includes both cardiovascular/metabolic diseases
and infectious diseases, which tend to have high prevalence and incidence rates. This
especially includes diabetes mellitus, hypertension and high cholesterol which are
all components of metabolic syndrome. In addition, diabetes and hypertension are
also main risk factors of COPD, which once again favours chronic pharyngitis. This
confirms the statement claiming that cardiovascular and metabolic diseases often
occur and manifest together and tend to be accompanying illnesses or secondary
diseases of each other.

In a nutshell, more than half of the conditions show a high burden of disease.
This applies in particular for cardiovascular/metabolic diseases which tend to be
closely interrelated, whereas this is less applicable for infections with a high burden
of disease.

After having categorised and determined the burden of disease for each condi-
tion, the impact of lifestyle-related causes and risk factors for the development of
diseases is examined in the next section.

4 Self-Care Relevance

This section focuses on lifestyle-related causes and risks and their impact on
diseases from the previous section.

With the help of medical literature and scientific studies, potential causes and
risk factors of diseases are listed, and each condition is categorised in relationship
to its lifestyle-related causes and risk factors. Finally, the self-care relevance for
each disease is determined and graphically illustrated (Graph 8).

Self-care relevance describes the extent to which a certain medical condition is
influenced by lifestyle-related causes and factors and the influence consumers have
on this condition. Accordingly, a low self-care relevance indicates that a disease
is not or only to a small extent induced by lifestyle and lifestyle-related factor of
individual consumers. On the other hand, a high self-care relevance implies that a
disease is highly or predominantly induced or even caused by lifestyle and lifestyle-
related factors of individual consumers. The term has been chosen to point out which

Graph 8 Self-care relevance methodology. (Source: authors’ own graph)



Towards a Medical Tricorder: A 3D Map to Categorise Diseases for Self-Care. . . 21

diseases are impacted by consumers. In other words, diseases with a high self-care
relevance can be positively influenced by lifestyle changes made by consumers
themselves without the need of medical institutions, while diseases with a lower
self-care relevance may be the result of other non-lifestyle-related causes.

The aim of self-care relevance is twofold. On the one hand, the impact of
lifestyle-related factors on diseases is examined. On the other hand, it is outlined
which disease condition may improve or even heal due to lifestyle changes of the
consumer. Two assumptions are made:

1. Consumers are in a position to make conscious changes in lifestyle.
2. High and medium self-care-relevant diseases are positively affected by specific

changes of lifestyle.

If both assumptions apply, it can be said that the higher diseases are impacted
by lifestyle-related factors, the higher is their self-care relevance and the more
consumers can influence the progress of diseases on an individual level by making
lifestyle changes.

4.1 Criteria for Self-Care Relevance

Self-care relevance for each disease is determined by evaluation of medical literature
and studies. Based on the description of diseases in Sect. 3, additional literature
is used to detect known causes and risk factors. A distinction is made between
lifestyle-related and non-lifestyle-related causes and risk factors in order to deter-
mine the self-care relevance later on. Due to reasons of complexity, correlations and
interdependencies of causes and risk factors are not taken into account, but causes
and risk factors are listed in the same category.

Whereas the gaining of insights is the main purpose in this work, the level of
details regarding methodical approaches and medical context has to be narrowed at
some point. For this work, lifestyle-related causes and risk factors are subdivided
into four areas which are defined as follows (Graph 9).

Graph 9 Lifestyle-related causes and risk factors. (Source: authors’ own graph)
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Graph 10 Self-care relevance circle size mapping. (Source: authors’ own graph)

Other factors which are not listed above are counted as non-invasive lifestyle-
related causes and risk factors. In addition, it is recalled that occupational risks
(increased risk of infections for doctors and staff working for healthcare institutions,
sun exposure of construction workers) are not considered as lifestyle-related causes
and risk factors. Also excluded are actions and risks which are not self-inflicted
(accidents, passive smoking, childhood vaccination). All causes and risk factors
apply to Germany unless otherwise noted.

As an analogy to Sect. 3 diseases are continued to be classified in cardiovascu-
lar/metabolic, infectious and other diseases.

Thereafter, every category is assigned to a degree of self-care relevance. Diseases
which have been detected as being weakly lifestyle-related diseases receive a low
self-care relevance. Diseases which have been detected as partially lifestyle-related
diseases are marked with a medium self-care relevance, while diseases which
have been detected as predominantly lifestyle-related diseases receive a high self-
care relevance. Moreover, the circle size of each disease represents the self-care
relevance of each condition (Graph 10).

4.2 Categorisation of Self-Care Relevance

All diseases described in Sect. 3 are sorted into one of the three categorises on the
basis of their lifestyle-related causes and risk factors which are described above.

Thus, three infectious diseases and malignant melanoma are considered as
partially lifestyle-related diseases. Thereby, nine out of ten infectious diseases are
only weakly or partially lifestyle-related and can be tracked back to other causes and
risk factors such as heredity, pathogenic microorganisms and pathogenic molecules.
Five cardiovascular/metabolic diseases and one infectious disease are considered
as predominantly lifestyle-related diseases. Remarkable is the fact that five out of
six predominantly lifestyle-related diseases are cardiovascular/metabolic diseases.
Moreover, diabetes mellitus, hypertension, high cholesterol, COPD and OSAS share
mainly the same causes and risk factors: This includes in particular an unfavourable
diet (high in calories and sugar-rich nutrition), which often results in obesity, alcohol
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Graph 11 Self-care relevance map. (Source: authors’ own graph)

and tobacco use and physical inactivity. In conclusion, it must be said that especially
diabetes mellitus, hypertension and high cholesterol are closely linked with each
other, and these diseases are frequently accompanying, co-existing, or are secondary
diseases.

The goal of the self-care relevance map is to visualise all diseases and to set them
in relation to their lifestyle-related causes and risk factors in order to determine
which diseases can be influenced by consumers. The self-care relevance for each
disease is symbolised by the circle size of the condition. Furthermore, conditions
are sorted into ascending order starting with a low burden of disease and growing
rightwards (Graph 11).

The evaluation of results shows that non-lifestyle-related causes and risk factors
for cardiovascular diseases are mainly advancing age and familial dispositions
(heredity). It is also apparent that the main causes and risk factors for cardiovascular
diseases are high caloric, poor diets with highly saturated fat and sugar intake; drug
consumption, mainly represented by alcohol and tobacco use; as well as physical
inactivity.

Regardless of the burden of diseases, the large majority of cardiovascular
and metabolic diseases fall into the high self-care category (5/8 cardiovascu-
lar/metabolic diseases). Five out of six diseases which are located in the high
self-care category are cardiovascular and metabolic diseases. Diabetes mellitus,
hypertension, high cholesterol and COPD are predominantly lifestyle-related, and
both show a high burden of disease and a high self-care relevance.

For this reason, the focus lies on those four cardiovascular and metabolic
diseases and less on infectious diseases since these conditions are mainly caused
by pathogenic microorganisms and pathogenic molecules and are less affected by
lifestyle changes. Also the focus is on the measurement and monitoring of vital
signs, which in many cases are necessary and suitable for the detection of diseases
like high cholesterol or diabetes mellitus.
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5 Technological Feasibility

This section focuses on technologies for detection and measurement of the medical
conditions mentioned in Sect. 3. To achieve this, available and suitable technologies
are identified through systematic search, evaluated and categorised in accordance
with their technological feasibility (Graph 12).

For his work, “technology” refers to both software and hardware which are
capable of detecting and measuring medical conditions in consumers. For the
purpose of simplification, throughout this work, technology covers all approaches,
concepts, prototypes, products, sensors and devices dealing with non-invasive
technologies for the measurement of medical conditions. In addition, detected
technologies need to be as precise as possible, easy to use and accessible for
consumers in order to enhance individual self-care.

Sufficiently precise means that a technology is able to reliably identify and
measure individual or multiple medical conditions. This can be ensured through
governmental and independent institutions which certify devices. In particular, this
includes the CE marking for medical devices within the European Union, ISO
standards, and FDA-cleared or FDA-approved devices. In order to receive one of
these certificates, devices must not only pass a harmlessness test but also need
to fulfil capability tests, environmental compatibility and meet additional quality
requirements.

Ease of use of a technology is ensured, when consumers are able to handle the
technology without the help of medical staff or deeper technical understanding. To
this end, only non-invasive and minimally invasive technologies are examined. Such
technologies minimise the risk of injuries and are easier to handle than invasive
methods.

“Availability” relates to whether or not the technology is accessible for the
public and if it can be bought and used by consumers. This shall be the case if
the technology is available and sold as consumer electronics. In Section 2.3 above
consumer electronics were defined as electronic products purchased for private
needs. Accordingly, these technologies are directed at private consumers.

The more these three criteria are fulfilled, the more advanced the technology is
considered to be. Categorising these technologies serves as a qualitative assessment
of the technology without evaluating technical details. The section derives the

Graph 12 Technology methodology. (Source: authors’ own graph)
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technological feasibility for each medical condition from the categorisation of
technologies. The technological feasibility indicates how well a medical condition
can be measured by private consumers with the use of non-invasive technologies.
It is important to note that the technological feasibility does not directly evaluate
specific technologies but indicates how advanced the measurement of a medical
condition is.

5.1 Criteria for Categorisation

The process of searching, identifying suitable technologies and determining of the
technological feasibility of said technologies has four steps:

At first, search keywords help to search for technologies for respective medical
conditions. In the second step, the results are aggregated and structured by
sorting out duplicate reports, failed and outdated technology concepts and
unproven claims of online sources. Following this, the detected technologies
and products are filtered. Products which were available on the market before
2005 or which use invasive measurement methods are sorted out. If there is more
than one product using the same technology, some manufacturers are selected
representatively. The third step involves the explanation of the underlying
principles and technologies of the products and devices being studied. Finally,
the technological feasibility of each medical condition is determined. Section 5.2
graphically illustrates the technological feasibility of each medical condition and
presents major findings (Graph 13).

Graph 13 Keyword search and selection process. (Source: authors’ own graph)
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Overall, 255 websites, conferences, societies, medical and technology blogs,
online journals and commercial sites were screened using the following keywords
in combination with medical condition:

Keywords: non-invasive, minimally invasive, consumer electronics, proto-
type, detection, diagnostic, measurement, monitoring, analysis, innovation,
health device, technology, wearable, wearable technology, medical wearable,
sensor, tracker, wristband, lenses, tech-tat, medical patch, biotech-tattoo

After aggregating and summarising 181 technology approaches, prototypes,
scientific studies, products, sensors and devices were detected; 85 of them were
selected after filtering. It has to be taken into account that different medical
conditions can be measured by the same technology, implying that the number of
technologies is less than the number of selected products.

5.2 Categorisation of Technologies

The technological feasibility is divided into the three categories: early stage,
medical devices and consumer electronics. The classification is based on the criteria
precision, ease of use and availability.

In the category early stage are medical conditions which either cannot be
measured with non-invasive technologies or for which only prototypes are available.
These technologies are characterised by the fact that they are not user-friendly (lack
of ease of use) and are not available on the consumer electronics market (lack of
availability). The early-stage category equates to a low technological feasibility.

In the medical device category, there are technologies for the precise, non-
invasive measurement of medical conditions which are used in medical facilities
(precision). Technologies in this section often need to be operated by professionals
(lack of ease of use) and are not available as consumer electronics (lack of avail-
ability). The medical device category represents a medium technological feasibility
(Graph 14).

Technologies for medical conditions in the consumer electronics category fulfil
all three criteria. These technologies are proven to be precise in measurement
(precision), simple to use by private consumers (ease of use) and available for private
purposes (availability). Medical conditions in this category are valued with a high
level of technological feasibility.

The full review of all examined technologies exceeds the scope of this chapter.
Nevertheless, some of the examined technologies are presented as finalists for the
XPRIZE challenge and are good examples for state-of-the-art technology. Each
technology team works towards an own medical tricorder for detection and mea-
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Graph 14 Technological feasibility mapping. (Source: authors’ own graph)

surement of the presented medical conditions (“Where No Healthcare Device Has
Gone Before” 2015). To give an overview of the types of examined technology, the
seven finalists are shown below as examples for innovative healthcare technology:

Intelesense-Scanadu: Intelesens, a medical technology company which specialises
in intelligent wireless vital signs monitoring, and Scanadu Inc., a Silicon Valley-
based medtech company, collaborate to win the XPRIZE challenge. The ultimate
goal is to design a tricorder device for vital sign monitoring which is capable of
changing the healthcare industry by putting medical devices back into the hands
of individuals.

Aezon: After the XPRIZE challenge had been announced, Aezon was founded in
September 2012. The team includes students from Johns Hopkins University in
Baltimore, USA, and partner with Symcat, which recently developed a symptom
checker for diseases. Other partners include SpiroSmart, Aegle, which provide
big data analytics for healthcare and the developers of Biomeme, a smartphone-
based DNA detection platform.

Danvantri: The team named Danvantri consists of seven professionals and is led
by Sridharan Mani, an Indian entrepreneur and IT project manager. They are
dedicated to developing affordable but high-quality healthcare solutions based
on mobile technologies. The main focus lies on the prevention of diseases by
early detection made possible with an all-in-one handheld device.

DMI: DMI comprises experienced scientists, engineers and designers in the area
of Boston/Cambridge, USA, and has won the Nokia Sensing XCHALLENGE
with their rHEALTH sensor technology. This device also received funding from
NASA, the Gates Foundation and National Institutes of Health (NIH). A single
drop of blood is taken by the new rHEALTH X1 prototype, which applies it to
nanoscale test strips, analyses the sample and links it with possible diagnoses.

Dynamical Biomarkers Group (DBG): DBG is a research group of the Center
for Dynamical Biomarkers and Translational Medicine (CDBTM) in Taiwan
which includes clinicians, medical researches, scientists and engineers. The main
objective is to design light-weight and portable diagnostic instruments with a
high diagnostic accuracy and which offer a good user experience and a flexible
exchange between medical data and the cloud.

Final Frontier Medical Devices: The team was formed by the brothers Basil and
George Harris who founded Basil Leaf Technologies. For the XPRIZE challenge,
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the company is currently developing a portable consumer-level device called
DxtER. This device collects and interprets data to diagnose selected medical
conditions in real time and recommend appropriate actions.

Cloud DX: Dr. Sandeep Kohli, a physician and assistant clinical professor of
medicine at McMaster University, Canada, founded and leads the Canadian
XPRIZE team Cloud DX. The company is working towards a medical device
which enables ordinary people to monitor their health status, diagnose selected
diseases and get a sense of when they should seek professional medical treatment.

In summary, in the technology section of this chapter, promising concepts,
devices and products were presented, underlying technologies were explained,
and their technological feasibility was detected based on defined criteria; 85
technologies in the development state of prototypes, medical devices and consumer
technology have been reviewed. Following an in-depth investigation and categori-
sation of technologies, diseases have been sorted into the technological feasibility
map and presented graphically. The resulting findings will be explained shortly.

The graph shows each of the examined diseases by their technological feasibility.
The vertical y-axis represents the technological feasibility for each disease and is
divided into the three sectors: early stage, medical and consumer electronics. Each
disease is categorised according to its technological feasibility in ascending order.
The higher a disease is listed, the higher its level of technological feasibility. The
graph only shows diseases and no vital signs (Graph 15).

It should be noted that medical conditions which are ranked in the same
category may show minor differences in their technological feasibility due to the
current development status of a technology. A technology, for example, which has
undergone only basic tests is less advanced than a technology, which applied for
FDA approval.

After assessing the study of the graphical technological feasibility, the following
findings should be mentioned:

An even distribution of the examined technologies for each disease onto the early-
stage sector (7 diseases), the medical sector (5 diseases) and the consumer
electronics sector (7 diseases) can be seen. For almost any medical condition
(including vital signs), at least early-stage approaches or research is conducted.
However, there are big differences between detection and monitoring of vital
signs, cardiovascular/metabolic diseases and infectious diseases. Devices for the
measurement of vital signs are not only the most advanced and all located in
the consumer electronics sector but are often able to monitor multiple vital
signs simultaneously. In some cases, those technologies are also able to detect
other medical conditions, such as atrial fibrillation. The majority (5/8) of the
technologies for cardiovascular/metabolic disease detection and measurement
have reached the consumer electronics sector. Early-stage technologies are
almost exclusively occupied by infectious diseases. Apart from HIV detection, no
other technology for infectious disease measurement is located in the consumer
electronics sector. Reasons for this might be that infections are more difficult to
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Graph 15 Technological
feasibility map. (Source:
authors’ own graph)

detect than cardiovascular/metabolic diseases due to lack of precision resulting
from low sensitivity or specificity and possible impurities of samples.

Furthermore, it can be observed that the examined consumer electronics tech-
nologies are more often cleared or approved by the FDA, than technologies in their
early stages. As expected, technologies for consumer electronics are usually more
precise and better meet medical compliance than early-stage technologies. This is
most likely traceable back to a higher degree of feasibility compared to technologies
in the early-stage sector.

As a final point, it should be mentioned that some of the devices which are
ranked as a consumer electronics device still might need known medical procedures
or medical staff for evaluations. For example, the app for malignant melanoma
detection or a professional second HIV test after a false positive result. The same
applies to minimally invasive measurement methods like the FreeStyle Libre device
which still needs a small needle in order to deliver results which are precise enough.



30 A. Hamper et al.

Graph 16 3D self-care map. (Source: authors’ own graph)

5.2.1 3D Self-Care Map

Bringing together burden of disease, self-care relevance and technological feasibil-
ity, this section graphically presents the main results of previous sections, discusses
them and derives practical recommendations for different groups. The 3D self-
care map combines the burden of disease, self-care relevance and technological
feasibility of each disease within a single graph (Graph 16).

The X-axis of the 3D self-care map is divided into three areas: low, medium
and high, and shows the burden of disease ascending, from the left to the right. The
burden of disease measures one person’s probability for developing a disease within
a certain period of time, or of having a disease at a specific point in time (see Sect.
3). The positioning of the disease on the X-axis correlated with the level of burden of
disease. The rightmost position on the X-axis indicated the highest level of burden
of disease.

The Y-axis indicates the technological feasibility, rising from bottom to top
and is categorised into the three sectors: early stage, medical and consumer
electronics. The technological feasibility indicates how well a medical condition can
be measured by private consumers, through non-invasive technologies (see Sect. 5).
The higher a disease is located on the Y-axis, the higher its technological feasibility.

Each disease is represented by a circle. The circle size provides insights into the
self-care relevance of a disease. Self-care relevance describes the extent to which
a certain medical condition is influenced by lifestyle-related causes and factors
and the influence consumers have on this condition (see Sect. 4). The bigger the
circle, the higher the self-care relevance of a certain disease. On the basis of this
description, several statements can be made.
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A high burden of disease was detected by 11 out of 19 diseases, equally dis-
tributed among cardiovascular/metabolic and infectious diseases. Major differences
can be seen in terms of self-care relevance. Infectious diseases are hardly associated
with lifestyle-related factors, mainly resulting in low self-care relevance (6/10 dis-
eases) and medium self-care relevance (3/10 diseases). Lifestyle-related causes and
risk factors of infectious diseases and malignant melanoma are mainly attributed to
omitted preventive actions. This includes primarily unprotected intercourse (HIV),
irregular vaccinations (pertussis) and intense sun exposure (malignant melanoma).

By contrast, cardiovascular/metabolic diseases are predominantly lifestyle-
related (5/8 diseases); 5 out of 6 diseases with a high self-care relevance are
cardiovascular/metabolic diseases. Lifestyle-related causes and risk factors of
these diseases are diet/nutrition (high calories, sugar, and saturated fats), drug
consumption (tobacco and alcohol) and physical inactivity. This applies in particular
to comorbidities of the metabolic syndrome such as diabetes type II, hypertension
and high cholesterol as well as COPD (Geldmacher et al. 2008).

Technologies for detection and measurement of vital signs are consistently high
and are established in the consumer electronics sector. A growing number of specific
technologies are able to detect and monitor multiple vital signs and diseases such as
atrial fibrillation at once.

The technological feasibility of examined diseases is distributed evenly across
the early-stage medical and consumer electronics sector (7/5/7 diseases). Aside
from HIV, which has reached the consumer electronics sector, infectious diseases
are mainly located in the early-stage sector or at the lower end of the medical
sector (7/10 diseases). Cardiovascular/metabolic diseases, on the other hand, are
represented mainly in the consumer electronics sector (5/8 diseases) and show a
high technological feasibility.

Currently for most of the examined medical conditions, there are early-stage
concepts and technologies which aim at the consumer electronics market and are
planned for completion within the next 3 years.

Increasing precision in the field of detection and measurement of medical
conditions, ease of use for consumers and availability of technologies in consumer
electronics steadily raise the technological feasibility. Consequently, based on the
made assumptions, increased technological feasibility entails growing self-care in
private consumers.

6 Discussion

This chapter has demonstrated that cardiovascular and metabolic diseases tend
to occur together and are predominantly the result of lifestyle-related factors.
Infectious diseases, however, are far less affected by the same lifestyle-related
factors. Furthermore, it was found that current research mainly focuses on the
development of technologies for the non-invasive measurement of vital signs and
cardiovascular/metabolic diseases. A growing number of these technologies are
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available in the field of consumer electronics and provide precise, non-invasive
measurement and ease of use for private consumers. Some technologies already
compare measured values with databases in order to provide diagnosis and recom-
mendations for action. As a result, it is seen that individual self-care of consumers
becomes increasingly independent of medical diagnostics and advice. Closely
associated with this are consumers who gain growing influence on their personal
health and decision-making. It is conceivable that these developments will lead to
a decentralisation of the healthcare system and further transformation processes in
the long term.

Technology solutions, in particular leveraging from the Internet of Things and
incorporating sensors in combination with mobile, appear to offer a potential for
more tailored and person-centric solutions to facilitate better and sustained health
and wellness management. Perhaps while technology in many respects has led to
the lifestyle-related factors that are leading to a more sedentary style and thus
contributing to increases in the incidents of various chronic conditions, technology
may also hold the answer for assisting in addressing the problem and finding
appropriate, efficient and effective solutions such as the medical Tricorder.

6.1 Implications for Research and Practice

On the basis of the results, the following implications for consumers, health
insurance funds and technology manufacturers can be seen:

Consumers:

I. Consumers should initially focus on managing existing diseases which are cat-
egorised with a high self-care relevance such as diabetes type II, hypertension,
high cholesterol and COPD. Since these diseases are closely lifestyle-related,
consumers themselves could have a major impact by implementing simple
lifestyle changes. The focus should lie on minimising lifestyle-related causes
and risk factors by optimising diet and nutrition, discouraging drug consumption
and enhancing physical activity.

II. Consumers should then aim to prevent diseases with high and medium self-care
relevance. Cardiovascular/metabolic diseases may be prevented by proper diet
and nutrition, reduced drug consumption and regular physical activity. Infectious
diseases may be prevented by vaccinations (pertussis) or safe sex (HIV). The
risk of malignant melanoma can be reduced by the avoidance of long periods of
intense sun exposure.

Health Insurance Funds:

I. Health insurance funds should address diseases with a combined high self-
care relevance and high burden of disease as those cause avoidable, high costs.
Through further development of relevant technologies and promotion of health
literacy among customers, expenditures can be reduced.
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II. Health insurance funds should then deal with diseases with high and medium
self-care relevance, due to high and long follow-up costs (HIV and malignant
melanoma). Investing in technologies for the detection of these diseases and the
preventive education of their customers could help to prevent diseases.

III. Health insurance funds are advised to deal with diseases with a high burden of
disease since significant parts of their customers are affected. Technologies for
quick and reliable detection of those diseases do not only save time and costs
for expensive laboratory tests (infections), but also enable more efficient early
treatments of patients.

Technology Manufacturers:

I. Technology manufacturers should implement a market penetration strategy for
diseases which have reached a high technological feasibility because the related
technologies are already available for consumers and cause only minor further
development expenses.

II. Technology manufacturers are encouraged to invest in technologies which
detect and monitor diseases with a high burden of disease. Consumer and
medical demand is correspondingly large, and potential competitive and pioneer
advantages can thereby be realised with early-stage and medical technologies.

6.2 Further Research

This work mainly focused on the aspect of technological feasibility of non-invasive
measurement of medical conditions and how medical diseases can be detected and
measured, without the support of a healthcare provider. The assumption was made
that an increased feasibility directly resonates with an enhanced understanding of
self-care by consumers. However, technological enablement itself is only one part
which defines self-care and should be complemented with actions to raise awareness
and concrete recommendations for consumers. Measurement alone cannot increase
self-care of individuals without further actions or lifestyle changes to promote and
maintain health, and prevent disease.

Technology search and selection were based on a literature review with a fixed
scheme, keywords and filters. The products and technologies represent only a
limited selection of existing technical approaches. This is particularly due to the
conflict between offering as many promising concepts as possible and in-depth
examinations of technologies.

The early description of the medical conditions and epidemiological terms
provided a good overview of reasons for their origin, their rate of disease and
conventional detection and measurement. This established the basis for the detection
of the burden of disease, self-care relevance and technological feasibility within
the next sections. It would have been desirable to further limit the amount of
technologies, conduct additional interviews with experts and focus more intensely
on promising technologies instead.
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The aforementioned issue could have been avoided by narrowing down the pool
of diseases beforehand. In return, this would have made in-depth analysis of a
smaller number of suitable technologies and identification of potential future key
technologies possible.

Non-invasive technologies are not only capable of monitoring medical condi-
tions but will also help to prevent diseases through early detection in the near
future. It is to be expected that these technologies will no longer be restricted
to the measurement of medical conditions but start searching for possible causes,
making diagnoses and giving practical advice based on the measurement results.
Particularly, patients with reduced mobility, people living in areas with little medical
infrastructure and those suffering from diseases such as diabetics may benefit from
those developments.

However, this chapter also raises a number of questions and challenges which
need to be addressed by future research: For example, it should be examined
how proper diagnosis and suitable recommendations can be made on the basis
of measurement results and how accurate these diagnoses are. Furthermore, the
potential benefits and fields of application of these technologies for hospitals and
medical staff should be evaluated. Future research should also focus on subsequent
development of technologies for the detection of infectious diseases. Developing
countries with insufficient health services would benefit most from an extensive,
fast and cost-efficient detection of infectious diseases.

Great challenges are expected particularly in the legal field. Regulations for
security and privacy of patient data and exchange of sensible data content between
devices and clouds need further discussion.
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Piloting a Mobile Tele-simulation Unit
to Train Rural and Remote Emergency
Healthcare Providers

Jennifer Jewer, Adam Dubrowski, Cody Dunne, Kristopher Hoover,
Andrew Smith, and Michael Parsons

1 Introduction

Rural and remote practice of emergency medicine presents unique challenges, par-
ticularly when faced with infrequently encountered cases and procedures (Williams
et al. 2001). These challenges are amplified by the fact that a large proportion
of emergency care in rural areas must be provided by general practitioners, or
by nurses and nurse practitioners (Williams et al. 2001; Casey et al. 2008). This
poses a serious challenge to equitable health-care delivery when patients in rural
areas do not have access to comparable levels of emergency care as those in urban
centers (Rogers et al. 1999; Ireland et al. 2006). In emergency medicine, and rural
and remote emergency medicine in particular, low-frequency occurrences of many
clinical encounters limit the opportunity for skills to be developed and maintained
through on the job experience alone. Therefore, a systematic approach to training
personnel for these emergencies is required. Simulation-based medical education
(SBME) has been identified as a valuable tool in the acquisition and maintenance of
knowledge and skills (Rogers et al. 1999; Ireland et al. 2006; Issenberg et al. 2005;
Cook et al. 2011; Scott and Dunnington 2008; Roy et al. 2011) because it facilitates
deliberate practice without compromising patient safety (Ziv et al. 2003). However,
simulators are often located in urban centers and are not easily accessible outside
these centers due to geographic, cost, and time constraints (Ikeyama et al. 2012;
McCoy et al. 2017; Rosen et al. 2012). Mobile tele-simulation has the potential
to overcome these barriers by bringing the simulation training to the trainees, but
challenges such as a comfortable learning environment, technical issues, and ability
to teach desired content via tele-simulation must be addressed.
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We have developed a mobile tele-simulation unit (MTU) prototype that enables
mentor and trainee emergency health care workers, to connect and access SBME
on procedural skills in rural and remote settings. This study focuses on a proof of
concept regarding the acceptability, feasibility, and effectiveness of the proposed
intervention. The goal is to determine whether using this unit, in areas where
simulation training would otherwise not be available, is acceptable to all parties
given the proposed advantages that an MTU can offer in terms of flexibility,
convenience, and costs. The specific objectives of this project are:

1. Acceptability and feasibility: to gather feedback on the design and function of
each iteration of the MTU prototype and incorporation into the finalized MTU

2. Effectiveness: to examine learning outcomes and assess if the outcomes in the
MTU are comparable to face-to-face training

This study takes place in Newfoundland and Labrador (NL), Canada where
40 percent of the population lives in rural areas. NL has a population of around
525,000 that is geographically dispersed across a land mass of approximately
405,000 km2, or almost one and three quarters the size of Great Britain. However,
Great Britain has more than 100 times the number of people. NL has a relatively
new simulation lab, located at the medical school in the capital city; however, the
geographic dispersion of medical facilities across the province makes it expensive,
time consuming, and often impractical for trainees to visit and access resources at
the urban facility. In addition, the simulation lab operates at near capacity, with
preference given to medical students and limited access to outside groups.

2 Background

Mobile tele-simulation is a combination of tele-simulation and mobile simulation.
Tele-simulation involves using Internet protocol-based teleconference software to
give trainees access to simulators and/or mentors in a different location. It couples
the principles of simulation with remote Internet access to teach procedural skills
(Mikrogianakis et al. 2011). Mobile simulation enables access to simulation training
by bringing necessary equipment, and sometimes even the training environment,
directly to the remote teaching site. Research in tele-simulation and mobile-
simulation is limited but has been growing in recent years.

Tele-simulation is particularly useful when there are distance limitations, time
constraints, or a lack of skilled mentors that constrain access to training at simulation
centers (McCoy et al. 2017). Tele-simulation has been shown to be an effective
means of teaching medical skills. It has been used to teach procedural and surgical
skills such as intraosseous line insertion (Mikrogianakis et al. 2011), laparoscopic
surgery (Okrainec et al. 2009, 2010; Henao et al. 2013), treatment of ventricular
fibrillation or desaturation in an intubated patient (Ikeyama et al. 2012), pediatric
resuscitation (Ohta et al. 2017), and performance of ultrasound-guided anesthetic
techniques (Burckett-St Laurent et al. 2016). Some of these studies examined the use
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of tele-simulation to provide training to physicians in resource-restricted regions,
for example, laparoscopic surgery to surgeons in Botswana, Africa (Okrainec et al.
2009, 2010), in Colombia (Henao et al. 2013), and in Puerto Rico (Small et al. 1999;
Treloar et al. 2001).

Tele-simulation has also been found effective in the remote assessment of skills
(Burckett-St Laurent et al. 2016; Okrainec et al. 2013; Choy et al. 2013). This is
important as it has the potential to decrease costs without impacting assessment
validity. For example, Burckett-St et al. (2016) found that the evaluations of
ultrasound-guided anesthetic procedures conducted remotely were consistent with
those conducted on-site. Also, Okrainec et al. (2013) found that the results of remote
administration and scoring of the exam for laparoscopic surgery were consistent
with standard on-site testing.

Emergency personnel have also been trained using tele-simulation. Treloar et al.
(2001) used a high-fidelity human patient simulator (HPS) to provide an educational
program for emergency personnel. The personnel had access to the HPS and they
received both on-site and remote instruction. They found a significant overall
improvement in both perceived preparedness and self-efficacy. Von Lubitz et al.
(2003) also studied the use of HPS and took it one step further by examining
remote access to the simulators to train physicians in three emergency scenarios.
They found a statistically significant improvement in all testing measures and that
trainees’ confidence in performing the procedures also improved.

A challenge with tele-simulation is that trainees may not have access to simu-
lation equipment or the training environment necessary for tele-simulation. These
challenges are addressed with mobile simulation. Mobile simulation can make use
of a specialized unit with portable simulation equipment that effectively represents
a safe, immersive classroom environment for simulation training. For example, a
patient simulator and an audiovisual system were set up at rural health centers in
Australia to teach trauma teams (Ireland et al. 2006). They used multidisciplinary
team training to combine scenario-based learning with mobile patient simulation to
practice technical and behavioral skills in the actual work environments. Weinstock
et al. (2009) recognized the high setup cost and the need for a dedicated space when
establishing the simulation training at the health center and sought to create a low-
cost method for delivering mobile simulation. They created a self-contained mobile
simulation cart that contained a laptop to display vital signs and had audiovisual
equipment to allow for video-based debriefing. A systematic review of the mobile
simulation literature found only 29 papers that conducted a study of the use of
mobile simulation to train physicians (Rosen et al. 2012). They found that the studies
covered a limited range of clinical topics, with the majority focusing on surgical and
obstetrical areas. Most studies focused on evaluating learner reactions and changes
in attitudes and found positive results, and several studies found improvements in
care (Steinemann et al. 2011; Riley et al. 2011; Hunt et al. 2008).

Another type of mobile simulation is one in which a self-contained unit
containing the simulation and other materials is transported to the trainees, rather
than setting up the simulation equipment in the hospital itself. In this model, the
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equipment is sent to the training site and the training is conducted in the self-
contained unit. Some examples of a mobile simulation unit include: a modified
van with simulation equipment to practice laparoscopic skills in Australia (Xafis
et al. 2013); a modified van with simulation equipment and camera to record
and train emergency clinicians in Italy (Ullman et al. 2016), and; a modified
ambulance with camera and simulation equipment in the US to teach endotracheal
intubations (Bischof et al. 2016). There is limited information available on the
learning or patient outcomes associated with use of such mobile simulation tools
to train physicians. However, the preliminary results provide some evidence of the
potential power of mobile simulation. With Ullman et al.’s (2016) modified van,
all participants in the study expressed interest in participating in future training
sessions. Furthermore, Xafis et al. (2013) found that learning with their modified
van was comparable to training at a fixed simulation center. In fact, there was a
trend toward superior participant performance with the mobile unit. The authors
speculated that this may be because of the convenience of having the unit deliver
training at the hospital instead of trainees travelling to a skills center, or because of
the novelty of skills training in a vehicle.

Proponents of mobile simulation suggest that enabling trainees to learn in their
work environment with their own clinical team fosters individual, team, unit and
organizational learning. Also, it saves staff time and money as staff does not have
to travel to a physically separate training environment (Rosen et al. 2012). For rural
areas, or those without access to a dedicated simulation center, mobile simulation is
an especially valuable resource for the delivery of medical training (Ireland et al.
2006; Rosen et al. 2012; Xafis et al. 2013; Ullman et al. 2016; Bischof et al.
2016; Weinstock et al. 2009; Pena et al. 2015). However, bringing the mentor,
experienced in the subject area and in effective SBME and debriefing, to the learner
can often prove to be quite expensive and prohibitive due to the time needed to
travel to the training site. Since accessibility to both an expert mentor, along with
the appropriate training environment and equipment, can be obstacles to simulation
training in rural and remote areas, merging the two concepts of tele-simulation
and mobile simulation presents an innovative solution. To our knowledge, research
on the concurrent application of tele-simulation and mobile simulation to deliver
medical training has yet to be conducted.

3 Description of MTU Prototype

Using the MTU, procedural skills training sessions would be delivered remotely
to emergency health-care providers in rural or remote locations using content
developed by mentors experienced in the subject area and in SBME. The MTU
would be transported to the location and is designed to require minimal technical
support for setup and execution of the training session. Educational content of the
modules delivered can be variable and tailored to the site-specific needs of the
learners. The geographically separated mentor would deliver the training session
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remotely via a live broadcast with two-way video and audio. The importance of a
mentor with experience in the clinical environment and with delivering simulation
training remotely cannot be underestimated (McGaghie et al. 2010). All sessions
would consist of a pre-briefing, simulation scenario, and deliberate practice with
feedback. Relevant review materials would be sent out to learners prior to each
session to allow pre-session familiarization with key information.

4 Methods

The iterative development and piloting of the MTU prototype was carried out
through a mixed-methods approach and with input from a multi-disciplinary team
with backgrounds in emergency medicine, clinical simulation, health informatics,
engineering, computer science and research. We followed Haji et al.’s (2014)
adapted Medical Research Council (MRC) framework to develop programs in
simulation education for training of health professionals. The MRC framework was
developed to help researchers of SBME develop programs of research, rather than
a project-based strategy, with the goal of optimizing instructional design of SBME.
Research on a “study-by-study” basis can result in “a body of evidence that is at
times chaotic, contradictory, and limited in advancing . . . understanding” (Haji
et al. 2014, p. 250). Our primary goal of following the MRC framework is so that we
are moving beyond studying if the MTU is effective and toward an understanding
of why it is effective or not. Also, future research will be able to build upon this
program of research to advance the understanding of SBME.

The MRC emphasizes a theory-based, iterative systematic approach to the
design, refinement, evaluation, and implementation of SBME. The emphasis is
on the design of programs of research in SBME that are theoretically based and
methodologically transparent. The MRC framework (Fig. 1) was originally created
for development of complex clinical interventions and has been successfully applied
in that area (Campbell et al. 2000).

The MRC framework consists of four research process cycles:

1. Cycle A – Theory and Modeling: theory and/or evidence identification and
modeling of the MTU.

2. Cycle B – Piloting: following a reflective approach, collect data to determine
appropriateness of MTU, outcome measures, comparison groups and understand-
ing of the context within which the MTU will operate.

3. Cycle C – Evaluation: conduct a summative evaluation of the MTU.
4. Cycle D – Implementation: implement MTU into the health-care setting.

We followed an iterative approach and have completed cycles A and B. The
necessary institutional ethics review board approval was obtained before the project
began and initial results of this study have been presented at academic conferences
(Parsons et al. 2016a, b, 2017a, b; Jewer et al. 2018).
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Fig. 1 MRC framework
(Haji et al. 2014)

Intervention
Modeling

Piloting

A

D C

B

Implementation Evaluation

Theory and
Evidence

Indentification

4.1 Cycle A – Theory and Modeling

We started by identifying the need for improved rural and remote emergency health-
care providers’ access to training. We then set about determining how to address
this need and deliver the training remotely. As previously discussed, a review
of the literature revealed some research on tele-medicine, and mobile simulation;
however, we did not find any research on mobile tele-simulation units. Using the
Aim-FineTune-FollowThrough (AFT) process to guide the design of the MTU
prototype, we moved through the iterative development process (Cristancho et al.
2011). The AFT process is grounded in learning theory and was developed to aid
the development of simulation training programs. The AFT process has been used
to successfully design a simulation-based program to train surgeons (Cristancho
et al. 2012). In the “Aim” stage of the AFT process, we selected the procedural
skill to be taught, broke the design into main components, and developed a concise,
measurable definition of each component. We then used motor and cognitive
modeling diagrams (MCMD) to determine processes, decisions, and logic required
to complete the components of the MTU prototype on three main areas – comfort,
technology, and human factors. Refer to Appendix A for an overview of the AFT
process and a sample of the MCMD diagrams we constructed. In the “FineTune”
stage, we used the Delphi method to collect input from experts with experience
in emergency medicine, simulation training, and medical education on potential
applications and key design components (Dunne et al. 2018). The prevailing opinion
was that mobile tele-simulation would be useful for those in rural or remote
locations. Key design components identified included: a reliable connection and
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Table 1 Features of the MTU prototype

Feature Description

Physical – size/layout of the MTU Balance portability of unit with available work space
Ability to adapt space to variety of simulation scenarios

Technical – telecommunications Real-time communications – simple and easy to use
Displays and quality of audiovisual communications
Infrastructure – either cell or broadband network
Low-cost software communications platform

Practical considerations Efficient heating, ventilation, wiring, lighting, power supply

competent technical support, a knowledgeable mentor, and content relevant to the
trainee’s location. We also revised the MCMDs and determined evaluation points
and performance measures. In the “FollowThrough” stage, we finalized the MCMDs
and developed and validated the MTU prototype.

4.1.1 Development of MTU Prototype

We designed the MTU prototype to ensure an efficient arrangement and operation
of telecommunications and simulation equipment to allow ease of instruction,
procedural performance, and assessment. Table 1 identifies the design and technical
features that guided the design of the MTU prototype.

As the main focus of the study design was to assess educational effectiveness of
a mobile tele-simulation unit, an inflatable rapid deployment tent was determined to
be the most practical solution (Fig. 2). Vehicle- and trailer-based units were much
more expensive and felt to be impractical at this point in time. The MTU tent was
obtained locally in NL from Dynamic Air Shelters.1 Its robust construction makes
it suitable for transport and deployment in a variety of harsh environmental settings.

Table 2 and Fig. 3 show an overview of the equipment used in the most recent
iteration of MTU prototype. Off-the-shelf and low-cost equipment was used to keep
the design of the MTU accessible and practical.

4.1.2 Development of Training Program

We applied the best practices of SBME pedagogy outlined by McGaghie et al.
(2010), including: feedback, deliberate practice, outcome measurement, simulation
fidelity, and skill acquisition and maintenance. Educational content was provided
through presession delivery of background information to the learner followed
by hands-on teaching during instructional sessions. Prior to the teaching day,
presession information consisted of an online New England Journal of Medicine

1https://www.dynamicairshelters.com/

https://www.dynamicairshelters.com/
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Fig. 2 Rapid deployment
tent designed to function as
the MTU

Table 2 General equipment for setup of the mentor base station and the remote MTU station

Mentor Remote trainee

Technology
Computer with communications software
Web camera – dual function: (1) mounted on

desk to show mentor and (2) worn as head cam
to demonstrate skills; headset vs external
speaker and microphone

Technology
Laptop with communications software

(VSee)
Display monitor
External web camera, speaker, and

microphone
Portable wireless Internet hub

Simulation materials
Medical instruments and supplies for

procedure
Match the setup to the remote trainee station

Simulation materials
Medical instruments and supplies for

procedure
Replication of materials used by mentor

video demonstrating the procedure and important details about chest tube insertion
including indications, contraindications, complications, and necessary equipment
(Dev et al. 2007). On the teaching day, learners were given a brief clinical
scenario on details necessitating insertion of the chest tube on their “patient.” We
designed the session to allow for deliberate practice, which has been found to be an
important part of SBME (Cordray and Pion 2006). During the hands-on sessions,
learners received guidance and real-time feedback on their performance and had the
opportunity to ask questions. The real-time two-way communication between the
mentor and trainees enabled this feedback.

Our session was geared toward teaching an important procedural skill, with joint
reductions at Session A and tube thoracostomy (chest tube) at Sessions B and C.
Joint reductions were taught with trainees doing hands-on practice on each other.
In contrast, chest tube placement was taught using a low-fidelity setup: 3D-printed
ribs secured to a plexiglass stand with low-cost simulated skin and subcutaneous
tissue (later in the project the skin was also 3D printed) (Fig. 3). There is evidence
of SBME as an effective method for teaching the chest tube procedure (Hutton et al.
2008).
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Fig. 3 MTU with
low-fidelity simulation setup
at the remote site and mentor
presence via
telecommunication

4.2 Cycle B – Piloting

Piloting is divided into four sub-phases: (1) establish feasibility and acceptability;
(2) clarify uncertainties in the design of the intervention and outcome assessment;
(3) identify and design the training protocol for a comparison group, and; (4) address
methodological issues. These sub-phases are independent and not completed in any
particular order. We held three prototype evaluation sessions to complete these four
sub-phases and pilot the MTU prototype. This also involved iteratively applying the
AFT process. The descriptions of the sessions are presented in Table 3, and Fig. 4
presents an overview of the piloting cycle.

4.2.1 Session A

The purpose of the first session, Session A, was to evaluate the feasibility and
acceptability of the MTU and to clarify uncertainties in the design of the interven-
tion. We considered possible barriers to the prototype implementation and addressed
technical issues. We also evaluated and documented the setup and takedown of
the MTU and all related components since the MTU would require setup by a
technician at a remote site. The MTU prototype was deployed at a wilderness
training course attended by 35 family medicine residents. Groups of approximately
9 residents were instructed on select joint reductions, skills relevant to the rural



50 J. Jewer et al.

Table 3 Select features of each MTU prototype evaluation session

Session A Session B Session C

Location Wilderness Setting
(5 ◦C)

Wilderness Setting (−20 ◦C) Indoors
(23 ◦C)

Procedural skills covered Joint reductions Tube thoracostomy (chest
tube insertion)

Number of trainees 35 6 18
Trainee background Family medicine

residents
Family medicine residents,
nurses and paramedics

Medical
students

Number of trainees who
performed procedure before

Did not ask 3 (1–2 times) 0

Past exposure to
telemedicine

30 (86%) 5 (83%) 3 (17%)

Past exposure to low-fidelity
SBME

20 (57%) 6 (100%) 17 (94%)

Fig. 4 Overview of cycle B – piloting

practitioner. Following the format for the curriculum described in Sect. 4.1.2 of
this paper, an experienced emergency medicine physician (the mentor) remotely
instructed learners on elbow dislocation via a telecommunications link. Trainees
had the opportunity to interact directly with the mentor during the session. The
mentor’s camera was displayed on the laptop screen in the MTU. The mentor
observed trainees by two cameras stationed in the MTU. An experienced emergency
medicine physician, located in the MTU, provided support and led training on finger
and shoulder dislocations.

As shown in Fig. 4, students were asked to fill out a demographic questionnaire
at the beginning of the session and a design questionnaire at the end of their
session. The demographic questionnaire collected information on demographics and
past experience with the procedure, SBME, and tele-medicine training. The design
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questionnaire focused on design and telecommunications features of the MTU, and
perceptions of learning experiences. The features were rated on a five-point Likert
scale from strongly disagree (1) to strongly agree (5).

4.2.2 Session B

Prototype B incorporated feedback from Session A, involving family medicine
residents at the wilderness training course, and also took into consideration the
comments of research team members with respect to improvements. The purpose
of Session B was to continue examination of the feasibility and acceptability of
the MTU and clarify uncertainties in the design of the intervention and outcome
assessment.

Session B saw the MTU transported by airplane to Labrador, a more remote
northern region of the province. It was necessary to address challenges of packaging
and transport with this deployment. The extreme environment, with its very cold
temperatures (−20 ◦C) presented additional challenges to the effective delivery of
our educational content. Chest tube insertion was chosen as the procedure for this
session as it was felt to be an important skill for learners and it was amenable to
low-fidelity simulation setup and effective demonstration by the remote mentor.
Learners were instructed remotely on the completion of a chest tube insertion
procedure on 3D-printed low-fidelity models following the curriculum described in
Sect. 4.1.2. No on-site mentor was present in this session, learners received only
remote instruction. We reduced the number of trainees receiving training in the
MTU in each session from nine to two, acting on feedback from Session A with
respect to learner to instructor ratios. Additionally, due to the lag with two cameras
on the trainees in Session A, we decided to use just one camera per site in Session B.

As with Session A, trainees completed the demographic questionnaire before
the session and completed the design questionnaires after the session (see Fig. 4).
Additional information was also collected. Design elements of the training session
were evaluated using the adapted National League for Nursing (NLN) Simulation
Design Scale (National League for Nursing 2005). Questions about the objectives
and information provided, support, problem-solving and feedback were asked (see
Appendix C). Learning outcomes were also evaluated in this session. Trainees
were given a set of procedural skills questions, based on the presession materials
(Dev et al. 2007), to answer before and after the session (see Appendix B). These
questions were used to assess whether there were differences in the knowledge of the
chest tube procedure within the group. They were also included to measure learning
after the session. These materials were evaluated by an experienced physician to
determine if differences existed pre and post-session. Measures of self-reported
learning outcomes were adapted from the NLN Student Satisfaction and Self-
Confidence in Learning scales (National League for Nursing 2005) to measure
beliefs and attitudes about learning in simulation (see Appendix C). These NLN
scales have been widely used and have been found to have sufficient reliability
and validity to be used in education research (Franklin et al. 2014). We found that
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the extreme cold temperatures presented challenges. The space heater could not
overcome the −20 ◦C temperatures, and some related discomfort was noted by
participants. As well, low temperature resulted in compromised seals on the tent
components and caused a slow air leak requiring reinflation during the session – a
process requiring air blowers and potentially a generator, all leading to significant
noise interference.

4.2.3 Session C

This session continued to build upon information gathered from the earlier prototype
design cycle. We continued to evaluate the design and function of the MTU but
also worked to complete the third and fourth sub-phases of Cycle B, the design of
the training protocol for the comparison group and addressing any methodological
issues. Because the overall purpose of this MTU prototype is to deliver training
comparable to face-to-face training, we designed the training session for the
comparison group to be given in this manner. The same procedure was taught (i.e.,
chest tube insertion), using the same medical instruments, supplies, and low-fidelity
setup. The session was given the same amount of time for the face-to-face and tele-
medicine groups. It also took place in the MTU tent to minimize any environmental
influences as compared to Session B, although this round of testing was in a warm
environment. Eighteen first and second year medical students were the subjects
for this session. Three groups of equal sizes were created: the intervention group
(tele-medicine), the comparison group (face-to-face), and the control group (no
training session). Since this is a noninferiority study, a control group was needed
to confirm that not only is the intervention group not inferior to the comparison
group but that both treatments are actually effective (Greene et al. 2008). Trainees
were randomized to each group based on the order of their reply to request for
participation and we delivered the session to two trainees at a time. A third student
per group was put in the control cohort and did not receive training (either remote
or face-to-face). Instead they worked on solving a game puzzle for 20 minutes and
then completed the post-tests and questionnaires.

Upon arrival at the session, the trainees completed the demographic and design
questionnaires as in the previous sessions. Satisfaction and self-confidence in
learning was evaluated using the instruments from Session B. To evaluate skill and
knowledge maintenance over time, trainees were tested 1 week after the training
session using the procedural skill questions (see Appendix B), and they were asked
to rate how competent they perceived themselves with performing a chest tube
insertion. We also asked if they had performed, witnessed, or received training in
chest tube insertions in the week prior to doing the retention test.
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5 Results

Through each successive session, the MTU was evaluated on physical design of
the unit, function of the telecommunications equipment and overall impression on
the utility of the MTU. All trainees completed these questions with the exception
of the six control and six face-to-face trainees in Session C, because they did not
receive remote training. The trainees’ ratings on a scale of 1 (lowest) to 5 (highest)
regarding design features, telecommunications, and overall satisfaction with the
MTU are shown in Figs. 5, 6, and 7, respectively. Appendix C shows the means
and standard deviations.

The design and telecommunications Figs. 5, 6, and 7, features and the overall
satisfaction with the MTU were rated at around 4 or higher for all sessions, except
for noise level and audio clarity. A Kruskal-Wallis test (non-parametric ANOVA)
was used to determine if there were statistically significant differences between
the sessions on these features. Table 4 shows the results of the analysis. Trainees’
ratings were only statistically significant on the noise level and the clarity of the
audio. Pairwise comparisons were performed using Dunn’s (1964) procedure with
a Bonferroni correction for multiple comparisons for these two features. This post
hoc analysis revealed statistically significant differences in ratings on noise level
between Session A (27.13) and Session B (10.17) (p = 0.007), and on clarity of the
audio between Session A (27.26) and Session B (12.42) (p = 0.019).

In addition to examining the acceptability and feasibility of the MTU, in
Sessions B and C, we also examined the design elements of the training session
with questions on the objectives and information, support, problem-solving, and
feedback. Appendix C shows the means and standard deviations. The results in

Fig. 5 Feedback on physical MTU design features
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Fig. 6 Function of telecommunications

Fig. 7 Overall satisfaction with the MTU

Session B indicated that there was some room for improvement in the training
program with the average rating on items ranging from 3.17 to 4.17 on a scale of
1 (lowest) to 5 (highest). This feedback was used in making changes to Session C.
For example, we included a video of the procedure in the presession materials in
Session C. Session C groups that received the training remotely versus face-to-face
on the design elements were compared. A Mann-Whitney U test (non-parametric
t-test) revealed that there were no statistically significant differences between the
remote and face-to-face groups on any of the items (see Appendix C).

The effectiveness of the MTU was also evaluated in terms of learning outcomes.
First, the skills questions were assessed. For Session B, a Wilcoxon signed-rank
test (non-parametric paired t-test) found that there was no statistically significant
difference between the pre and the post-skills test results, z = 10, p = 0.066. For
Session C, we introduced three groups (i.e., received training remotely, received
training face-to-face, and the control group that did not receive any training) and a
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Table 5 Mean and standard deviation for self-reported competency in Session C

Group
Pre-test: self-reported
competency

Retention test:
self-reported competency

Increase in self-reported
competency

Remote 1.167 (0.408) 2.167 (0.408) 1
Face-to-face 1.000 (0) 1.833 (0.408) 0.833
Control 1.000 (0) 1.5 (0.548) 0.5

Self-reported competency was rated on a five-point Likert scale from “Not competent at all” (1) to
“Expert” (5)

retention test. We created two new variables: one variable to calculate the difference
between the pre- and post-skills tests and between the post and retention skills
tests. A Kruskal-Wallis test on these new variables indicated that there were no
statistically significant differences between the groups on the pre and post-skills
test ((χ2(2) = 4.150, p = 0.126) or between the post and retention skills tests
(χ2(2) = 2.485, p = 0.289). Next, the self-reported learning measures (adapted from
the NLN scales) that were asked in the post-test were analyzed (see Appendix C for
the means and standard deviations). A Mann-Whitney U test revealed that there
were no statistically significant differences between the remote and the face-to-face
groups on any of the items (see Appendix C). Finally, self-reported competency
in performing the chest tube procedure was examined for Session C using a two-
way repeated measures ANOVA. The effect of training methodology (or no training
in the case of the control group) on perceived competency shows no significant
difference (F(2, 10) = 2.059, p = 0.178), nor is there a difference between the
groups (F(1,10) = 2.317, p = 0.149). However, it should be noted that there
is a larger increase in the mean self-rated competency level from the pre-test to
retention tests for the remote group than for any of the other groups. In addition, the
control group has the lowest mean competency level increase (see Table 5). There
is a statistically significant increase in self-reported competency within the groups
(F(1,5) = 122.5, p < 0.005). All but one of the trainees in the remote and face-
to-face groups reported improved competency in the retention tests; whereas, only
three of the six trainees in the control group reported an improvement.

6 Discussion and Future Research

To our knowledge, this is the first report of MTU development for remote training
of emergency health-care providers. It was helpful to follow the four cycles of
the adapted MRC framework to develop and pilot the MTU prototype. This
framework enabled us to follow a theory-based approach, to identify challenges
in the prototype, and to address these challenges iteratively in the piloting phase.
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Overall, the trainees in each session were satisfied with their experience and
would recommend the MTU to their colleagues for SBME. Additionally, the design
and telecommunication features were rated highly in all sessions except for the
noise level and the audio clarity of the telecommunications equipment. Specifically,
issues were noted with the noise level and audio clarity during Session B. During
this session, the extreme cold was associated with air leaks in the MTU structure
and required pausing instruction to reinflate the unit, a process we feel contributed
to the lower ratings on satisfaction with respect to noise and audio quality. The
other two deployments required no reinflation. Built-in laptop speakers provide
adequate audio in most circumstances, but external speakers of better quality proved
advantageous in Sessions A and C.

One of the key challenges of the development of the prototype was minimizing
costs and keeping the MTU easy to deploy with little technical experience,
while maximizing the value for trainees. We used off-the-shelf communications
software to keep costs low. The challenge with this was that it is developed
for high bandwidth; however, the rural or remote locations may not have access
to high bandwidth. Setting video quality at low-resolution helped avoid choppy
audiovisual transmission but was associated with compromise of fine detail and
made assessment of some components of the skill (e.g., suturing) more difficult.
Using single camera setups at each of the mentor and remote stations in Session C
helped to solve some of the delays seen in Session A when two cameras were used
in the remote station.

Feedback on design elements of the training in Session B (i.e., objectives
and information provided, support, problem-solving, and feedback) were used to
modify the training in Session C. On average, the trainees consistently rated these
design elements highly. Furthermore, a comparison of the ratings of these elements
provided by trainees in Session C who completed the training remotely versus face-
to-face revealed that there were no statistically significant differences on the ratings
between these groups. This is important as these design elements can impact the
instructional effectiveness and learning outcomes.

Learning outcomes were measured in three ways. All findings support the remote
training as comparable to face-to-face training. First, examination of the written
procedural skills tests revealed that there were no statistically significant differences
between the groups (remote, face-to-face, or control). This indicates that the effects
of training methodology (or no training) on skills necessary to perform the chest
tube insertion procedure between the groups are not different, with respect to
performance on a written test. The ability to physically and capably complete a
procedural skill therefore relies on deliberate practice of that skill (Ericsson 2008).
There are two distinct key areas of knowledge with respect to competent procedural
skills performance; one relating to factual background information and the second
being the ability to complete all necessary steps. The second learning outcome
measure was self-reported confidence in learning and personal satisfaction with
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the learning experience. Again, no statistically significant differences were found
between the groups in Session C. The third learning outcome measure was self-
reported competency level in procedural performance. No statistically significant
differences between the groups were found. However, there was a larger increase
in the mean self-reported competency rating with the remote group than with the
other groups, and the control group had the smallest mean increase in self-reported
competency rating. This is encouraging and it would be interesting to investigate
this with a larger sample. A statistically significant difference was found between
subjective competency level before the hands-on training and after the retention
test. These results are encouraging and indicate that self-perceived learning appears
to have occurred during the training, and that it did not matter if the training was
delivered remotely or face-to-face. These findings are consistent with other studies,
which have compared SBME with other instruction, and with no intervention (Ilgen
et al. 2013).

The main limitation of the study to this point has been the small sample sizes
at each stage of prototype development. This is mitigated by the use of the Delphi
method which enabled the inclusion of experts’ opinions on potential applications
and key design components of the MTU. Another limitation is the use of self-
reported learning measures; however, the use of self-reported performance measures
is common practice in educational research and such measures tend to be consistent
with objective measures (Anaya 1999). Additionally, the use of the NLN scales that
have been shown to be reliable and valid, help to alleviate some of these concerns.
Further sessions are planned in the evaluation stage of this research to study the
MTU with more subjects and objective measures of learning outcomes to enable
more robust collection of data and analysis of results.

The next steps are to follow Cycle C of the MRC framework: evaluation. We
will evaluate the educational effectiveness of the MTU’s use with a larger group
of subjects and the application of objective assessments to obtain quantitative data
amenable to statistical analysis. These results will allow comparison of the pre,
post, and retention tests with respect to learning outcomes. If we find that the
learning outcomes from sessions delivered remotely are comparable to face-to-
face, then we will proceed with Cycle D, implementing the MTU into broader
practice settings. The ultimate goal is the delivery of the simulation-based training
remotely through the use of a larger, self-contained vehicle outfitted with simulation
equipment necessary for provision of a wider range of scenarios. This will present an
opportunity to overcome geographic, cost, and time barriers to emergency medical
education provision in rural and remote areas.



Piloting a Mobile Tele-simulation Unit to Train Rural and Remote Emergency. . . 59

Future research will investigate the challenges faced in this study with audiovi-
sual transmission and explore the use of a purpose-built efficient communications
system designed for low bandwidth. Elements in the delivery of the training
program, such as objectives and information provided during the session, could
also be studied. There were no statistically significant differences found between
the remote and face-to-face groups on any of these elements; however, several of
the elements around the cues and information provided during the session (see
Appendix C) were rated lower by the remote than by the face-to-face group. This
increase in communication ambiguity as media naturalness decreases is a known
issue in remote training (Kock 2005). Ways to reduce this ambiguity could be
explored. Additionally, the impact of adding debriefing to the training program on
learning outcomes could be examined, as debriefing has been found to be essential
to SBME (Cheng et al. 2014). Debriefing could be added following an approach
such as the four-step model presented by Rudolph et al. (2008). Future research
will also examine possible collaboration between urban and rural clinicians using
the MTU to learn from each other with the goal of improving the delivery of care
in both regions. The potential delivery of mobile tele-simulation-based training to
other medical disciplines could be examined. For example, use of the MTU could
enable surgeons to train with their own clinical team, and thus foster the benefits
of mobile simulation training, while saving time and money. Furthermore, as with
tele-simulation, the MTU could also be beneficial for the remote assessment of
skills, especially in domains that are poorly covered by traditional written and oral
examinations. Concepts explored in the MTU project also have the potential to be
useful for the provision of training in less developed regions of the world. Research
on conditions specific to these regions that may impact learning outcomes, such as
cultural differences or low bandwidth could be conducted.

7 Conclusion

Following a theory-based approach of the MRC framework and the AFT process has
helped us to conduct the iterative development and piloting of an MTU prototype
targeted to meet the learning needs of emergency health-care providers in rural
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and remote areas. Designing a complex intervention, such as the MTU, poses
substantial challenges to investigators; however, the use of frameworks that harness
qualitative and quantitative methods should improve the intervention, study design,
and generalizability of results. The MTU prototype has been improved through
ongoing evaluation, reflection, and redesign. Feedback to ensure a quality learning
experience in the MTU has directed key features of physical design, technical
performance and the training program that have been applied in deployment of
the unit in each evaluation session. The MTU prototype appears to be an effective
means to make quality simulation training on procedural skills more accessible to
emergency health-care providers in rural and remote areas, while addressing the
challenges of simulation, tele-simulation and mobile simulation. Further evaluation
of design, telecommunications, and learning outcomes will help to determine the
full potential of the MTU and help to address some of the challenges to equitable
health-care delivery by transcending the barriers of distance, time, and costs.

Effective applications of tele-simulation, mobile simulation, and particularly
mobile tele-simulation are in their infancy and the opportunities that these platforms
provide for innovative training are limitless. Challenges such as inadequate exposure
to infrequently encountered medical cases and procedures, and lack of access to
SBME may be addressed through the use of these techniques. The MTU in particular
may provide advantages to those with limited access to simulation training centers
by providing them access to experienced mentors and enhanced quality SBME
experiences.
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Appendix A – Aim-FineTune-FollowThrough Approach
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Sample of MCMD to identify the design factors to consider during prototype
development of the MTU

Appendix B – Procedural Skills Questions

1. Name 3 indications for chest tube placement:
2. Name 2 contra-indications to chest tube placement:
3. Name 4 potential complications of chest tube placement:
4. Name 5 essential pieces of equipment for chest tube placement:
5. What is the typical location on the chest wall for placement of a chest tube?
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Appendix C – Mean and Standard Deviation of MTU
Characteristics

Characteristic
Session A
N = 35

Session B
N = 6

Session C
N = 6
(Remote)

Session C
N = 6
(Face-to-
face)

Mann-Whitney
U test Session
C remote vs.
Face-to-face

Design features of MTU

Well organized 4.00
(0.594)

4.33
(0.516)

4.33
(0.816)

4.83
(0.408)

Good lighting/brightness 3.94
(0.873)

4.50
(0.548)

4.50
(0.548)

4.50
(0.548)

Low noise 4.23
(0.646)

2.67
(1.211)

3.5
(1.378)

4.67
(0.516)

Adequate space 3.89
(0.867)

4.33
(0.516)

4.67
(0.516)

4.67
(0.516)

Function of telecommunications

Camera setup/location 4.17
(1.465)

4.00
(1.095)

4.17
(0.408)

N/A

Audio 4.09
(0.853)

2.83
(1.169)

3.33
(0.816)

N/A

Satisfied with MTU 3.90
(0.746)

4.00
(0.632)

4.50
(0.548)

4.5
(0.837)

Recommend MTU 4.09
(0.712)

4.67
(0.516)

4.50
(0.548)

4.17
(1.169)

Design elements of the training session
Adapted from the NLN Simulation Design Scale (NLN 2005)
Objectives and information

There is enough
information provided
before the session to
provide direction and
encouragement.

3.83
(1.169)

3.67
(0.816)

4.17
(1.329)

U = 70,
z = 1.158,
p = 0.310

I clearly understood the
purpose and objectives of
the session.

4.17
(0.408)

4.33
(0.516)

4.50
(0.837)

U = 59,
z = 0.371,
p = 0.770

The session provided
enough information in a
clear matter for me to
problem-solve the
situation.

3.83
(0.983)

3.67
(0.816)

4.17
(0.408)

U = 65.5,
z = 1.01,
p = 0.454

I learn from the
comments made by the
teacher before, during, or
after the simulation.

3.5
(1.049)

4.17
(0.408)

4.17
(0.753)

U = 66.5,
z = 0.962,
p = 0.415

The cues are appropriate
and geared to promote my
understanding.

3.67
(1.033)

3.83
(0.408)

4.5
(0.548)

U = 80.5,
z = 2.142,
p = 0.077

(continued)
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Characteristic
Session A
N = 35

Session B
N = 6

Session C
N = 6
(Remote)

Session C
N = 6
(Face-to-
face)

Mann-Whitney
U test Session
C remote vs.
Face-to-face

There is enough infor-
mation provided to me
during the session.

3.67
(1.033)

3.83
(0.408)

4.50
(0.548)

U = 80.5,
z = 2.142,
p = 0.077

Support

My need for help was
recognized.

3.67
(0.816)

4.33
(0.516)

4.33
(0.516)

U = 60,
z = 0.468,
p = 0.721

I felt supported by the
teacher’s assistance during
the session.

3.83
(0.983)

4.17
(0.753)

4.17
(0.753)

U = 65.5,
z = 0.853,
p = 0.454

Problem-solving

Independent problem-
solving was facilitated.

3.67
(1.033)

3.67
(0.516)

4.33
(0.816)

U = 80,
z = 1.922,
p = 0.090

Feedback

Feedback provided was
constructive.

3.83
(0.753)

3.83
(0.408)

4.00
(0.894)

U = 74,
z = 1.459,
p = 0.199

Feedback was provided
in a timely manner.

3.83
(0.983)

3.83
(0.408)

3.83
(0.753)

U = 74.5,
z = 1.551,
p = 0.177

The session allowed me to
analyze my own behavior
and actions.

3.5
(1.049)

4.00
(0.632)

4.33
(0.816)

U = 66.5,
z = 0.905,
p = 0.415

There are enough
opportunities in the session
to find out if I clearly
understand the material.

3.17
(1.169)

3.50
(0.837)

4.00
(0.632)

U = 71,
z = 1.245,
p = 0.280

Learning outcomes
Adapted from the NLN Student Satisfaction and Self-Confidence in Learning scales
(NLN 2005)
Satisfaction with learning

The teaching methods
used were helpful and
effective.

4.00
(0.632)

4.83
(0.408)

4.50
(0.548)

U = 42,
z = −0.979,
p = 0.454

I enjoyed how the
teacher taught the session.

3.50
(1.225)

4.67
(0.516)

4.67
(0.516)

U = 47,
z = −0.539,
p = 0.673

Self-confidence in learning

I am confident that I am
developing the skills and
obtaining the knowledge
needed to understand this
procedure.

3.17
(1.169)

4.17
(0.408)

4.33
(0.516)

U = 54.5,
z = 0.044,
p = 0.965
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Drone Delivery Models for Medical
Emergencies

Judy E. Scott and Carlton H. Scott

1 Introduction

Medical emergencies have typically involved transporting the patient to a hospital
in an ambulance. However, in some circumstances, an ambulance cannot access
the patient in a timely manner. For example, the roads are nonexistent, congested,
or damaged by severe weather or natural disasters. When ground transport is
compromised, transport by air could be an alternative. However, airplanes need an
airport, and helicopters are usually prohibitively expensive and may not be available.
Instead of flying a patient to a hospital, a drone could potentially deliver urgently
needed lifesaving medications, medical equipment, blood, vaccines, or organs for a
transplant, to the patient. The speed and cost of the drone delivery are likely to be
favorable and more so as drone technology improves.

Drones are devices which are capable of sustained flight, which do not have a
human on board, and are under sufficient control to perform useful functions (Clarke
2014; Villasenor 2012). Drones are commonly known as unmanned aerial vehicles
(UAVs) (Choi-Fitzpatrick et al. 2016). Alternative terms include Unmanned Aircraft
(UA), Remotely Operated Aircraft (ROA), Remotely Piloted Vehicle (RPV), and
Remotely Piloted Aircraft (RPA) (Clarke 2014).

Although the definition of drones is complex because of the diversity of
characteristics, the main types of drones are fixed-wing, multi-rotor, and hybrid
(Wurbel 2017). Each of these types of drones has strengths and weaknesses. For
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example, fixed-wing drones look like small airplanes and travel faster and further
than multi-rotor drones, which look more like small helicopters. On the other hand,
multi-rotor drones are capable of vertical take-off and landing whereas fixed-wing
drones need a landing strip and take-off using a catapult. Other advantages of the
multi-rotor drones include generally lower cost, the ability to replace the battery
on turn around and deliver items on the return journey. By contrast, the fixed-wing
drones drop supplies by parachute and do not pick up supplies or replace the battery
for the return trip. The hybrid drones combine the advantages of the other two types.

Recent innovations have taken place in drone-specific hardware, software, and
networks. For example, light composite materials and global positioning systems
(GPS) enable efficient flight. Furthermore, lithium batteries are rapidly improving so
drones can fly further on a charge (Raffaello 2014). Drone software can use mobile
phone or tablet apps for tracking and navigation (French 2015; Khazan 2016; Rap-
topoulos 2013). The drone operating system manages the network by monitoring
weather data from all the ground stations and optimizing the routes of the drones
(Raptopoulos 2013). The routes need to avoid both adverse weather conditions and
other risk factors. Also, an on board webcam can enable communication with a
control center (Prigg 2014).

Many drone applications involve surveillance using an on board camera. How-
ever, drones also are capable of carrying devices other than cameras and capable
of delivering small loads. Drones have been used extensively by the military in
combat and for humanitarian aid. Useful nonmilitary drone applications in different
industries include agriculture surveillance and crop spraying, shark surveillance at
beaches, monitoring wildlife for conservation, monitoring fires, scientific research
and exploration, monitoring riots and international borders by police and govern-
ments, sports and entertainment event coverage, other media coverage, emergency
services, and disaster response (Choi-Fitzpatrick et al. 2016; Clarke 2014; Esler
2015).

Arguably, humanitarian drone applications are the most useful since human
lives are at stake. For example, in Nepal, after the 2015 earthquake, drones
helped rescuers locate survivors (Choi-Fitzpatrick et al. 2016). Furthermore, a study
used experiments to model automated response to a scenario of a San Francisco
earthquake (Mosterman et al. 2014). The automated system included fixed-wing
and rotorcraft drones integrated with autonomous ground vehicles.

In contrast to humanitarian drone applications, drones have been used for
crimes, such as delivering contraband to prison inmates, firing weapons, terrorism,
and hacking (Choi-Fitzpatrick et al. 2016). Also drones have been criticized for
inadequate regulation, safety issues, and security and privacy abuse (Balasingam
2017; Clarke 2014; Welch 2015). Celebrities and others are concerned that drones
will spy on them. Furthermore, irresponsible drone owners have been a nuisance in
cases related to photographing accidents or fires and interfering with emergency
responders (Choi-Fitzpatrick et al. 2016). Other concerns are that people would
shoot down drones and steal drone packages (Welch 2015).

Regulatory bodies, such as the Federal Aviation Administration (FAA), usually
ban commercial drones because they are wary of collisions in airline air space.
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Nevertheless, there have been reports of hundreds of collision close calls, many
due to noncommercial drones (Esler 2015). Since December 2015, drones weighing
between 0.55 and 55 pounds need to be registered with the FAA and marked
with the registration number, so owners can be identified if there is an accident
or criminal use of the drone (Choi-Fitzpatrick et al. 2016). Owners need to follow
FAA restrictions, which currently include only daylight hours, within line of sight,
and not over people.

In the US, commercial drone use is illegal without a Section 333 exemption
(French 2015). FAA exemptions have been granted for surveillance applications,
for example, BP pipelines, rather than delivery. This has been frustrating to Amazon
and other companies that are planning drone delivery (Welch 2015). Regulation is
an important limitation to the acceptance of drone healthcare delivery. As discussed,
Flirtey has had FAA approval for dropping medical supplies in rural Virginia with
drones (Hackman and Nicas 2015; Pepitone 2015). However, the approval was only
for a weekend. In contrast, countries with urgent healthcare needs, such as Rwanda,
are more likely to quickly overcome regulatory hurdles (French 2015).

Worthwhile drone functions include delivery of small items that are urgently
needed in locations with difficult access. Critical healthcare drone delivery appli-
cations include timely delivery of medications, blood, and vaccines. Despite the
urgency, locations needing the delivery may have difficult access due to poor
transportation infrastructure, or roads blocked by severe weather, disasters, or traffic
congestion. Drones are not dependent on a well-developed road infrastructure
because they fly to their destination. Since a drone can fly over an inaccessible road,
innovative organizations have begun to use drones for healthcare delivery.

While modeling drone delivery has mainly focused on parcel delivery, this
chapter looks at drone delivery in a healthcare context. The next section overviews
drone applications for medical emergencies. In section three, we provide a review
of documented examples of drone healthcare delivery for medical emergencies,
followed in Models for Drone Delivery by a review of previous modeling work
in drone delivery. In the final section, we discuss concluding remarks.

2 Drone Applications for Medical Emergencies

Medical emergencies are varied. In more developed countries, heart attacks and
asthma attacks are common. In less developed countries, vaccines are desperately
needed. Blood is urgently needed after an accident or injuries associated with
disasters anywhere. When the medical emergency is in a remote place, such as
a mountainous region or island, then delivery of healthcare items by drone could
be faster than other modes of transportation and save lives. Examples of drone
healthcare delivery include over water, such as rivers or seas to islands; bypassing
poor or damaged roads from disasters or extreme weather; or avoiding traffic
congestion.



72 J. E. Scott and C. H. Scott

Table 1 Medical emergencies and drones

Medical
emergency Drone Where Why

Medicine Natural
disasters

Matternet Switzerland Save lives after
earthquakes, hurricanes,
etc.

Blood Hemorrhaging
after
childbirth

Zipline Rwanda Save lives with blood
transfusions

Vaccines Rabies
Malaria

Zipline Rwanda,
Madagascar and
Tanzania

Help prevent up to 1.5
million deaths each year
(Wurbel 2017)

Defibrillators Heart attacks “Ambulance
drone”;
Flirtey

Amsterdam,
Stockholm,
Toronto, Reno

Survival rate potentially
improves from 8% to 80%.

Inhaler Asthma
attack

CyPhy
Works

Children’s Island,
Massachusetts

Save lives by fast response
to remote locations

Drone applications in healthcare include delivery of medicine, defibrillators,
blood samples, and vaccines (Agatz et al. 2015; Choi-Fitzpatrick et al. 2016; DHL
2016; Hackman and Nicas 2015; Haidari et al. 2016; Khazan 2016; Pepitone 2015;
Preimesberger 2016; Prigg 2014; Raptopoulos 2013; Tilley 2016; Varnholt 2016)
(Table 1).

Improvements in global vaccination coverage would help prevent up to 1.5
million deaths each year (Wurbel 2017). One of the challenges is providing access
in the last few miles where the road infrastructure is limited or nonexistent. Vaccine
deliveries in Rwanda, Madagascar, and Tanzania (Haidari et al. 2016; Hotz 2017;
Wurbel 2017) often use drones to complement other forms of transport in the supply
chain, such as motorcycles and trucks (Wurbel 2017).

3 Examples of Drones for Medical Emergencies

In this section, we discuss examples of drone applications for medical emergencies.
Drone companies that are providing or testing service for medical emergencies
include Matternet, DHL Parcel, CyPhy Works, Zipline, Flirty, and Deft University.

3.1 Matternet

Autonomous drones, such as those employed by Matternet, use GPS and other sen-
sors to navigate between automated ground stations in order to deliver medications
in remote locations that lack adequate roads (Raptopoulos 2013). Matternet has
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delivered medications in Haiti following the 2010 earthquake and in the Dominican
Republic (Choi-Fitzpatrick et al. 2016), as well as in Bhutan, New Guinea (French
2015; Peters 2017). The company works with UNICEF and Doctors without
Borders.

These Matternet drones can carry 1–2 kg (2.2–4.4 pounds) and transport items
about 10 km, traveling up to 40 km per hour, taking about 18 minutes including
lift off and landing (French 2015; Peters 2017; Raffaello 2014; Raptopoulos
2013). A smartphone application enables senders to choose from a list of possible
destinations. The drone then automatically generates a route based on the terrain,
weather, airspace, and population density. The route will avoid airports, schools,
and public squares, as well as hills and buildings. A parachute will deploy if the
drone malfunctions.

Matternet also has begun the first urban network of drone base stations in
Switzerland’s hospitals and labs (Peters 2017). Drone delivery, which facilitates
urgent delivery of blood and tissue samples, is more cost-effective than ground
transportation, saving 20% to 50%. This form of delivery also potentially saves
lives by taking 3 minutes instead of 25 minutes. The drones are quadcopters with
duplicate sensors and autopilot systems on board. If all on-board electronics fail, the
drones release a parachute and land (Kolodny 2017b). Matternet expects to lease
each of its drones for $2000 a month and charge the same rate for the vehicle’s
automated base station (Hotz 2017). The drones fly from and land on the base
station where batteries can be recharged between flights. The base station scans
the package in a shoebox-sized storage container using a QR reader and loads it
automatically into the drone. The base also serves as a docking port and transmits
an infrared signal to ensure a pinpoint landing. The Matternet M2 drone can travel
about 12 miles (20 km) at 22 miles per hour (36 km/hour) while carrying around 4
pounds (Stewart 2017). The drones use the same airspace as emergency helicopters
and constantly broadcast their locations.

3.2 DHL Parcel

In Germany, DHL Parcel has researched three generations of medical drone delivery
called Parcelcopter (DHL 2016). The first generation traveled 1 km to deliver blood
samples across the Rhine at Bonn. The second generation tested drone delivery of
medications and other urgently needed material for three months in 2014 to Juist,
one of Germany’s remote North Sea Islands, traveling 12 km across open sea (Agatz
et al. 2015; Varnholt 2016). From January to March 2016, DHL’s third generation
Parcelcopter tested delivery of over 130 parcels of urgently needed medicines or
sporting goods between automated Skyports in two Bavarian Alpine villages. Drone
delivery took 8 minutes compared to a 30 minute road trip in winter (DHL 2016).
The time difference could be significant in a medical emergency.
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3.3 CyPhy Works

UPS has partnered with CyPhy Works to do a drone test delivery of an asthma
inhaler to a remote summer camp on Children’s Island (24/7Staff 2016). The
8-pound 40-inch drone launched from the ground at CyPhy Works’ Beverly,
Massachusetts headquarters and landed on the ground at Children’s Island three
miles off the Atlantic coast. The inhaler which was inside a capsule was released
by the drone after it landed (Quittner 2016). The trip took 8 minutes whereas a boat
trip would take 30 minutes. The time saved could be critical if a child was having a
severe asthma attack.

3.4 Zipline

UPS is also working with Zipline on a drone network to deliver vaccines and
blood to 20 clinics in remote locations in Rwanda (Khazan 2016; Preimesberger
2016; Tilley 2016). Fifteen Zipline all-weather battery-powered drones logged 2000
medical flights in 2017 (Hotz 2017). One-third of the flights have been emergency
deliveries of blood for women hemorrhaging after childbirth or for accident victims.
Malaria, infant deaths, and mothers dying in childbirth are common in Rwanda.
When rabies vaccine is needed urgently, drone delivery is not hindered by washed
out roads during rainy season. Only a third of Africans live within two kilometers
of a road that functions year round (Khazan 2016). Zipline is preparing to open a
second drone base in Rwanda, bringing its fleet there to 60 drones (Hotz 2017).
In 2018, Zipline will open four bases in Tanzania, where it expects to operate 120
autonomous aircraft to supply blood, vaccines, and other medical supplies to 1000
clinics that together serve about ten million people (Hotz 2017; Landhuis 2017).

Zipline drones are launched from a nest and make a delivery by dropping items
with a paper parachute. After the drone returns to the nest, a sim card and new
battery are inserted along with the blood or vaccines for the next delivery. Zipline
30-pound drones are the size of a large dog and can carry three pounds (Khazan
2016; Landhuis 2017). They can fly at 68 mph to health centers up to 50 miles away
(Landhuis 2017). Their route is tracked and changed with a tablet app and costs
about the same amount as delivery using traditional road vehicles.

3.5 Flirtey

The first FAA-approved drone delivery successfully dropped medical supplies to
a health clinic in rural southwest Virginia (Pepitone 2015). The clinic services
about 3000 patients one weekend each year (Hackman and Nicas 2015). Flirtey
drones delivered prescription items from the Wise County Regional airport to the
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clinic in the remote fairgrounds in about 3 minutes. Delivery is usually 90 minutes
along a winding bumpy road from the pharmacy in Oakwood 35 miles away.
An experimental National Aeronautics and Space Administration (NASA) manned
drone delivered supplies from Oakwood to the Wise County airport since Flirtey
drone batteries at that time were limited to about 20 miles. Flirtey drones have also
delivered healthcare items in Nevada, Australia, and New Zealand.

Another first for Flirtey was a ship-to-shore drone delivery demonstration
(Knight 2016). Partnering with the John Hopkins University School of Medicine
and the nonprofit Field Innovation Team (FIT), the drones carried medical samples
for emergency testing, between an onshore medical relief camp at Cape May, N.J.,
and a test facility on a vessel off the New Jersey coast. The drones also transported
medical supplies from the vessel to the onshore medical camp.

Flirtey drones are partnering with REMSA Health, a provider of ambulance and
emergency health services in the state of Nevada, to dispatch a drone to deliver a
portable automatic external defibrillator (AED) whenever a 911 caller in the area
reports symptoms of cardiac arrest (Kolodny 2017a). The drones will launch from
locations that are owned and operated by Flirtey’s commercial clients and health
partners. After the drone lowers a defibrillator on a line, a bystander will unbox it
and apply the pads inside to a patient’s chest. The pads contain sensors that read
what’s happening with a patient’s heart, and the system determines whether the
patient needs an electrical shock. The defibrillator can either prompt a user to press
a button or automatically deliver a shock after a brief warning. REMSA and Flirtey
are working with local regulators in Nevada and targeting a start date in early 2018
for defibrillator deliveries. They are starting in Northern Nevada because the state is
an FAA-approved drone test site.

All this testing has been on the outskirts of Reno-Sparks (Hidalgo 2018). Partners
have been added including City of Reno, City of Sparks, Reno Police Department,
Reno Fire Department, Washoe County, AirMap, and tribal government which
has less access to healthcare. AirMap will help Flirtey integrate into the national
airspace. Future plans include delivery of EpiPens for relief of asthma attacks and
Narcan for opioid overdose.

3.6 Delft University “Ambulance Drone”

Alec Mormot began work on developing the first prototype with a defibrillator as
a graduate industrial design student at TU Delft University in Holland (Knight
2016). The prototype ambulance drones, traveling at speeds of up to 60 miles per
hour, can reach patients within a 4.6 square mile radius in a minute versus an
average of 10 minutes for traditional emergency services, increasing the chance
of survival to 80% from 8% (Balasingam 2017; Claesson et al. 2016; Momont
2014; Prigg 2014; Van de Voorde et al. 2017). The drones track emergency mobile
calls and use GPS to navigate. A paramedic, from a control room connected to a
livestream web camera on the drone, can instruct a lay person assisting the patient.
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Table 2 Comparison of drone delivery for medical emergencies

Drone
company

Healthcare
items

Delivery
location

Launching
pad

Delivery
method Payload Range Speed

CyPhy
Works

Asthma
inhaler

Children’s
Island, Mas-
sachusetts

Ground Ground
landing

4 lb >3 miles 30 mph

Delft
University

Defibrillators Netherlands Hospital,
clinic

Ground
landing

4 kg
(8.8 lb)

12 km
(7.5 miles)

60 mph

DHL
Parcel

Blood,
medications

Germany Automated
Skyport

Automated
Skyport

4.4 lb 12 km
(7.5 miles)

>40 mph

Flirtey Medications,
defibrillators

Virginia,
Nevada

Airport,
medical
offices

Dropped
by rope

2 kg
(4.4 lb)

20 miles ?

Matternet Blood,
medications

Haiti,
Dominican
Republic,
Papua New
Guinea,
Switzerland

Automated
ground
station

Automated
ground
station

2 kg
(4.4 lb)

10 km
(6.25 miles)

40 kmph
25 mph

Zipline Blood,
vaccines

Rwanda Nest
(catapult)

Paper
parachute

3 lb 45 miles 90 mph

An emergency simulation study of drone defibrillator delivery shows the importance
of device-specific customization of emergency operator instruction (Fleck 2016). It
was expected to take five years to develop an operational emergency drone network
and address legal issues and improve the steering on the ambulance drones which are
expected to cost $19,000 each (Prigg 2014). Although regulation issues have slowed
progress, researchers at the University of Toronto and Stockholm are developing
models for drone delivery of defibrillators (Claesson et al. 2016; Van de Voorde
et al. 2017). There is potential for “flying medical toolbox” drones to carry other
healthcare devices, such as oxygen masks or insulin injections for diabetes patients
(Prigg 2014).

Table 2 shows that the healthcare items transported by the drones are predom-
inantly medications, blood, and vaccines. Potentially, defibrillators, oxygen, and
insulin could be transported by the ambulance drone, which is only a prototype
currently in the Netherlands. However, testing is underway for defibrillator delivery
by Flirtey in Nevada.

A drone’s launching pad is often automated and called a ground station, Skyport
or nest. The delivery method can be the same, as in the case of Matternet and DHL
Parcel or the load can be dropped as in the case of Zipline, by a paper parachute,
and Flirtey dropped by rope.

Table 2 also compares the payload, range, and speed for the different drone
delivery platforms. Matternet, DHL, and Flirtey all carry about the same payload.
Zipline carries a smaller payload but is much faster than the others because of its
streamlined fixed-wing plane design versus the helicopter-like design of the others.
The range varies from Matternet’s 6.5 miles to Zipline’s 45 miles. Note that these
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numbers are based on reported information in articles and websites and may not
reflect current capabilities. Also, as stated earlier, technology, such as the duration
of the charge of lithium batteries, is rapidly improving.

3.7 Drone Delivery Costs

According to some sources, drone delivery is usually much more expensive than
delivery by conventional transportation. For example, delivery costs per ton mile
have been estimated at $2000 for drone delivery, versus $40 for same-day ground
truck delivery, $1.37 for air freight, and $0.20 for national truck (French 2016).
Furthermore, drones perform relatively poorly economically on route density and
drop size (Wang 2016). Nevertheless, analysis of “value density” versus urgency
shows instances when the price premium makes sense (French 2016). For example,
an organ for transplant would have high value density and would be needed urgently
to save a life.

On the other hand, researchers have shown using simulation modeling of the
Gaza, Mozambique, vaccine supply chain that a system of drones could increase
the availability of vaccines and decrease costs in a wide range of situations (Haidari
et al. 2016). Sensitivity analyses showed that the major drivers of costs savings are
speed of traditional land vehicles, the number of people needing to be vaccinated,
and the distance that needs to be traveled.

One cost comparison estimates orders of magnitude less money and less time for
delivery of blood with a drone, versus costs of $10,000 to emergency lift someone
in a helicopter to go to the hospital if they need blood (Knight 2016). Instead of
sending several people in a helicopter, the blood is sent directly to the person who
needs it.

Another source states that the Zipline drone service costs about the same
amount as delivery using traditional road vehicles (Landhuis 2017). In summary,
although the cost-effectiveness of drone delivery for medical emergencies needs
more research, the likelihood is that substantial savings will be realized in some
circumstances.

The speed of response to a medical emergency varies with different forms
of transport. Ambulances and motorcycles are dependent on an adequate road
infrastructure and can also be slowed down by traffic congestion and weather issues
that affect accessibility such as natural disasters. Airplanes cannot access locations
without adequate air infrastructure such as airports. Helicopters are less dependent
than airplanes on air infrastructure, but cannot fly or land in inhospitable conditions.
In addition, helicopters are often not available because of their high cost. Boats need
to be able to dock and are slowed down by adverse weather. Some examples have
shown that drones are faster than other forms of transport. For example, the CyPhy
drone took 8 minutes to deliver the asthma inhaler compared to 30 minutes in a boat
(Quittner 2016). The Flirtey drone delivered medications in 3 minutes compared
to road delivery of usually 90 minutes (Hackman and Nicas 2015). DHL Parcel
Drone delivery of urgently needed medicines between automated Skyports in two



78 J. E. Scott and C. H. Scott

Bavarian Alpine villages took 8 minutes compared to a 30 minute road trip in winter
(DHL 2016). Matternet drones’ urgent delivery of blood and tissue samples between
Swiss hospitals and labs is potentially saving lives by taking 3 minutes instead of
25 minutes by ground transportation (Peters 2017).

In the next section, we review models that form the basis for managerial decisions
with respect to the operation of the drone fleet. First, we discuss models for drone
delivery then models specific to healthcare and medical emergencies.

4 Models for Drone Delivery

Inspired by Google, Amazon, UPS, DHL, and other logistic companies, several
researchers have developed various models for drone use primarily for parcel
delivery. Some models use a truck as the primary delivery vehicle with attendant
drones. For example, a study developed two models for delivery of parcels by drones
to be launched from a truck (Murray and Chu 2015). They model this as a mixed
integer program of a traveling salesman type. Computational issues associated with
this model have been discussed by others (Wang et al. 2016). Related models use
various meta-heuristic approaches to solve the resulting integer programs (Agatz et
al. 2015; Ferrandez et al. 2016; Ponza 2015). These papers essentially conclude that
there are cost savings to be realized when both trucks and drones work jointly to
deliver parcels.

Furthermore, researchers extend vehicle routing problems to drone delivery
by adding time and budget constraints to vehicle routing scenarios via integer
programming formulations (Dorling et al. 2017). They explicitly recognize drone
energy consumption and finite payload.

However, the above-described models assume that a drone flight is not impeded
by obstacles such as high mountains or buildings or airport exclusion zones. Another
study developed a sole drone-based delivery system for urban areas by positioning
drone recharging stations and routing delivery paths around obstacles (Hong et al.
2015). The researchers address this issue by embedding a network in space such that
travel is on the shortest path but confined to the network (Hong et al. 2015). They
give a location coverage model to both maximize demand coverage and minimize
flight distance by maximizing their ratio. Additionally, nodes of the network serve
as refueling stations for drones, thus increasing the range of drones.

In this section, we review computer models that have been developed for the
delivery of healthcare products by drones. Our focus is on operational decisions
associated with supply chain management for drone delivery. Supply chain man-
agement decisions include location of service facilities, sizing of service facilities,
and detailed routing decisions.

A model-based emergency response system for a natural disaster involves
a heterogeneous fleet of vehicles (Mosterman et al. 2014). Integration of the
components of their response system is achieved with internet technology and a
graphical interface.
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We look at a location of a supply warehouse and multiple drone nests to provide
medical supplies in an underdeveloped country (Scott and Scott 2017). In such
countries, the road network is generally not well developed and some roads can
become impassable at various times of the year. This suggests a tandem truck-drone
delivery system where trucks carry multiple loads to a region on available roads
and “the last mile delivery” is by drone. In addition, such a strategy could be used
in a developed urban area due to congestion near the delivery site. The location
problem is formulated as a nonlinear program which determines locations for both
a warehouse where supplies are kept, and for drone nests that serve outlying villages
that are potentially inaccessible in a timely manner. Various sensitivity analyses are
performed to look at the effect of demand and drone range on fast delivery.

A logistics network is designed to provide timely delivery of healthcare items
using a tandem strategy involving land-based transportation and final delivery
by drone. Both models focus on locating a warehouse with supplies and drone
nests to complete final delivery. In the first model, our objective is to minimize
the total weighted time for delivery; the second model seeks to minimize the
maximum weighted time to any delivery point, thereby ensuring more equitable
service to outlying regions. As such, the new models given are a contribution
to continuous location theory with particular application to tandem truck drone
delivery of healthcare products. For a review of location decisions, see Drezner and
Hamacher (2004).

A recent study examines the use of drones to deliver routine health services to
a rural area where medical options are more limited than in a highly populated
area (Kim et al. 2017). The researchers develop two models; one at the strategic
level and one operationally oriented. Their first step was to identify a number
of potential locations for drone centers from which drones could fly to deliver
healthcare services. These could be locations of a current healthcare facility such
as a hospital or clinic or perhaps some vacant land which could accommodate a
center. In order to provide service to a rural area, they employ as a requirement
the maximum possible distance that a drone may travel. The strategic decision then
is to identify the locations of the minimal cost number of drone centers necessary
to meet this requirement so that all rural demand is covered. This is formulated
as a set covering problem. The output of this model being the locations of the
drone centers becomes the input to the operational model that routes the drones
to provide service to the rural area. This is modeled as a variant of a multi-depot
vehicle routing problem where the objective is to minimize the operational cost by
appropriate routing to both deliver medical supplies and to return to base with exam
kits for further analysis. A detailed algorithm is given as well as an application to a
rural area in Texas.

Using a method based on geographic information systems (GIS), a study looks at
locations for drones to deliver defibrillators to cardiac arrest victims for the county
of Stockholm, Sweden (Lennartsson 2015). Traditional delivery by ambulance takes
an average of 8–10 minutes in the city and 25–30 minutes outside the city. However,
a patient needs a defibrillator shock within 3 minutes for a survival rate of 74%. As
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each additional minute reduces the chance of survival by 10%, a faster drone-based
delivery system would greatly reduce the death rate.

The paper uses a multi-criteria evaluation method and GIS software to come
up with two locations to base delivery drones: one is the city center where most
incidents occur, the other in an outlying area. Defibrillators are delivered as needed
by drone (termed a Deficopter), which then drops the defibrillator by parachute and
returns to base. Note that while the defibrillator is traveling via the drone and on the
patient, it is unavailable for immediate use elsewhere. Below we look at how many
defibrillators and drones should be stocked at each base to meet demand; an issue
that is not addressed in the paper under discussion.

We model the stocking decision as a multi-server queue where each defibrillator
is a server. Demand for defibrillators is random and the time when a defibrillator is
in use (unavailable for another patient) is also random due to the different spatial
locations that cardiac arrests occur. We assume that when an incident occurs, both
a drone carrying defibrillator and an ambulance will be dispatched simultaneously
and after use, the defibrillator will be returned to base with the ambulance that is
transporting the patient to a hospital. According to queueing theory, the probability
that all defibrillators will be in use at any time is
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where λ is the arrival rate and μ is the service rate and s is the number defibrillators
to be determined to satisfy P ≤ 0.01. Here, we have specified a level of safety of
0.99 which implies that there will be a chance of at most 1% of a defibrillator not
being available when needed. The same model with a different service rate can be
used to size the drone fleet. This is a standard model used in the public sector to size
an emergency fleet such as police cars or ambulances (Kolesar et al. 1975).

We use data from the county of Stockholm given in the above-referenced paper
(Lennartsson 2015) to address the number of defibrillators and drones needed. Based
on 10,000 incidents per year, the arrival rate for calls is 1.14 per hour. Since most
occur in the city area, we split this rate into call rates of 1 and 0.14 for the city and
outside areas respectively. The service rate for a defibrillator based on out and back
times plus time to attend to the patient is 2 per hour in the city and 0.67 per hour
outside the city. The results are given in Table 3 below.

Note that the reason the service rate of defibrillators in the city is much greater
than in outlying areas is that although the defibrillators are delivered fast by drones,

Table 3 Optimal number of defibrillators

Location Arrival rate λ per hour Service rate μ per hour Number of defibrillators

City 1 2 4
Outlying area 0.14 0.67 3
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Table 4 Optimal number of drones

Location Arrival rate λ per hour Service rate μ per hour Number of drones

City 1 6 3
Outlying area 0.14 6 2

the relatively slow return journey by ambulance that transports the patient is further
for the outlying areas.

A similar analysis may be done for the optimal number of drones. We use a 6-
minute flight time for a drone and 4 minutes to change out a battery. With the same
safety level, the results are given in Table 4.

Since we have assigned resources to address all 10,000 incidents per year,
this is likely an overestimate since some incidents will be dealt with by nearby
defibrillators kept in fire or police stations, for example. Also, it is unlikely that two
drone bases would be sufficient to serve the Stockholm area, but the methodology
is readily scaled upward after more detailed analysis.

Similarly, a study examines the integrated use of optimization and queueing
models to deliver defibrillators to out of hospital cardiac arrests in urban and rural
areas in and around Toronto, Canada (Boutilier et al. 2017). The set covering model
minimizes the number of zone bases and the queueing model (as above) sizes the
number of drones assigned to each base. Using their models, they claim a dramatic
improvement of survival rates particularly in a private or rural setting.

In summary, models for delivery by drones address a variety of healthcare issues.
The most important healthcare issue is saving lives. In a medical emergency, lives
can be saved by fast delivery of healthcare products and services. The models
include optimized location of drones to deliver AED, blood and vaccines faster than
ambulances or other emergency forms of transportation. In addition, models include
detailed routing and fleet-sizing decisions.

5 Concluding Remarks

Drones, along with mobile technology, are enabling developing countries to
leapfrog ahead with healthcare delivery to remote locations despite an unreliable
road infrastructure. As stated earlier, only a third of Africans live within two
kilometers of a road that functions year round (Khazan 2016). Even in developed
countries, disasters, such as earthquakes and fires, can render roads inaccessible.
Furthermore, extreme weather and city congestion can be an obstacle to emergency
medical delivery.

Drone technology and its components, such as GPS and lithium batteries, are
available and improving at a rapid pace. Despite issues related to privacy, security,
safety, and regulation, drones can provide beneficial and humanitarian applications,
especially related to healthcare. Consequently, drone healthcare delivery to inacces-
sible locations is likely to become more ubiquitous in the near future.
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This chapter discusses some innovative applications of drones in healthcare
and models for drone delivery in medical emergencies. Models discussed include
tandem strategies involving traditional land transportation followed by drone deliv-
ery, optimized location of drones to deliver emergency products and services, and
detailed routing and fleet-sizing decisions. Models could explicitly model the actual
road network. Future research can also investigate how many drones are needed at a
particular drone nest and how well a network provides coverage for a region. Models
should account for the effect of obstacles such as a high mountain on a drone path
and integrate it into the location model. For drone delivery in a metropolitan area,
paths need to be routed around tall buildings and airports, for example.

While healthcare costs are a major concern in both developed and developing
countries, technology and innovation are considered at least part of the solution.
Drone technology and models for delivery can contribute to lowering costs associ-
ated with medical emergencies. Drones are likely to facilitate more timely, efficient,
and economical healthcare delivery. Some models use a budget constraint while
providing location decisions for warehouses and drone nests that enable timely
delivery. Since time is of the essence in an emergency, faster response would prevent
medical trauma and potential deaths.

Drone companies, delivery companies, healthcare organizations, humanitarian
organizations, or governments could use models as described in this chapter to
expedite delivery of urgently needed healthcare items. Vaccine delivery could
help prevent up to 1.5 million deaths each year (Wurbel 2017). Governments
could partner with drone companies, such as Rwanda does with Zipline to more
economically deliver vaccines and blood to potentially save lives.

Implications for research include the need for further model development.
Although extensive research has focused on sophisticated delivery models for tradi-
tional transportation, research on drone delivery models for medical emergencies is
in its infancy. Nevertheless, the potential to save lives and facilitate lower healthcare
costs are compelling incentives for furthering this research.
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Converting Disability into Ability Using
IT/IS and Smart Textiles
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and Freimut Bodendorf

1 Introduction

This is an era of healthy and long life owing to improved hygiene, innovations
in technology and better nutrition which contribute to making our lives comfort-
able and lavish (Australia’s Health 2016). The advancements in nanotechnology,
medical imaging, and innovative treatments have enabled us to access treatments
and remedies for the diseases which were not available to our ancestors; as a
result, we enjoy healthier lives (Australia’s Health 2016). These innovations in
medicine and equipment have also helped us to live and manage illness and
disease (Australia’s Health 2012), whereas technology has also changed our socio-
economical behaviour leading to increased number of accidents due to high-speed
automobiles and drink-driving (Moan et al. 2013). These traffic accidents mostly
involve younger people (Roozenbeek et al. 2013), whereas fall incidents are more
common in elderly and fragile population (An Ageing Australia 2013). It was noted
that the fall incidents exceeded the traffic accidents (Roozenbeek et al. 2013), both
resulting in higher number of brain injuries (Teasdale and Jennett 1976). Brain
injuries can be fatal in the first instant or can gradually worsen inflicting multiple
disabilities (Smith et al. 1999) and may hinder the victims living a normal happy
healthy life (Stocchetti and Zanier 2016).

M. N. Shaukat
Epworth HealthCare, Melbourne, VIC, Australia

N. Wickramasinghe (�)
Epworth HealthCare, Richmond, VIC, Australia

Swinburne University of Technology, Hawthorn, VIC, Australia

F. Bodendorf
Friedrich-Alexander-University Erlangen-Nuremberg, Erlangen, Germany

© Springer Nature Switzerland AG 2020
N. Wickramasinghe, F. Bodendorf (eds.), Delivering Superior Health
and Wellness Management with IoT and Analytics, Healthcare Delivery
in the Information Age, https://doi.org/10.1007/978-3-030-17347-0_4

87

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17347-0_4&domain=pdf
https://doi.org/10.1007/978-3-030-17347-0_4


88 M. N. Shaukat et al.

In this work, we have focused on physical disability due to brain injury (either
acquired brain injury or traumatic brain injury) or neurological disease, specially
loss of control over organs owing to complete loss or weak disrupted neurological
signals to the healthy muscle (Rodriguez-Paez et al. 2005). We aim at developing
a combination of smart textile and electronic circuitry to transfer signals to
disconnected or damaged neuron of upper limbs/hands. The majority of the such
sufferers possess complete natural organs with healthy muscles with connected
network of bones and ligaments, but absence of signal from motor neuron does
not permit muscles to do any movement or action (Osier et al. 2015), rendering the
victim from brain to physical inactivity.

Subsequently, the extended periods of dormancy or immobility translate to a new
set of problems, e.g. periarticular calcification, bladder and sphincter control issues
(Rodriguez-Paez et al. 2005). This chapter serves to conceptualize the opportunity
to use smart textile gloves/garments integrated with sensors and actuators to control
limbs by sending signals from the processing unit utilizing an application (mobile
or tablet based) or external control (e.g. joystick) to perform daily life activities.

In comparison to physical injuries, brain injuries/diseases are hard to observe
and remain unknown and invisible (Edge 2010) until it starts worsening or affecting
daily life activities, e.g. effective thinking, emotional or behavioural change or effect
on focus, or multiple processing (Lezak et al. 2004), depending on the magnitude
and area of injury or disease (McGinn and Povlishock 2016); therefore, it is not easy
to determine brain injury/disease just by looking or observing a person. The physical
injury can be seen or felt through pain or state of the wound thus highlighting
the extent of injury (Faul et al. 2010a). Similarly, the recovery or improvement
of the physical injury can be ascertained, while with brain injuries/diseases which
may affect rational thinking, emotional or behavioural issues, memory loss or lack
of concentration, sluggishness, persistent headache, extreme mental or physical
fatigue, seizures, paralysis, etc., depending on the extent of injury/disease, it
cannot be easily recognized (Brain Damage: Symptoms, Causes, Treatments 2018);
therefore, brain injury is also termed as a hidden disability (Edge 2010). The brain
injury occurred through either a sudden impact (traumatic brain injury) or due to
other reasons (acquired brain injury) both can be as small as having no visible
impairment on motor control or daily life activities, the sufferer may live with it
for whole life until some sophisticated diagnostic techniques are used to identify
brain injury/disease (Brain Injury is a “Hidden Disability” 2018).

Over 700,000 Australians have been diagnosed with brain injuries limiting
some of the individuals from simple household activities to actively involving
in workforce (About Brain Injury 2016). In only 1 year (2013–2014), almost
500,000 injury-related cases were registered for hospitalization (Australia’s Health
2016). People over 85 years old were found to be in the highest number in the
age category for injury-related hospitalization. Therefore, it was not surprising
to note that fall-related incident for 2013–2014 constituted 41% of total injury-
related hospitalization and it was more than 3 times to automobile accidents (13%)
(Australia’s Health 2016). Around 75% of these brain injured were in their 60s (65
and over) (About Brain Injury 2016), while around 67% of the population was under
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25 years, of which 75% were male, needing care for rest of their life (About Brain
Injury 2016). The Australian population is suffering injury-related problems way in
early age, in particular male population (Mathers et al. 1999), which costs around
8.6 billion dollars per year for brain injured people (Economics 2009).

2 Brain Injury

Brain injury can be of two types external (due to any blow or impact) called as
traumatic brain injury (TBI) or internal factors without any impact or jolt termed
as acquired brain injury (ABI) (Faul et al. 2010b; Bigler 2013; Stocchetti and
Zanier 2016; Acquired Brain Injury (ABI) 2018). In either case, it can cause almost
negligible to severe impact on body movement or coordination, vision, swallowing,
cognition or mood swing (Australia’s Health 2016; Causes of Acquired Brain Injury
2018). This can also result in deterioration to cognitive, physical, emotional or
independent functioning. In fact, brain injury can cause sudden death of specific
brain part and make impairment of certain functions originating from particular
brain part (Australia’s Health 2016), or it can lead to multiple disabilities arising
from worsening conditions of disease/injury (Bigler 2013; National Community
Services Data Dictionary 2012) (Fig. 1).

2.1 Traumatic Brain Injury (TBI)

Traumatic brain injury can be referred as a disruption in the normal function of the
brain that can be caused by a bump, blow, or jolt to the head or a penetrating head
injury (Faul et al. 2010a, b). As depicted in Fig. 2, traumatic brain injury (TBI) can
be caused by a sudden high force giving jolt or blow to head or neck area, such
situation can compel brain to wobble tremendously inside the skull or mutilate the
skull or brain (Gaetz 2004). Causes of Traumatic Brain Injury (TBI) include (Brain
Damage: Symptoms, Causes, Treatments 2018; Langlois et al. 2006a; Pervez et al.
2018):

• Traffic accidents due to high-speed vehicle
• External sudden blows to the head/upper neck area
• Sporting/leisure injuries
• Falls for elderly/slips on wet surfaces
• Physical/domestic violence by spouse or partner
• Unsuccessful suicide attempt
• Blast or explosion in battlefield
• Hard shaking (physical abuse) to an infant
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Fig. 1 Types of brain injuries

As brain injury is not a visible damage unless there is a significant impact, there
is not much perception and openness in the general public about the brain injury or
problems arising from it, this leads to a fatal invisible epidemic (Faul et al. 2010b;
Sample and Darragh 1998). The brain damage can lead to losing or forgetting best
skills, or have difficulties in performing them at their level best owing to lack in
rational thinking, mindfulness and capabilities in linguistic or sentiments (Faul et
al. 2010a; Bigler 2013; Chew and Zafonte 2009).
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Fig. 2 Causes of traumatic brain injuries (TBI)

Fig. 3 Different causes of acquired brain injury (ABI)

2.2 Acquired Brain Injury (ABI)

The brain injury arising from internal reasons mostly happens at brain cell level
without any damage or impact from outside elements as shown in Fig. 3 (Gaetz
2004), e.g. it can be as a result of stroke, brain tumour, infection, illegal drugs,
poisoning, lack of oxygen due to drowning or choking/strangulation or degenerative
neurological disease (Langlois et al. 2006b; Ragnarsson et al. 1999). The growth
of tumour or neuron impairment or lack of oxygen supply can cause partial or
segmental damage to brain (Brain Injury is a “Hidden Disability” 2018). The
following diagram enlists different types of brain injuries in detail (Brain Injury is a
“Hidden Disability” 2018; Acquired Brain Injury (ABI) 2018; Causes of Acquired
Brain Injury 2018; How Brain Injury Occurs 2018) (Table 1).
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Table 1 Causes of acquired brain injuries (ABI) (Acquired Brain Injury (ABI) 2018; Causes of
Acquired Brain Injury 2018; How Brain Injury Occurs 2018)

Cause Brief description

Poisoning/toxic
exposure

Exposure to poison or toxic materials either in a domestic environment
such as long-term misuse of alcohol and entertainment/illegal drugs or
in industrial settings, e.g. toxic fumes or smoke

Infection Inflammation to brain from infection can cause meningitis
(inflammation to brain skull/cover) or encephalitis (inflammation to
brain itself)

Hypoxia/anoxia Limited or complete stoppage of oxygen to brain can cause damage to
brain tissues, e.g. strangulation, choking, near-miss drowning or
asthma

Stroke An unexpected sudden disruption of blood supply to brain is termed as
stroke. A haemorrhage or blocked blood vessel can be cause of stroke

Aneurysms, heart
attacks/cardiac arrest

During any of heart problems, e.g. aneurysms and heart attacks/cardiac
arrest, the blood supply from the heart to brain suffers blockage,
depriving brain from oxygen and consequently damaging brain cells

Tumours Presence or growth of tumour in brain inflicts mutilation (damage) to
proximate neuron tissues and structures

Treatment or surgery Some type of chemotherapy, radiotherapy and surgery can also result
in injury to the brain

Neurological
disability

It applies to impairments of the nervous system occurring after birth; it
includes epilepsy and organic dementias

Disease related Some diseases can cause brain damage depending upon severity, e.g.
AIDS, Alzheimer, cancer, multiple sclerosis (MS) or Parkinson

Tree table showing different causes of acquired and traumatic brain injuries.

Images of different types of traumatic brain injuries due to blow to head or
neck area from external factors, e.g. automobile accident, slip, fall, domestic
violence, sports injury, failed suicide, etc. (Honda City Hit by Motorcycle
2019; Sports Photo by Chris Chow 2019) Caution wet floor (2019).

Different images of factors involved in acquired brain injuries. There is no
external impact on head or neck area; rather, it involves depriving of oxygen
due to drowning, strangulation, exposure to poison, stroke, tumour, illegal
drugs, etc. (Papillary Glioneuronal Tumor 2019; Drowning Photo by Carlos
Koblischek 2019; Drug Addiction 2019).
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Table 2 Classification of brain injuries and their different subclasses (Pervez et al. 2018)

Type Symptoms

Cognitive Difficulty in communication or having a conversation, e.g.
Information processing
Expressing emotions and feelings
Understanding others

Limited ability to focus (problems with concentration or attention, slow-thinking,
disorientation or confused state of mind)
Difficulty in comprehension (abstract ideas/thoughts/dyspraxia)
Poor decision-making (difficulty with planning or organization)
Difficulty in remembering events

Perceptual Change in sensory abilities (vision, hearing or touch)
Spatial disorientation
Difficulty in time sense
Disorder of smell/taste
Poor balance (paresis/plegia)
Intensified pain sensitivity

Physical Continuous headaches
Extreme tiredness (mental/physical)
Paralysis
Tremors/seizures/fits
Weakness, shaking, stiffness or poor balance
Changes in sleep patterns
Sensitivity for light
Slurred speech

Behavioural Impatient/easily irritable
Inability to bear stress
Mood swings (being irritable or feeling on edge)
Changes in personality
Periodically decreased or low level of consciousness
Denial of disability or condition
Increased aggressiveness

2.3 Symptoms and Types of Brain Injuries

Brain injury can have immediate effect, and it can be a gradual worsening of
conditions (Polinder et al. 2015). These symptoms can be of different nature,
e.g. cognitive, perception related, affecting body or causing change in personality
(Van Bost et al. 2017). A number of symptoms in people suffering from brain
injuries/damages have been described in Table 2 (Brain Damage: Symptoms,
Causes, Treatments 2018). There can be multiple symptoms at the same time, some
of the symptoms could be supressed, while others can be more prominent. Table 3
details the clinical severity and duration of symptoms (Brain Damage: Symptoms,
Causes, Treatments 2018; Pervez et al. 2018; Chew and Zafonte 2009).
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Table 3 Categorization of Clinical severity and duration of brain injury symptoms (Pervez et al.
2018)

Severity Consciousness loss
Memory
deficit

Post-traumatic
amnesia Motor deficit

Concussion No loss of consciousness No or mild Minutes – Hours No or mild
Mild Loss of consciousness for

6–24 hours
Mild to
moderate

Hours Mild

Moderate Loss of consciousness for
more than 24 hours

Moderate Days Moderate

Severe Loss of consciousness
lasting for days

Severe Weeks Severe

2.4 Categories of Brain Injuries According to Clinical Severity

Brain injuries can be classified into four different types depending upon the
concussion, loss of memory and defect/discrepancy of muscles or motor control
(Pervez et al. 2018). Table 3 details the effects of concussion type on these
parameters (memory, amnesia and motor control).

3 Types of Assistive Technologies

The brain injury can impact a person in a number of ways, e.g. headaches,
fatigue, seizures, trouble in balance or coordination, affecting logical decision-
making, hearing and visual impairment, severe pain, paralysis, epilepsy, difficulty in
mode or emotion control, partial disability or difficulty to control or move organs,
trouble in memory and concentration and inability to upgrade skills or use learnt
skills (Rushworth 2008). In most of brain injuries, it was noted that a person
shows a noticeable change in behaviour, i.e. he/she becomes excessively violent,
loses impulse control, lacks social regard and underestimates risk, aggregating
multiple chances of further injury (Rushworth 2008). Our focus in this chapter is to
enable a person who is suffering from physical disability because of neuron/nerve
damage and faces difficulty in controlling organ specially arms/hands to perform
daily routine activities. Such person does have healthy muscles with bones and
ligaments intact. A technology based on smart textiles and IoT (Internet of things)
in combination of sensors and actuators can help regain control (Zheng et al. 2014;
Liang-Jie Zhang 2017). There is an extensive work going on in wearable textiles for
vital signs and health monitoring for fitness and patient care (Zheng et al. 2014; Jin
et al. 2017; Fritz et al. 2014; Fang et al. 2016; Khan et al. 2016; Imani et al. 2016).
The main idea is to utilize IoT and sensor-embedded textile-based arm long glove to
transfer brain or movement signal to healthy muscles to enable them for movement
or control (Fig. 4).
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Fig. 4 Types of assistive technologies for hand/arm

Diagram showing types of assistive technologies for arm/hand movement.

3.1 Non-invasive Technologies

There are different types of technologies available for the control and movement
of upper body limb. They include from a simple aesthetic purpose built passive
limb (body powered harnessing system (From Below and Above Elbow Harness
and Control System 2018; Bowker and Michael 1992)), to brain signal controlled
systems. The brain signal powered system can be either non-invasive ones or
invasive ones (requiring surgery to connect brain cells/neurons to the motion
controlling system (Wickham 2012; Regalado 2014; Thought-controlled Prosthesis
is Changing the Lives of Amputees 2012)). The brain signals powered devices can
communicate with nerves/neurons and control the arm to complete required tasks.

3.1.1 Passive or Aesthetic Body Powered Limb

This is a slight modification of an old technique for amputees which was used to give
aesthetic aspect to an amputee (From Below and Above Elbow Harness and Control
System 2018). Previously, it was a piece of wood or plastic material shaped into full
length of arm, but this new one has a set of straps, rings, wires and springs to utilize
body power to lift up or move the arm (From Below and Above Elbow Harness
and Control System 2018; Bowker and Michael 1992; Types of Upper Extremity
Prostheses 2018). This system requires body power from adjacent muscles to create
pull into spring which in turn moves the arm (Bowker and Michael 1992). Despite
being an economical option, this system is not suitable for any person having pain or
chances of increasing damage due to power required. For any brain injury sufferer, it
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needs to have enough power in shoulder and surrounding area to move this harness
system (From Below and Above Elbow Harness and Control System 2018; Bowker
and Michael 1992). Yet, with brain injury, it could be difficult to use such system
(Types of Upper Extremity Prostheses 2018).

3.1.2 Non-invasive: Head Wearable Gear

Korea University and TU Germany (Kwak et al. 2015) scientists have successfully
tested a system which uses electroencephalogram (EEG) signal capturing cap
which serves as interface to communicate between a set of exoskeletons and brain
(Kwak et al. 2015). By using this system, user can independently sit, stand, move
forward and turn left or right by intentionally viewing a set of light emitting diodes
(LEDs) (Kwak et al. 2015). This smart system comprises a powered exoskeleton,
visual stimulus, wireless EEG transmitter and signal processing unit. There are 5
LEDs connected to each visual stimulus assigned to a different task. Each LED
flashes at a distinctive frequency when a user gazes any one of these LEDs, EEG
cap deciphers the EEG signal which is then converted into command to control
exoskeleton (Kwak et al. 2015). This system utilizes a heavy wearable system
to convert electrical signals into mechanical motion using exoskeleton through
electromechanical devices. Nonetheless, the system itself is a wonderful technique
for disabled person but this system is heavy and bulky, produces noise, which may
hinder in smooth handling of EEG signals, consequently, might create delays in
movements or inaccuracy in command processing (Kwak et al. 2015). In addition,
this system requires assistance in putting on and off for system and may also not be
comfortable (Kwak et al. 2015).

3.1.3 Non-invasive; Fixed to Limb

Myomo, medical robotics company based in Cambridge, Massachusetts has
launched a robotic arm device which can be controlled by thoughts of a person
(What is a MyoPro Orthosis 2018). MyoPro prosthetic developed by Myomo was
initially developed by MIT and Harvard Medical School (Moving Your Hand and
Arm with the MyoPro Motion G 2018). It has proved a blessing for hundreds
of patients who suffered from weakness in their muscles or dead-arm due to
stroke, spinal cord or nerve injury, e.g. brachial plexus injury (BPI) or similar
neuromuscular diseases such as amyotrophic later sclerosis (ALS) or multiple
sclerosis (MS) (What is a MyoPro Orthosis 2018). MyoPro detects myoelectric
signals from hand without requiring any surgery. When a person thinks to move
his hand, a myoelectric signal is generated in brain and transferred to relevant
organ through nerves, MyoPro robotic prosthetic uses these nerve signals from
limb, amplifies this signal and through motors controls the motion of weakened or
dead-hand. This system has saved people from amputation, enabled them to live a
high-quality life and reduced overall care cost.
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The MyoPro is custom-made for each individual patient according to the weak-
ness or state of the limb. MyoPro is a wearable motor powered brace, connected to
a system capable of using nerve signal from weak or dead hand, amplifying these
signal and then sending signal to motor to create motion/action (Moving Your Hand
and Arm with the MyoPro Motion G 2018). MyoPro actually has helped patients in
returning back to their work and living a high-quality life without disability, overall
reduced cost of care on individual, family, government and economy. Although
this is such a remarkable technique bringing a positive change to a person living
a disabled life, it seems to be costly and requiring frequent battery charging.
Furthermore, the device itself is huge and visible in such a way that it highlights
a person’s disability.

3.2 Invasive: Implantable Technologies

3.2.1 Invasive: Brain-Implanted Electrode

Researchers at the University of Pittsburgh Medical Center are working on an elec-
trode which can help people who suffer disability and are unable to control or move
their hands (Wickham 2012). They can automatically control prosthetic device using
brain thoughts. The electrode was named as Utah Electrode; it consists of a pair of
fine needle beds, which can be implanted into brain skull through surgery (Regalado
2014). This electrode connects with neurons and uses electric pulses when a
person thinks and converts these electric signals into motion on patient’s will to
manipulate mechanical prosthetic. In this way, a person suffering from disability can
successfully manoeuvre artificial prosthetic to perform different activities ranging
from holding, lifting and stacking varying shapes (Wickham 2012; Regalado 2014).
In a comparable research scientist from Brown University/Blackrock Microsystems,
used brain signals to connect and operate a variety of internet of things (Brain-
Computer Interface Lets You Control IoT Devices 2018). In the near future, the
dream to control TVs, computers, wheel chairs and even independently driving
automobiles with thoughts might become a reality (Brain-Computer Interface Lets
You Control IoT Devices 2018).

3.2.2 Invasive: Implant into Arm

A scientist from Chalmers University Sweden has devised a system capable of bidi-
rectional interface which uses natural and intuitive control system to communicate
with healthy muscles and neurons of a disabled amputee person to control artificial
limbs, as if controlling their own natural arm or hand just by thinking (Thought-
controlled Prosthesis is Changing the Lives of Amputees 2012). In this technique,
they developed and used Osseointegration electrode, which permanently connects
muscles and neurons. A titanium implant (OPRA implant system) controls limb
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directly via nerves and muscles in arm (Thought-controlled Prosthesis is Changing
the Lives of Amputees 2012). The electrodes are implanted into hand instead of
brain but still amputated limbs can transfer signal to control the artificial hand
(Thought-controlled Prosthesis is Changing the Lives of Amputees 2012).

These above-mentioned invasive systems (skull or arm implants) can help an
amputee to control limbs autonomously through his/her own will (brain signals).
A brain implant has its own benefits and demerits. The insertion of tiny electrode
requires surgery to connect to brain cells (neurons). The wires are coupled to
brain and require electrode to emerge out, posing a possible inconvenience and
unacceptability by users. Moreover, the risk of losing signals partially or completely
in the case of neuron damage/disconnection can lead to repeated surgery procedures
to re-establish connection. The arm implant might have better acceptance as it might
not hinder day-to-day activities, but it still requires surgery to insert electrode for
brain connection.

4 Proposed Smart Textile Glove

The above-mentioned techniques no doubt have big impact on day-to-day life for
a person suffering from brain injury/disease and living a disabled life, yet they
either are not fully developed or are heavy and bulky (Kwak et al. 2015; Moving
Your Hand and Arm with the MyoPro Motion G 2018) otherwise require surgery
(Wickham 2012; Thought-controlled Prosthesis is Changing the Lives of Amputees
2012; Mind-controlled Artificial Limb Gives Patients Sense of Touch Again 2018)
or are very expensive (What is a MyoPro Orthosis 2018; Moving Your Hand
and Arm with the MyoPro Motion G 2018; My Own Motion 2018). We propose
a full arm length glove embedded with sensors and actuators, which can sense
myoelectrical signals from brain through neuron present in the healthy part of
the arm and send command signal to corresponding muscle through actuators to
perform a task. The anticipated glove will consist of smart textile material (capable
of conducting electrical signals) with carefully integrated sensors (to collect neuro
signals), actuators (to transmit electrical signal to healthy muscles) and relevant
integrated circuits connected to a command processing unit. A number of scientists
recorded electrical signals by adding sensors into textiles (Wickham 2012; Thought-
controlled Prosthesis is Changing the Lives of Amputees 2012; Kwak et al. 2015;
Moving Your Hand and Arm with the MyoPro Motion G 2018; Mind-controlled
Artificial Limb Gives Patients Sense of Touch Again 2018; The Groundbreaking
Mind-controlled BIONIC ARM that Plugs into the Body and has Given Wearers
Back their Sense of Touch 2018).

There is an immense research going on into developing the textile-based gloves
to sense the movement of the fingers and convert them into electrical signals (Low-
cost Smart Glove Wirelessly Translates the American Sign Language Alphabet into
Text 2018; Sensor Gloves 2018). Our proposed smart textile-based glove, instead
of converting mechanical energy into electrical signal, will impart electrical/neuro
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Fig. 5 Basic elements of
proposed textile smart glove

signals to the healthy muscles of a person for movement suffering from neuron
disease or nerve damage and convert electrical signals into motion. We plan to
control limbs non-invasively through obtaining brain signals either from healthy
limb of affected person or another healthy person and convey them to the related
limb muscle through an IT/IS solution. Such IT/IS solution should record, save and
transmit brain signals using voice, touch or joystick type control system (depending
upon the condition of the disabled person as depicted in Fig. 5). We hope, such
system can enable a disabled person to gain organ control with the help of an app
either on a mobile/tablet/computer or joystick by touch or using voice prompt.

The smart textile-based glove will have following basic elements:

1. Smart textile core
2. Processing unit
3. Input (sensing/command prompt) system
4. Output (motion/action) system

Various parts of signal input, processing and output system using smart textile
glove and IT solution

The smart glove will be a better choice as it can be developed keeping in view
individual’s likes and dislikes for specific material, colour and most important body
height and weight. Moreover, it is easier to replace or change textile-based material
if the individual outgrows or need to change or replace for any reason.

Following are the possible steps involved in development of by smart textile-
based IoT Glove.
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4.1 Nerve and Muscle Actuation Mapping

The human body is an extremely complex structures of nerves, ligaments and
muscles. First step in the process will determine the active and inactive nerves. It
will also involve in precise mapping of positions and functions of nerves, ligaments
and muscles to perform particular activity or group of activities. This mapping might
vary from patient to patient suffering from different level and types of neurological
disease or brain injury. Therefore, it might be complicated as the state of the
patient deteriorate with the worsening of disease or state of brain injury or other
related passive symptoms developing over the period of time but the flexibility of
removing and attaching sensors/actuator on textile glove will help in fixing this
issue. Similarly, change of sensing position might vary with growth of a child,
the use of textile core will help in replenishing inexpensive new textile glove and
reattaching the sensors/actuators.

4.2 Signals Conductions

The signals to the PU (Processing Unit) can be transmitted to the smart textile glove
using three different ways. The input can be given using a joystick or GUI (Graphic
User Interface) by the individual herself/himself or by the carer. Otherwise, the
command signals can be sent through authorized voice in the system (especially for
the persons lacking ability to use hands or having difficulty in using hands). This will
need to register voice of physically challenged person or carer into the application
and then use it as command input otherwise if person affected is not able to speak,
eyeball tracking system might be another way out for command input.

4.3 Signal Communications

The signal to the processing unit can be connected either linking the input devices
through wires or wirelessly (using different wireless technologies, e.g. Bluetooth,
radio signal, etc.). There might be a possibility to convey commands over the
Internet and connect physiotherapist or chiropractors to the physically challenged
individual. This can help in achieving better outcomes without needing to travel
and wait at chiropractor/physiotherapist’s clinic. Another feature could be the
recording/registering of exercises suggested by the physiotherapist and online
analysis of correct posture, number of reps and missing or overdoing of such
exercises.
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4.4 Signal Processing

The information coming from input devices can be processed by signal processing
unit which can be located with the joy stick or otherwise on or near body (wirelessly)
processing signals and sending commands through wires or wirelessly. A group of
multiple commands can be coded into a special code, e.g. bicep 3, palm clinching,
arm lifting, etc., and reduce the effort to input the same command again and again for
the purpose of exercise or treatment. This can also be done to perform a specific set
of tasks to complete work-related tasks (grab, lift, place, loose and repeat), making
it easy for a person getting back to work and integrating into society and gaining
self-confidence and independence to live a better and happy life.

4.5 Output/Actions

The output from the processing unit can be in the form of motion or action. This
output can be as simple as to open or close fist to grab something or drop or
combination of different simple actions, e.g. move hand, grip something, lift hand
to move over to another point, open fist and then drop the item. These actions or
outputs can be a series of tasks interconnected and integrated to perform exercise
or treatment; otherwise, it can also be done to perform a specific set of tasks to
complete work-related or other entertainment activities (Fig. 6).

Flow diagram of the process highlighting different types of inputs and output
tasks interconnected through processing unit

5 Benefits for Using Smart Textile Glove?

5.1 Material Choices

The benefits of smart textile glove will include customization in terms of choice
of material, colours and design. With the ever-growing advancements in the textile
materials by textile technologist, polymer scientist and genetic engineers, now there
is a wide range of textile materials available to choose from. These materials can
suit according to the sensitivity of a person to specific material say allergic to wool,
cotton, etc. or someone’s fashion appetite.
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Fig. 6 Projected types of inputs and outputs through smart textiles glove

5.2 Aesthetic Aspect

Currently available prosthetic devices for the persons suffering from disease or brain
injury are often bulky with mechanical parts or visual appearance of different parts
or requires surgery to implant electrodes to connect to brain signal. Our proposed
smart textile will be virtually invisible and will be amalgamated into a person’s
garments.

5.3 Cost

It is expected that as the smart textile glove will be using easily available materials,
the overall cost for manufacturing should be lower, and they can be manufactured
using a number of textile manufacturing techniques, e.g. weaving, knitting, etc.

5.4 Integration and Acceptance in Society

Utilization of the smart textile glove will help in disabled person’s acceptance to
use it and feel integrated into society. As this glove will be invisible and constitutes
textile material, the overall reaction from the society will be normal.
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5.5 Reduction in Depression and Suicidal

From a disabled person’s point of view, the overall rejection or cutting off from the
society comes majority due to pity or sympathy for disability; once they are viewed
as a normal person, it is believed that the attitude of wearer and overlooker will be
different. Consequently, it will give boost to the confidence for a disabled person
and help in reduction of depression and suicidal behaviour.

5.6 Upgradation with Age or Need

As a person grows, especially kids and young children, there will be a need to
replace the prosthetic limb which will involve a huge cost. By replacing or changing
textile smart glove with growth or other reasons should be inexpensive. The smart
textile glove if fits someone else can be used by them, or otherwise, the sensors and
actuators can be taken out and attached to a new custom-made textile glove.

5.7 Reduction in Overall Care Need

With a person using smart textile glove, there are more chances for the individual
to take care of himself or get back into workforce, reducing overall cost and care
burden on families and governments.

5.8 Comfort

In general, textile materials have better flexibility and improved bending, which
make them ideal material for use in gloves. Most of the artificial prosthetics are
made of a variety of materials, e.g. wood, metal, nylon, polyester or composite
material, none of them can be as comfortable as textile material.

6 Conclusion

Continuous and rapid progress in technologies, medicines and medical equipment is
helping us in living longer and healthier life. This results in enlarge ratio of older and
frail population. The traumatic brain injury is the result zof a blow or jolt to the brain
either on skull or brain itself. Even though the high-speed automobile accidents
have been by and large on rise, fall incidents have outnumbered the brain injuries
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due to accidents. Along with brain injuries, there are diseases or factors affecting
brain at cellular level known as acquired brain injuries. The brain injury either
caused by trauma or by other factors leads to multiple disabilities ranging from
unnoticeable to impairment of limbs. In this chapter, we proposed a smart textile
glove embedded with sensors and actuators which can be used through an IT/IS
solution to control effected limb. The system consists of input devices, processing
unit, output devices and textile core. It is expected that the smart textile glove will be
virtually invisible, comfortable, light weight, cost-effective, trendy in fashion, easy
to upgrade in case of growth or need and above all accepted by the disabled and
society for better integration and improved confidence. This small change will yield
greater confidence and ability for a disabled person to live independently, in some
case returning to work, requiring less or no care, saving individuals and governments
enormous budget. It will also make it easy for a disabled person to live a high-quality
life by socializing and reducing depression and suicidal thoughts.
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A Mobile Nursing Solution

Jainqui Kou, Qianqian Zhang, and Nilmini Wickramasinghe

1 Introduction

In recent years, the severe consequences of medical error are realized by both
healthcare practitioners and the public because of the critical direct injury towards
the involved patients and the high indirect costs subsequently all around the world
(Van et al. 2011). Thus, a critical problem is to reduce the occurrence of medical
errors and improve the efficiency of clinical treatment at the same time (Wang et
al. 2013). The utilization of information and communication technology (ICT), in
particular the tools and techniques of the Internet of Things in the healthcare field,
is recognized to have the potential of improving the quality of clinical treatment
and reducing medical errors (Govind and Bhatt 2007). Moreover, information and
communication technology has already shown its significance in improving the
effectiveness and outcome of healthcare delivery (Haluza and Jungwirth 2015).

To achieve safe and high-quality healthcare service, the whole process of
medication administration needs to be examined (Bowman 2013). Since there are
various steps from the physicians prescribing orders to the orders being performed
and documented according to the type of the order, the concept of closed-loop
medication administration is a strategy to deliver medication safely (Henderson et
al. 2013).

A closed-loop medication administration system is a medication administration
system which records and traces every step through the prescribing to implementing
of every single order using some emerging technology (Hwang et al. 2016). As
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a result, some errors can be identified and avoided with an automated check
and remind technique (Voshall et al. 2013). Even if medical errors occur, the
records can be retrieved, and the cause of the error can be quickly revealed
so that appropriate corrective action can be quickly taken. Therefore, closed-
loop medication administration is an efficient solution since all the processes are
monitored and recorded by its information system (Franklin et al. 2007).

Among all the clinical staff, nurses play an integral key role in the whole patient
care process in hospitals including medication administration, and most of the
medical errors could be recognized, handled and prevented by nursing staff (Cornell
et al. 2010a, b). According to (Gaffney et al. 2016), although the medication order
is prescribed by the physicians and dispensed by the pharmacist, medication errors
are a constant issue of nursing practice because the rest of the processes such as
preparing, checking, giving medications, monitoring the effectiveness or the adverse
reaction are more likely to lead to medical errors; hence all the errors have the
possibilities to be found and prevented by nurses (Sherwood and Zomorodi 2014).

Mobile nursing system is the information system used by nurses to record their
daily work and make it possible to enquire all the related patient information
anywhere anytime in the clinical setting institutions with the use of technology such
as WLAN, handheld terminal of personal digital assistant (PDA), bar-code scanning
and so on (Wang et al. 2015). Mobile nursing systems can smooth the working flow
and patient flow through transforming the information of patients and treatment to
everywhere at anytime (Su and Liu 2012). The mobile nursing systems can also
record every step of the implementation of the prescribing treatment timely and
accurately (Wang et al. 2015). As a result, mobile nursing systems may have the
possibility to improve the efficiency and patient safety through the achievement of
closed-loop medication administration (Su and Liu 2012).

The research aims to explore the following major question:

How can a mobile nursing system be used to achieve closed-loop medication
administration to deliver high-quality and safe nursing care?

In order to answer this key question, the following questions are also investi-
gated:

(i) What are the key issues in designing and using mobile nursing system in the
implementation of the closed-loop medication administration?

(ii) What are the benefits and problems when utilizing mobile nursing system to
achieve closed-loop medication administration?

2 Materials and Methods

The method of designing and implementing a mobile nursing system to achieve
close-loop medication administration is comprehensive and innovative (Su and Liu
2012). Consequently, how to design and implement a mobile nursing system that
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brings benefit to both the nurses and the patients is very significant. This chapter
will just present a meaningful attempt to accomplish this goal – to achieve close-
loop medication administration using mobile nursing system successfully.

2.1 Case Study

In this research, a single exemplar case study is appropriate since the case represents,
illustrates and examines existing theory and insights from this case are used as
a prelude to future research (Yin 2017). A single case study of designing and
implementing a mobile nursing system with the purpose of completing closed-loop
medication administration in a large hospital located in China has been conducted
to investigate the research question. The case site is a large hospital that contains
around 3000 inpatients beds so the situation there is very complicated, and therefore
the solution would be reliable to be spread since various kinds of problem would be
encountered and solved in this single case site. In the data collection phase, some
kinds of qualitative research techniques including semi-structured interviews, focus
group interview and site observation were utilized to achieve primary data, and
secondary data was acquired through reading related files and archives. In addition
to this, a questionnaire had provided some quantitative data to evaluate the effect of
such a mobile nursing system.

2.2 Questionnaire

Since filling out a questionnaire is less time-consuming than interviewing, more
nurses can participate in the questionnaire. The questionnaire was developed specif-
ically for the study, based on a literature review, experts’ suggestions and the results
of a pre-survey study. The pre-survey study was conducted to collect feedback from
respondents and survey experts, and the researchers reached consensus regarding
the final questionnaire by making necessary revisions to the original version.

The structured questionnaire was designed to include the basic information and
opinion of the users from the site hospital. The questionnaires used Likert scale
items where respondents were asked to agree/disagree with various statements
such as “Portability of tablets”. Most scales use a five-point range – strongly
agree/agree/not sure/disagree/strongly disagree – and include a set of items designed
to cover a range of constructs and which have been piloted to test for reliability.
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2.3 Interviews

In addition to the questionnaire, interviews were designed in order to include the
opinion of the users from the Chinese hospital into the study. All interviews were
audio-recorded for verbatim transcription prepared by a professional transcription-
ist, checked for accuracy against the sound files by the interviewers and corrected
where necessary (Yatim et al. 2017). The data collected was then interpreted through
the lens of Activity Theory (Er and Lawrence 2011). In the data analysis phase,
thematic analysis and arithmetic analysis were adopted to acquire the research
results

3 Results

3.1 Questionnaire Survey

The questionnaire consisted of 18 questions pertaining to demographic information,
satisfaction with mobile nursing information system and the effectiveness of the
system. Five questions were used to collect the following demographic information:
gender, age, educational background, role as a nurse and system usage time. Seven
questions were used to collect the following information regarding satisfaction
degree: feedback on the hardware and software of the system. Six questions
were used to collect the following information regarding effectiveness of mobile
nursing information system: degree of safety, accuracy, timeliness of information,
sufficiency of nursing and optimize processes.

Led by hospital’s contact person, trained investigators distributed question-
naires to nurses and asked them to complete it, independently, voluntarily and
autonomously. Questionnaires were collected immediately after completion. All
valid questionnaire responses were recorded and entered into Excel. SPSS (version
22.0, IBM, Chicago, IL, USA) was used to perform statistical analysis of the data.

Participants’ basic demographic information is shown in Table 1. Regarding
respondents’ gender, the number of female included in the study was higher relative
to that of male, with a male-to-female ratio of 1:5. It was due to the fact that a large
majority of nurses are female in general. With respect to age group, most partici-
pants were aged between 20 and 40 years, and the largest group included those aged
between 20 and 30 years. Regarding educational background, most respondents
held bachelor degree at least, and very few held degrees below bachelor’s level.
Regarding the respondents’ job titles, most residents were senior nurse, followed by
supervisor nurse and above; the nurse is the lowest, but the difference is marginal.
Regarding the length of usage of the mobile nursing information system, most of the
respondents used the system for more than 181 days, followed by 11 respondents
who used the system for a period between 91 and 180 days; there was only one nurse
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Table 1 Basic information of the interviewees

Item Selected options Number of persons

Gender Male 5

Female 25
Age 20–30 years 19

30–40 years 10

40–50 years 1

Older than 50 0
Educational level Secondary degree 0

College degree 6

Bachelor degree and above 24
Titles Nurse 7

Senior nurse 13

Supervisor nurse and above 10
Length of usage Less than 30 days 0

31–90 days 1

91–180 days 11

More than 181 days 18

who used the system for a period between 31 and 90 days, while no result recorded
less than 30 days.

Results about satisfaction with mobile nursing system are shown in Table 2.
In total, 30 questionnaires were distributed, and all were collected, providing a
response and valid rate of 100%. 1 represents great satisfaction, 5 represents very
dissatisfied; the smaller the score, the more satisfied. Regarding seven questions,
the mean satisfaction is 3 which reveals most people are satisfied with the mobile
nursing information system. Most satisfying (2.07) is the training how to use mobile
nursing information system and tablets, and the information display of tablets
(2.50) was the second, leaving response speed of the system (3.90) last. It is worth
mentioning that stability of wireless networks needs to be strengthened as well
(3.90). Another interesting pattern is the lower variance, the more consensuses on
the feedback which are consistent with the variance results.

Results regarding effectiveness of mobile nursing information system are shown
in Table 3. In total, 30 questionnaires were distributed, and all were collected,
providing a response and valid rate of 100%. 1 represents strongly agree, 5
represents disagree; the smaller the score, the more they agree with the view of the
investigation. The question that scored lowest among the six points is improve the
accuracy of patient identification (1.50), and the next is agree with improves patient
safety (1.60). One difference is that average score is lower than satisfaction survey,
that is, respondents pretty much agree that mobile nursing information system
improves accuracy and safety. Consistent with the previous section, the basic pattern
is the lower variance, the more consensuses on the feedback which are consistent
with the variance results.
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Table 2 Satisfaction survey results

Great
satis-
faction Satisfaction General Dissatisfaction

Very
dissat-
isfied Max Min Mean Var

Portability
of tablets

1 6 14 6 3 5 1 3.13 0.95

Stability of
wireless
networks

0 1 5 18 6 5 2 3.90 0.71

System
navigation
design

2 5 20 3 0 4 1 2.80 0.51

Information
display of
tablets

1 13 16 0 0 3 1 2.50 0.33

Convenience
of informa-
tion
entry

2 9 15 4 0 4 1 2.70 0.63

Response
speed of
the system

0 3 5 14 8 5 2 3.90 0.85

System
training

3 22 5 0 0 3 1 2.07 0.27

Table 3 Effectiveness survey results

Strongly
agree Agree General

Partly
dis-
agree Disagree Max Min Mean Var

Greatly improves
the accuracy of
patients
identification

18 9 3 0 0 3 1 1.50 0.47

Greatly improves
patient safety

14 14 2 0 0 3 1 1.60 0.39

Greatly increases
the work
efficiency

0 4 10 10 6 5 2 3.60 0.94

Greatly optimized
the workflow

2 9 9 7 3 5 1 3.00 1.24

Greatly improved
patient satisfaction

2 9 14 3 2 5 1 2.80 0.92

Storage data is
more accurate and
safe

6 14 7 3 0 4 1 2.23 0.81
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Table 4 Outline of semi-structured interviews

Benefits What are the benefits of using a mobile nursing system?
Who can benefit from mobile nursing system?
Why and how they can benefit?

Problems What are your dissatisfactions in the usage of this information system?
What needs to be improved in the system design and implementation?

Improvement What needs to be improved do you think regarding to the mobile nursing
systems?

3.2 Semi-structured Interviews

For this study, semi-structured interviews were conducted with 15 nurses in the site
hospital. One of the objectives of this study was to conduct interviews to unearth
further information on the issues in the questionnaire survey study regarding nurses’
feedback information about utilizing mobile nursing system to achieve closed-
loop medication administration. In previous study we learned that the degree of
information demand was high, while degree of information satisfaction was general
for nurses, and they expected high on the inclusion of new information technologies
(Wen et al. 2017). As shown in Table 4, the interviews included three aspects
comprising the benefits of mobile care system, the current situations and problems
of information systems and evaluation on the improvement of mobile care through
the usage of information technology

The interviews were conducted and recorded upon obtaining the approval of the
interviewees, and the interview recordings do not reveal sensitive personal identifi-
able information such as the names and contact methods of the interviewees. Upon
completion of the interviews, the interviews were transcribed from audio into text,
and the interview contents were analysed using the inductive conventional content
analysis approach (Hsieh and Shannon 2005). Researchers read the transcribed
texts several times to understand the information conveyed in the interviews. The
key information of the interview contents was extracted, coded and subsequently
categorized into three themes: benefits, problems and advices

3.2.1 Benefits from Using Mobile Nursing Information System

The nurses were generally satisfied with the current situation of mobile nursing
information system. First, nearly all of the interviewees mentioned that there were
no obvious problems in terms of patient identity verification and implementation of
doctor’s orders, and the main reasons were that system training in the early stage was
quite clear and comprehensive. Notably, some interviewees indicated that mobile
nursing information system can automatically record the actual implementation time
and operator number. If the information was wrong, the system displays a mismatch,
and then a warning information would appear on the screen according to the reasons
to remind nurses. Therefore, mobile nursing information system improves the safety
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of clinical medication, effectively prevents and reduces the incidence of medical
care errors and improves the level of hospital nursing management

On the other hand, patient wristbands were equipped with important information
signs for patient identification and verification. By scanning the two-dimensional
code, identification information of patients can be identified and managed, which
can effectively improve the quality and efficiency of patient information man-
agement. Thus patient compliance was increased by means of mobile nursing
information system because of trust and professionalism

3.2.2 Dissatisfaction with the Mobile Nursing Information System

With regard to the usage of current mobile nursing information system, some of
the interviewees said that the system is not running smoothly in some corners,
which was likely due to weak network coverage in that area. On another note,
the interviewees mentioned that they have encountered occasional system errors
such as network disruptions and software crashes that significantly affected their
work efficiency and regular operations. These situations even can lead to a loss of
information, and the problem was required to be fixed

3.2.3 Anticipation of the Mobile Nursing Information System

As a system supplier, the programmers lack both in-depth understanding of the
hospital information system and clinical experience, and they can’t fully understand
the requirements of the nurses. Therefore, the development and design of the system
should be completed together with the nurses, so as to ensure relatively consistency
with the clinical work of real environment. For the maintenance period after
implementation, the interviewees generally recommend that technical personnel
should take regular on-site visits to check and refine the system

4 Discussion

On the date of the survey, the questionnaires were sent randomly to nurses in
multiple departments. The demographic data in Table 1 show that respondents’
gender was essentially imbalanced, and age, educational background, title and
usage days showed to be non-homogeneous. Nurses were generally young and
highly educated with college’s degrees, whereby the numbers of supervisor nurse in
hospitals decrease as their seniority increases. In hospitals in Mainland China, senior
nurses with rich experience are employed mainly for nursing patients, while those
at the highest professional level are responsible for caring quality and management.
The results here could have been affected by the fact that the sample size included
in the study was small. The sociotechnical approach which combined quantitative
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and qualitative research methods proved to be a strong research policy, in which
outcomes of interviews supported and explained the results of the questionnaire.
The results of the study were meaningful; there was some difficulty in conducting
large sample, simple random sampling of all nurses in hospitals because their roles
varied, and they are very busy and change shifts relatively rapidly. Under the current
conditions, it is difficult to draw conclusions regarding the general characteristics of
all nurses for comparison and analysis, which was one of the limitations of this
survey.

Overall, our studies obtained the results of nurses’ satisfaction survey on
mobile nursing system; although there were important discoveries revealed by these
studies, there are also limitations. As shown in Table 2, there is a strong need for
improving stability and speed of mobile caring information system. The nurses were
moderately satisfied with portability with tablets and system design as average.
Half of respondents (50%) were only moderately satisfied with convenience, which
indicates that the mobile tablets required improvement. According to (Hilliard et al.
2014), the importance of a user-friendly design needs to be taken into account when
developing new m-Health services. The combination of user-specific requirements
and limited relative small-screen interfaces as on smart phones creates design
challenges in usability, which includes learning ability, efficiency and satisfaction
as the general requirements. In a systematic approach to design principles, Su
et al. showed how a mobile nursing information system can be developed when
taking care of the usability aspects and the user’s cognitive model, and not only
the technology aspects (Su and Liu 2012). 73.3% of nurses were satisfied with
system training, which means mobile nursing system was well prepared before
implementation.

According to Table 3, the following six indicators of the effectiveness of mobile
nursing system were rated as average in the current study: accuracy (60% of nurses
reported that systems were very accurate), safety (46.7% of nurses reported that
the system can assure safety of patients identification), optimization (only 10% of
nurses reported that the workflow of system is optimized), time sufficiency (none of
the nurses reported having sufficient time), data safety (only 20% nurses reflected
that the system can guarantee data security) and satisfaction (only 6.7% of nurses
reported that they were very satisfied with the system).

In the current study, the scale was divided into only questionnaire survey and
semi-structured interview; therefore, these feedback and anticipation of the mobile
nursing information system should be subdivided further in future surveys. Even
though the survey results showed that respondents were moderately satisfied with
mobile nursing information system, it did not create obstacles to clinical work.

5 Conclusions

The results indicate that there was specific demand for mobile nursing information
system in China, and there is no difference between the requirements according
to gender, age, title, usage period and educational backgrounds. However, nurses
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were only moderately satisfied with current mobile nursing information system,
suggesting that they require improvements. Further requirements are recommended
for the system in the following aspects: further communication with clinical staff,
regular on-site support and technical support.
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SmartCoping: A Mobile Solution for
Recognizing Stress and Coping with It

Ulrich Reimer, Edith Maier, and Tom Ulmer

1 Introduction

Stress is the body’s normal response to a real or implied threat. In small doses,
stress can help us perform under pressure and make us stay focused, energetic,
and alert. However, if stress symptoms persist, it starts causing major damage
to our health, productivity, relationships, and quality of life. Chronic stress can
cause hypertension, suppress the immune system, increase the risk of heart attack
and stroke, and make people more vulnerable to anxiety, addictive behavior,
and depression (Legendre and Harris, 2006; Ornish et al., 1990). Excessive and
prolonged stress may cause burnout, a state of emotional, mental, and physical
exhaustion.

We cannot completely eliminate stress from our lives, but we can learn how to
cope with it by controlling stress-inducing situations and physiological reactions.
This, however, requires that we are aware of the fact that we are stressed at a
particular moment, by certain events or by encounters with specific persons. With
this in mind, the publicly funded research project SmartCoping1 set out to develop
a mobile app for stress warning and relaxation support. The project has pursued the
following main goals:

• Help users enhance their self-perception so that they are able to recognize when
they suffer from stress. This is achieved by continuous monitoring of stress levels

1The project was funded by the Swiss Confederation’s innovation promotion agency under grant
number 14049.2 PFES-ES.
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and warning users when their stress level is high. This function helps users
improve their self-perception and after some time be able to recognize on their
own when they are stressed.

• Give users hints in which situations they experience significantly higher stress so
that they may develop avoidance or coping strategies.

• Help users relax with a biofeedback component.

The SmartCoping app addresses two application scenarios:

1. The prevention of chronic stress: The target group consists of individuals who are
or feel threatened by stress or who are interested in measuring and documenting
their vital as well as contextual data so as to increase their self-awareness and
long-term health (Swan, 2012).

2. Therapeutic and rehabilitation support for conditions caused by stress: Here
the target group are in- or outpatients who need support in avoiding stress, e.g.,
patients after alcohol detoxification, burnout patients, or patients suffering from
depression. In this scenario the therapist or nurse may have access to the data if
the patient agrees.

This paper is an updated and considerably extended version of an earlier publi-
cation (Reimer et al., 2017b). In the following, Sect. 2 discusses the physiological
parameters through which stress can be detected. Section 3 gives an overview of
the state of the art in stress detection and management. Section 4 is the core of the
paper and presents the design rationales and approaches underlying SmartCoping.
Section 5 deals with the evaluation of the system, while Sect. 6 concludes the paper.

2 Physiological Indicators of Stress

Stress results in the release of adrenaline and, with a certain time delay, cortisol.
Cortisol can be measured in the saliva (van Eck et al., 1996; Koh et al., 2007),
where the change of cortisol level – not the absolute level – is a good indicator for
medium-term stress (Vedhara et al., 2003). Short-term stress can best be determined
by the adrenaline level in the blood, which requires taking blood samples. Another
good indicator of short-term stress is alpha-amylase, which has the advantage that
it can be quite easily tested in saliva (Noto et al., 2005; Koh et al., 2007; Harmon et
al., 2008).

Heart rate variability (HRV) is generally considered a reliable indicator for stress
(Delaney and Brodie, 2000; Orsila et al., 2008; Tanev et al., 2014). It correlates well
with salivary measurements of cortisol and alpha-amylase as has been shown in
Liew et al. (2015). Stress reduces the fluctuation of beat-to-beat intervals, leading to
lower HRV values, whereas a reduction of stress lets the fluctuation increase again
and thus corresponds to a higher HRV.

Stress causes increased perspiration so that it can be measured via skin con-
ductance, preferably on palms and foot soles (Huang et al., 2011; Villarejo et al.,
2012). Two types of electrodermal activity can be distinguished: phasic skin con-
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ductance response which means a rapid change in skin conductance and tonic skin
conductance level which refers to a slowly changing (background) skin conductance
(Boucsein, 2012). Phasic skin conductance measurements typically occur as a result
of short-term stimuli and reflect arousal. Tonic skin conductance is associated with
stressful stimuli and can therefore be used to detect stress (Weinert et al., 2015).
While these two types of electrodermal activity can be used to distinguish arousal
from stress, skin conductance still remains a difficult parameter for determining
stress since it also increases as a result of regulating body temperature and thus
requires a controlled environmental setting.

Stress can further be detected from electroencephalogram (EEG) signals. The
characteristic, stress-indicating wave patterns in the EEG can be identified with
machine learning techniques as is shown in Vanitha and Krishnan (2016) and Gaurav
et al. (2017). The training data needed for learning such stress classifiers is obtained
by inducing stressful situations in a controlled laboratory setting.

Facial skin temperature is another parameter for measuring stress (Yamakoshi et
al., 2008), as is blood pressure. Both, however, are much less sensitive and selective
than, e.g., HRV (Hjortskov et al., 2004).

Stress levels as well as other emotional states can be detected from facial
expressions (Dinges et al., 2005; Gao et al., 2014; Giannakakis et al., 2017; Jáuregui
et al., 2017), body movements (Jáuregui et al., 2017; Mozos et al., 2017), and speech
via automatic speech analysis (El Ayadi et al., 2011; van den Broek et al., 2013;
Simantiraki et al., 2016). These indicators do not lend themselves to the continuous
measurement of stress levels unless they are combined with other indicators (Mozos
et al., 2017).

3 Stress Detection and Management

There is a plethora of health-related apps on the market including apps for coping
with stress, e.g., apps which trigger stress warnings, offer progressive muscle
relaxation, or give guided exercises. Whereas some apps determine a user’s stress
level by asking a series of questions, the more innovative apps use the sensors
integrated in many of today’s smartphones as well as external sensors to recognize
and display stress symptoms and monitor them over time. An early approach was the
Mobile Heart Health Project driven by Intel researchers. They used a wireless ECG
to detect changes in stress levels as captured by heart rate variability (HRV) and
to trigger mobile interventions such as breathing techniques (Morris and Guilak,
2009). So-called mood maps were used for subjective assessment to correlate
HRV measurements with self-perception. In the end, the HRV measurement was
discontinued because of the challenges posed by the continuous capturing of sensor
data in everyday life. Since then wearable sensors have much improved, opening up
new opportunities for realizing mobile stress recognition.

HRV is a physiological parameter that is frequently used for stress recognition.
Several studies use HRV to learn a classifier for distinguishing between relaxed
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states and stressful situations (Melillo et al., 2011; Karthikeyan et al., 2013; Kaur et
al., 2014; Alexandratos et al., 2014). A simpler approach is described in Andreoli et
al. (2010) where stress is assumed to be present when the measured HRV parameters
exceed predefined thresholds.

Using HRV as a stress indicator, however, is doomed to failure unless the
correlation between HRV and stress level is calibrated to the specific user because
each person has quite a different range of possible HRV values. The approach
described in Muaremi et al. (2013) implements such a user-specific calibration
where a daily stress score is calculated from multiple inputs, among them HRV.
A stress level classifier is trained against a self-assessment questionnaire which the
study participants have to fill in several times a day. The correctness of stress level
classification is determined by comparing it with the stress level derived from the
questionnaire. Combining all features, an accuracy of 61% was achieved. Just like
in SmartCoping, the authors included an initial learning phase to train their classifier
before switching to classification mode. Not surprisingly, user-specific classification
models proved superior to classification models learned across all participants.

As already mentioned, skin conductance is another parameter for stress recogni-
tion and has been used in a project aimed at recognizing stress by means of a wrist
sensor which apart from skin conductance also captures movements and mobile
phone usage (Sano and Picard, 2013). A self-assessment questionnaire served as the
ground truth for deriving stress classifiers.

Some projects focus on developing therapeutic solutions to stress. Interstress,
for example, employs biofeedback, meditation, and systematic training of coping
skills in a virtual environment to reduce stress (Gaggioli et al., 2011; Villani et
al., 2016). An intervention program described in McCraty et al. (2009a) aims at
developing stress-coping strategies by providing participants with specific tech-
niques to effectively manage stress as it occurs and to prepare for upcoming stressful
events. The program consists of several training modules, among them a module for
improving communication skills and a module which is based on a positive emotion
refocusing technique designed to improve decision-making skills, especially in
stressful situations. Individuals learn to more effectively cope with a stress reaction
in the moment it occurs, thus reducing its negative effects. The intervention program
also includes a biofeedback component based on HRV (cf. Sect. 4.6).

A conversational agent that assists patients with stress and chronic pain is
described in Shamekhi et al. (2017). The agent – an animated character – interacts
with users in a face-to-face dialog that includes nonverbal behavior such as hand
gestures and facial expressions. The agent promotes behavior change by providing a
learning environment based on the principles of mindfulness-based stress reduction.
The agent guides a user through yoga exercises and meditation sessions and assists
in setting and revising behavioral goals.

The work described in Sarker et al. (2017) focuses on identifying the right
moment for triggering an intervention to reduce the stress level. According to this
study, it may be more opportune to intervene after the stress level has peaked and
is already down again. The reasoning behind this is that in high-stress situations, an
intervention to reduce stress may have the opposite effect.
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An important application area for stress detection is driver assistance. There
are several approaches for detecting driver stress in real-time using various stress
indicators. HRV is used in the work described in Munla et al. (2015). In some studies
HRV has been supplemented with further parameters such as skin conductance
and respiration (Healey and Picard, 2005; Rigas et al., 2011) as well as head
movements (Rigas et al., 2011). Certain changes in skin conductance are used in
Affanni et al. (2018) to detect a driver’s stress level. Another study uses differential
skin temperature, measured, e.g., at the periphery with sensors and at the face
with an infrared camera (Yamakoshi et al., 2008). A multitude of sensor inputs are
used in the approach described in Mühlbacher-Karrer et al. (2017): electrodermal
activity (EDA), electrocardiography (ECG), and electroencephalography (EEG).
A completely different approach has been pursued by Lee and Chung (2017)
who avoid using physiological signals because of their high variability between
individuals. Instead a driver’s stress level is predicted by evaluating the movement
pattern of the steering wheel which is detected by an inertial motion sensor placed
on a glove worn by the driver.

Some approaches to stress detection use algorithms based on thresholds because
they employ physiological measures such as HRV which have a clear correlation to
stress, but need calibration to the individual user to work properly. Other approaches
use physiological indicators where stress is reflected by certain patterns or they
even use a multitude of sensors. They therefore need to find characteristic, stress-
indicating patterns in the sensor signals by learning a corresponding stress classifier
(Melillo et al., 2011; Karthikeyan et al., 2013; Muaremi et al., 2013; Kaur et
al., 2014; Alexandratos et al., 2014; Hovsepian et al., 2015; Simantiraki et al.,
2016; Cho et al., 2017; Mozos et al., 2017). The labeling of stressful events
needed for learning such a classifier is either obtained via a questionnaire (e.g.,
the Perceived Stress Questionnaire (PSQ)) or by inducing several levels of stress
in an experimental setting and then measuring physiological responses. Recent
approaches tend to use a wide variety of sensor input (e.g., EDA, ECG, EEG,
differential pulse transit time) for learning stress classifiers (Mühlbacher-Karrer et
al., 2017; Kaur et al., 2017; Gaurav et al., 2017).

The drawback of first having to collect a sufficient amount of training data before
a stress classifier can be learned is circumvented by the approach described in
Huysmans et al. (2018) which adopts an unsupervised learning approach to generate
a stress classifier. The authors measured skin conductance and ECG of test persons
and then built a self-organizing map (SOM) from the measured data. Subsequently,
the SOM was clustered by organizing regions with similar characteristics into one
cluster. The measurements in the two resulting clusters corresponded well with the
values for low and for high stress levels, i.e., high skin conductance and high heart
rates for indicating stress and vice versa. However, the advantage of not requiring
labeled training examples may be set off by a lower classification accuracy.

So-called technostress has emerged as another interesting and growing appli-
cation area for stress detection (Connolly and Bhattacherjee, 2011). While until
recently usability was largely considered a design issue from the perspective of
human-computer interaction, making the interaction with an IT system as stress-
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free as possible has come to be seen as an important issue. Several research projects
aim at measuring technostress in a lab setting, comparable to usability tests in
usability labs. Others focus on real-time stress measurements during information
system usage (Zhai et al., 2005) and investigate how the information system can
adapt according to a user’s stress level (Adam et al., 2014). This requires unobtrusive
measuring devices, e.g., a wristband or a smartwatch. Riedl (2013) provides an
elaborate survey on the area of technostress.

4 The SmartCoping Approach

In this section we present the design rationales and algorithms underlying the
SmartCoping system. It is organized as follows: Sect. 4.1 introduces the main
features of SmartCoping, Sect. 4.2 discusses the choice of physiological stress
parameters for the system, and Sect. 4.3 introduces our approach to calculating
stress levels and presents the two variants of calibrating HRV to the individual user.
Section 4.4 explains our approach underlying the generation of stress warnings,
while Sect. 4.5 presents our approach to identify recurrent high-stress situations of a
user. Section 4.6 finally introduces the biofeedback component of SmartCoping for
stress relaxation.

4.1 Main Features of SmartCoping

SmartCoping has been developed to provide the following innovative features:

Real-time stress warnings Since SmartCoping monitors stress levels continuously,
it can give real-time stress warnings (Sect. 4.4). These warnings help users to
become aware of stressful situations and increase their self-perception by matching
stress warnings with how they feel. The last aspect is particularly important for
people such as burnout candidates who have been under high stress for a long time as
well as for people suffering from depression or addiction. All these people typically
have poor self-perception.

Calibrating HRV values to the individual user Using HRV as a physiological stress
parameter – as SmartCoping does – poses the major challenge that HRV varies
greatly between individuals, depending on age, health status, and other factors. Thus
it is necessary to calibrate the HRV intervals associated with high, medium, and low
stress to match the range of HRV values of the individual user (Sect. 4.3). This
feature distinguishes SmartCoping from other apps that offer stress detection via
HRV measurements.

Relaxation support An app for stress detection should not just give stress alerts
but help the user relax. The SmartCoping app therefore comprises a biofeedback
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component which guides the user through breathing exercises while at the same
time visualizing the actual stress level (see Sect. 4.6). This has a relaxing effect, as
has amply been shown in the literature (Lehrer, 2013; Sakakibara et al., 2013).

Detection of recurrent high-stress situations From the recorded stress level history
of a user, SmartCoping identifies the time periods when high-stress situations
typically occur. For example, if it turns out that every Tuesday from 8 to 10 pm the
stress level is high, the user can think about what happens at that time which causes
him or her stress and then develop appropriate avoidance and coping strategies (see
Sect. 4.5).

Therapeutic effectiveness The SmartCoping app has been developed for therapeutic
purposes. This is why we have involved medical experts right from the start and
stress measurement is based on sound medical principles. An evaluation with
healthy volunteers has been made, but to collect evidence for the therapeutic
efficacy of the app, a randomized controlled open-label study with people suffering
from frequent high stress levels, e.g., patients after alcohol detoxification, burnout
patients, or patients with depression, is planned (see Sect. 5).

To implement the abovementioned features, SmartCoping needs to measure
stress levels continuously in everyday life settings. For this purpose, most of
the stress-indicating parameters discussed in Sect. 2 are not suitable because they
either do not allow continuous measurement (cortisol and alpha-amylase in saliva,
speech analysis, blood pressure) or require special sensor arrangements that are
not suitable for everyday use but only in specific circumstances (skin temperature,
facial expressions, speech analysis). Measuring skin conductance alone would be
too unspecific because it is not only influenced by stress but also by factors such
as clothing and outside temperature. This leaves only HRV as the most reliable and
practical indicator for determining stress levels.

4.2 Obtaining Physiological Stress Parameters

The SmartCoping system comprises the smartphone app and a backend system (see
Fig. 1). A body sensor transmits heart rate and interbeat (or RR) intervals in ECG
quality with a sampling rate of 1000 Hz via a Bluetooth interface (BLE) to the
smartphone app. At present, only chest straps guarantee such quality. Wristbands
or smartwatches would be much more convenient and less obtrusive for continuous
measurement but do not achieve the necessary accuracy. However, new devices are
under development that are more comfortable to wear than a chest strap and offer
ECG quality. One such device is the upper-arm sensor by a Swiss start-up company
which is very comfortable to wear and with which we have already conducted some
first promising experiments.

The SmartCoping system calculates heart rate and several HRV parameters
from the ECG signals and derives the user’s stress level from these measurements
(see Sect. 4.3). The accelerometer and the GPS receiver built into the smartphone
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Fig. 1 Data flow and architecture of the SmartCoping system

are used to collect context data. Since physical activity also decreases HRV,
the accelerometer data is particularly important as it allows to suppress stress
calculation when a user is physically active.

The HRV and heart rate data as well as the associated stress level and context
data are stored on the backend and can be viewed by the user in the smartphone app
or via a web browser. Transmission of data to and its storage on the backend are
encrypted.

Every 30 s over a time window of 1 min, the SmartCoping app calculates
the average heart rate (which increases with stress) and the following HRV
parameters:

• SDNN: standard deviation of RR intervals (i.e., intervals between two heart
beats);

• RMSSD: root-mean-square difference of successive RR intervals in the time
frame;

• PNN50: percentage of pairs of adjacent RR intervals differing by more than
50 ms (Bilchick and Berger, 2006).

We have also experimented with a frequency-based HRV parameter, namely,
the ratio between low- and high-frequency spectral powers (LF/HF) (Fagard
et al., 1998). We decided to dismiss this parameter because it typically shows
great fluctuations and is therefore not sufficiently reliable for short-term stress
detection. Furthermore, breathing often falls into the LF band and can distort HRV
measurement unless it is appropriately corrected (Choi and Gutierrez-Osuna, 2011).

Whenever making use of a body sensor, one is confronted with the problem of
artifacts. Artifacts are either erroneous additional heart beats or beats that dropped
due to poor connection of the chest strap to the body. Both kinds of artifacts result in
HRV values that are too high and thus distort stress calculation. An effective artifact
elimination is therefore quite critical.

SmartCoping eliminates artifacts in three steps: The first step is to reduce the
probability of artifacts. Since movement is a major reason for artifacts and also
affects HRV, we ignore segments with too much physical activity as detected by
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the accelerometers in the smartphone or chest strap. The second step is to detect
artifacts and correct them automatically. A filter detects time intervals whose HRV
values differ more than an amount x from the surrounding intervals and overrides the
measured value with the mean of the surrounding intervals. The value of x ranges
between 6% and 46%, depending on the HRV baseline of the user. In a third step,
segments with 3% or more artifacts are excluded from stress calculation.

4.3 Stress Level Calculation

In this section we will describe how we derive stress levels from measured HRV
values. Similar to other projects, we started out by learning classifiers for low,
medium, and high stress levels using supervised machine learning algorithms. To
achieve sufficient accuracy, one needs many learning examples, i.e., HRV and heart
rate measurements for each stress level. The learning examples are usually generated
using controlled experiments where users are put in relaxing as well as in high-stress
situations. In both kinds of situations, the corresponding physiological stress param-
eters, in our case HRV, are measured. Such an approach would be a high hurdle to the
user compared to just having to obtain a wearable sensor device and downloading
the SmartCoping app. Of course, users could conduct such experiments on their
own by performing relaxation exercises to achieve a high degree of relaxation and
then performing stress-inducing games on the smartphone to increase stress levels.
While the latter would probably work quite well, the former case of lowering stress
levels would need a human assistant to make sure that the user is indeed relaxed.
This would be particularly important for target groups of highly stressed people for
whom a relaxation exercise might not sufficiently lower their stress.

In principle, associating HRV values to stress levels is quite straightforward since
the lower the measured HRV value, the higher is the stress level. However, the exact
correspondence between HRV and stress is highly user-specific as people can have
quite different ranges of HRV values, which has been shown both in lab and real-
life settings (Morris and Guilak, 2009; Muaremi et al., 2013). Therefore we have
implemented a user-specific calibration for associating HRV values to stress levels.
We have done this in two variants – by prompting users to give feedback on their
subjective stress levels (Sect. 4.3.1) and by determining the minimum and maximum
HRV values for a user over some time period (Sect. 4.3.3). The former approach is
more accurate while having the disadvantage that users must possess at least some
rudimentary degree of self-perception to estimate their stress levels sufficiently well.
Furthermore, it might be annoying for some users to have to provide feedback to the
app before they can properly use it. The second variant avoids both disadvantages
but at the risk of being less accurate in estimating stress levels.

Physical activity is considered as stress by the body, accordingly lowers the
HRV, and would therefore trigger stress warnings. To prevent this, the SmartCoping
app detects physical activity using the accelerometer built into the smartphone
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and suppresses warnings during and some time after physical activity. A similar
approach is described in Sun et al. (2012).

4.3.1 Calibration Based on User Feedbacks on Stress Levels

One variant of calibration relies on user feedbacks of perceived stress levels. This
approach imposes much less of a burden on the user as compared to filling in
questionnaires or participating in stress-inducing sessions to calibrate physiological
measurements against perceived stress levels.

Studies have shown that stress as experienced by a subject largely coincides with
normalized physiological measurements (Mandryk and Atkins, 2007; Föhr et al.,
2015) so that a user’s stress feedbacks can be taken as valid (albeit not exact) stress
assessments – at least as long as the user has not completely lost self-perception
due to long-term stress exposure or other conditions such as depression and various
kinds of addiction.

Knowing that typical users would not be willing to provide lots of feedback on
perceived stress levels before starting to use the SmartCoping app, we exploited
the fact that rising stress levels correlate with decreasing HRV and increasing heart
rate. This allows the SmartCoping app to learn a user-specific stress recognition
function with the necessary accuracy from a relatively small number of stress level
feedbacks (between 25 and 30). For this purpose, we introduced an initial learning
phase during which the app prompts the user for feedback on his or her perceived
stress level (see Sect. 4.3.2 for more details).

The highest HRV values coincide with no stress and the lowest values with
extreme stress. The simpler approach without user feedbacks splits the range
between minimum and maximum HRV values into three equally large intervals
to represent high, medium, and low stress levels, respectively (see Sect. 4.3.3).
However, the correlation between perceived stress levels and HRV values is not
linear so that by utilizing user feedbacks to adjust the intervals to the user’s
perception, we achieve more accurate results. Moreover, we make use of several
HRV parameters as well as heart rate so that all measurements need to be combined
to determine a final stress reading.

The algorithm for determining a user-specific stress recognition function com-
prises the following main steps (cf. Algorithm 1):

Line 2 The feedbacks collected during the learning phase result in a set of tuples
〈vp, psl〉 for each HRV parameter p ∈ {sdnn, rmssd, pnn50} where vp is the
HRV value measured when the perceived stress level psl has been given by the
user (cf. Formula (2)). Higher stress feedbacks correlate with lower HRV values,
but this correlation is not perfect since the stress feedbacks are based on subjective
perceptions. Therefore, dividing the range of measured HRV values into intervals
that correspond to low, medium, and high stress typically leads to some misclassified
stress feedbacks (cf. Fig. 2). The algorithm determines the thresholds between
low and medium stress t l and between medium and high stress th in a way that
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the overall number of misclassifications is minimized. The misclassifications are
measured by using the root-mean-square error function that for given thresholds
t l and th adds up the distance of each misclassification to its proper threshold
(cf. Formula (1)).

Line 3 Based on the thresholds t l and th, for each HRV parameter p, a function
slevelp is defined that for a given HRV parameter yields the values 0, 1, and 2 for
low, medium, and high stress, respectively.

Line 6 We need to combine the resulting three stress level functions slevelp into
a single function. This is done by computing the weighted mean of the three single
slevelp values. The weights are determined according to the predictive accuracy
of each HRV parameter in the set of user feedbacks. Our experiments showed that
the accuracy of the parameters varied greatly between persons which is why the
weights were determined for each user individually. We calculate the accuracy wp

of an HRV parameter as 1 minus its relative error, i.e., its error divided by the sum
of the errors of all parameters.

Line 8 The final stress level is given as the weighted mean of the stress level
functions for each HRV parameter. This results in a continuous value between 0
(low stress) and 2 (high stress).

In addition to HRV, heart rate is also used as a stress indicator and needs to be
calibrated. This is done in the same manner as with Algorithm 1 except that higher
stress levels correspond to higher heart rates whereas it is lower values for HRV. For
the sake of simplicity, heart rate calibration is not included in Algorithm 1.

The formula for determining the error of misclassified stress feedbacks in a set
of user feedbacks f b and for thresholds t l and th is as follows (see also Fig. 2):

rmse(f b, tl, th) =

√√√√√
n∑

i=1
(vi − ref (vi, psli , t l, th))2

n
(1)

where f b is the vector of measured values of a given HRV parameter and associated
user feedbacks of low, medium, or high stress levels:

f b = (〈v1, psl1〉, . . . , 〈vn, psln〉) (2)

In case of a misclassified HRV value, the function ref returns the threshold to
the interval where it correctly belongs. If the HRV value v is correctly classified,
the function ref returns that value itself so that it does not count as an error in
Formula (1):
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Algorithm 1 Calibrate stress level calculation from HRV by utilizing user feedbacks

Input: tuples of HRV values with the associated perceived stress level feedback (psl) from the
user, i.e. for p ∈ hrvp = {sdnn, rmssd, pnn50}:
f bp = (〈vp,1, psl1〉, . . . , 〈vp,2, psl2〉, 〈vp,n, psln〉)
Output: function slevel for calculating the stress level from a given set of HRV values

1: for all p ∈ hrvp do
2: set thresholds t lp and thp on the interval of HRV values so that the error of misclassified

stress feedbacks in f bp is minimal (see Formula (1)):

arg min
t lp,thp

(rmse(f bp, tlp, thp))

3: define a function slevelp(vp) that gives for an HRV parameter value vp the values 0, 1, 2:

slevelp(vp) =
⎧
⎨

⎩

0: vp > tlp

2: vp ≤ thp

1: else

4: end for
5: for all p ∈ hrvp do
6: calculate the weight for HRV parameter p according to its accuracy:

wp ← 1 − rmse(f bp, tlp, thp)∑
p′∈hrvp

rmse(f bp′ , t lp′ , thp′ )

7: end for
8: calculate the overall stress level by taking the weighted mean of all parameters:

slevel(vsdnn, . . . , vpnn50) ←

∑
p∈hrvp

wp · slevelp(vp)

∑
p∈hrvp

wp
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Fig. 2 Separating stress level intervals
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Fig. 3 Feedback screen (calibration phase), left; stress warning screen (coaching phase), right

ref (v, psl, t l, th) =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

th: psl = H ∧ v > th

th: psl = M ∧ v ≤ th

tl : psl = M ∧ v > tl

t l : psl = L ∧ v ≤ t l

v : else

4.3.2 Acquiring User Feedbacks in an Initial Learning Phase

When starting the SmartCoping app for the first time, the user is presented with a
screen as shown in Fig. 3 (left). In the initial learning phase, feedback is given with
the slider on the right side of the screen. The app maps the slider position to a con-
tinuous value between 0 (no stress) and 2 (extreme stress) and divides the interval
[0, 2] into three equal subintervals which represent low, medium, and high stress.

Instead of using three subintervals, we have also experimented with five subin-
tervals because we expected that a more fine-grained distinction would yield better
stress recognition results. However, it turned out that this led to a higher overall
error rate according to Formula (1) than with three intervals. This may be explained
by the fact that users can estimate their stress levels only approximately, which is
why trying to map their estimates to five subintervals is too fine-grained and causes
more inconsistent feedbacks.
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When the user gives a stress feedback and the feedback says

• “low stress,” then the highest HRV value over the last three time windows is used
• “medium stress,” the mean HRV value over the last three time windows is used
• “high stress,” the lowest HRV value over the last three time windows is used

The heart rate is computed as the mean heart rate over the last three time windows.
A user feedback generates a tuple 〈vp, psl〉 with p ∈ {sdnn, rmssd, pnn50,

heartrate} and psl ∈ {L,M,H }.
The timing of the feedback prompts is controlled by an algorithm which is

inspired by the concept of active learning from the machine learning community
(Settles, 2011). Active learning is a form of supervised learning where the learning
algorithm asks a user to label a data point. In the case of SmartCoping, this means
that the prompting algorithm keeps track of feedbacks and the associated HRV
values and aims at covering the range of HRV and heart rate values as best as
possible to obtain an informative and representative sample. In this way, learning
is accelerated so that fewer learning inputs are needed.

The generation of feedback prompts is governed by the following principles:

1. Apart from the prompt generation algorithm, users are free to provide feedback
any time, e.g., when they feel particularly stressed or relaxed.

2. During an initial measurement period, no prompts are generated so as to roughly
determine the range of heart rate and HRV values first.

3. Users can adjust the number of prompts per day so they do not become a
nuisance.

4. No prompts for feedbacks are generated during or some time after physical
activity – as measured by the accelerometer in the smartphone or wearable
sensor. This is to avoid contradictory information which would distort stress level
calculation: Users might feel relaxed after physical activity while the HRV is still
low as physical activity lowers the HRV.

5. Explore minimum and maximum HRV and heart rate values:

• Extreme values, i.e., those that exceed previous minimum or maximum values
and are not yet covered by a user feedback, generate a prompt.

• If no new maximum or minimum values are encountered for some time, we
allow prompts to be generated when only 90% of previous minimum or max-
imum values are reached. In other words, the app begins to generate prompts
for values slightly below the maximum or slightly above the minimum. Thus
the prompting algorithm starts from the extremes and increasingly approaches
average values. If the relaxation to 90% does not lead to new prompts within a
given time frame, a further relaxation by another 90% is performed and so on.

6. Explore maximum value changes:

• A decrease or an increase in values within a certain period of measurements
(typically three measurements over a time of 90 s) that is bigger than the
amount of change so far observed prompts a feedback request.
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Fig. 4 Associating HRV values with stress levels when there is no user feedback

• If no value changes are encountered for some time that are bigger than the
ones so far observed, prompts are already generated when changes reach 90%
of the maximal differences so far encountered. If this does not lead to new
prompts, a further relaxation by another 90% is applied and so on.

The coaching phase (cf. Fig. 3 (right)) begins once a predefined number of low,
medium, and high stress level feedbacks has been received so that the user gets
stress level readings as soon as possible. The learning phase typically overlaps with
the coaching phase and gradually comes to an end once the thresholds t l and th

cease to show any major changes despite additional input (cf. Line 2 of Algorithm 1
and Fig. 2). Therefore it is possible that a user might get the occasional prompt even
though he or she has already entered the coaching phase.

4.3.3 Calibration Without User Feedbacks

In some application scenarios, it is not possible or would be very inconvenient to
acquire user feedbacks for calibrating stress level detection. This is the case when
targeting users with reduced self-perception or when the target users are difficult to
motivate to give feedback, e.g., because they are ill. In such application scenarios,
calibration can be done without user feedbacks. The basic idea is to determine for
each HRV parameter the highest and lowest values of a user over some initial time
period. The resulting range of HRV values is then linearly associated with stress
levels in the range of [0, 2], the highest HRV value corresponding to stress level 0
and the lowest to stress level 2 (see Fig. 4). This is done for all three HRV values
(RMSSD, SDNN, PNN50). The final stress level is calculated as the mean of the
three stress levels derived from the three HRV parameters.

The SmartCoping app continues to check for new minimal and maximal HRV
values, and if one is detected, the intervals get readjusted accordingly.

When comparing this approach to the one utilizing user feedbacks, the difference
is that the resulting HRV intervals for low, medium, and high stress are not equally
divided when using user feedbacks as has already been explained above (cf. Fig. 2).
Since the correspondence of HRV values to subjective stress perceptions is different
for each person, the method of employing user feedbacks for calculating stress levels
is more accurate and to be preferred.
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Fig. 5 Smoothing stress level readings and identifying high stress phases

4.4 Generation of Stress Warnings

It is not necessarily a good idea to generate a stress warning as soon as a high
stress level is identified. On the one hand, this might not be helpful at that moment
and even increase the user’s stress; on the other hand, the detected high stress
level might be transitory only in which case a stress warning would be rather
pointless. Therefore we decided to delay stress warnings and trigger a warning
only when the stress level stays above “medium” (=1) for more than 15 min.
However, the problem with this criterion is that HRV and the derived stress
level readings typically change a lot within a short time period (see Fig. 5) so
that the trigger condition of a constant stress level above “medium” is rarely
fulfilled. We thus apply a post-processing step on measured stress levels to
smooth the plotted stress levels and generate a continuous graph from them.
For smoothing we use the algorithm described in Cleveland (1979). The effect
of this is illustrated in Fig. 5 where the smooth curve interpolates the plotted
stress level bars. In this figure two high stress phases in the afternoon are
indicated, which come with a 15 min delay as caused by the trigger condi-
tion.

Summarizing, the condition for generating a stress warning can now be specified
as follows: A stress warning is triggered when the smoothed stress level curve stays
above “medium” (=1) for more than x minutes, where x is set to 15 min by default
but can be given a different value by the user.
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4.5 Indication of Recurrent High-Stress Situations

The primary goal of SmartCoping is not to tell users that they are stressed but
improve their self-perception and point them to those situations where they have
shown in the past to be stressed so that they may develop appropriate avoidance or
coping strategies. These suggestions are generated from the history data stored on
the backend. The history data consists of all stress level measurements combined
with the following context data:

• Time of day and day of week are the most relevant attributes for describing
recurrent stress situations.

• Physical activity is measured by an accelerometer in the smartphone or by the
heart rate sensor.

• Location is a geographic cell that consists of a range of GPS coordinates.
Whenever the user’s GPS coordinates fall within that cell, he or she is considered
to be at that place. Since a user would find it difficult to interpret GPS coordinates,
they are labeled with names of locations relevant to a user, e.g., home, workplace,
and favorite restaurant. For this purpose, the SmartCoping app asks the user to
set a label for relevant locations.

• Change of location from one specific place to another one may be a further
important indicator for characterizing stress situations.

Other contextual data that may help interpret high-stress situations are a user’s
communication patterns in terms of incoming and outgoing phone calls, e-mails,
text messages, and even a semantic analysis of their content. However, this would
not only raise data protection and privacy issues but is – depending on the
smartphone being used – technically not possible because this kind of data may
not be accessible as with iOS, for instance.

The first step in calculating recurrent high-stress phases is to overlay the
measured stress levels of all weeks and derive the mean stress levels for each hour
of each day of the week. This results in visualizations like the one shown in Fig. 6
from which a user can identify the recurrent high stress phases with one glance. For
example, Fig. 6 shows that the stress level is usually high on Thursday afternoons,
in particular between noon and 3pm.

A subsequent data analysis step can then determine if the identified high-stress
phases are strongly correlated with some other context data, e.g., a particular place,
thus giving a hint as to what the specific situation might be that causes the stress.

At the moment we are working on a user interface to visualize the typical high-
stress situations in a clearer way than it is done with the visualization shown in
Fig. 6. Furthermore, we are planning to implement a component that will work a bit
like a human coach and actively point out recurring high-stress phases to a user thus
giving some active support in developing avoidance and coping strategies.
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Fig. 6 Visualization of recurrent high stress phases as extracted from all Thursday measurements

4.6 Biofeedback for Reducing Stress

The SmartCoping solution comprises a biofeedback component to help users relax
and reduce stress. The component guides the user through breathing exercises and
at the same time visualizes the actual stress level by changing the background
color from red to green to indicate increasing relaxation (cf. Fig. 7). The stress (or
relaxation) level is computed every second within a sliding window of 30 s. This
real-time computation and visualization establishes the biofeedback loop.

The relaxation effect is due to increasing coherence between breathing and heart
rate (McCraty et al., 2009b). To achieve coherence, the biofeedback component
offers a pulsating ball as an optional visual pacer for breathing in and out. The timing
of the pacer can be set to a default value or be dynamic. In the latter case, based on
the last couple of heartbeats, the four longest heartbeat intervals are used for timing
breathing in, whereas for breathing out, the four shortest heartbeat intervals are used.
The number of four heartbeats for the breathing cycle is inspired by yoga breathing
(pranayama), where the heartbeat is also used as a pacer for breathing.

The relaxation effect of HRV biofeedback has been well demonstrated in various
studies (Karavidas et al., 2007; Siepmann et al., 2008; Zucker et al., 2009; Lehrer,
2013; Sakakibara et al., 2013) and intervention programs aimed at improving stress-
coping skills (Villani et al., 2016; McCraty et al., 2009a). For example, it has been
shown that an HRV biofeedback approach is effective for treating posttraumatic
stress disorder (Tan et al., 2011). The approach described in McCraty et al. (2009a)
utilizes a biofeedback setup which is very similar to ours and aimed at enabling
participants to experience how stress affects their heart rhythms and how they are
able to increase HRV coherence by activating a positive emotional shift.
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Fig. 7 Screenshot of
biofeedback component

5 Evaluation

The SmartCoping app was tested with 35 healthy individuals who had been recruited
by the project partners from within their respective organizations. Apart from age,
gender, and marital status, test persons were asked to specify their level of education
and work status (self-employed vs. employed). After they had signed the informed
consent form and received detailed information about the SmartCoping project, test
persons were shown how to install and use the SmartCoping app. Each test person
was given a unique identification number which was also used when they registered
the app. This allowed us to link the data to the respective questionnaires.

The test phase lasted 4 weeks during which test persons had to fill in the German
version of the Perceived Stress Questionnaire (PSQ) at the beginning and at the end
of the pilot as well as after each week. PSQ has shown to be a valid and economical
tool for stress research (Fliege et al., 2005). The individual assessment of perceived
stress was done at three levels (low, medium, high stress). Test persons were also
required to fill in the German stress-coping questionnaire SVF 120 at the start and
at the end of the testing period. The SVF 120 comprises 120 items and is divided
into 20 subtests. Each item offers the possibility to select the adequate answer from
a five-level rating scale.

A major focus of the test phase was to evaluate the app with respect to usability
(including the handling of the chest strap sensor) and overall acceptance, especially
users’ judgments of the everyday practicability and convenience of the system. From
the interviews which we conducted at the end of the test phase, we can conclude



138 U. Reimer et al.

that the app itself was well accepted but that many users had problems with the
body sensor: not comfortable to wear, no sensor readings due to contact problems
between the electrodes and the skin, and sometimes broken Bluetooth connections,
in particular when users moved away from their smartphones. Therefore, we can
state that a chest strap is ill-suited for long-term stress measurements and, as said
before, smartwatches and wrist sensors are not an option because they are not
accurate enough for deriving HRV from the measured heart beats. Meanwhile, we
are experimenting with an upper-arm sensor from a Swiss start-up company which
is very comfortable to wear and still accurate enough to deliver HRV measurements.

We are planning a randomized controlled open-label study to test the effective-
ness of the SmartCoping system for supporting abstinence in alcohol-dependent
patients during and after in-patient treatment. Perceived effectiveness with regard
to the prevention of craving and thus relapse will be measured by the Obsessive
Compulsive Drinking Scale (OCDS).

In the clinical study, we will distinguish between two phases: Phase 1, the in-
patient treatment phase with instructor-mediated HRV biofeedback training, and
Phase 2, the posttreatment phase supported by the SmartCoping system. While
Phase 1 aims to test the effectiveness of instructor-mediated HRV biofeedback
training to increase HRV and reduce craving in alcohol-dependent patients during
in-patient treatment, Phase 2 will explore the therapeutic benefits and the usability
of the SmartCoping system for aftercare support.

Another upcoming application scenario for SmartCoping is its use with COPD
(chronic obstructive pulmonary disease) patients after they have suffered from an
exacerbation of symptoms to measure the decreasing stress level over several weeks.
We will then use the insights gained to make use of SmartCoping for detecting
increasing stress levels as an early warning indicator of an imminent exacerbation.

6 Conclusions

We have presented the goals, design principles, and main algorithms underlying
SmartCoping, a system for recognizing stress and helping users cope with it.
One major goal of SmartCoping is to enhance people’s self-perception by giving
stress alerts so that they can learn how they feel when they are stressed. This is
important for users with poor self-perception as is the case with people suffering
from burnout, depression, or alcohol addiction. Moreover, the system identifies
recurrent stress situations from the history data, i.e., which time of the day on which
weekdays the stress level is high and how this may be associated with a particular
place. Furthermore, a biofeedback component based on breathing exercises gives
relaxation support. The SmartCoping app was tested with a group of healthy
individuals for usability and overall acceptance.

As opposed to other stress apps, SmartCoping calibrates HRV measures to
the user’s individual stress levels. Calibration is crucial since HRV varies greatly
among people. Calibration is implemented in two variants. One variant requires
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user feedbacks on perceived stress levels during an initial learning phase and one
where no feedback is needed; instead a user’s maximal and minimal HRV values are
determined during an initial usage phase. The variant with user feedbacks results in
stress warnings which better reflect a user’s stress perception but is not applicable
when target users have a poor self-perception.

The SmartCoping system primarily targets people who are in danger of chronic
stress and high-risk groups such as patients after alcohol detoxification where stress
can cause relapse. We are planning to conduct a clinical study to validate the app
for these high-risk target groups.

The insights we have gained from SmartCoping are currently being transferred
to other application areas where stress plays an important role, such as sleep. For
example, we are investigating how one’s behavior during the day (e.g., physical
activity) as captured by body sensors influences sleep architecture and subjective
sleep quality (Reimer et al., 2017a). As is the case with stress, the correlations
between behavioral patterns and sleep vary greatly between individuals so that a
user-specific approach is called for. The importance of taking into account individual
preferences, attitudes, and behavior has been shown time and again in studies related
to behavioral change support. In a recent paper Reimer and Maier (2016), we
presented an application framework for a behavioral change support system that
comprises various components to adapt system interventions to individual users. We
are confident that with our approach, user acceptance as well as the effectiveness of
interventions will be improved – be it for coping with stress, sleep problems, or
other health issues.
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Changing Behavior of Kids with Obesity
with Gamified Wearables

Luisa Schulz, A. A. M. Ton Spil, and S. A. Sjoerd de Vries

1 Introduction

In recent years, increase in body weight and obesity have become a widespread,
prevalent societal problem. It is now recognized as an official chronic disease by
the AMA and WHO.1 Obesity leads to other chronic diseases such as diabetes or
cardiovascular problems, the major cause of morbidity worldwide.2 Obesity is a
financial burden to the economy of the health-care system as well as the clients. It
results in delayed skill acquisition in educational and cognitive abilities of children
as young as 3 years old (Cawley 2010). The National Center for Health Statistics in
the USA has published results indicating that the worldwide prevalence of obesity is
rising steadily and has more than tripled since 1970, especially among children and
adolescents (Ogden et al. 2006). Thus, childhood obesity can be considered as one
of the most serious public health challenges in the twenty-first century. Thorpe et al.
(2004) stated that this fact explains 27% of the increase in health-care expenditures
between 1987 and 2001. WHO currently estimates the number of overweight or

1http://www.who.int/dietphysicalactivity/media/en/gsfs_obesity.pdf & American Medical Associ-
ation, “Obesity as a disease,” Policy Statement, vol. 420, no. 13, pp. 6–18, 2013, http://www.
amaassn.org/assets/meeting/2013a/a13-addendum-refcomm-d.pdf
2http://www.who.int/mediacentre/factsheets/fs311/en/ & http://apps.who.int/iris/bitstream/10665/
148114/1/9789241564854_eng.pdf
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obese infants and young children globally to increase to 70 million by 2025.3 As
obesity in children is generally associated with a higher chance of premature death,
disability in adulthood, and serious consequences regarding psychological health,
there needs to be numerous effective intervention programs that aim at helping
children, adolescents, and adults with obesity (Dietz 1998; Kelishadi and Azizi-
Soleiman 2014). Despite these intervention programs, the number of obese children
is increasing at a steady rate. The question that remains is, how can existing obesity
intervention programs be successfully augmented?

One particular novel concept that helps to promote healthy lifestyles and can
fight obesity is gamification, where the treatment of obese clients is supported
through the use of video and online games or apps with game elements. Another
promising concept is the use of wearables. Tracked health-related data can promote
and enhance a healthy lifestyle, but currently, there is very little research available
regarding the effectiveness of gamified wearables to reduce obesity in children,
although several studies (Spil et al. 2017; Tong et al. 2015; Zhao et al. 2016a, b)
suggest that the two concepts combined can lead to positive outcomes. A recent
field aimed at helping to reduce obesity is the field of digital health. In principle, the
concept of gamified wearables is a novel approach to motivate people to promote a
change through the use of gaming elements which have been repurposed to engage
the user playfully in a nongame context (Deterding et al. 2011).

The purpose of this study is to gain insight in the success of gamified wearables
for in obesity therapy for youth by studying fundamental guidelines for such
gamified wearables. The research question is: What are fundamental guidelines for
gamified wearables to accomplish weight-loss and long-term behavior change in
overweight and obese children and adolescents? First, based on a rigorous literature
study, we present five fundamental guidelines. Second, we conduct interviews with
clinicians and clients to ask their perception and experiences about the acceptance
and effectiveness of these guidelines. Third, based on an in-depth analysis of
the interviews, we conclude with four guidelines which are according to the
literature study and interviews with the two main stakeholders in obesity treatments
fundamental for the success of gamified wearables.

2 Literature Review

A rigorous literature review, a five-stage process based on the grounded theory
approach as proposed by Wolfswinkel et al. (2013), is conducted to identify
fundamental guidelines. Before the initial search progress through databases began,
various possible search terms were determined as to ensure topicality and scientific
relevance. The main search terms that were used were obesity/overweight in
children, childhood obesity, weight loss, health apps, gam∗ which stands for serious

3ebd.
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gaming and gamification, wearables, and smartphones, as these terms sufficiently
reflect the scope of the chosen research area.

The initial search was carried out while navigating through the different
databases, and duplicates were collected, which is why in stage 3 of Wolfswinkel et
al. (2013) approach these doubles were filtered. Papers which were not applicable,
identified by reading through abstracts and parts of the texts, were filtered and
removed. During the selection process, the preliminary criteria regarding the digital
health and obesity subfield were adjusted. The search process was repeated several
times until no new relevant articles appeared.

In stage 4 of Wolfswinkel et al. (2013) approach, the selected texts were analyzed
by first rereading the abstract and highlighting the most interest findings and
insights. During this process, certain concepts began to emerge. These concepts
were grouped into categories. During the process, the categories (1) obesity in
children, (2) digital healthy obesity, (3) gamification, (4) wearables, and (5) gamified
wearables were constructed. Lastly, while preparing the analysis of the literature
review, relations between the categories were found, which lead to the last stage of
Wolfswinkel et al. (2013) approach, organizing the structure of the literature review
chapter. In the following, the processed and prepared data from the literature review
will be presented.

2.1 Obesity in Children

First and foremost, it is necessary to define the term obesity. According to WHO,
“Obesity is abnormal or excessive fat accumulation that may impair health.”
Obesity, regardless whether the patient is an adult or child, is the result of a
chronically high-calorie intake where more calories are being consumed than
expended daily (Pulgarón 2013).

Ebbeling et al. (2002), who reviewed many studies regarding obesity in children,
name insufficient physical activity and excessive calorie consumption as cause
for childhood obesity. They argue that the parent-child interactions and home
environment have changed over the past decades, and this affects the lifestyle and
behavior of children related to the risk of obesity.

Childhood obesity comes with considerable consequences for both the (1) indi-
vidual and the (2) economy. From the perspective of the patient, childhood obesity
can have substantial physical, psychological, and psychosocial consequences in
the near and distant future (Ebbeling et al. 2002; Han et al. 2010). Bjørge et al.
(2008) and Must et al. (1992) among many others have studied the relation between
childhood and adolescent obesity and increased adult morbidity and mortality.

Singh et al. (2008) reviewed and examined publications, and found that the
likelihood for obese children to grow into overweight and obese adults is moderate
for overweight and obese youth. This indicates that obesity is a chronic disorder
which is in need of persistent management and efficient treatment (Han et al. 2010).
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It becomes clear from corresponding academic and scientific literature that
smartphones and wearables pose as two burgeoning device categories that yield the
power to promote healthy lifestyles and enhance treatment (Spil et al. 2017), which
is the goal that clinicians would like to achieve after the initial intervention program.

2.2 Gamification

As mentioned above, gamification is a major field of research and interest for
the health-care sector and has received worldwide attention in recent years due
to pervasiveness of smartphones and computers (Zhao et al. 2016a; Zichermann
and Cunningham 2011). In principle, the concept of gamification poses as novel
approach to motivate people and promote a change in them through the usage
of game elements which have been repurposed to engage the user playfully in a
nongame context. The game elements trigger a sense of joy and thus enhance the
users experience, ultimately training or teaching the user new knowledge trough the
game elements (Deterding et al. 2011). Deterding et al. (2011) defined gamification
as “the use of game design elements in nongame contexts.”

With the increasing prevalence of smartphones, by 2021, 72% of the global
population, meaning 5.6 billion people, are said to be mobile users.4 Companies
are developing gamified apps that are aimed at favoring certain behavioral traits
through motivating the user with game elements, positive feedback, and rewards.
McKeown et al. state in their article that the possible game elements which can
be applied reach from overall game mechanics and dynamics over very specific
components to aesthetics for such potential apps. In a broader sense, one can
distinguish between two components which are part of every gamification app:
(1) game mechanics and (2) game dynamics (Zichermann and Cunningham 2011).
According to Zichermann and Cunningham (2011), game mechanics are functional
components which one can also find in traditional video games, like pattern
recognition (memory-game interaction), gifting (easy transferable virtual items),
collecting, gaining status (trophies, badges), fame (leaderboards), or flirtation (e.g.,
poking, easy-to-ignore interactions), while game dynamics represent the reactions
of engaged users as response to the used game mechanics like self-expression,
altruism, or competition to name a few (Zichermann and Cunningham 2011). If
game mechanics are implemented the right way, game dynamics can be exploited
to inherently align the companies interest with the intrinsic motivation of the user
(Zichermann and Cunningham 2011).

Cugelman (2013) elaborates that within behavior change, it is important to know
which persuasive principles work for which application and that it needs to be
assessed whether gamification itself is a suitable application for an intervention

4http://www.cisco.com/c/m/en_us/solutions/service-provider/vni-complete-forecast/infographic.
html

http://www.cisco.com/c/m/en_us/solutions/service-provider/vni-complete-forecast/infographic.html
http://www.cisco.com/c/m/en_us/solutions/service-provider/vni-complete-forecast/infographic.html
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and therefore assessed seven criteria that help identify the suitability. Cugelman’s
(2013) thought of process matches to some extent Cialdini who described six
influential principles and distinct psychological means that can be used by designers
of persuasive technologies to create an effective persuasive system. Cialdini outlined
that the appropriateness of a principle varies with cultural and personal preferences
due to underlying psychological processes. According to Cugelman (2013), the
framework of gamification needs to have, among other things, the ability to foster
motivation within the user and for them to overcome their challenges. This compares
the persuasive architecture of gamification with the principle of coaching. Moreover,
he calls upon the theory of “flow” by Csikszentmihalyi that is frequently used in
video game design. It describes how people become bound up and engaged in certain
activities given that their skill level perfectly matches the challenge level suggesting
that a game should increase its degree of difficulty and excitement with the users’
experience so the user becomes absorbed in the game. He states that gamification
should comprise a game that is not only fun but also supports the user to set
goals, provide increasing challenges and motivation in form of reinforcement, show
progress and feedback, and give rewards (like status or badges for achievements) and
should contain a fun factor with social connectivity. Zichermann and Cunningham
(2011) defined the enjoyment and fun component as the “fun quotient.”

It becomes evident that there are numerous scientific publications (Cugelman
2013; Hswen et al. 2013; Spil et al. 2017) that solely examine the usability of
gamification in health care and specifically in relation to reducing childhood obesity.
Several gamified apps which are available in the stores of iOS, Android, and
Windows under the category of health and fitness are proof (Deterding et al. 2011).

It can be concluded from the literature review that gamification can be used in
the health-care industry to motivate clients and stimulate their long-term behavior;
effort and difficult challenges for the clients can be turned into more engaging and
enjoyable activities provided the situation is assessed correctly; and adequate game
mechanics and game dynamics, like rewards and skill-matching game approaches,
are carefully combined and applied (Cugelman 2013; Deterding et al. 2011; Spil et
al. 2017; Zichermann and Cunningham 2011).

2.3 Wearables

Wearables exist in various devices, such as smart watches, smart glasses, bracelets,
gesture controllers, or belts, and are believed to change our lives (Zhao et al.
2016a). Prominent examples are the Apple Watch, the FitBit bracelet, the controller
belt, and Google glasses (Spil et al. 2017).5 The number of wearables is expected
to grow from 9.7 million devices in 2013 to 135 million devices in 2018.6 As
society has recently started moving toward a healthier lifestyle, an increase in the
adoption of such wearables has occurred (Nelson et al. 2016). “The terms ‘wearable

5http://coronect.de
6http://www.ccsinsight.com/press/company-news/1944-smartwatches-and-smart-bands-
dominate-fast-growing-wearablesmarket

http://coronect.de
http://www.ccsinsight.com/press/company-news/1944-smartwatches-and-smart-bands-dominate-fast-growing-wearablesmarket
http://www.ccsinsight.com/press/company-news/1944-smartwatches-and-smart-bands-dominate-fast-growing-wearablesmarket
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Table 1 Wearable technology, function/measurement, and data based on Spil et al. (2017)

Wearable technology Function/measurement Data

Pedometer Can accurately measure step count, also
estimates distance and energy expenditure
but less accurate

Distance and speed
tracking, calorie counting

GPS A Global Positioning System provides
information on a person’s location, mode
of transportation, and speed

Distance and speed
tracking, recording
achievement

Accelerometer Recording movement and speed. Thus,
provides indication of frequency, duration,
and intensity of physical activity

Speed tracking

Heart rate monitor
(HR)

Lightweight and (small) monitoring
devices for heart rate that indicate of
energy expenditure

Heartbeat measuring and
calorie counting

Bluetooth Connects multiple devices with each other Sharing capability and
expandability

Wi-Fi A wireless computer networking
technology with which networking
capabilities over various radio bandwidth
is possible

Sharing capability and
expandability

technology,’ ‘wearable devices,’ and ‘wearables’ all refer to electronic technologies
or computers that are incorporated into items of clothing and accessories which
can comfortably be worn on the body”. Health-care and fitness-specific wearable
devices can be identified as technological gadgets and activity trackers to monitor
and record a person’s physical fitness activity which are worn by the person. The
most common functionalities of wearables are step counting, speed and distance
tracking, heart rate tracking, and quality of sleep monitoring. The transfer of the
data to other devices takes place through Bluetooth or Wi-FI. Tehrani and Michael
pointed out in their publication that although wearables can perform many of the
core tasks of mobile phones and computers, the focus of wearables lies in the
provision of sensory, monitoring, and scanning features of health-related data which
are typically not seen in mobile and computers, therefore outperforming them in this
area.

Table 1 which is based on Spil et al. (2017) displays a summary of the identified
wearable categories, their functions, and the data that is being collected.

Wearables can easily and comfortably be worn the entire day, and personal
physical information can be collected throughout the day (Spil et al. 2017). Dontje
et al. stated in their study that the self-monitoring of such physical activity on a
daily basis potentially increases one’s awareness to such an extent that it can pose
as a prerequisite for behavioral change. This implies that wearable devices can serve
as a client management tool and have enormous potential in the field of health and
medicine. Nelson et al. (2016) conducted a survey that has shown that individuals
wearing wristbands like FitBit, or Apple Watch, are positively influenced because
an individual’s feelings of empowerment are increased.
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As can be seen in existing literature, wearable devices yield enormous potential
for the health sector. The combination of gamification and wearables, gamified
wearables, seems to yield enormous potential. Therefore, the following literature
review subchapter 3.2.3 will investigate in detail gamified wearables.

2.4 Gamified Wearables

Zhao et al. (2016a) investigated to what extent the three general fields – (1) serious
gaming and gamification, (2) wearable technologies, and (3) health and fitness –
combined can help to enhance traditional obesity intervention. The investigated
target field is thus the overlap of these three fields, named gamified wearables.
Therefore, it is important to determine, similar to Zhao et al. (2016a), Wortley
(2015), and Zhao et al. (2016b), to what extent wearable technologies can be utilized
for interaction with gamification and whether that idea is feasible, motivating, and
engaging. Spil et al. (2017) assessed in their publication that people have a positive
attitude toward wearables and gamified health apps in general, but the adoption
and usage rates of wearables are still relatively low especially in comparison with
the adoption and usage rate of gamified health apps. Nonetheless, people show an
increasing interest in wearables and their usefulness. Gamified apps are already
a widely accepted concept, but the results of Spil et al. (2017) have shown that
users show increasing doubts over the physical data quality. As has been already
established by Spil et al. (2017) through the use of gamified wearables, these doubts
could be eliminated; thus, the quality of the gathered data would increase. Tong et
al. (2015) also suggested that game-based approaches can be utilized to encourage
and promote physical activity and lifestyle improvement. Within the serious gaming
and gamification, an incentive approach is being applied where virtual and physical
rewards are set to decrease obesity and increase quality of life. Tong et al. (2015)
stated that the effectiveness of research prototypes which use “gamified wearables”
is rarely investigated. Zhao et al. (2016a) developed a pilot prototype based on their
findings. The case study found that based on their results, it can be said that existing
technologies do match the current user needs, indicating that the idea of deploying
gamified wearables for exercise and fitness is feasible, motivating, and engaging.

Another case study regarding gamified wearables was carried out by Wortley
(2015) over a time period of 2 years. He investigated the use of the wearable
bracelet, Jawbone UP, which measured and collected data regarding physical
activity, ones’ sleep cycle, and calorie consumption (manual entering of nutrition
data) and displayed the data within a free mobile application that gave feedback and
visual support. The main conclusion Wortley (2015) drew from his own study was
that disruptive technologies like gamified wearables, which provide accurate data
measurement, feedback, and smart coaching, e.g., in the form of games, can create
an engaging experience that yields the power to influence behavioral change. It has
to be noted that the study was applied to adults. Therefore, it would be interesting to
see whether same results could be achieved with children. Since the original draft of
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his publication, Wortley (2015) was involved in several gamified wearable projects.
Among others, the PEGASO project7 investigated the use of wearables and gamified
apps to encourage and enable healthy lifestyles among teenagers.

When reviewing existing literature, it becomes evident that there have been
several attempts to develop and implement gamified wearables to achieve weight
loss, to raise realistic awareness of physical activity and calorie consumption
(Ahtinen et al. 2010; Kniestedt and Maureira 2016; Tong et al. 2015; Xu et al. 2012;
Zhao et al. 2016a).

Tong et al. (2015) have published a paper in which they state that utilizing a
gamification strategy for an app together with a wearable can promote physical
activity and substantially improve quality of life. In their paper, they describe a
research prototype named “FitPet,” which introduced the design of such a potential
mobile game. A follow-up study could expose important issues such as how such
games and systems can be effectively implemented into the everyday life and cast
some light onto the user’s reaction toward interactive games. Tong et al. (2015)
have applied the mentioned game mechanics and dynamics from Zichermann and
Cunningham (2011). Through its accelerometer, the smartphone records steps one
takes in real time. The step data can be converted into coins, so with each step,
coins can be accumulated which can help to maintain a healthy pet. Similarly,
Kniestedt and Maureira (2016) proposed a concrete game, the Little Fitness Dragon
(LFD), which is a game for smartphones and smart watches. It can work as a
self-standing app or in combination with a smart watch to track and motivate the
players to be physically active. Kniestedt and Maureira (2016) were not yet able
to test the validity of the LFD but could evaluate the interest in the game design
from their target audience. Byrne et al. (2012) showed within their randomized field
experiment with 39 adolescents in the USA that virtual pets can influence changes
in behavior. Xu et al. (2012) project AHPC is a competition game to increase
physical activity for adolescents and consists of a wearable pedometer, web-based
game, and personal feedback. The game challenge was intended to change physical
activity behavior. Consequently, the results of the study focused only on increasing
adolescent physical activity, not direct weight loss. The challenge was a multi-month
school-based competition in the form of a virtual race against other participating
schools within the USA. The pupils had wearables which counted their steps and the
earned points into an online platform. Each student contributed to their school’s rank
and was notified via a virtual achievement reward about their progress and points.
Xu et al. (2012) results indicated that the AHPC in fact did increase physical activity
of students but that the effectiveness reduced over time especially in students who
participated for a long period. The authors believe that the justification lies within
the design scope of the gamified wearable, as interest cannot be sustained over a long
time period. As has become evident, gamified wearables are a major field of research
and discussion within the realms of the health-care system. Current research has

7http://www.pegaso4f4.eu/

http://www.pegaso4f4.eu/
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already revealed several issues, especially to maintain the user’s interest over a
longer period.

Based on this literature review, we present five fundamental guidelines for
gamified wearables for obesity therapy for youth.

1. Obesity management tool:

Visually edited data helps to support self-improvement due to a learning curve.

2. Game approach:

Gamified apps encourage physical activity and trigger lifestyle improvement.

3. Rewards:

Virtual and physical rewards decrease obesity and increase life quality.

4. Emotional support:

Virtual motivational reminders create engaging experiences and provide support
that eventually trigger behavioral change.

5. Education:

Nutrition and exercise and well-being education have a positive effect on body
weight.

3 Empirical Analysis

3.1 Objectives

Next in our study, we interviewed the most involved stakeholders in obesity therapy
for youth, clients, and clinicians, about their perception of the acceptance and
effectiveness of these guidelines. The objectives of this empirical study are to gain
insight in the relevance of the guidelines.

3.2 Methodology

We conducted qualitative interviews with 18 overweight and obese children and
adolescents and 3 clinicians that work within the realms of interventions to achieve
weight loss and long-term behavior change for the clients.

The qualitative analysis method follows the grounded theory approach as first
proposed by Glaser and then Strauss in the twentieth century and the framework
Matrix of Miles and Huberman (1994). In grounded theory, one starts with a
very concrete and contextual vision, and then, based on interviews and emerging
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answers, underlying explanations can be revealed. The underlying explanations are
revealed by obtaining and analyzing in-depth data. Eventually, an evolving theory
will develop from the corpus of used data. The advantage of the applied qualitative
method is that detailed backgrounds of the interview subjects can be disclosed
to enrich the information and the results which is needed because the theoretical
guidelines are not established yet. In the future, also quantified studies are needed
for empirical validation.

The results have been obtained by means of a computer-based qualitative data
analysis software, MAXQDA, by a two-step set of coding processes: substantive
and theoretical coding. In substantive coding, open axial and selective coding is
applied. The goal is to produce categories and their properties. Theoretical coding
weaves the substantive codes together into a hypothesis and theory (Glasser and
Strauss 1967; Strauss 1987; Walker and Myrick 2006).

3.3 Design and Data Collection

The client questionnaires were distributed in Germany and the Netherlands. The per-
sonal conversation lasted between 10 and 15 minutes. For clinicians, questionnaires
were distributed in Germany and the Netherlands. These personal conversations
lasted between 45 and 60 minutes. Questionnaires were also answered by mail.
The questionnaires for the clinicians were kept general, as the clinicians were
asked to elaborate on their own experience and difficulties within obesity therapy.
The questionnaires were built on the identified critical guidelines of the literature
analysis.

In the first part, the clinicians were asked to describe the intervention program
they work with. This introduction directly led to the central and crucial discussion
of the interview and the main question of the paper. What are the issues that arise
within therapy? What are the best tactics and tools to handle these issues? And
which parts of the therapy need improvement?

Here, clinicians gave in-depth opinions and experiences that revealed various
problems. The interview guide for the overweight and obese children and adoles-
cents covered a sports, nutrition, and technology section which was intended to
detect the attitude of clients toward the use of gamification and wearables within
obesity treatment. This included input from both the interviews with the clinicians
and extended literature review.

To generate valid results, 18 overweight and obese children between the age of
11 and 16 with a BMI between 25 and 52 were interviewed. The characteristics can
be found in the Matrix below (Table 2).
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Table 2 Interview matrix

Gender
BMI Boys Girls

Age 11–13 Overweight 25–30 3 4
Obesity grade 1 (slight obesity) 30–35 1 2
Obesity grade 2 (obesity) 35–40 2
Obesity grade 3 (strong obesity) >40

14–16 Overweight 25–30 1
Obesity grade 1 (slight obesity) 30–35 1 1
Obesity grade 2 (obesity) 35–40 2
Obesity grade 3 (strong obesity) >40 1

Total 11 7
18

3.4 Data Analysis

The transcribed interviews were analyzed by using the coding software MaxQDA.
In reference to the elaborated questioning, the essential statements were coded
openly and through an in-vivo method, the direct takeover of a quotation. All in
all, the 18 client interviews yielded 500 codes which were assigned to categories.
In the beginning, there were six main categories. During the coding process,
new subcategories were created and quotations assigned. Although this method of
qualitative data analysis constrains generalizability, it allows developing theoretical
constructs to confirm or reject existing theories. The same procedure was used for
the medical professional interviews. Three interviews yielded 74 codes and were
originally assigned to 5 main categories and 2 subcategories. During the coding
process with the in vivo method, new categories evolved, and issues within the
obesity therapy were revealed. Based on Miles and Huberman (1994), a content-
analytic summary table was created which brings together all data from the
interviews into a single form where all four target groups (based on the independent
variable age and gender) are examined for their attitude toward the five fundamental
guidelines.

3.5 Results

The empirical analysis revealed that all interviewed programs seem to experience
the same issues when trying to change the behavior of overweight and obese
children toward a balanced and well-sized diet due to a lack of intrinsic motivation.
This often rules out any chance for a long-term behavior change, resulting in
weight gain after the therapy ends, because parents often are not the role model
they need to be. Clinicians indicated that lack of physical activity can be an issue.
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The clinicians stressed that a potential smartphone app should feature tools that
motivate children to eat healthy, workout, and give them the possibility to control
themselves better, and should also give them the possibility to control the everyday
progress of their clients. Based on these statements, children were presented several
questions regarding their habits and preferences. They were also given several
gamified wearable ideas for which they had to give their opinion. The table below
shows a summary of the requested features in a potential gamified wearable based
on the question asked in the interview (Fig. 1).

Both female and male clients were open to the idea of using a wearable device if
it could help them to lose weight and data also showed that clients were also in favor
of the idea to use a gamified app which helps them to be physically more active and
commit to a healthy diet. Clinicians have stated that children seem to have an issue
controlling themselves when it comes to healthy food. The children were asked if
they needed emotional support. Both female and male respondents answered that
they could use some emotional support reminders in various moments throughout
the day to keep up a healthy diet. The proposed monster app was not the right tool
they are looking for.

When asked whether clients can estimate the caloric intake of the food they
consume, all but two respondents answered negatively and had a positive attitude
toward the proposal of an electronic food diary and a picture feature to count
calories on a plate. The analysis on children’s attitude toward rewards for keeping
up a healthy diet and increased physical activity resulted in the fact that personal

Fig. 1 Overview of data in table
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rewards and a combination of personal and virtual rewards are a good extrinsic
motivator. However, it is debatable whether rewards are critical guidelines for
gamified wearables. A discussion on this can be found in the following chapter.
Four specific games were proposed. Regarding the monster companion which is
a nutrition reminder, it can generally be stated that clients disliked the proposed
monster companion game app. Three other proposed gamified wearables have
received mainly positive feedback.

The content-analytical summary table summarizes all results and shows clear
indication of which fundamental guidelines need to become implemented in future
app development. The results for the variable BMI have been omitted due to too
small sample size.

It becomes evident from the empirical analysis that clinicians believe in the
potential of gamified wearables and are positive that the concept can help them to
tackle the challenge of a healthy diet and long-term behavior change. The empirical
analysis has demonstrated that some guidelines would be adapted enthusiastically
into the daily routine by the children; e.g., children have shown enormous interest
in the idea of using game approach apps to lose weight and become healthy.
The thought of getting displayed nutritional-related data and wearing a wearable
device to track health-related data, as some form of obesity management tool, meets
approval with most clients. The concept of rewards did not meet the approval as
assumed by clinicians or myself through existing scientific literature, which comes
as a surprise. One clinician explicitly stated that they successfully use the concept of
rewards within their program. Three clinicians have stated that in their experience,
children respond well to rewards (Table 3).

The clinicians and literature have indicated the importance of nutritional impact
education on the degree of obesity. The data shows that education is wanted and
needed by the clients. One theoretical guideline was not supported by the data of
the empirical analysis: emotional support.

The analysis has shown that children and adolescents do not think a gamified
wearable solution that is intended to provide emotional support is a helpful tool for
them, thus indicating it is not an effective guideline.

It became clear that a potential app must be well structured and tailored to gender
and age. Clinicians have confirmed within the questionnaire that the traditional
therapies are also adjusted for age variable. Within the realms of this study, there
have been clear differences between preference within the variables age and gender,
but often only a very slight or uninterpretable difference for the variable BMI, which
could be due to the small number of clients within these groups.

4 Discussion

The literature analysis has shown that overweight and obese children have an
illogical and abnormal relation to food and meal sizes. Further, unhealthy food
and more calories are being consumed in less time (Sarah E. Barlow 2007; Cawley
2010). This phenomenon has also been observed by clinicians, which is why they
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have expressed the need for an obesity management tool with a control function
to access and watch the child’s daily routine. The clinician’s suggestion is to
implement a food diary into a potential app, as the ease of food logging and
exercise, will help ensure a more precise and frequent documentation of the caloric
consumption and energy expenditure. Clients have expressed interest in such a tool.
Children have also reacted positively toward the idea of a food photo recognition
feature which would provide an easy way for children to estimate calories in a
meal using the smartphone camera instead of manually entering the nutritional
value of their food. There are companies currently working on such a service.8

Clinicians believe that parents should have access to such a tool. Literature showed
that wearable devices can give access to these data points (Nelson et al. 2016; Spil
et al. 2017; Zhao et al. 2016a). The data analysis has revealed that children would be
willing to wear such a device. Provided clinicians can have a third-party access to
an app used by clients on a regular basis, this could pose as an obesity management
tool with a control function. The data implies that an obesity management, in the
form of a food and picture diary tool, serves as a basic and effective guideline that
is both requested and needed by clinicians and clients.

Clinicians and literature agree that game approaches yield the potential to not
only complement already established game elements within current therapy formats
but also motivate and encourage clients outside of therapy to behave accordingly.
Gamification does indeed have the potential to engage users in normal effort
tasks. Previous projects have shown that the level of physical activity can increase
(Deterding et al. 2011; Xu et al. 2012). The problem is that the effectiveness
can decrease over time, emphasizing that gamification needs to pique the users
interest over a longer period. This can be achieved through matching skill and
entertainment level. The difficulty of the game has to and new incentives have to
be offered to maintain the suspension and interest in achieving new goals and, e.g.,
new rewards (Hswen et al. 2013; King et al. 2013). Based on the literature findings
and the wish to integrate nutrition and physical activity games from the clinician’s
side, clients were offered several gamified wearables. Children were offered (1) a
nutrition reminder app, (2) a food education game, (3) a Tamagotchi-based lifestyle
game for female and male patients, and (4) a step-based workout game with
rewards. As Cugelman (2013) has reported, it is important to assess beforehand
whether gamification provides a potential tool for obesity interventions and which
persuasive principles need to be applied in detail. Clinicians have confirmed
that potential gamified wearables need to consider gender and age differences.
Therefore, all interviews were analyzed considering age, gender, and BMI, the third
variable. The purpose of this study was to gain insight in the success of gamified
wearables in obesity therapy for youth by studying fundamental guidelines for such
gamified wearables. The research question was: What are fundamental guidelines

8https://www.sri.com/engage/products-solutions/food-recognition-technology & http://foodai.
org/ & http://www.caloriemama.ai/ & http://www.popsci.com/google-using-ai-count-calories-
food-photos

https://www.sri.com/engage/products-solutions/food-recognition-technology
http://foodai.org/
http://foodai.org/
http://www.caloriemama.ai/
http://www.popsci.com/google-using-ai-count-calories-food-photos
http://www.popsci.com/google-using-ai-count-calories-food-photos
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for gamified wearables to accomplish weight-loss and long-term behavior change
in overweight and obese children and adolescents? In conclusion, it can be said that
the interviews have revealed that when the four effective guidelines (game approach,
obesity management tool, rewards, and education) are being applied and potential
gamified wearable are adjusted for gender and age, they have the potential to be
good support tools for traditional obesity interventions.

4.1 Potential Gamification App: Body Balance

A prototype app which was created with the help of Yulia Byron-Moiseenko will be
presented. The empirical findings were first translated into sketches and then into a
functioning, well-designed prototype.

The prototype app “Body Balance” was first created on paper and then trans-
formed into a clickable dummy app using the platform Invision to demonstrate
how a prototype obesity management and gamified app with a wearable would
appear.9 The link for the online app will be available at the end of this chapter.
When following the link, the static screens will transform into a clickable interactive
prototype. The link can also be opened on a smartphone where it will simulate a
real-life mobile application.

The idea behind the app is to incorporate it into current obesity therapy programs.
The clients, their family, and the clinicians will download a version of the app to
support and enhance treatment. Results have indicated that the content of a potential
app should vary with gender and age. A prototype for the specific target group male
aged 11–13 was created. This was a random choice for reasons of time and space.
Only one clickable prototype could be created.

After having downloaded the app from the corresponding mobile app store, the
clients will enter their age and gender into the phone. The design and content of the
app will adapt based on these two data points. Once the data points are entered, the
screen will change and children are given the ability to fill out their personal profile.
Clients will need to provide the following: name, birthdate, patient number, doctor,
weight, and height. The BMI is automatically calculated (Figs. 2 and 3).

At the bottom of the screen, four tabs are visible which gives the user the ability
to go to their profile, the achievement hall, the game room, or their food diary. The
app is an obesity management tool, utilizing the achievement hall, food diary, and
games in the game room. All sections of the app contain gamified elements which
synchronize with a wearable, a gamification app.

Within the achievement hall, clients are able to see their progress and their
physical health status. It was decided to integrate this tool because the interviews
made it obvious that clients interpret their own skills and health status inaccurately.
Clients can also display the average value of the past week/month and see the value
of their caloric intake and the physical steps taken. This section also monitors weight
loss progress. All three information screens are visually implemented using a color

9https://www.invisionapp.com/

https://www.invisionapp.com/
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Fig. 2 Landing page

Fig. 3 Profile page

scheme to display the positive or negative current state of health. All data points have
the potential to earn badges and also provide the opportunity for self-improvement.
The gamified element badges are being used to verify the reality of the client’s
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health status and to provide them with a sense of amusement and accomplishment.
When the achievement hall tab is opened, brief feedback and motivating messages
are displayed that are intended to grab the attention of the client and encourage them,
for example, to increase their step count. These messages are only displayed within
the tab and are not repetitive because clients have stated that an excessive number
of reminders would be considered annoying. Male clients aged 11–13 prefer virtual
and personal rewards, which is why the tool was developed. In the lower right hand
corner, a Help button can be found which can be used if a client needs support.

Step goals and caloric intake are discussed and predetermined by the clinicians
and parents. These can be difficult goals to achieve leading to dissatisfaction if goals
cannot be attained, and the color scheme indicates this to the client over a period of
time. Therefore, they can contact their clinicians or parents to adjust the step and
caloric intake goal through the Help button. The data is being captured primarily
from the wearable and the food diary. The data will be transferred automatically
through Bluetooth or Wi-FI. The weight loss progress needs to be entered manually.
This serves as an obesity management tool.

Clients can also choose to enter the game room. The game room contains
a section that will increase their physical activity. In the prototype app “Body
Balance,” three games are displayed: the steps game named “Balance up,” the fight
game “Fight your way to the top,” and the hero game “From Zero to Hero.” For
reasons of simplicity, only the step game will be illustrated.

“Balance up” counts steps that can be changed into rewards and games.10 Users
will have an animated mannequin, a so-called virtual player, at their disposal which
will move itself depending on the steps the client takes on a virtual landscape.
The landscape of the virtual player adjusts depending on the season (e.g., winter
wonderland, summer camp, Halloween haunted castle, etc.). Every time a client
has reached a new destination which correlates with a predetermined step goal that
has been set by the parents and clinicians, children will not only be rewarded with a
personal reward by their parents but will also receive virtual rewards such as badges,
level rank, small animated videos, or accessible mini games. Again, the number of
steps is captured from the wearable device. It is important to mention that a low
amount of step does not lead to penalties (Figs. 4 and 5).

Clients can also enter a second obesity management tool, the food diary. The
food diary is equipped with a food photo recognition feature, a barcode scanner,
and a food database that delivers nutritional values for any type of food. Clients can
view their caloric intake, their energy consumption, and the remaining number of
calories. There is a tool that gives them information on what additional foods they
can consume after having burned a certain number of calories. The proposition of
the app will be based on the foods the user eats regularly as this will be classified as
favorite food. Further, they can see the macro level category of their nutritional
intake, referencing fats, carbohydrates, or proteins. They can log food into the
corresponding section, e.g., breakfast, snack, and so forth. Additionally, clients are

10https://itunes.apple.com/us/app/ibitz-by-geopalz-kids/id588227932?mt=8

https://itunes.apple.com/us/app/ibitz-by-geopalz-kids/id588227932?mt=8
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Fig. 4 Game room

Fig. 5 Balance up –
Halloween edition

being provided a button to express their emotions toward a meal with an emoji
and can add notes into the additional free space. These emojis can be viewed by
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Fig. 6 Food diary

clinicians and parents to offer the client emotional support when experiencing a bad
day. Also, patterns regarding their food habits can be revealed (Fig. 6).

It should be mentioned that both the clinicians and parents will be able to
download a corresponding app that will provide them access to the client’s data
by entering the name, client number, and a PIN. Both parties then have access to all
health-related data from the wearable. This includes step counting, speed/distance
tracking, heart rate, and quality of sleep monitoring. Through this app, clinicians and
parents can see whether the child has activated the help button in the achievement
hall to request emotional support.
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Follow the link:
https://projects.invisionapp.com/share/UJCGGGP5A#/screens in order test the

clickable prototype online. Or insert the link into your internet browser on a
smartphone.

https://projects.invisionapp.com/share/UJCGGGP5A#/screens
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5 Conclusion

The results have shown that gamified wearables are expected to help to manage
obesity by helping clients to reduce weight.

The qualitative analysis has also revealed that triggering long-term behavior
change will, despite utilizing a gamified wearable, still pose a major challenge.
Rewards, according to the clinicians and literature, pose as an effective tool to
entice user to remain committed to a gamified wearable. Surprisingly, it has become
clear that children are not sure what they think of rewards as incentive to commit to
healthy behaviors like a healthy diet and regular physical activity.

In conclusion, clinicians and patients need a multifaceted technological solution
to achieving weight loss and enduring behavior change which will complement
obesity therapy. Results indicate that the theoretical effectiveness of the guidelines
will differ with age and gender of the clients. For the variable, BMI results were
inconclusive due to a too small number of clients within these groups. Based on this,
it was established that a potential gamified wearable will have to be developed for
specific target groups. Further empirical quantitative analyses, ideally with a mix-
method research and a bigger target sample size, are needed to confirm or disconfirm
the fundamental guidelines in the future. Future study can also explore other chronic
diseases, like diabetes, to use the same kind of gamification and wearables.

Acknowledgements We would like to thank Yulia Byron-Moiseenko for her drawings in the
prototype.
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Precision Wellness: An Optimization
Model

Paul Cooper and Nilmini Wickramasinghe

1 Introduction

Over the past century, global success in scientific research has facilitated the
realization of a new era of precision healthcare delivery and cure (Ashley 2015). The
healthcare industry has experienced a rise of inventions directed toward enhancing
life expectancy and diagnostic and cure options and improvement of the quality of
life along with the efficacy and cost-effectiveness of the entire healthcare systems
(Baird 1990; Ashley 2015). The emergence of precision health, wellness and
medicine practices is playing a crucial role in the innovation and development
of better healthcare systems (Ashley 2015; Jameson and Longo 2015; Juengst
and McGowan 2018). This focus on precision practices in healthcare has been
enabled through the leveraging of various technology developments especially those
connected with the IoT (Katsnelson 2013) and advances in genomics and high speed
data analysis (Helwande 2018). Now, we are witnessing the subsequent patient-
driven demand for precision wellness, medicine and health which is serving to push
the technology developments further and also impact many current as well as future
aspects of healthcare delivery (Katsnelson 2013; Kaur et al. 2017).
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2 Background

The terms precision health, precision medicine, and precision wellness are now
peppering the literature. In order to develop a suitable model, it is first important
to understand these respective terms, their distinctions and similarities.

2.1 Precision Health

According to Severi et al. (2014), precision health is defined as a new practice
motivated by digital high-tech developments that allow more specific explanations
and examines persons and populace sets, with an intention to improve the general
wellness of people. Precision health involves robust surveillance information,
prompt use of sophisticated evaluations to track the geographic spread of illness,
and the ability to perform analysis on such data (Dowell et al. 2016). This practice
is therefore effective since it not only uses more exact methods to measure illness,
disease-causing organisms, exposures, behaviors, and risks at an individual level
but also allows better evaluation of public health along with the improvement of
policies and directed prevention plans (Jamerson and Longo 2015). Khoury et al.
(2016) state that this practice centers on increasing precision and resolute agendas
in outlining population cohorts and providing objective involvements of numerous
forms.

2.2 Precision Medicine

Precision medicine can be regarded as a new and emerging field that brings
together medical studies, social science, along with computer science (Juengst and
McGowan 2018). According to Leff and Yang (2015), precision medicine purposes
to combine an all-inclusive data collected over time about a person’s genetics,
environment, as well as lifestyle in order to improve disease understanding and
interception, assist in drug discovery, and guarantee delivery of suitable therapies.
Its primary aim is to constantly improve the medications suitable for exact mutations
and illnesses (ibid). The goal of precision medicine is a techno-utopia established
on evidence-based practices of how the evaluation of data can transform healthcare
delivery and the healthcare system (Juengst et al. 2016). Emphasis is thus placed
on health as determined not only by biology but also on a complex relationship
of genetics and social and economic aspects (ibid). It is important to note that
the causes of illnesses are complex and heavily dependent on multiple biological,
social, and economic factors (Kaur et al. 2017; Khoury 2018). Therefore, precision
medicine interventions need to have sufficient capacity to address these complexities
(ibid). This medical practice uses the biomedical research where the findings help



Precision Wellness: An Optimization Model 173

to shape the future directions of precision medicine which will use understandings
from multiple forms of data (Khoury et al. 2016; Lyles et al. 2018; Khoury 2018).
Precision medicine can thus be described as the effort to collect, combine, and
evaluate multiple sources of data with an aim to develop individualized insights
in regard to health and disease (ibid). This practice helps to capture what used to
be traditionally termed as medical data including lab results and integrates the data
with other forms of nonmedical data like air and lifestyle quality measures (ibid).

Ginsburg et al. (2016) state that precision medicine has been implemented to
improve patients’ safety and maintains a great promise to create a safer regime
across the globe. Thus, the argument is that costs connected with adverse events
are currently being reduced following the increasingly strategic use of tools that
strengthen precision medicine (Minor 2018). Through the effective standard cure
offered by precision medicine there is the possibility to offer hope and better cures
to many individuals but there are also many challenges (Meagher et al. 2017). It
is clear, however, that precision medicine is transforming the future of healthcare
sector driving it toward better and at times more expeditious care (ibid).

Precision medicine has value in supporting and enabling superior medical
decisions (Lyles et al. 2018) although its cost effectiveness has been found to be
somewhat difficult to demonstrate in practice due to deficiencies in the clinical
and economic evidence base (Gavan et al. 2018). Its increasing popularity is
attributed to its exciting influence on medical research and patient care (Leff and
Yang 2015). As precision medicine continues to grow, the healthcare industry is
likely to be tasked with the responsibility of offering numerous treatment options
that are increasingly customized to a person’s needs (University of Michigan
2018). Advances in precision medicine have already generated results with some
of the recent challenging illnesses such as genetically related diseases (Adams and
Petersen 2016).

2.3 Precision Wellness

Precision wellness is an evolution of precision medicine (Juengst and McGowan
2018). Fernandez (2017) argues that precision wellness focuses on providing highly
significant and targeted data-driven plans to reduce costs and improve end results.
The practice is relatively nascent in the healthcare system and thus it is at a very
embryonic stage. However, based on the current trends, it is clear that precision
wellness will be fully adopted into the healthcare system in the next few years to
come (Juengst and McGowan 2018). Precision wellness is, indeed, an important
practice in healthcare as it equips people with data and tools to modify behaviors,
whether those of diet and physical exercises or their genes, to maximize personal
health (Juengst et al. 2016). It aims at improving an individual’s well-being by
creating medicines that are preventive and personalized and reversing the increasing
cost trends in healthcare (ibid). Fernandez (2017) maintains that this practice offers
practitioners’ offices with techniques and services that improve patient results
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and offers additional revenue for the practice with no open investment or long-
term contracts needed. Further, some of the most impactful technologies utilized
in precision wellness focusing on precision oncology, molecular diagnostics, and
predictive biomarkers focus on illness prevention, pain alleviation, and affordability
(Fernandez 2017). Therefore, it is important to embrace the added value and
personalization that precision wellness brings to population health management pro-
grams and practices. Many medical institutions are already establishing roadmaps
to integrate pharmacogenomics, real-time data and diagnostics, and exogenous
influencers of healthcare into what is referred to as precision wellness platforms
(ibid).

2.4 Current Trends

According to Kaur et al. (2017), the notion of making healthcare systems more
precise is central to many healthcare agendas around the world. The healthcare
standards for the treatment of various key illnesses such as cancer are shifting
slowly over time (Ashley 2015). Currently, health practitioners are establishing a
broad perspective to cure illnesses, often leaving behind the traditional conventional
approach commonly known as “one size fits all” as they are moving toward
treatment-based methods which focus on the uniqueness of each individual (Baird
1990; Adams and Petersen 2016).

The focus of “precision” in medicine/health/wellness is to guarantee delivery
of directed cures to the right people and at the right time (Ashley 2015). This,
however, depends on the development of precise biomarkers (Ginsburg and Phillips
2018). In the present times, all scientists are working toward this direction in
order to subcategorize different illnesses in accordance with these biomarkers.
Similarly, the development of appropriate medicine in precision medicine is also
largely influenced by these biomarkers (Kaur et al. 2017). While biomarkers-based
prognostic examinations serve as the foundation for molecularly directed therapies,
the appropriate regulatory restriction is needed over these investigations to make
certain their validity, dependability, precision, and application in medical society
(Ginsburg and Phillips 2018). However, substantial advancement has been realized
in the establishment of biomarkers in different illnesses such as cancer and rare
genetic, metabolic, and cardiovascular conditions (Ginsburg et al. 2016).

Kaur et al. (2017) argue that all aspects of precision healthcare are currently
working toward integration which calls for multiple collaboration with other players
in order to attain full potential. For instance, the incorporation of precision medicine
with other forms of technologies such as RNA involvement and nanomedicine
toward establishing therapeutic methods has immense potential to generate new
concepts in this discipline (ibid). This incorporation of precision medicine and
nanobiotechnology has proved to yield great success following its ability to detect
diseases early such as cancer as well as establish a more efficient, secure, and
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directed cure with higher chances of treatment (ibid). Without a doubt, the era
of precision practices in healthcare largely depends on us. However, the constant
growth of these practices heavily relies on increasing integration between research
and healthcare industry (Juengst et al. 2016). Therefore, the success of a precision
medicine vision and the development of a sustainable and beneficial system relies
on collaborative determinations of all parties involved in the healthcare industry as
well as research (ibid).

Precision practices are being transformed from the money-oriented approach to
a value-based plan that seeks to identify cost-effective solutions (Minor 2018). Pre-
cision practices, therefore, focus on reducing the redundant and needless examining
and obligatory hospital admissions (ibid). As a result, the cost of a value-based set
is increased (ibid). With the novel reimbursement approaches, precision practices
will have the infrastructure to achieve its aim of offering exact care that a particular
patient requires or might not necessarily need based on his or her individual genetic
makeup and wellness history (Kaur et al. 2017). Through more cost-effective
treatments and monitoring of patients, savings are realized hence leading to an
increase in medication adherence (Kaur et al. 2017).

Blockchain technology is another trend in precision medicine that handles big
data on the populace’s genome structure (Helwande 2018). According to Helwande
(2018), this technology works on spread networks along with shared ledgers that
can be applied to ensure the security of data and ethical use of information and is
among the latest technologies projected to reach the optimum of an inflated prospect
in 2018. However, for precision medicine, the technology is proffered to have real
potential (Meagher et al. 2017). Since machine learning tools are more influential
with big learning sets and more enormous data, precision practices require methods
to gather more data (Leff and Yang 2015). The contribution of this trend impacts
the larger sector of health and genomic data required for precision, wellness, health,
and medicine (ibid). It guarantees security to genetic data as the information needs
to be disseminated across varying platforms. Additionally, blockchain operates as a
good auditing technology and could have a role in treatment coordination (ibid).

Artificial intelligence has also been implemented in the current precision prac-
tices with an intention to assess patterns in the data and offer insights to clinical
professionals in relation to the condition of a person (Helwande 2018). Furthermore,
genome sequencing is also advanced using artificial intelligence (Meagher et al.
2017; University of Michigan 2018). This technological trend can also be applied in
clustering and segregation of populaces into sets that can assist in the generation of
tailored medicine, wellness, and health (Helwande 2018).

With the great advances in research and technology that inspires patients to
expect and demand for better, precision practices will continue to enable a new
period of medicine and strategies in which health providers, scientists, and patients
work in collaboration to improve personalized care (Meagher et al. 2017). With
the millennial determination to attain wellness, varying technologies have been
established to educate and track their wellness strategies (Minor 2018). For instance,
millennials are currently using applications to trace training information as well
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as search for healthier living data from the Internet (Lyles et al. 2018). This trend
has already begun to influence numerous non-millennial people who now examine
healthcare products through a varying set of values and criterion than in the previous
years.

2.5 Technologies Applied

Precision health, precision medicine, and precision wellness are all emerging
practices leveraging ground-breaking tools and data science, i.e., the technologies
of the IoT, to tailor disease prevention, detection, as well as treatment. These
practices seek to gain insights on health threats and tailor cure for a particular
and homogenous subpopulaces mainly through the use of new data, digital health
tools, and approaches. Big data is, therefore, one aspect that has constantly assisted
to attain these objectives, over its capacity to deliver to physicians a large and
multiplicity of both structured and unstructured information that was in the past
impossible (Adams and Petersen 2016). In addition, the large data has enhanced
more extensive and explicit study of stratifying and segmenting populaces at risks
for a range of health issues (ibid). The constant development in capacity and
range of existing data, the cost-effectiveness of data collection, and developing
computational tactics mean that the achievement of big data will probably be an
essential support in precision health, wellness, and precision medicine in the days
to come (Baird 1990).

According to Leff and Yang (2015), big data has a very great impact on precision
health practices, in precision medicine and in precision wellness. Moreover, a
report by the Institute for Health Technology Transformation in 2013 notes that
America’s healthcare institutions have established 150 Exabyte of healthcare data,
and its continued growth is expected in the upcoming times (National Academy of
Medicine 2018). This unique volume of data, once implemented in a meaningful
way, can offer significant understanding to numerous illnesses and their respective
progressions. This insight helps precision practitioners to avoid unnecessary treat-
ments, minimize drug adverse effects, and optimize general safety which ultimately
leads to a more effective and proficient health care system. As a result, a path that
realizes the objectives of personalized medicine, health, and wellness needs to be
developed.

Advances in precision health, medicine, and wellness have already led to
new discoveries and numerous new treatments that are personalized to specific
physiognomies of individuals, such as an individual’s genetic makeup (Baird 1990;
Fernandez 2017; University of Michigan 2018). These innovations are greatly
influencing transformation in some treatments such as cancer. These efforts are
allowing precision physicians to select treatments that can improve survival and
reduces the probability of having adverse effects (Khoury et al. 2016).
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2.6 Barriers to Implementation

In spite of precision medicine, wellness and health’s potential to influence the
health delivery, the adoption of these precision practices has been slow (Dowell
et al. 2016). The slow implementation of these practices has been caused by
lack of supporting IT infrastructure, the absence of evidence of medical utility
offered by investigations, the absence of data standards along with interoperability,
inadequate decision support system, and inadequate funding for translational health
investigations (Horgan et al. 2014). Other consistent factors hindering precision
health, medicine and wellness implementation includes, insufficient evidence of
cost-effectiveness, inadequate insurance coverage, and absence of a suitable reg-
ulatory model (ibid).

Currently, in the USA, there are no incentives for payers to fund precision
medicine improvement (ibid). There lacks a sense of earnestness among payers
and research developers to gather enough data to prove that extensive investigation
rather than a narrow research of person’s analysis will assure usefulness (ibid). In
addition, inadequate regulatory structure hinders the implementation of precision
practices (Juengst et al. 2016). Excessive regulation, however, stifles innovation,
increases development expenditures, and thus causes patients to receive less efficient
results. On the other hand, there is inadequate regulation due to lack of uniformity in
data availability, IP security, trouble with reproducibility, wrong research adminis-
tration, and fraud. This inadequacy impacts the absence of practitioners’ confidence
(Juengst et al. 2016; Horgan et al. 2014). Moreover, barriers do not only occur as
a result of the insufficient application of existing regulations but also due to lack
of consensus in rules on elucidation and application of precision tests in healthcare
(Horgan et al. 2014).

Clinical utility is regarded as the effectiveness of an assessment to provide data
relating to diagnosis, cure, management, results, and prevention of illnesses (Adams
and Petersen 2016; Dolley 2016). This is, however, a challenge facing precision
tools inventors and venture capitalists of current molecular experiments (Horgan et
al. 2014). Lack of long and costly medical research influences the decisions that
have to be made mainly based on the evaluation of the peer-reviewed study (ibid).
Payers will, therefore, refrain from reimbursing precision in the absence of value-
based costs and outcomes (Horgan et al. 2014). While many investors believe that
a precision medicine, wellness, and health can contribute to health care system,
practitioners and payers who are in most cases reluctant to transform policies and
strategies without having a well convincing evidence of medical value tend to have
mixed views on the diffusion of these technologies and techniques (ibid). However,
it is unclear how evidence ought to be best established and distributed for optimum
impact (ibid). Similarly, economic barriers such as insufficient insurance covers and
lack of resources have hindered the success of precision practice implementation
(Ginsburg and Phillips 2018). These barriers are intertwined in the entire process of
precision research to the implementation of the practice in healthcare. Developing
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and implementing the precision practice, therefore, poses a great hindrance, since
the healthcare sector has limited resources set apart for implementation, research,
maintenance as well as sustainability (Ginsburg and Phillips 2018).

Lack of education and awareness among patients and throughout the healthcare
delivery system is another one of the greatest barriers to integrated precision
practices implementation in healthcare (Horgan et al. 2014). Though community
strategies are straightforward and clear, it is important to note that building
awareness and skills is not an easy thing especially when it comes to health
practitioners (Ginsburg and Phillips 2018). Lack of education among physicians
limits their ability and sense of know-how in interpreting precision medicine tests
and in communicating the results to the victims affected (ibid). The current lack
of skills and awareness increases uncertainty on how to interpret a biomarker
examination, and this may lead to underappreciation of therapeutic benefit (Horgan
et al. 2014).

2.7 Facilitators

For precision practices in healthcare to realize success in attaining results and devel-
oping capabilities at various levels, a number of facilitators need to be considered
(Pritchard et al. 2017). Critical facilitators include collaborative decision-making
factor; agreement of goals and aims; local design and action; the creation of trust
among payers, investors, and health providers; sufficient resource availability; and
presence of an expert and well-trained staff (ibid).

Ramsey et al. (2017) claim that the presence of an expert and well-trained
staff within the healthcare system helps to facilitate precision medicine, wellness,
and health. Precision health practitioners help to promote the implementation of
precision practices by generating and applying novel skills (ibid). The National
Academy of Medicine (2018) in the US has thus promoted learning within the health
care system where clinical care, as well as research, are incorporated.

Resource availability facilitating factor harnesses the implementation of preci-
sion practices in healthcare systems thus enhancing achievement of objectives. In
addition, action-based implementation of precision practices in healthcare system
depended heavily on stakeholder inclusivity (Adams and Petersen 2016). Therefore,
it is important to engage all stakeholders as this will help in promoting a consider-
able planning and action toward applying precision medicine, health, and wellness
in the healthcare sector. We contend that all these initiatives will be more successful
if a precision wellness model is developed.
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3 The Current Need to Develop an Operationalized Model
for Precision Wellness

In considering the broader aspects of healthy living, there is evidence of the inter-
connectedness between mind and body and what have been called “Biobehavioural
Factors” (Board on Neuroscience and Behavioral Health 2001). For example,
there have been several investigations into the factors resulting in patients being
readmitted to hospital in the period immediately after treatment (i.e., within 30 days
of discharge). Key factors of importance in this context include not just the medical
condition but also the patient’s functional status, coping abilities, and level of social
and community support for their caregiving needs (Razali et al. 2017). Without
support, the patient is more likely to be readmitted, and while this may be for a
whole range of reasons, a key aspect is that in considering a patient’s health, it is
increasingly evident that one should consider the circumstances of the person’s life
(ibid).

Given this, we believe that there is an opportunity for a holistic precision wellness
model to be developed that serves to operationalize a person’s life circumstances
including factors such as age, medical status, and psychosocial factors including
available social support, social engagement, and personality in order to design an
individualized co-designed intervention program. Evidence shows that interventions
that are co-designed with the individual enable those involved to feel more engaged
and comfortable (Green et al. 2018), and thus we propose that such a co-design
approach be an integral part of the presented precision wellness model (Fig. 1).

This model focuses on presenting a dashboard of wellness parameters to an
individual to enable a co-design process of activities to be developed in support of
providing an optimization pathway for an improved level of wellness. In addition to
the dashboard, input factors, and sources, the use of an optimization engine and key
feedback processes and outputs are also noted. The goal of our precision wellness
model is to provide a system where the individual concerned can avail themselves
of appropriate tools and capabilities to optimize their health and wellness over an
extended period with the aim of reducing the number and frequency of medical
interventions and at the same time provide them with the maximum opportunity for
health and wellness (physical and mental) and thereby a high quality of life.

The first step in the presented model is for the system to receive key inputs
relating to the individual concerned (such as demographics, relationship status,
physical and medical status, personality factors and lifestyle preferences), which can
be derived from user-provided inputs, instrumentation and even potentially sourced
from personal health records. In Australia, the evolving national MyHealthRecord
might eventually be a convenient possible source, or private health record systems
such as the Apple Healthcare Record.
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4 Identifying Parameters for Input to, and Presentation
of a Precision Wellness Dashboard

We might consider a spectrum of parameters ranging from those focused on physical
health to those considering mental health. In considering the physical health
parameters, we could consider, for example, behaviors that have been identified
as contributing to poor health outcomes (such as cardiovascular heart disease) such
as the seven behavioral factors called by the American Heart Association “Life’s
Simple 7” (Lloyd-Jones et al. 2010):

• Manage blood pressure.
• Control cholesterol.
• Reduce blood sugar.
• Get active.
• Eat better.
• Lose weight.
• Stop smoking.

These behavioral factors have also recently been positively validated in the
Australian general population (Peng and Wang 2017) and have been correlated with
dementia (Samieri et al. 2018). We could hence envisage an input questionnaire
or input feeds from a personal health record that would enable a readout for an
individual against some or all of these aspects.

However, for a precision wellness model to be comprehensive and useful in
optimizing an individual’s wellness in the long term, we anticipate that mental
wellness including social aspects such as isolation (loneliness) will be important
to consider in addition to such physical health factors. For example, there has been
recognition of the impact to health of having limited social engagement to the extent
that the UK Government has recently appointed a Minister for Loneliness to directly
address the health, economic, and societal impacts of social isolation. This launch
included a quote on the health impact of loneliness: “It’s proven to be worse for
health than smoking 15 cigarettes a day, but it can be overcome and need not be a
factor in older people’s lives”.1

Precision wellness parameters relating to psychological wellness might well
include those factors identified by Seligman (2011) as leading to “flourishing”:
the PERMA factors (positive emotion, engagement, relationships, meaning, accom-
plishments). Alternatively the measures of Diener et al. (2009) might prove useful.

In our presented model, we do not currently specify the input factors for the
model, but rather we anticipate that further research and analysis of the extant
literature will identify all key factors that will fall into the following two primary
categories:

1UK Government 2018: retrieved from: https://www.gov.uk/government/news/pm-commits-to-
government-wide-drive-to-tackle-loneliness

https://www.gov.uk/government/news/pm-commits-to-government-wide-drive-to-tackle-loneliness
https://www.gov.uk/government/news/pm-commits-to-government-wide-drive-to-tackle-loneliness
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1. Highly conserved or slowly changing factors - in effect constants.
2. Dynamic factors.

Example typical highly conserved or slowly changing factors (input constants):
• Age.
• Gender.
• Personality factors.

Example dynamic factors:
• Social support networks/social engagement/relationship status.
• Health, fitness, and medical status including relevant personal history. Fazio

(2009) identifies practical methods of facilitating growth through loss and
adversity and Seery et al. (2010) have revealed that for some people who have
experienced adversity (for example, several negative events or life-changing
moments) they may end up ultimately happier (and less distressed, traumatized,
stressed, or impaired) than those who have experienced no adversity at all.

• Income and work status. Depending on which types of measures are used and
which comparisons are made, income is a complex association with our well-
being and some literature has reported that it is the comparative nature of income
that causes concern for individuals rather than the quantum itself (Senik 2009).
Unemployment negatively affects well-being (Nezlek and Gable 2001). Thus,
income and work status would be expected to be important input parameters.

Whatever parameters are ultimately decided upon, our presented precision
wellness model is flexible in that a variety of input measures including social,
demographic, health, and psychological (including personality) could be entered
as inputs sourced from user inputs, medical records, health records, and IoT devices
such as fitness tracking or glucose monitoring devices. We propose that a strongly
user-centric model for any user input should be taken, and the ideal platform would
be via smartphone or similar given the engagement interfaces available on those
platforms and their current ubiquity.

5 Precision Wellness Dashboard

Following the input of the key factors, a current state precision wellness dashboard
is then presented to the individual based on a number of scales that are expected to
include psychosocial and physical measures related to wellness in its broadest use.
Such an overall precision wellness dashboard and the most appropriate input factors
would need to be established based on appropriate research and literature.
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5.1 Co-design and Gamification

In our model, the individual is presented with a series of controls enabling them
to dial up and down, the weight applied to the parameters (e.g., potentially
relating to willingness to undertake behavioral activity suggestions for physical and
psychological wellness). In addition, there is potential to use a gamified approach
to obtain inputs (e.g., personality parameters) as well as in the co-design so that
different levels of engagement and experience with the platform might unlock more
advanced features or potentially could involve supportive engagement with family
or friends (much like fitness trackers permit you to jog with friends and to compare
performance in a positive manner).

6 Optimization Engine

Following presentation of the precision wellness dashboard to the individual, an
optimization engine then takes these measurements together with the weightings
applied by the individual and computes an optimum wellness activity program for
the individual concerned (one might anticipate weight loss, exercise, and social
engagement factors as prime examples, but the actual factors would need to be
derived from appropriate research and field testing).

The idea is that the co-designed optimized set of actions would enable the
individual to engage in a variety of tasks, the goal being to help them progress on a
pathway to the best possible wellness state that might be achievable for them based
on their life circumstances, personality, and health state – thus operationalizing
precision wellness.

7 Tracking and Measurement

Following the optimization computation, an expected future state dashboard would
be presented to the individual so they could see the likely benefit of the recom-
mended behavioral actions. Activities would be suggested and ideally measured
through automation to the largest extent possible while preserving some degree
of engagement with the individual. Some simple interfaces would be required for
monitoring how the person is feeling at several times a day – e.g., smiley face
button or frowny face. That could then be correlated with the activities the person is
engaged in and a gamified approach to improved wellness can thus achieved.
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Fig. 2 Precision wellness
dashboard

8 Feedback Points

This model has two key feedback points – the first being to ascertain progress on
the specific variables of wellness that have been co-designed on a very regular basis
(e.g., exercise or nutrition or social engagement). The second feedback pathway
considers over the longer term the efficacy of the input factors and the precision
wellness dashboard parameters to enable the overall optimization program to be
modified as required based on what has been working and what has not been
working for the individual concerned (ideally based on feedback from a large cohort
of users). This second feedback loop might be activated every 6 months (say) as part
of a longitudinal study of population health and wellness.

An example is shown in Fig. 2.
This figure shows a mock-up of a presentation to the individual of parameters

pertaining to individual wellness based on data inputs (via feeds and/or question-
naires). Such parameters might include physical and psychosocial metrics.

One potential benefit of a model with high levels of user engagement and
feedback might be expected to be in avoiding or perhaps slowing down “hedonic
adaptation,” a frequent phenomenon where individuals become attuned to the
current state (e.g., of wellness), whatever the current level. Lyubomirsky (2011) has
extensively reviewed the literature on hedonic adaptation to positive and negative
experiences.

9 Challenges

Challenges of this model are expected to be in creating and validating the input
factors and creating an engaging display of parameters for a precision wellness
dashboard, validating the optimization engine, and validating proposed interven-
tions that would be safe and appropriate for the individual. Given the variety of
possible input factors into the precision wellness model, we may overwhelm the user
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with the requirement to enter in too many factors, and it may turn out that many are
correlated and thus redundant to the task of optimization. Thus, we suggest that a
next step in the development and testing of the model is to establish through research
the minimum set of input variables and constants and to develop an appropriate set
of input factors so that a practical precision wellness model can operate for a specific
individual, thereby once again highlighting the precision and tailored nature of the
model.

10 Discussion and Conclusion

As the tools and technologies of the IoT develop and mature, we are able to
more accurately capture data, monitor activities, and communicate these results
between key stakeholders so that better health and wellness can ensue. The methods
for co-design and user engagement via gamification also continue to evolve and
we anticipate excellent engagement via smartphones and similar devices to be
achievable.

The preceding has served to outline an operationalized model for precision
wellness that we contend will assist to harness the developments with the tools and
technologies of the IoT to focus them to enable targeted and appropriate wellness
management solutions to be designed and developed for each individual so that
they may enjoy a high quality of life and at the same time manage their health and
wellness effectively and efficiently.

In operationalizing the presented model, however, there are still areas that need
to be considered which we will expand upon in our future work. In particular, we
note that it is necessary to assess the health literacy and general literacy level of
an individual so that their wellness monitoring is appropriately designed to develop
a suitable business model to ensure sustainability of the solution and ensure that
the developed solution adheres to relevant policies and legal aspects around data
privacy and security as well as compliance to current health and wellness standards
and protocols.

Given the rapid growth of chronic and noncommunicable disease coupled with
an aging population, wellness management and empowering individuals to take
responsibility for their health and wellness will become more important as the
twenty-first century progresses. To do this successfully, appropriate tools and
technologies will need to be embraced. We believe that our operationalized precision
wellness model will serve to fill an important current void and encourage further
research in this domain.
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The Development of a Wearable for
Automated Documentation and Improved
Staff Planning in Outpatient Care

Tuan Huy Ma and Markus Weissenbäck

1 Introduction

Outpatient nurses increasingly suffer from physical and psychological complaints as
a result of their work. Physical complaints are the result of high physical stress and
usually manifest themselves in the form of musculoskeletal diseases. Psychological
complaints are manifested, for example, in low job satisfaction, chronic exhaustion,
or a depressive illness as a result of latent deadline pressure, a lack of scope
for action, or conflict-laden care situations. The burdens and problems do not go
unnoticed by the person in need of care and their relatives, as they can be reflected
in a lack of motivation, unpunctuality, stress, and a lack of care of the nursing staff.

In a research project funded by the German Federal Ministry of Education
and Research (“Dynasens,” Dynamic sensor-based personnel deployment and route
planning in outpatient care), solutions for the physical and psychological relief of
outpatient nursing staff were investigated between 2012 and 2015. In the following,
the problem and the state of the art will be discussed in detail. Subsequently, the
technical solutions and the project results will be presented. After the discussion,
implications will be derived and a conclusion drawn.
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2 Theoretical Background

2.1 Problem Definition

In Germany, the number of people in need of long-term care is rising. According
to the Federal Statistical Office, 2.86 million people were in need of care in 2015
as defined by the Nursing Care Insurance Act. More than two thirds (2.08 million)
of all people in need of long-term care were cared at home (Destatis 2018). At
the same time, the demand for outpatient nursing staff is growing. On the other
hand, there is a shortage of specialists in the field of health care and a high level
of sickness among professional nursing staff. The current absenteeism report of
the AOK (Allgemeine Ortskrankenkasse, a German health insurer) (Badura et al.
2018) shows that employees in nursing professions have an above-average sickness
rate of 6.8% compared to the average of insured persons (5.3%). In addition to
mental illnesses, this is a result from diseases of the musculoskeletal system. The
problems are the result of heavy physical strains placed on the nursing staff when
lifting, turning, or supporting their patients. In a survey conducted by Grabbe et
al. (2006) of 728 outpatient nurses surveyed, 46% stated that it was difficult to
lift more than six times a day. In the opinion of Grabbe et al. (2006), this can
be remedied by expanding workplace health promotion and striving for a burden-
oriented distribution of tasks.

The incidence of mental and psychosomatic illnesses among outpatient nursing
staff has increased in recent years. About 11% of all illnesses are mental illnesses
such as burnout, depression and anxiety (Grabbe et al. 2006). A comprehensive
literature analysis by Geiger-Brown and Lipscomb (2010) attributes the psycholog-
ical stress to long working hours, shift work, lack of communication and support
in the team, as well as lack of work-life balance. Grabbe et al. (2006) identify
organizational problems as the main cause. For example, 66.8% of respondents
are often or very often under time pressure, 54.3% are unable to take breaks, and
42% feel that they are under pressure to perform. Another aspect of psychological
stress is the close contact with the person in need of care and his or her social
environment. The suffering or death of the person to be cared for can be a burden
as well as aggression and violence emanating from the person in need of care.
Understandably, for the purpose of relief, the desire for more a flexible staff and
tour planning systems and a greater influence in staff planning is expressed (Krämer
et al. 2005; Simon et al. 2005). It is, however, a great challenge to reconcile the
requirement profile of the clients with the qualification profile of the caregivers to
adjust the staff schedule accordingly and to ensure adequate care even in the event of
short-term rearrangements (e.g., staff absences or wishes of those in need of care).
In addition to the personal contact and the professional care, there is also the desire
for reliability and personnel continuity on the part of the persons in need of care.
Language skills and cultural aspects should also not be neglected (Hasseler and
Görres 2005). In addition, the increase in treatment care requires a higher degree of
specialization on the part of the nursing staff (Osl and Benz 2010).
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A trend negatively rated by outpatient nurses, and a possible cause of the time
pressure, is the increase in documentation requirements. Complete documentation
is necessary to enable the exchange of information between all parties involved, to
provide proof of performance and to create a basis for invoicing (Kamm 2004).
Careful documentation is therefore essential. For example, 56.9% of outpatient
nursing staff spends 30–60 minutes a day on documentation and 18.2% spend more
than 60 minutes. 47.5% of those surveyed agree that this time expenditure leaves
less time for the care and nursing of patients (Grabbe et al. 2006). Both caregivers
and those in need of care would therefore benefit from a reduction of documentation
procedures.

It becomes clear that solutions are necessary that increase the health and job
satisfaction of outpatient nursing staff. They are essential factors for the quality of
care and therefore have a direct influence on the satisfaction of those in need of care
(Grabbe et al. 2006; Geiger-Brown and Lipscomb 2010).

2.2 State-of-the-Art Solutions

Work-related diseases of the musculoskeletal system represent a significant burden
on the health care system and industry. At present, there are hardly any validated
measurement methods that can objectively record postures and movements in
everyday working life. This makes it very difficult to investigate how these factors
affect physical complaints (Straker et al. 2010; Li and Buckle 1999).

Developments in the field of microelectromechanical systems (MEMS) open
up new possibilities by integrating small sensors for motion and posture detection
directly into clothing. In contrast to the camera-based systems for motion detection
frequently used in laboratory environments, the user’s range of motion is no longer
limited to the area observed by cameras, but expands at will.

Some solutions already exist based on MEMS-based inertial sensors, e.g., xsens
mvn (www.xsens.com) or animazoo IGS-190 (www.animazoo.com). These are
primarily designed to meet the requirements of the film industry and science.
By combining different sensors (acceleration sensors, gyroscopes, magnetic field
sensors), their accuracy is almost comparable to that of optical and electromagnetic
systems (Thies et al. 2007; Saber-Sheikh et al. 2010). In terms of price, however,
these systems are in a segment that makes them unattractive for a widespread use in
nursing care. Another disadvantage is the lack of integration into work clothing, a
basic requirement for an easy-to-use solution.

In addition to the evaluation of ergonomically relevant postures and movements,
systems for motion detection also offer the potential to relieve nursing staff of
documentation tasks. Activity monitors based on inertial sensors can already detect
activities of daily life such as walking, running, and climbing stairs (Rulsch et al.
2009). Compared to these activities, care procedures are much more complex. The
recording and classification of elementary care steps with the aid of sensors in the
clothing of the nursing staff could, however, lead to an automated documentation of

http://www.xsens.com
http://www.animazoo.com
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care and thus to significant time savings. At that time, however, this question had
not yet been considered scientifically.

The creation of a duty roster is a highly complex task. From a mathematical
point of view, it can be formulated as an optimization problem and can therefore be
assigned to the field of Operations Research. A number of algorithms and software
support tools have been developed in recent years to support this planning activity
(Van den Berg and Hassink 2008). However, current systems and algorithms only
support rigid, inflexible planning that only rudimentarily takes into account the
individual needs of nursing staff and persons in need of care, but also unexpected
events such as delays or staff absences.

Dynamic resource planning, taking into account individual needs (e.g., physical
health, desired appointments), is an extension of the fundamental problem of duty
planning in the outpatient sector. It is based on the concept of dynamic scheduling.
This concept is already used in other service areas, such as breakdown service
(Rambau and Schwarz 2007) or the service industry (Kiechle and Stadler 2009), but
not in the nursing sector. Due to the specific requirements prevailing in the nursing
sector, the development of an optimization algorithm for the dynamic deployment
planning of nursing staff represents a new and demanding application. In compar-
ison to other industries, a number of additional restrictions have to be taken into
account which complicates the problem of resource planning. For example, there
has to be a high degree of agreement between the patient’s requirement profile and
the nurse’s qualification profile. If the client requires treatment care, the deployment
of a certified nurse must be guaranteed. If the client only wants to be cared for by a
male nurse, it makes no sense for a female nurse to step in as a substitute. In addition
to fulfilling these specific requirements, general restrictions have to be considered
as well, e.g., working time regulations or compliance with statutory breaks. The
inclusion of the stress profiles collected in the project in the personnel deployment
planning can lead to an additional physical relief of the nursing staff but at the same
time increases the demands of the task.

3 Description of the Planned Solutions

The aim of the project was to reduce mental and physical stress of outpatient nurses
with the help of technical assistance systems. The aim was to promote health,
increase job satisfaction and improve the quality of care. The developments of the
project started at three points:

• Physical relief through individual measures in the field of work ergonomics
• Reduction of documentation procedures
• Mental relief by reducing time pressure and increasing room for maneuver

For the physical relief, sensors were developed which were integrated into the
work clothing in order to record postures and movements of outpatient nurses
and to derive stress profiles from the data. It was intended to use the data for
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developing individualized training and education programs to promote workplace
health. Until then, stress profiles could only be created by using questionnaires or
video recordings. However, these methods are time-consuming, too dependent on
the subjective perception of the respondent and inaccurate.

In the project, the sensor data were tested for a solution to automate nursing
documentation. For this purpose, possible nursing activities were derived from the
movement patterns and compared with the nursing services defined for the client.
From the comparison, the probability of the actual performance of the service could
be determined. These data could be viewed directly via mobile terminals, confirmed
by the nurse in a timely manner and transferred to the nursing software of the nursing
service.

The advantages of such a system lie in the prompt recording of the services
provided (time of service provision = time of documentation). Especially in
comparison to paper-based recordings, an automated recording enables a more
accurate documentation of the services, whereby the accounting and negotiation
basis is significantly improved compared to the cost bearers. The targeted solution
also increases the quality of the documentation and the transparency toward relatives
and the German medical service of the health insurance funds.

The third component of the project was the development of a dynamic software
solution for staff deployment and route planning for outpatient nurses. Dynamic
means that the route plans can be adapted to short-term, unplannable events such
as staff absences or delays. In addition, further components were to be integrated
into duty roster and tour planning. These include the stress and qualification profiles
of the employees and the requirement profiles of the clients. This was intended to
ensure that nursing patients are also cared by suitable nursing staff in the event
of short-term changes. The advantages of the targeted solution are manifold: not
only does it relieve the mental and physical strain on caregivers, but it also enables
clients and their relatives to make new appointment requests at a short notice.
This strengthens the autonomy of the person in need of care and supports the
compatibility between the care situation, work, and private life of the relatives.
In order to ensure user-friendly solutions, potential users and target groups were
actively involved in the development and tests.

4 Project Developments and Results

4.1 Sensors and Wearable

The sensor network consists of ten sensor nodes (see Fig. 1). Each sensor node
contains an acceleration sensor, a gyroscope and a magnetic field sensor (see
Fig. 2). In addition, two sensors have a pressure sensor. The number of sensor
nodes was based on the assumption that four sensors were required for both arms.
The remaining six sensor nodes should be used to cover the back. The results of
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Fig. 1 The entire sensor
network integrated into the
shirt

a literature search suggested that this number of sensor nodes could be used to
draw conclusions about posture. However, practice has shown that four sensors
are sufficient for the reconstruction of the back posture. For this purpose, own
approaches and the state of the art were evaluated against each other, and a new
concept for posture reconstruction was developed and implemented.

For the determination of the sensor positions, the five selected care measures
were:

• Transfer of the patient from the bed to the (wheel)chair
• Transfer of the patient from (wheel)chair to bed
• Tightening support stockings
• Positioning – optimum lying position for the patient
• Changing diapers including intimate care

The selected nursing procedures for which exposure profiles are to be created
during execution are identical to the activities for automated documentation. Fur-
thermore, practical experience with clothing was gathered within the framework of
reference measurements and during the development of algorithms for an automated
documentation. Then, a t-shirt for accommodating all sensors could be developed.
For the reference measurement, the sensor system was integrated into a developed
PC application for recording sensor data. Subsequently, an Android parser was
implemented for the sensor network in order to be able to use it in connection with
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Fig. 2 A sensor node of the network for recording the movement sequences during nursing
activities

Android smartphones. Measurement data of the sensor network can be received at
the PC and on Android smartphones.

The five selected nursing activities were carried out by eight nurses by wearing
the sensors which where integrated into specially developed nursing clothing. At
the same time, their movements were recorded by hand and additionally recorded
by a Vicon system for motion capturing. Finally, the posture in the back area was
reconstructed from the sensor data. A new concept for posture reconstruction was
developed for this purpose. The collected data was stored via an interface in the
Dynasens data warehouse. On this basis, a software library for the determination
of the back posture and an Android-based demonstrator for the recognition and
visualization of these postures could be realized (see Fig. 3). The reconstruction of
the posture will use the position of the individual sensors in space. Vertical position
changes are calculated from a combination of the acceleration sensor data with
the gyroscope data. A plug-in has been developed for a PC application to record
sensor network data and store it in an XML file. For further processing of the data
in Matlab, Python scripts were written to import the data.

4.2 Automated Documentation

The nursing services selected for the automated documentation where already
presented in Sect. 4.1. When making the selection, special attention was paid
to characteristic movement sequences that facilitate an automatic recognition.
Interface specifications, communication flow charts and integration concepts for
the groups of people involved were developed. The interface between automated
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Fig. 3 Screenshot of the Android app for visualizing the back posture (left) and the state machine
(right)

documentation and care software was defined. The identified subprocesses of care
measures were passed on to the documentation software.

The classification was validated by a comparison with a reference system. Based
on the findings, a software library for real-time classification of the two selected
nursing measures – transfer of the patient from the bed to the wheelchair and vice
versa – was implemented. In order to ensure reusability in more complex processes,
the measures were divided into substeps (e.g., kneeling when putting on shoes,
preventing, erecting, or turning during the transfer). Using a state machine, it was
possible to visualize the progress of the individual substeps (see Fig. 4).

With the aid of a concept for transferring the measurement data into the
middleware, a hardware-related connection to the measurement system, a module
for filtering and enriching the data, a module for transparent access to filtered
and enriched data and a functioning communication and data platform were
implemented.

An Android service was developed which transmits the measurement data of the
t-shirt during a visit via middleware to the data warehouse. The developed Android
service is able to be addressed directly by the automatic documentation service of
the documentation application. It consists of a data logger and a data transmitter. In
the data logger, the inventory data of the visit are entered as well as the measurement
data during the visit. Subsequently, this measurement data is compressed by the data
transmitter and divided into smaller packets. These packets are then transmitted to
the middleware depending on the available radio connection. In the middleware, a
consistency check is carried out after the transmission of a packet and, depending on
the result, packets are requested again. If all packets of a visit have been successfully
transferred, they are unpacked and stored as measurement data together with the
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Fig. 4 Status machine for real-time visualization of the steps passed through for the care
measure – transfer from bed to chair

inventory data of the visit in the data warehouse. From there, they can be called up
for further processing.

In cooperation with the nursing service, five practice-relevant nursing measures
were selected for an automated documentation. From the five selected nursing
services, the best to be detected by the sensors in real-time where transfer actions
from the bed to the wheelchair and from the wheelchair back to the bed. Algorithms
were developed in Matlab for these two activities. The partial steps (kneeling when
putting on shoes, preventing, straightening up and turning during transfer) of the
two transfer care measures can also be detected in Matlab (for an example, see Fig.
5). The automated documentation of the classified care activities was integrated
into the documentation software of the project partner as an Android service (see
Fig. 6). The mock-up and the interface provided by the service were implemented
and the integration of the Android service in the nursing documentation software
was completed. Finally, a software-based demonstrator including an integrated
automated documentation was created.

4.3 Staff Planning

The main question of personnel deployment planning is which person does which
task at which time. The planning is usually done by a single person. Many nurses
believe that their schedules are unfair so that the staff planner gets complaints. The
goal in the project was to show how to help planners to find objectively fair and
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Fig. 5 Sensor data of the left and right arm and of the back during the transfer of a patient from
the bed to the chair

Fig. 6 Mock-ups of the Android app: sensor data, the recognition of the nursing service “transfer
from bed to chair” and the automated documentation including the time required

balanced schedules for professional caregivers by using mathematical optimization
and sensor data.

The essential requirements for a fair personnel deployment planning task could
by clarified by interviewing patients, relatives, nursing staff and staff planners.
Finally, the derivation and verbal description of the concrete mathematical planning
task were recorded. It turned out that the focus was on an automated deployment
planning which considers fairness as well as personal requests and preferences of
the staff. The dynamic replanning of tour schedules, on the other hand, did not
play the central role. The result of this project phase was an extensive catalogue of
requirements with detailed specifications clustered into must, should, and optional.
All requirements that were only classified as nice-to-have were not implemented
within the research project, but could be considered and implemented in the future.
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Fig. 7 Intended software usage

A balanced allocation of physical strains among caregivers played the central
role. Nursing activities were weighted with stress points. With this weighting,
a fair deployment plan could be created. It was planned that the sensor system
should automatically detect selected activities and helps determine the amount of
stress points. For each participant, individual load profiles were created. These load
profiles contained a maximum value for physical and mental stress points per period
that should not be exceeded, initially covering 1 week. In the future, larger periods
such as 1 or 6 months can be considered as well.

On this basis, a formal mathematical model, specifically a mixed integer program
(MIP) was developed, which was subsequently solved algorithmically. A software
tool for the flexibility and solution of personnel resource planning (PRP) and route
planning (RP) was developed. The tool was connected to the personnel planning
software for outpatient care. The typical usage procedure is outlined in Fig. 7. The
call to the optimization kernel can be done manually by a registered user at any time.
The optimization kernel (called AmbuOpt) can be used by any number of users;
however, only one plotting can be made at the same time. The optimization kernel
is executed on a specially equipped computer. Distribution over multiple servers is
not envisaged. No LAN or Internet connection is required to use the optimization
core. The maximum calculation time for a calculation run is 48 hours. The data
generated by the optimization kernel was made accessible via the database interface
FIMAS.

The optimization core runs on conventional computers (Windows operating
systems with 32 or 64 bit). At least 3 GB of RAM and 50 GB of free hard
disk space are required. AmbuOpt must have the licensed software GAMS and
a valid usage license for CPLEX or XPRESS installed. The database used is
preferably MS SQL Server 2005. The central functionality of the optimization
core is the determination of a route plan for the nursing staff of an outpatient
nursing service. For this, AmbuOpt reads in the data provided by the resource
planning tool via the database interface specified above. From the underlying
mathematical model, the optimization kernel creates an instance and solves it with
the implemented algorithm. The calculation result is then entered into the above-
mentioned database interface and thus made available to the resource planning
tool. Users of the optimization core are exclusively resource planners. Knowledge
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about the underlying mathematical model and algorithm is not required for using
AmbuOpt.

The created resource plans are checked by an experienced person before publica-
tion and revised if necessary. AmbuOpt contains and considers a collection of legal
and nursing-related requirements for the resource plan. The legal admissibility of
the plan has to be verified and approved by the planner after the completion of the
calculation.

The requirements are also referred to below as “restrictions.” In addition to
the prioritization, the requirements for “hard restrictions,” “soft restrictions” and
target criteria are differentiated. “Hard restrictions” describe requirements that must
be met during planning so that the tour plan is functional and feasible. When
requesting that the travel times between the individual patients are included in
the tour planning, for example, it is a hard restriction, because without them no
functioning plan will be created. With the help of the “soft restrictions,” the tour plan
is made more accommodating for all participants. An example of a soft constraint
is that language skills should also be considered when assigning a caregiver to a
patient.

A comprehensive description of all important restrictions is given in Table 1.
This makes it possible to mathematically model the problem. Almost all criteria
that were marked with “can” could not be implemented. The main reason was the
running time behavior of the optimization core.

The planning problem was classified as Vehicle Routing Problem (VRP). The
extension of the existing procedures with an objective fairness was a real innovation
in this context. The problem was mathematically modeled (Shao 2011; Cheng and
Rich 1998; Rasmussen et al. 2012) and compared with regard to efficiency and
solvability. An exact optimization method was selected. It was modeled with the

Table 1 Restrictions for the operative tour planning

Hard restrictions Soft restrictions

Must Planning period
Complete service delivery
Duration of the service provision
Travel time between patients
Maximum daily working time
Compensation for overtime
Daily rest with 6–9 hours working time
Daily rest with more than 9 hours of work
Distribution and duration of daily rest breaks
Duration of rest between working shifts

Time restrictions for patient
Performance time window of the
nurses
Average daily working hours

Should Type of vehicle
Fixed dates
Compliance with the service requirement

Calculation time
Priority of the services
Gender of caregiver
Load changes for caregiver

Can Double care Language skills of the caregiver
Cultural/religious background of
the caregivers
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modeling language GAMS and solved with the commercial solver Cplex. This
approach was obvious here, since it is possible to describe soft criteria very well
such as the preference of the patients concerning the caregivers’ gender. However,
since there are countless mathematically equivalent ways to model the problem, the
challenge was to find a model that was as efficient as possible in terms of running
time and quality.

In addition, a multicriterial objective function was considered, which also
enhanced the use of a commercial solver. The solution method was implemented
as a generic, encapsulated software component in the GAMS modeling language.

Concerning the modeling, three different model approaches were implemented
in the modeling and optimization system GAMS and analyzed for running time
and solution behavior. The most promising approach according to these criteria
was chosen and gradually refined. The defined design principles were implemented
in the form of a functional calculation kernel that complies with all interface
and communication regulations. The technical implementation of the mathematical
model is not trivial, since the type of implementation can also have a significant
influence on the running time behavior of the calculation. All components of the
multicriterial objective function needed to be weighted and normalized. Therefore,
the criteria were compared to decide which one is more important or less important
as shown in Table 2. If the line is more important than the column, the “1” flag is
“0” for equally important, “-1” for less important. Using this table, it was possible
to rank the criteria in order to weight the individual summands of the objective
function.

As mentioned earlier, there are tons of equivalent modeling approaches for the
same mathematical problem. The key to efficient modeling essentially consists
of three areas: knowledge about underlying methods of the solution algorithm,
modeling experience and testing. Constraints had to be formulated in such a way
that the time-varying variables were handled as efficiently as possible. Another
complexity driver was the multicriterial objective function. All soft factors such
as overtime and load balancing are normalized and weighted as part of objective
function. The emphasis was therefore not purely on the costs, but rather on the
criteria that employees and patients of the outpatient nursing service communicated
in advance as important. From a mathematical point of view, this causes several
problems:

• There are conflicting target criteria
• Normalization can lead to numerical difficulties. The handling of very large

values (e.g., the overtime hours of a caregiver in minutes) on one side, very
small values with many decimal figures on the other side, can cause computer
problems.

• Finding a suitable normalization at all can be very difficult, since the linearity of
the objective function in a MIP always needs to be ensured.

Therefore, the optimization system was regularly tested and fine-tuned until the
end of the project. The model with the best results was used for the prototype.
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Table 2 Prioritization of criteria
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Cost of nursing staff 0 0 0 -1 -1 -1 -1 -1

-1-1-1

-1 -1
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-1

-1

0

Compensation of 
physical stress

0 0 0 1 0

Compensation of 
mental stress

0 0 0 0 1 1 0

Compensation working 
time

0 1 1 0

Service too early 0 1

Service too late 0 0 0

Starting work too early 0 1 0

Starting work too late 0

Overtime nurse 0

For the evaluation, 20 benchmark test records were created, which were sub-
sequently used to evaluate changes in the implementation. The maximum number
of nurses was seven, with the maximum number of patient services being 102. A
visualized result is shown in the figure below. Since no integration with the actual
planning interface was implemented at that time of the project, the results were
visualized as seen Fig. 8.

The patient services are marked v1–v34, while the time is displayed in minutes
(between 470 and 1270). The green bars represent the periods when the services
need to be provided, while the other colors represent the individual nurses working
for the outpatient service. The length of these fields corresponds to the duration
of the service. However, we soon realized that instances with a number of nurses
larger than four and a number of nursing services greater than 30 could not be
resolved in an acceptable time. An acceptable time for the use case may not
exceed the duration of a manual daily schedule, so it should be less than 1 hour.
The developed software demonstrator was used in an outpatient nursing service to
evaluate its suitability. For this purpose, actual planning data of the nursing service
were connected to the demonstrator. However, with the calculation kernel, no daily
planning could be carried out within an acceptable running time. Therefore, the
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Fig. 8 Visualized result of the technical evaluation of the optimization

demonstrator was not tested in real operation. In order to be able to carry out a useful
evaluation, ten already existing plans were rescheduled in an anonymous form with
the optimization kernel and then evaluated by the personal planner of the nursing
service in a joint interview.

The evaluation showed that all hard criteria were well implemented. Above all,
working hours and delivery times of the nursing services were consistently well
respected. The time was also well distributed to the existing nursing staff. Soft
criteria, in part despite formal optimality, can be better achieved through manual
planning by the personnel planner with years of experience. Above all, the open
part of the questionnaire was used to constructively criticize the PRP planner. For
example, in some created plans, patient services were more likely to be spread
throughout the day for the same patient, although from the point of view of the
planner, it makes more sense to bundle them. It was also noted that old patients, in
particular, are keen to be treated at the same time every day. In addition, the order of
service provision was criticized. For example, it does not make sense for the patient
to first wear support stockings and then wash them. It would be better to wash it first
and then put it on. In the current form, it is generally possible to implement such
patient requests. The biggest criticism, however, was the time it took to generate
such a plan and that it was not possible to plan the entire shift plan but only a
subset of the nursing staff and the patient services to be provided. In general, the
staff planner was very impressed by the idea that an automated day-to-day planning
would generate suggestions that would have to be fine-tuned by hand. She herself
was a nurse in addition to her work as a planner. She could invest more time in
nursing by saving time at the planning task.
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5 Discussion, Limitations, and Conclusion

The project showed for the first time that, in principle, wearables can be used
to identify movement patterns of nursing services and to use them both for an
automated documentation and for a fairer personnel deployment planning.

Several findings were obtained concerning the nursing clothing. The shirt must
fit tightly so that the sensors can also deliver usable and reproducible measurement
data. In this respect, a very precise fit is essential for a stable classification.
Furthermore, it must also be considered whether the shirts and the sensor network
should be offered as a long-sleeved version. This would have the advantage of being
able to detect more complex motion sequences and thus increase the robustness of
the classification results. In general, the implemented sensor technology provided
sufficient data to be able to classify the substeps robustly. For more complex
processes, however, the sensor network needs to be expanded. Movements of the
arms, hips or legs would be a helpful addition to ensure a more robust classification
of care measures.

The wireless connection via Bluetooth to send the sensor data to a smartphone
proved to be unstable. In the future, an evaluation of alternatives for Bluetooth in
order to establish a stable, permanent connection is necessary. Other variants for the
plug connections and cables used should also be considered. The wearable showed
signs of wear. Especially the connectors and cables were subject to increased
abrasion. These connections and cables became fragile or could not ensure a clean
line contact. Furthermore, the handling should be made more user-friendly, e.g., by
integrating an on/off button.

The modular implementation of the software library for determining the back
posture makes it easy to integrate and use it for further work in the field of
ergonomics and motion reconstruction. The extension of the sensor network
represents an important issue in order to be able to carry out a more comprehensive
evaluation with regard to ergonomic aspects and corresponding load profiles.

For the automated documentation, the movements of the upper body could be
well recorded by the four sensors along the spine. Movements of the arms, however,
can only be insufficiently observed by the four sensors in the upper arms and
shoulders area. This means that even complex motion sequences cannot be detected
with sufficient accuracy. As a result, only two nursing services could be detected.
However, the classification of the other three care measures requires a great deal
of additional effort – for the (further) development of the algorithms as well as for
the extension of the sensor network through further nodes or sensors. On the other
hand, the classification of the partial steps (prevention, erection, and rotation of the
patients’ body) delivered very good results and forms a solid basis for the further
development of algorithms for more comprehensive motion sequences.

Subsequently, the development and evaluation of algorithms should focus more
on conditions that are as real as possible. Due to the measurement results recorded
under laboratory conditions, the state machine delivered high classification rates for
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test persons with “trained” care measures, while deviations in the execution led to
poorer results.

In the requirements analysis for a dynamic personnel deployment planning, it
turned out that almost all stakeholders, in particular the nursing staff, see potential
for improvement. It is hardly possible for the staff planner to fulfill all requests by
hand. In the project, automated plans were generated which could consider some of
these requests. With the optimization methods used, it was not possible to achieve
an acceptable running time that makes such a tool practical, but it was shown that it
is generally possible and that there is a demand for such a solution. The evaluation
showed that a large part of the soft restrictions were considered in the plans. In the
detailed examination of the plans, however, there are sequences of patient services
that should be planned differently in practice. These include, in particular, the
sequence and bundling of different services for the same patients. These points
could be realized in further research. An exclusive mixed-integer-program (MIP)
formulation, as it was used in this context, does not seem to be the means of choice
for a planning tool. With the help of the catalogue of requirements and the exact
problem specification, it is possible to develop advanced methods that require less
computing time. For example, based on the developed MIP, a hybrid procedure
could be applied, i.e., a heuristic that only solves partial problems with a commercial
MIP solver and then skillfully combines them. It might also be possible to adapt
common heuristics for the vehicle routing problem with time windows (VRPTW) so
that some of the desired constraints can be considered. If it is possible to focus on the
running time component while maintaining the quality of the solution, this planning
tool will significantly relieve the burden on outpatient nursing staff in Germany.

Empirical results on the acceptance of outpatient nursing staff for the project
solutions are not available. However, the resonance with the test persons shows that
the potential users are open-minded about the project solutions, regardless of gender
and age. Particular emphasis was placed on the aspect that research and development
work was carried out with the aim of relieving the burden on outpatient nursing staff.
This showed appreciation for the nursing staff. The test persons in particular found
it positive to be involved in research and development work “up close” in the truest
sense of the word. The benefit of the intended solution was not questioned. Concerns
exist, however, regarding the possible total surveillance of outpatient nurses. Here,
it must be ensured that there is no possibility of abuse of the sensors.

In the economic evaluation, exemplary model calculations were carried out
which showed that a financial benefit can be expected both for the nursing service
and for society if sick days and staff turnover can be reduced. In our estimation, the
social benefit will be even greater if the consequences of a reduction in the earning
capacity of nursing staff are taken into account. Based on our experiences in the
project, the price of the potential solutions, and thus the return-on-investment for
the care service, appears to be a greater factor than acceptance problems of the end
users. A viable product would lower manufacturing costs, which would ultimately
reduce the return-on-investment period.
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Towards a Better Life for Diabetic
Patients: Developing and Integrating
a Non-invasive Self-Management Support
Tool Within a Smart Digital Companion

Lemai Nguyen, Sasan Adibi, and Nilmini Wickramasinghe

1 Introduction

Diabetes is a chronic disease that occurs when there is too much glucose in the blood
because the body is not producing insulin or not using insulin properly (Diabetes
Australia 2007). As noted by the WHO (World Health Organization 2016), diabetes
is at epidemic proportions globally and needs to be addressed. Diabetes management
involves a combination of both medical and non-medical approaches with the
overall goal for the patient to enjoy a life which is as normal as possible (Australian
Institute of Health and Welfare 2007, 2008). As there is no cure for diabetes,
diabetes must be regularly managed and monitored. Critical to this management
regimen is the systematic monitoring of blood glucose levels. However, achieving
this goal can be challenging because it requires effective lifestyle management
as well as careful, meticulous attention and monitoring by the patient and health
professionals (Britt et al. 2007). There is a need for identifying a simple and
convenient non-invasive approach to monitoring blood glucose (So et al. 2012). This
forms the focus of this research.
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2 Background

2.1 Invasive, Semi-invasive and Non-invasive Solutions

A key factor in the management of diabetes has been found to be the patient’s self-
blood glucose monitoring (SBGM) (Karter et al. 2001; Haller et al. 2004; Guerci
et al. 2003). As a result of recent research (Malanda et al. 2012; Farmer et al.
2009), General Practice Management of type 2 diabetes (RACGP and Diabetes
Australia 2014-2015) recommends SMBG for patients with type 2 diabetes who are
on insulin. Currently, the dominant method to test blood glucose level is invasive.
It requires a blood glucose meter, a lancet device with lancets and test strips.
Further, the patient must prick their finger with the lancet sometimes more than
four times a day. Finger pricking in SBGM has been found to have several clinical
and psychological disadvantages. These are described below.

Clinically, there is a risk of skin infection and tissue damage. Repeated finger
pricking associated with the depth and possible vibrations of the needle tip while
penetrating the skin were found to cause soreness (Burge 2001) and damage the skin
and in severe cases could lead to ulcer on their patient fingers (Dahiya et al. 2012;
Giannini and Mayr 2004). Therefore, this SBGM practice can result in damage to
the patient body site.

Further, SBGM using a finger prick glucometer is not practical for continuous
monitoring of blood glucose (So et al. 2012). As blood glucose levels of a
patient change overtime, possible occurrences of hyperglycaemia or hypoglycaemia
between measurements may not be recorded. Thus, the measurements may not truly
reflect the patient blood glucose pattern (Kannampilly 2013).

Psychologically, inconvenience and anxiety of constant performing finger prick-
ing and extracting a drop of blood in patients’ daily lives, and associated physical
and emotional pain have always been troublesome in SBGM (Pacaud et al. 1999;
Burge 2001; Karges et al. 2008; Wainstein et al. 2013). In a cross-sectional
questionnaire survey with 315 patients with diabetes in the UK, about one-third of
general diabetes patients were found to have anxiety to finger pricking for SBGM
(Shlomowitz and Feher 2014). Positive correlations were found between anxiety
due to finger pricking and avoidance of testing as well as between anxiety due to
finger pricking and general anxiety. In previous studies (Koschinsky 2007; Cradock
and Hawthorn 2002; Burge 2001), pain and discomfort were consistently found to
cause a natural resistance to SBGM, and subsequently result in a lack of adherence
to this procedure. Anxiety due to the finger prick method and avoidance of testing
were found across different ethnic groups and female patients were found to have
greater anxiety to finger pricking (Shlomowitz and Feher 2014).

The aforementioned disadvantages served to motivate the need for new
approaches to SBGM. They can be categorised into two groups. The first group is to
support for measuring blood glucose levels in a less painful manner. Wainstein et al.
(2013) used a CoolSense device to reduce local pain sensation due to finger pricking.
They conducted an experiment with 177 adult patients with type 2 diabetes and
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concluded that the CoolSense device significantly reduced subjective pain felt by the
patients while maintaining the same level of clinical accuracy. Other studies suggest
that instead of pricking fingers, patients can prick other areas such as the forearm,
knee, earlobe, thigh and abdomen skin (Castilla-Peón et al. 2015; Nakayama et
al. 2008; Heinemann 2008). While pricking alternative body sites were commonly
found to reduce pricking fingers to some extent, it did not eliminate the pain
completely. Disadvantages of pricking other body sites include lack of accuracy,
inconvenience and difficulty of pricking in public, and technology switching costs
to purchase new equipment for pricking and measurement (Heinemann 2008;
Castilla-Peón et al. 2015; Cradock and Hawthorn 2002).

The second group of approaches to SBGM is to developing semi-invasive and
non-invasive technologies for blood measuring without needle pricks (So et al. 2012;
Makaram et al. 2014). Du et al. (2016) propose a biosensor that can detect low-
level glucose in saliva. They conducted a study of ten healthy human subjects and
conducted that the proposed biosensor can be seen as a potential alterative to SBGM
using finger pricking. The protocol of use is still rather complex, consisting of nine
steps requiring the patient to chew a sponge in his/her mouth to collect saliva, and
later squeeze the collected saliva into the device with a sensor, thus is not easy to
use. More studies are required to investigate the accuracy of sensors in detecting
low salivary glucose levels, efficiency and practicality of the proposed approach.
Zhang et al. (2011) review current developments of non-invasive continuous SBGM
methods using ocular glucose. These authors review studies in ocular glucose
monitoring: (1) using contact lens-based sensors and (2) using nanostructured lens-
based sensors. They concluded that lens sensors have the potential to monitor a
wide range of glucose levels quickly and accurately; however, there is a safety
concern because boronic acid and concanavalin A may be released from the lens into
the patient body. Nanostructured lens-based sensors have several advantages (e.g.
better accuracy and sensitivity, less interference with patient vision); further studies
are required to improve resolution and sensitivity of the lens and to determine
physiologically relevance and baseline tear glucose concentration (Zhang et al.
2011). Another review of current nanomaterial-based solutions using saliva, sweat,
breath and tears as a medium for SBGM suggests that they are far from optimal;
further nanotechnology sensing devices need to be manufactured at a low cost to
compete with established blood glucose meters (Makaram et al. 2014).

One of the most recent advances in the area of semi-invasive glucose monitoring
is Abbott’s Freestyle Libre System (Hindustan Times, HT Correspondent 2015)
which is based on a body attached sensor and a smartphone loaded with the
application (Fig. 1, adapted from HT Correspondence 2015). This disposable body
attached device (sensor) is equipped with a thin and flexible fibre needle, which is
the only invasive part; however, the fibre is inserted only once and under the skin of
the back of the arm. The sensor can be used continually for 14 days without the need
to be replaced. The sensor captures glucose concentration information and once the
smartphone that runs the required app scans the sensor, the current and up to 8 hours
of glucose levels are read and uploaded to the smartphone (Timothy et al. 2015).
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Fig. 1 Freestyle Libre
System. (Adapted from
Hindustan Times, HT
Correspondent (2015)

According to Timothy et al. (2015), the accuracy of the FreeStyle Libre system
as dependent function of a number patient-related factors (e.g. diabetes type, gender,
insertion site/administration, body mass index, haemoglobin A1c “HbA1c”, age and
rate of change) has been found to be above 85.2% up to 14 days of testing.

Overall, studies in issues associated with SBGM using finger pricking devices
and learnings from in current developments of new SBGM methods suggest
the following factors: technology (technical soundness, sensitivity of device and
sufficient quantity and reproduction of medium), clinical accuracy (accuracy of
measures, continuity of monitoring), clinical and safety interference with vision
patient vision (infection, damage to patient body sites, release of chemicals to
patient body, interference with patient vision), ease of use (level of invasiveness,
practicality of sample collection and protocols of use), psychological effects (pain
and discomfort, anxiety, fear, inconvenience and difficulty of performing tests in
public) and costs (manufacturing costs and patient technology switching costs). We
develop Table 1 to present the key aspects of problems and concerns identified in
the extant literature relating to SBGM.

We conceptualise the problem in diabetes care management with the above
factors. Therefore, we propose an approach to solution development consisting of
patient analytics to focus on the targeted patient cohort, design science engaging
patients in testing when it’s safe, not early design, to finally propose a new
solution to address their concerns and ensuring appropriate monitoring of the care
management plan.

2.2 Non-invasive Terahertz Technology Solution

The ultimate approach in managing diabetes is based on non-invasive solutions, one
of which is based Terahertz technology that is the focus of this section. Terahertz
refers to the electromagnetic waves with the frequency range between millimetre-
wave and infrared, approximately from 100 GHz up to 10 THz (see Fig. 2, adapted
from Adibi 2013). The THz spectrum, also known as the “terahertz gap”, is the
last portion of the electromagnetic spectrum which has not been fully explored
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Table 1 Problems and concerns in current SBGM methods

Key aspects Factors

Technical
feasibility

Sufficient quantity and reproduction of medium (Makaram et al. 2014).
Sensitivity of device (Zhang et al. 2011)
Technical soundness (Makaram et al. 2014; So et al. 2012)

Clinical
accuracy

Accuracy of result (Timothy et al. 2015; Nakayama et al. 2008; Castilla-Peón
et al. 2015)
Continuity of monitoring (Kannampilly 2013; So et al. 2012)

Side effects
and safety

Infection (Dahiya et al. 2012; Giannini and Mayr 2004)
Physical damage to the body site (Dahiya et al. 2012; Giannini and Mayr
2004; Burge 2001)
Release of chemical to body (Zhang et al. 2011)
Interference with vision (Zhang et al. 2011)

Ease of use Level of invasiveness (Castilla-Peón et al. 2015; Wainstein et al. 2013;
Heinemann 2008; So et al. 2012).
Practicality of device, sample collection and protocols of use (Du et al. 2016;
Heinemann 2008)

Psychological
effects

Pain and discomfort (Wainstein et al. 2013; Burge 2001; Heinemann 2008;
Karges et al. 2008; Koschinsky 2007; Pacaud et al. 1999)
Anxiety and distress (Shlomowitz and Feher 2014; Cradock and Hawthorn
2002)
Fear of needles and blood (Shlomowitz and Feher 2014; Burge 2001)
Inconvenience and difficulty of performing tests in public (Heinemann 2008;
Castilla-Peón et al. 2015)

Costs Manufacturing costs (Makaram et al. 2014)
Patient technology switching costs (Heinemann 2008)

Fig. 2 Frequency spectrum of EMR imaging technologies. (Adapted from Adibi (2013))

and exploited (Tonouchi 2007). Terahertz technology is a fast-growing field with
applications in biology and medicine, medical imaging, material spectroscopy and
sensing, security, monitoring and spectroscopy in pharmaceutical industry and high
data-rate communications.

In biomedicine, Terahertz technology has so far been used in a variety of medical
applications, including skin/breast cancer detection, wound inspection and dental
imaging (Yang et al. 2016; Panwar et al. 2013).
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The THz studies have uniquely revealed that medical image diagnoses are
possible over wide range of tissues; however, much further detailed analyses are
required to identify the degree of precision achieved in monitoring blood glucose
concentration using THz technology.

3 Proposed Solution

The technology methods behind the operation of this solution’s proof of concept are
based on the following approaches (Jackson et al. 2011):

– Terahertz time-domain spectroscopy (THz-TDS)
– Terahertz frequency-domain spectroscopy (THz-FDS)
– Terahertz imaging using non-destructive evaluation (NDE)

These methods are considered to pinpoint the best option for blood glucose
level monitoring from the transmitter/receiver perspectives. The THz transmitter,
the operational power, energy consumption level and safety factors are of significant
importance since the solution is ultimately deployed in a smartphone application.

From the mentioned approaches, the THz-TDS approach has shown promising
behaviour since it was used to measure the full dielectric-based function represent-
ing as the absorption coefficient and the refraction index of glucose and galactose
between 0.2 THz and 3.0 THz (Zhang 2008). A few distinct absorption features
are identified as the signatures of intra- and intermolecular modes of the hydrogen
bonded crystalline structure.

The design of the related app that runs on the smartphone platform requires
a number of features, including: a fast Digital Signal Processing (DSP) system
based on the microcontroller system used in the Arduino platform. The hardware
side of the system consists of an open-source 32-bit Atmel ARM processor, which
is capable of running fast concurrent processes. The software system features a
fast and optimised image processing algorithm aided with Kalman filtering for
higher accuracy. The high accuracy results are needed due to highly variable testing
environment (handheld application). The system also features remote monitoring
and cloud-computing capability. The proof of concept involves the identification
of the optimal THz sensor, power, frequency spectrum and reflection analysis for
the most optimal application of the Terahertz technology in monitoring under-skin
blood glucose levels.

The framework is the continuation of the work of reference (Shen et al. 2002),
which is based on the Fourier Transform Infrared (FTIR) Spectroscopy. This
reference shows the successful deployment of infrared in detecting glucose level
of the blood. The lessons learned from this work can directly be used in this project.

Once the specific THz approach is selected, the methodological approach is
to model the existing solutions and study the physical behaviour of Terahertz
technology when radiated onto the human skin and study the depth of penetration
and the variations in the reflections. This requires sophisticated THz lab equipment
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to run experiments on a test dummy, which mimics the human skin and underlying
soft tissues. The results between the traditional needle-based sensing are then
compared and the precision figures for the Terahertz-based method are evaluated.
Then the approach needs to be fine-tuned, and also other health issues (e.g.
technology implications, training, health hazards, etc.) are then considered.

4 Methodology

A Design Science Research Methodology (DSRM) will be used to operationalise
this research. This approach is particularly appropriate where improving an existing
solution is desired and/or there is a need for a new solution to address specific
unsolved or unique aspects (Hevner et al. 2004; Hevner and Chatterjee 2010).
DSRM as a process model to carry out research is widely used in the information
systems research to create new solutions or to improve existing ones. DSRM
process model consists of six process elements (Peffers et al. 2007), starting from
identifying the problem and the motivation to conduct research, and concluding with
communicating the results and outcomes of the research. Table 2 maps the proposed
project to DSRM process elements (Peffers et al. 2007).

5 Problem Exploration and Solution Visualisation: Work
in Progress

We have conducted a systematic literature review and a series of workshops to
explore the problem space and develop a vision for our technology enabled solution.
Our systematic review of the literature to date has identified problems and concerns
with the current methods for blood glucose monitoring as well as the need for a
simple, accurate non-invasive solution to it. To address this void we have proffered
a technology solution using sensor technology combined with a mobile phone
application. The mobile application will act as a user-friendly interface to (1)
enable the diabetic patient to interact with the sensor and (2) as a smart digital
companion to provide personalised assistance in their monitoring and management
of their conditions. This section describes our work in progress, specifically our
visualisation of the problem space and the proposed solution.

5.1 Requirements Workshops

Through a series of three requirements workshops facilitated by Navy Design, an
independent company specialised in designing health technologies, the research
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Table 2 Mapping the proposed research to DSRM

DSRM
process
elements DSRM description Application on this study

Problem
identification
and
motivation

Defining the specific research
problem and justifying the value of
a solution based on knowledge of
the state of the problem

With the increased diabetes
population, and the disadvantages of
conventional blood glucose tests, the
lack of a reliable and easy- to-use
non-invasive technology to monitor
blood glucose motivates this research.
Further, how such a solution will
interact with the diabetic patient and
support them through their journey
living with and managing their
diabetic conditions

Definition of
objectives of
the solution

The objectives can be qualitative or
quantitative i.e. create or improve
an artefact respectively based on
knowledge of the state of the
problem and current solutions, if
any, and their efficacy

The objective is to create and refine an
artefact (i.e. the sensor) and how it
interacts with the diabetic patient (for
example via a digital companion
mobile application)

Design and
development

Creating the artefact, including the
desired functionality and its
architecture based on knowledge of
theory that can be used to bear in a
solution. This is usually an iterative
process

Through several iterations, the exact
range for the frequency for the needed
terahertz wave beam will be identified.
Once the narrow range for the
frequency for the terahertz wave is
identified, the CAD/CAM
programming will occur

Demonstration Demonstrate the use of the artefact
to solve the problem

Simulation-based: This will be done in
a lab using their simulation set up and
mannequins
Clinical: Demonstration of the use of a
new device to a sample of targeted
patient population

Evaluation Iterate back to better design the
artefact if needed

Simulation-based: As needed,
iterations will take place, to fine tune
the needed range for the terahertz wave
projections
Clinical: Iterative evaluations to ensure
that the prototype is truly tailored to
meet clinical requirements for the
targeted population

Communication Publish and let the value of the
solution talk about itself

This will include conference
publications, journal publications and
other presentation activities

team examine the problem space including a range of problems faced by the diabetic
patients and self-care instructions, care programmes and health information sources
provided by health organisations, primarily Diabetes Australia and the National
Diabetes Services Scheme (NDSS). We also applied design thinking in examining
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Another day in the life of a diabetic Before going to bed, she measures her blood 
glucose again. 

Jane Brown is a diabetic in her early-70s. She lives by 
herself. Here is a typical day in her diabetes dairy. 

Jenny gets up at 7am. She measures her blood glucose at 
7.45am. She has one cup of cereal, a cup of skim milk, and 
one small serve of orange or apple for breakfast at 8am 
and has a short walk in a local park near her house. She 
comes back and has a wholemeal biscuit with a glass of 
apple juice for morning tea at 10.30am. She prepares her 
own lunch and has lunch at 12.30pm. Her lunch usually 
includes a whole-wheat bread slice, cheesy scrambled eggs 
(one or two eggs) or ham, salad, one small cup of skim 
milk, a cup of apple juice.

She has rest at home until 3pm to measure her blood 
glucose 2 hours after having lunch. In the afternoon, she 
often goes to local shops to have a chat with some ladies 
and watch people walking by. Sometimes they enjoy some 
street walking together. Occasionally, they drink tea or 
have fruits (banana, apple, etc.). She gets back home 
around 4pm, has some rest and starts making her dinner. 
She measures her blood glucose before dinner. She often 
has a slice of bread or a cup of brown rice, some vegies 
such as carrots, broccoli, or spinach with chicken or fish, a 
small cup of banana yogurt. 

Jane’s food intakes and activities vary from day to 
day. Sometimes, Lara (Jane’s daughter) and her 
family visit her. They cook dinner for Jane or take 
her out for dinner. On 23rd February 2017, Jane 
went out with Lara’s family to a local restaurant for 
dinner. Jane’s daughter does weekly shopping and 
replenishes her fridge for her on Sunday.  

Fig. 3 Extract of research team’s work in exploring the problem space

and mapping our non-invasive approach with possible diabetic patient journeys.
Next, we further explored and refined the problem space through visualising a day
in the life of a patient (Fig. 3).

\looseness-1Based on such examples, we specified 2 themes, 14 epics and
numerous user stories based on scenarios of patient day journals. At this stage, 33
cards were developed to depict 33 touch points and activities in patient journeys (see
Appendix A).

5.2 Mili: A Smart Digital Companion for the Diabetic Patient

Mili (My Insulin Level Information) was developed by Navy Design as a prototype
to visualise our proposed approach to support non-invasive monitoring of glucose
level and to provide personalised assistance and encouragement to the diabetic
patient in their everyday management of their diabetic conditions.

There are two themes describing patient view and clinician view of the overall
solution. This paper focuses on the patient view. It starts with the first stage of
Diagnosis, Hearing about Mili, Ordering Mili and Receiving Mili. Next, there are
two uses of Mili –setting up Mili including the digital companion and the sensor,
and using Mili including interacting with the digital companion and the sensor.

During the setting up of Mili, the patient should enter personal information,
diabetic condition and a care plan. During this process, the patient will also activate
the sensor (see Fig. 4).
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Fig. 4 Screen shots of sample Mili set-up interactions

After all the setting up steps, Mili will become a smart digital companion for
the patient through the management of their conditions in their daily life. High-
level user stories (adapted from the Agile development approach) were developed
to visualise the self-care activities undertaken by patients and how they can be
supported by Mili. The user stories were expressed in the format of

As a Social Actor (such as diabetes patient or clinician),
I want to (do something)
so that I can (achieve or get some goal).

The user stories were organised into epics each consisting of related activities.
Key epics include Patient Profile management, Blood glucose measure, Dynamic
food diary, Dynamic activity diary, Dynamic insulin diary, Ask my Digital Compan-
ion, Share and Care. Figure 5 lists examples of user stories to illustrate our vision.

The user stories were organised into epics each consisting of related activities.
Key epics include Patient Profile management, Blood glucose measure and Dynamic
food diary. Figure 6 provides screenshots of Mili interactions to support non-
invasive glucose measurement and monitoring.

There are user stories in the clinician view to enable the clinician to monitor their
patients, view and edit care plans, or communicate with and arrange appointments
with them as needed. The clinician view will have an analytics capability and a
dashboard to monitor all their patients as well as an individual patient. Further
details about the work described in this section can be found in Appendix A. A
series of Mili simulated interactions can be found in Appendix B.
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Epic �: Blood glucose measure    
1. As a diabetes patient, I want to be able to 

measure blood glucose level so that I am 
informed of my diabetes conditions

2. As a diabetes patient, I want to be able to 
store and view the blood glucose readings 
and date/time (e.g. pre-meal, 2 hours post-
meal, and before bedtime) taken so that I 
can monitor glucose levels   

3. As a diabetes patient, I want to know what 
the last and previous blood glucose 
readings mean – Normal range, Pre-
diabetes range (Impaired glucose tolerance 
(IGT), Impaired fasting glucose (IFG)), At 
risk range, High, very High. 

4. As a diabetes patient, I want to receive 
reminders to measure blood glucose at set 
times (pre-meal, 2 hours post-meal, and 
before bedtime) to adhere to the care plan 
(structured monitoring)

Epic �: Dynamic food diary
1. As a diabetes patient, I want to view, edit 

and store my food diary so that I can 
monitor glucose impact 

2. As a diabetes patient, I want to view 
glucose impact of food intakes to adjust my 
diets  

Epic �: Dynamic activity diary
1. As a diabetes patient, I want to view, edit 

and store activity diary (e.g. 20mins or #km 
of walking, running, biking) so that I can 
monitor glucose impact 

2. As a diabetes patient, I want to view 
glucose impact of activities to adjust my 
activities (e.g. 20mins or #km of walking, 
running, biking)

Epic �: Dynamic insulin diary
1. As a diabetes patient, I want to view, edit 

and store insulin dose and intake 
date/time so that I can monitor glucose 
impact 

Fig. 5 Sample Mili user stories

Fig. 6 Screen shots of sample Mili glucose monitoring interactions

6 Next Steps

The next steps now include the design and development of the solutions coupled
with establishment of proof of concept, usability and fidelity. This involves four key
steps as follows:
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Phase1: This phase will involve the conducting of multi-dimensional analysis of
provided data sets from a diabetic population (for example in China). The
results will provide a clear picture of the current state, reveal critical trends and
important patterns regarding this population and assist to identify the patient
sample. It is anticipated that target patient cohorts and their demographics as
well as geographic and clinical characteristics will be identified for the project
to identify who would benefit most from the non-invasive smart solutions. This
phase aims to address the first DSRM process elements including problem
identification and motivation, and definition of objectives of the solution (see
Table 2).

Phase 2: Phase 2 will include designing and developing the appropriate sensor
technology. The patented solution we have developed uses THz to identify blood
sugar readings but this requires critical analysis to isolate the specific THz band.
Inputs for this are derived from aspects of the data analytics performed in phase
1 above. Once this is done the required specifications for designing the sensors
must be generated. Thus, the results at the end of this phase include the design
specification for the sensors to be used in the specific context, so they are truly
tailored to that context. This phase aims to address the subsequent DSRM process
elements including design and development, simulation-based demonstration
and associated simulation-based evaluation.

Phase 3: Phase 3 will focus on the design and development of the software solution
necessary to develop the more detailed and functioning Mili prototype to be used
to measure blood glucose readings and provide personalised digital assistance to
the patients. Contemporaneously, the health literacy issues will be examined and
an appropriate education and coaching program will be developed for the targeted
population. This phase aims to continue the DSRM process element design and
development.

Phase 4: Phase 4 involves establishment of proof of concept, usability, fidelity and
functionality. This will be conducted by running a field study on the selected
patient population of 50 patients based on results from phase 1. It is anticipated
that the filed study will involve and iterative process to ensure that the prototype
is truly tailored to the selected population’s needs and requirements. In addition,
HbA1C the standard diabetes marker will be tested at 3-month intervals over
a 6-month time frame to assess success of the solution, and changes to health
literacy at these points will also be assessed. This phase aims to address the
DSRM process elements including clinical demonstration and clinical evaluation
using the key aspects (technical feasibility, clinical accuracy, clinical side effects
and safety, ease of use, psychological effects and costs) and relevant factors
presented in Table 1. As a result, the list of factors will be refined to inform
future implementations and evaluations.

The DSRM process element communication will take place through the whole
project when findings from each phase become available.
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7 Discussion and Conclusions

Concurrent and independent from the exponential rise of diabetes has been the
rise of mobile and sensor technology. The maturing and sophistication of these
technologies has enabled them to be sued in many aspects of healthcare and
wellness management. The preceding has served to outline another potential area
for the adoption of mobile and sensors; namely, to assist with a non-invasive
approach for the monitoring and management of diabetes. Specifically, we have
identified an opportunity to use Terahertz frequencies to detect blood glucose levels
in individuals. Further, we envisage designing and developing this solution by
combining sensors with a mobile phone so that detection of blood glucose can not
only be non-invasive but truly pervasive.

The implications for this for theory and practice are wide and far reaching.
From a theoretical perspective, we combine two technology genres mobile and
sensors to address a healthcare issue – detection of blood glucose levels using a
design science research methodology. From the perspective of practice, diabetes
as noted by WHO (World Health Organization 2016) is global and at epidemic
proportions with an estimated of 422 million adults living with diabetes in 2014
and 1.5 million deaths caused by diabetes in 2012. Complications from diabetes
can lead to other serious conditions such as heart attack, stroke, blindness, kidney
failure and lower limb amputation. Further, the number of pre-diabetic individuals
is also considerable. Monitoring and management is the only recognised strategy to
maintaining appropriate blood glucose levels and thereby managing diabetes and/or
preventing a pre-diabetic becoming a diabetic. Given the problems and criticisms
of finger pricking and other invasive approaches to SBGM, the most prevalent
approach to testing blood glucose using a non-invasive Terahertz technology
solution which we propose is very attractive to individuals. When such a solution is
truly pervasive, it becomes even more attractive. Thus, we believe that the proffered
solution will enable diabetic and pre-diabetic individuals to enjoy a better quality
approach to monitoring and managing their blood glucose levels.

Alongside with developing a non-invasive Terahertz technology solution to
measure blood glucose, further work has been conducted to design an integration
of the digital companion component within a patient journey with AI-enabled
capabilities. Our future work will focus on establishing usability, fidelity and
acceptability of the proffered non-invasive pervasive solution.

Appendix A

Mili – A Co-design Product of Navy and Deakin University https://app.milanote.
com/1DdHpg11lPgFag/navy-design-deakin-mili

https://app.milanote.com/1DdHpg11lPgFag/navy-design-deakin-mili
https://app.milanote.com/1DdHpg11lPgFag/navy-design-deakin-mili
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Appendix B

Simulated Interactions with Mili https://e6qa6p.axshare.com/home.html
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Part II
Opportunities to Incorporate Critical

Aspects of Analytics to Provide Superior
Insights and Thus Support Better

Decision-Making

Arguably, analytics and big data have become the key buzzwords and panacea in
healthcare delivery in this second decade of the twenty-first century. In this section,
seven chapters are presented within this broad topic as follows:

Chapter 11: Intelligent Risk Detection in Healthcare: Integrating Social and Tech-
nical Factors to Manage Health Outcomes by Moghimi et al.

Chapter 12: A Literature Review on Predicting Unplanned Patient Readmissions by
Eigner and Cooney

Chapter 13: Using KM to Develop Superior Online Health Decision Support
Solutions: The Case of Allergy Care by Wickramasinghe

Chapter 14: Opportunities for Using Blockchain Technology in e-Health: e-
Prescribing in Germany by Seitz and Wickramasinghe

Chapter 15: Knowledge Acquisition of Consumer Medication Adherence by Vlahu-
Gjorgievska et al

Chapter 16: Addressing Data Accuracy and Information Integrity in mHealth
Solutions Using Machine Learning Algorithms by Sako et al

Chapter 17: Enabling Value-based Healthcare with Business Analytics and Intelli-
gence by Wickramasinghe

One of the key issues that has developed around analytics and big data in
healthcare delivery is can the promises be delivered or are we being given
snake oil? What we try to achieve in this section is presenting a miscellany of
chapters around analytics and big data for healthcare delivery that provide realistic
expectations of what can and cannot be achieved and how to go about ensuring
a successful outcome. Data, information, and knowledge hold great potential for
supporting better decision-making and thereby better care delivery, but designing
and developing appreciate algorithms and solutions requires careful planning and
judicious application of key tools and techniques. It is our hope that after reading
the chapters in this section, you will have a better and more balanced perspective
of what can and cannot be achieved from analytics and big data in healthcare, and
while it is not a panacea, it certainly affords many possibilities.



Intelligent Risk Detection in Health Care:
Integrating Social and Technical Factors
to Manage Health Outcomes

Hoda Moghimi, Nilmini Wickramasinghe, and Monica Adya

1 Introduction

Healthcare organizations have increasingly been leveraging information technolo-
gies (IT) to enhance patient care through improved real-time decision-making
(Trucco and Cavallin 2006; Tseng et al. 2003), customized care delivery (Tiwari et
al. 2013), and managed healthcare costs (Thomas et al. 1983). Although the quality
of healthcare in the USA is documented to be improving, new regulations and
standards relating to systematic and organizational performance are, however, cast-
ing pressure on healthcare providers to improve real-time decisions and minimize
adverse incidents while optimizing patient care costs. Essentially, care providers
are under mandate to identify more optimal models that deliver care commensurate
with the patient’s risk level (Wickramasinghe et al. 2012). As patient care evolves,
patient risk assessment is shifting from managing individual causes of incidents,
e.g., physician error, to managing organizational factors where an adverse incident
is viewed as stemming from a chain of events (Vincent et al. 2000). Each component
of this chain has the ability to generate a 360◦ view of the patient and provide unique
insights into delivery of patient care.

The confluence of decision sciences and business intelligence (BI) technologies
offer numerous opportunities for a deeper, organizational-level understanding of
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patient risk management (Wickramasinghe and Schaffer 2010). Increasing maturity
and demonstrated successes in the BI space are driving healthcare organizations to
examine intelligent, analytical technologies to improved insights into operations,
with an eye toward risk management (Wickramasinghe et al. 2008). Specifically,
the application of data mining and knowledge discovery (KD) techniques are
increasingly being considered for assessing patient health risks and assisting
medical professionals in making optimal care decisions in real time (ibid). Although
successfully used for risk management in other industries such as banking and
finance, the utilization of these technologies in healthcare context has lagged for
reasons discussed next.

Health risk management is informed by many patient-level dimensions, such
as pathological process, physiological variables, general health perceptions, and
quality-of-life considerations (Rizzo and Kintner 2013). Furthermore, risk assess-
ment has, most often, been applied at the disease level, for instance, in the
management of cardiovascular disease (Grundy et al. 1999) or at the patient/care
provider level (Barrett et al. 2001). Simultaneously, healthcare providers are
becoming increasingly aware of the relationship between organizational factors
and riskiness of healthcare provision (Yagi et al. 2011; Yen and Bakken 2012).
Gaining insights into patient risk requires leveraging large amounts of disparate
data (Chen et al. 2012; Elbaum et al. 2005) and developing a comprehensive BI
and data science-driven risk management framework that synergizes various levels
of risk engagement. However, there exists no comprehensive framework that yields
insights into how such an integrative solution could be architected. To address this
need, this study is designed with the following goal: to conceptualize and develop,
for the healthcare context, a risk detection framework that integrates knowledge- and
intelligence-based technologies with patient, clinical, and organizational factors to
provide real-time and continuous risk management capabilities.

Specifically, this article addresses the following questions:

(a) What design principles should underlie an intelligent risk detection (IRD)
framework?

(b) What decision models may be most central and suitable to the healthcare
domain?

(c) What technical infrastructure will be necessary to support such real-time
decision-making, and, more critically, how are BI techniques integrated within
this framework?

(d) What is the role of key stakeholders such as physicians, patients, and other care
providers in facilitating and managing this real-time risk environment?

Accomplishing these objectives is complex for two reasons. First, considering the
dearth of literature in this domain, conceptualizing an architecture that integrates
both human and technological factors is challenging. Second, the manifestation
of risk can vary significantly from one disease state to another, as might be for
a hip surgery as opposed to cardiovascular disease. As such, the application of
intelligent detection requires some adaptation to specific domains. In this article,
the research questions are addressed within the context of congenital heart disease
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(CHD) surgeries in children. CHD provides a useful domain to initiate and test this
research as decision-making in this context is multifaceted and complex. Surgery is
not always considered a final cure in CHD because it can result in a considerably
high rate of complications, side effects, and comorbidities, such as cancer or bowel
disease. There is also the direct adverse impact on patients and their families. Using
the CHD context, this article makes several contributions:

(a) It elicits an intelligent risk detection framework, called the HOUSE (Health
Outcomes around Uncertainty, Stakeholders, and Efficacy) model that elabo-
rates on dual benefits of data/decision science and IT for developing health risk
management capability. HOUSE integrates knowledge assets and capabilities
with process capabilities of hospitals and links these to performance (Wu and
Hu 2012). Although it builds on analysis from a single healthcare context, the
CHD, the article demonstrates it to be applicable to other contexts.

(b) It emphasizes the role of BI and dynamic analytic techniques that support
management of massive and disparate data as well as risk discovery and
management from such data. This includes techniques for identifying key
clinical and surgical risks, decision milestones, and participating actors.

(c) It uses design principles that emphasize collaboration between information
receivers (patients) and generators (healthcare providers) as well as knowledge
sharing them to facilitate clinical decision-making and risk management.
Although presented in the healthcare context, these principles can extend to
real-time risk detection in other domains.

(d) Finally, it provides a mechanism for routinizing organizational workflow
while creating a framework that can support personalized medicine and care.
Specifically, it describes initial architectures and analytics needed to store and
process large-scale data necessary for personalized care as called for in recent
studies (Fichman et al. 2011).

The next section provides background literature on clinical decision-making
and clinical decision support systems (CDSS) that currently define the field.
The section thereafter provides an overview of the research methodology, data
collection, analysis, and key findings related to CHD that go into developing
the HOUSE model which is discussed thereafter with particular emphasis on
key organizational requirements, components, barriers, and issues related to the
design and development such a risk detection model. The article concludes with
implications for future research and practice.

2 Theory and Background

Patient care is replete with difficulties associated with identifying risk factors
related to healthcare provision (Wetters et al. 2013), predicting outcomes prior to
procedures (Kim et al. 2010), estimating quality of life (Quintana et al. 2009), and
planning relevant wellness services (Kersten et al. 2012) to reduce the mortality
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and morbidity rates in healthcare. These challenges stem from myriad sources,
both social and clinical, information about which is fragmented and inadequately
leveraged to improve patient care. A robust IRD solution must comprehensively
integrate decisions and information from clinical decision support systems (CDSS)
with knowledge discovery from disparate and massive data sources, as well as social
factors surrounding care in order to deliver real-time risk management.

2.1 Clinical Decision Support Systems (CDSS)

CDSS support physician, nurse, and patient decisions by enabling medical knowl-
edge to be applied to patient-specific information (De Backere et al. 2012). Such
systems assist clinical staff with a variety of decisions such as drug dosing, health
maintenance, and clinical diagnosis among others (Laine et al. 2007). Studies
have confirmed that CDSS enhance quality, safety, and effectiveness of medical
decisions, improve patient care, and lead to more effective clinical service through
improved support of medical staff (Fichman et al. 2011; Restuccia et al. 2012).
Additionally, in recent years, CDSS research in chronic disease care, particularly
diabetes, has received greater attention with demonstrable gains in improved care
provision (Jeffery et al. 2013). However, numerous gaps exist in design of most
CDSS today. First, CDSS are often not fully integrated with clinical workflows.
To support real-time risk management, CDSS must be integrated with clinical
systems that are already present in hospitals and medical centers (Sanchez et
al. 2013). Second, CDSS are challenging to maintain and extend (Peleg and Tu
2006). They often require significant investment, both financial and human capital.
Once developed, updating these systems to reflect current knowledge and practices
becomes a deterrent as organizations consider additional costs of enhancement.
Hence, low-cost solutions are needed to maintain the underlying systems to fully
support intelligent and real-time clinical decisions and risk management (Sanchez
et al. 2013).

Third, to enhance value to clinicians, real-time medical and risk assessment
should be embedded within CDSS (Peleg and Tu 2006). Currently, very few CDSS
consider risk assessment, and those that do do not do so in real time. Fourth, most
CDSS lack a robust mechanism for quantitative and qualitative evaluation of system
performance, as well as for evaluation of decision outcomes supported (Liu et al.
2006; Peleg and Tu 2006; Sim et al. 2001). Finally, CDSS should be presented as
complete solutions that assist clinicians during a variety of different tasks and daily
responsibilities of physicians, and not merely during specific activities (Sanchez
et al. 2013). This is not currently so. These limitations, the criticality of real-time
outcomes, and the multispectral nature of care teams necessitate the following
features for an intelligent CDSS to support risk assessment and management
(Wickramasinghe et al. 2012):
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• Multidimensional views of data – An intelligent CDSS must be able to cross-
refer data sets and tables to support complex decision-making. This requires
integration of data from various and disparate data sources.

• Calculation-intensive capabilities – CDSS must utilize mathematical, statistical,
and machine-learning techniques such as cluster analysis and artificial neural
networks to provide in-depth analysis of massive and disparate data.

• Intelligent timing – Finally, a CDSS must time the selection and application of
the above techniques and data to needs of the decision task. Such systems must
also be able to determine which data sets are most suited for the decision and
tools at hand.

2.2 Health Risk Management

Medical decisions always require a trade-off between benefit and risk (Cerrito
2011). To help patients understand potential risks and benefits of a procedure and
identify options that best accommodate their unique needs, risk information must be
coupled with high-quality decision counselling (Kuhn et al. 2006). Unfortunately,
many decisions are based on incorrect knowledge (Cerrito 2011) and differing
viewpoints of risk, both of which can lead to divergent treatment recommendations
(Horn et al. 1985; Kuntz and Goldie 2002), even as such recommendations become
increasingly technology supported. Identifying and characterizing basic risk types
can not only lead to greater agreement between patient and clinical providers (Cer-
rito 2011; Lacour-Gayet 2002) but also provide a consistent and robust framework
for risk management. Table 1 provides a summary and characterization of basic
clinical risk types.

In treatment risk detection, multiple dimensions are important to consider
(Yoshio et al. 2012). These include pathological process, physiological variables,
general health perceptions, social paradigms, and quality of life (Rizzo and Kintner
2013). To address this, numerous risk-adjuster systems such as ACGs (Ambulatory
Care Group) (Weiner et al. 1996), chronic disease, and disability payment system
(CDPS) (Kronick et al. 2002) have been developed since the 1980s. These systems,
which have been implemented by the Medicare Choice program, several U.S.
states, and employer coalitions, are based on a variety of factors, including medical
diagnosis, prior utilization, demographics, persistent diseases, and self-assessments
of health and/or functional status. However, consistent with our earlier discussion
on CDSS limitations, these systems lack a dynamic health risk assessment system
(Greenland 2012; Ryan et al. 2012) and multidimensional risk detection models
(Anderson et al. 2012; Staal et al. 2013). As such, applying BI-based techniques
such as knowledge discovery and data mining could greatly enhance the perfor-
mance of current risk assessment and adjustment methods (Guikema and Quiring
2012; Karaolis et al. 2010).
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Table 1 Basic types of clinical risk and their characteristics

Types of
clinical
risks Characteristics Example

Common
risks

There are common risks generally
when patients have comorbidity that
need to be considered

A patient with congestive heart failure
is asked to avoid NSAID, while those
with rheumatoid arthritis are often
prescribed these. Case studies indicate
that patients with both CHF and
arthritis are at increased risk of
mortality

Rare risks A rare occurrence could mean that an
event happens in out of every 100,
100,000, or 1,000,000 patients, and
they are often not known at the time
of treatment

Colonoscopies are recommended by
physician to detect colon cancer at an
early stage. However, colonoscopies
have a rare complication of resistant
infection that is 2–3 times the average.
Unfortunately, patients are rarely
informed of this increased risk because
physicians and health agencies are
convinced that the benefit of the
colonoscopy outweighs risks

Unknown
risks

Usually some risks are dismissed as
unimportant. However, these risks
may be important to the individual
patient and should be considered

Mental impairment can be a problem
after open heart surgery. However,
only risk of stroke is considered
because impairment has not been well
studied

Uniform
risks

Public health decisions are generally
based on “societal risk” or what
choice is of benefit to society
generally. This public health
perspective almost always assumes
that risk is uniform for every
individual and that treatment
decisions should be made based on
this uniform perspective

To prevent cervical cancer in all girls
aged 9–18, the new HPV vaccine is
recommended. In the VAERS (Vaccine
Adverse Event Reporting System),
some deaths have been attributed to the
HPV vaccine. From a public health
perspective, such deaths do not change
recommendations because the risk is
very small

Assumed
risks

It is possible that treatments are given
based on assumed risks or
misperception of the actual risks

In 2010, it was discovered that the risk
of allergy to medicine was much lower
than previously assumed. The assumed
risk was 30% of the adult population
when just 5% actually had allergies

Biased risks It is very difficult to consider overall
or disease-free survival in a clinical
trial, yet clinical trials are considered
the gold standard of medical
research. Also the research results
should be validated by an acceptable
number of patients’ data in
reasonable conditions

There are 1000 patients enrolled in a
trial of drug A. Suppose that the study
closes after 2 years and 500 patients
are given an average survival of
2 years. The remaining patients will
have an average that is less than
2 years, giving an overall average less
than 2 years

Adapted from Cerrito and Cerrito (2006)
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2.3 Knowledge Discovery

Knowledge discovery (KD) is another crucial component of any intelligent risk
management model. Data mining, as an approach to knowledge discovery, has been
utilized in various healthcare contexts, including text mining (Safran et al. 2007),
predicting health insurance fraud, controlling infection, managing physician order
entry (Wright and Sittig 2006; Batal and Hauskrecht 2010), and identifying high-
risk patients (Marschollek et al. 2012) (see table in Appendix A for detailed review).
The KD process involves using a data source along with any required selection,
preprocessing, subsampling, and transformations of the data source, applying data
mining methods to elicit patterns from it, and evaluating the products of discovery
to identify elements that can be deemed as knowledge (Han et al. 2006; Cios et al.
2007).

Recent studies have also recognized BI and business analytics (BA) as a data-
centric approaches to the long-standing KD process (Turban et al. 2008). The
term intelligence has been used by researchers in artificial intelligence since the
1950s. However, in the late 2000s, business analytics was introduced to represent
the key analytical component in BI (Davenport 2006). More recently, big data
analytics and predictive analytics have been used to describe the data sets and
analytical techniques in applications that are so large (from terabytes to exabytes)
and complex (from sensor to social media data) that they require advanced and
unique data storage, management, analysis, and visualization technologies (Siegel
2013). Hence, in this study, we use the unified term BI to encompass BI/BA and data
mining and treat predictive analytics as a related field that offers a new direction for
developing such a solution in the healthcare context.

As with trends in other domains, the healthcare community has been inundated
with opportunities and challenges stemming from big data and BI/BA. A complex
set of diverse patient data is generated by the minute from medical devices,
multiple points of patient contact, prescriptions, organizational operations, and
web-based communities among others (Chen et al. 2012). Along with associated
challenges, the ability to extract deep knowledge about patient care using such data
is the next big opportunity for healthcare. With the adoption of electronic health
records, organizations can now examine longitudinal patterns in patient care risk
management. These systems, though, are still lacking an effective mechanism by
which to integrate patient data with organizational data, and social factors and care
providers, often constrained by patient protections such as HIPAA and technological
investments, have inadequately leveraged the opportunity to do so.

2.4 Social Factors in Patient-Centric Risk Detection

The review above has largely addressed the technological and infrastructural
limitations of clinical decision-making that pose challenges to the development of



232 H. Moghimi et al.

effective patient-centric risk management. However, for a holistic treatment of the
patient, an equally important emphasis is needed on the integration of individual
and organizational factors given the nature of healthcare decision-making (Carter
et al. 2011; Banerjee and Ingate 2012). Consideration of social factors can lead to
better management of factors that lead to pre- and postprocedure risk management,
recidivism, and delivery of long-term care. Our examination of the literature has
led to three key social factors that facilitate patient and patient-risk management.
The first of these, presented in Table 2, centers on communication between key
stakeholders in the healthcare setting. The remaining two relate to the need for, and
utilization of, information systems to support the procedures.

A final theme in our review of social issues in healthcare relates to acceptance
of health systems. Numerous studies have pointed to the relatively low adoption of
healthcare systems (Garwood et al. 2018; Wickramasinghe and Gururajan 2016;
Simon et al. 2015). Barriers often include concerns with diminished quality of
patient encounter and relationships due to distractions from computer use (Sulaiman
and Wickramasinghe 2014) and perceived inefficiencies and limitations of the
systems (Simon et al. 2015). As such, physicians find workarounds to aid their
decisions (Kent et al. 2015), leading to challenges with information integration and
risk management (Wickramasinghe and Gururajan 2016).

Patient-centric design requires a sociotechnical approach to systems development
and, hence, must inherently consider human, social, and organizational factors as

Table 2 Social factors in patient-centric risk management

Social factors Description Sample studies

Real-time communica-
tion/relationship and
knowledge transition
between care parties

Lack of communication
facilitators to share information,
knowledge, and decision
between clinicians and between
clinicians to patients of their
families in order to support
clinical decisions by
understanding the treatment risk
factors and anticipated outcomes
in real time

Virshup et al. (1999), Kripalani
et al. (2007), Elwyn et al.
(1999), and Krones et al.
(2008)

Sociotechnical issues Lack of specific sociotechnical
components in healthcare to
make a successful
implementation of a new
technology to address data
importance and timing issues

Baxter and Sommerville
(2011), Schuele et al. (2015),
Durst et al. (2013), and
LeRouge and Wickramasinghe
(2013)

Technology acceptance
issues

Resistance between healthcare
professionals to accept new
compute-based technologies due
to the importance of accuracy
and privacy

Lawler et al. (2011),
Wickramasinghe and Gururajan
(2016), Kent et al. (2015),
Garwood et al. (2018), Simon
et al. (2015), and Sulaiman and
Wickramasinghe (2014)
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well as technical factors in design of system artifacts (Baxter and Sommerville 2011;
LeRouge and Wickramasinghe 2013). Thus, an integrated risk management solution
should rely on the joint optimization of the technical and social subsystems, the lack
of which can lead to suboptimal system performance and utilization (Schuele et al.
2015).

3 Eliciting a BI Framework: The Context of Congenital
Heart Disease (CHD)

To design an appropriate BI framework, it is initially necessary to focus on
a specific clinical domain because risk management is context dependent. We
identified the case of congenital heart disease (CHD) in children as an appreciate
domain. CHD is a common health problem affecting many children around the
world (Marino et al. 2012). It provides a rich and complex context with risks
that require a series of decisions to be taken by both clinicians and parents of
patients at various stages during the treatment. CHD involves a multifaceted set of
considerations that typically include immediate medical intervention, ongoing and
increased risk of sudden death, exercise intolerance, neurological developmental,
psychological problems, and long-term stresses on the family unit (Long et al.
2012). These considerations are important because of the far-reaching consequences
of postsurgery outcomes and situations of mortality or morbidity. The decision
process in CHD surgery can be divided into three broad phases: preoperative,
operative, and postoperative.

In the preoperative phase, the surgeon, having received information about the
patient and his/her medical condition, needs to make decisions relating the need for
surgical procedures. Once this decision is made, but before surgery, the parents must
consider predicted outcomes and decide whether to accept the surgeon’s decision.
Typically, by this time, parents have met numerous medical staff and specialists
before they meet the cardiac surgeon. Thus, already in the first phase, preoperative,
two key decisions must be made. Once parents and surgeons agree to proceed, in the
operative phase, critical decisions pertaining to the unique situations that may arise
during the surgery must be addressed. Finally, in the postoperative phase, decisions
are made primarily at two levels: (a) strategies to ensure a sustained successful result
for the patient during aftercare and beyond and (b) a record of lessons learnt for use
by clinicians in future similar cases.

To further elaborate on the complexity of this decision framework across
CHD surgery, we elaborate on the phases and the associated decision-making
with reference to one of the common CHD classifications: hypoplastic left heart
syndrome (HLHS). HLHS patients usually have three types of surgery during their
treatment – Norwood, BCPS, and Fontan – at different ages and clinical condition
groups. However, the Norwood surgery is much more complex and risky with a
high rate of mortality and morbidity. As shown in Fig. 1, the current state typically
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Fig. 1 Flow diagram of key steps with CHD surgery in the case of HLHS to demonstrate the
importance of IRD

involves parental decisions, and while these decisions are significant, they are often
not recognized as key elements of the healthcare outcome. The surgical decision-
making process, on the other hand, is clear in all steps. Thus, an IRD solution could
be effectively employed in the highlighted steps in Fig. 1 for all three surgery phases
and types to predict surgery outcomes.

3.1 Research Methodology and Key Outcomes

Prior to developing the IRD framework discussed later in this article, we used the
CHD context to identify initial parameters that would go into its design. Specifically,
using CHD as an exemplar context enabled us to identify key clinical risks,
critical decision milestones, typical surgical decisions and outcomes, and feasibility,
benefits, and concerns with an integrative and intelligent risk solution. The research
design is presented in Fig. 2. The methodology, discussed next, consists of three
main phases – study design, qualitative data collection, and data analysis – and
uses an approach that incorporates well-established qualitative data collection and
analysis techniques (Boyatzis 1998; Glesne and Peshkin 1992; Yin 2003).

Qualitative data were collected from focus groups of surgeons, cardiologists,
clinicians, and patient’s parents; from hospital databases, reports, and documents;
and from observations of routine clinical meetings at the study site. The research
study was strictly confined to ethical research processes and was approved by the
Human Research Ethics Committee (HREC) as a low-risk study. Content analysis
was used to analyze semistructured discussions with expert focus group members
as it provided a structured way of eliciting themes (Boyatzis 1998). Themes were
extracted from transcripts, surveys, databases, reports, and clinical documents and
were mapped to a priori themes identified in the literature. Key findings, organized
around clinical and nonclinical perspectives, are summarized later in this section.
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Fig. 2 Intelligent risk detection: the HOUSE model

The CHD data set was constructed based on the patient procedures in all
major surgeries and included patient diagnoses and operation, echo cardiology,
and cardiac catheter reports. These databases, reports, and documents identified
main components of the proposed IRD solution (such as risks from the clinical
perspective, e.g., comorbidities and parent’s perspectives such as quality of life
and impact on siblings), which is discussed later. The variety of risk factors and
their risk level in each surgical technique and phase were identified using these
sources. Content from routine, weekly clinical meetings about complex clinical
cases in the cardiology department were analyzed to identify issues faced by experts
during treatment and to discuss decisions related to time and type of surgery. The
meetings were useful in capturing critical milestones across three phases of surgery
(preoperation, operation, and postoperation), confirming the potential benefits of
applying risk detection to the CHD treatment process, and, most importantly,
identifying barriers to successful application of intelligent risk detection to CHD
treatment.
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3.1.1 Clinical Perspective

Two key themes were inferred from interviews with clinicians and analysis of
hospital records:

• Additional risk factors: Analysis identified four additional groupings of surgical
risk factors beyond those identified in the literature review in Table 1.

– Demographic factors, e.g., age group and ethnicity, i.e., premature babies
would have a high risk and artery and vein sizes vary with ethnicity.

– Features of the echocardiogram that provide insights into the severity and
complexity of the specific condition, e.g., errors in the image and results.

– ICU (intensive care unit) components that delayed access to life support
including staff and bed availability and access to various support devices.

– Nature of the surgery with reference to the types of recognized surgical
procedure performed (Norwood, BCPS, or Fontan). Each surgery has its
known risks, but, additionally, different surgeons have different expertise in
one or another method.

• Potential for future use of IRD: Seventy-five percent of the clinicians were
positive about the use of an IRD solution to improve surgical decision-making
process. Ten percent expressed doubt with respect to usefulness of IRD, while
15% were negative. Rapidly changing surgical techniques, the need for more
structured and integrated decision-making, and the growing complexity of such
decisions were key drivers for clinical support. Resistance to IRD largely
stemmed from concerns with automated risk analysis and decision-making as
well as greater confidence in one’s own experience and capabilities.

3.1.2 Nonclinical Perspective

The nonclinical perspective was gleaned from completed questionnaire responses
of 35 parents (either mother or father or both) who signed appropriate consent
form. The questionnaire sought parent’s attitude toward surgical risk factors and
their intention to be involved in the surgical decision-making process. Questions
also pertained to their children’s quality of life after surgery, the possible role
of knowledge sharing, and the potential of IRD in improving their home care
management and children’s quality of life. The following key themes emerged from
this analysis:

• Surgical decisions, outcomes, and risks: Most parents were satisfied that they had
adequate understanding of surgical risks and outcomes, whether obtained directly
from surgeon or from sources such as the internet. Parents who inadequately
understood these factors often attributed it to lack of knowledge about clinical
terms. Interestingly, all parents responded that they accepted undertaking surgery
without consideration for risks and outcomes.
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• Perceived benefits of IRD: Seventy percent of parents had a positive response to
an IRD solution; 20% expressed a lack of understanding about such an approach,
while 10% had a negative response, choosing to rely on physician expertise.
Positive responses primarily related to being able to better predict outcomes and
manage postoperative care.

• Social impact on family life: Sixty-five percent of parents anticipated negative
impacts on their social lives after surgery in the form of depression, unpredictable
health conditions, school/work absences, and increased hospital visits. About
26% expected positive outcomes, primarily because of improved patient health
and family bonds. The remaining 9% prepared for mixed outcomes.

Tables 3 and 4 summarize key findings. In Table 4, expected findings (EF)
were those already supported by the literature review. In developing the IRD
framework, factors shown as EF are necessary for conceptualizing the initial
framework. The significant findings (SF) were identified specifically through the
data analysis described earlier based on interview and questionnaire data as well
as observation and document reviewing. SFs substantially eliminated difficulties
and barriers to developing and implementing the IRD solution in a hospital setting.
Finally, emerging themes (ET) are categories that require further discussion in future
studies.

Table 3 Summary of key findings in each step of CHD data collection

Data collection Data sources Summary of key findings

Interviews Expert group of:
Cardiac surgeons
Cardiologists
ICU clinicians

Benefits of IRD for facilitating CHD
decision-making
Barriers to applying IRD to CHD treatment
Facilitators of IRD adoption
Importance of IRD to the CHD
decision-making process
Importance of analytic techniques such as data
mining in the study context
Practical issues with design and development
of IRD

Questionnaire Patients’ parents Benefits of IRD to facilitate parental
decision-making during the care and to assist
with assessment of child’s quality of life

Observation Clinical meetings Benefits and barriers to applying IRD to the
CHD treatment process

Database/documents Relevant clinical
databases and reports

Importance of analytic techniques such as data
mining in the study context
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Table 4 Key findings from CHD analysis

Themes – clinical perspective Category of findingsa

Clinicians’ intention to use IRD SF
Clinicians’ recommendations ET
Enables toward risk factor screening EF
Contributing factors to assess patients’
quality of life

ET

Clinicians’ barriers to use IRD ET
Clinicians’ confident to address surgical risk
factors

EF

Themes – nonclinical perspective Category of findings

Social impact on the family life SF
Patients’ quality of life after the surgery EF
Parents’ understanding about surgery
outcomes and risks

ET

Parents’ intention to use IRD SF
Parents’ attitude toward surgery
decision-making process

EF

aEF Expected findings (already anticipated based on literature review), SF Significant findings
(from data analysis in this article), ET Emerging themes (recommended for future studies)

4 A Framework for Intelligent Risk Detection: The HOUSE
Model

Findings from the CHD domain were used to develop the IRD framework, called
the HOUSE (Health Outcomes around Uncertainty, Stakeholders, and Efficacy)
model, introduced in this section. A visual representation of the model and its
underlying architecture is presented in Fig. 2. Along with the technical elements
of this architecture, social factors discussed in the literature review are central
to the effectiveness and relevancy of this model. As such, the model is built
on three key principles that incorporate these social elements. The first is user-
centered design (UCD), an approach that emphasizes design of a system based
on understanding and supporting the interests, needs, and work practice of the
intended users (Avison and Fitzgerald 2008). The second element is network-centric
healthcare operations (NHCO) as an unhindered networking operation within and
among all domains that govern all activities conducted in healthcare space (Von
Lubitz and Wickramasinghe 2006a). NHCOs are based on free, multidirectional
flow and exchange of information and utilizing all available means of (Information
Computer/Communication Technology) IC2T to facilitate such operations (Von
Lubitz and Wickramasinghe 2006a, b). The third element is the intelligence
continuum (IC), defined as a collection of key tools, techniques, and processes used
in the knowledge economy of today (Wickramasinghe and Schaffer 2010). These
include but not limited to data mining, BI/BA and KM, and taken together, they
represent a powerful mechanism for refining raw data materials stored in data marts
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and/or data warehouses by maximizing the value and utility of these data assets for
any organization (Wickramasinghe and Schaffer 2006).

4.1 Underlying Principles: The Foundation of the HOUSE
Model

User-Centered Design (UCD) UCD is an approach based on an explicit under-
standing of users, tasks, and environments (Avison and Fitzgerald 2008). UCD is
relevant to the HOUSE model as it captures explicit interactions between users’
tasks, environments, and multidisciplinary skills and perspectives. For instance,
inclusion of clinician and patient’s/parent’s perspectives can shape their collective
attitudes toward the potential of IRD as an enabler in healthcare. Similarly,
clinician participation in design can enhance solution acceptance. As such, UCD
is particularly important for addressing concerns about clinical knowledge sharing,
critical thinking, and complex decision-making.

Network-Centric Healthcare Operations (NHCO) NHCO, based on the work
of Boyd (1987), views the whole treatment process to identify critical data and
germane knowledge and information to aid systematic analysis in complex and
dynamic decision situations (Von Lubitz and Wickramasinghe 2006a). NHCO
enables analysis of decision-making within, interaction with, and control of a
dynamic and unpredictable environment. Successful application of NHCO enhances
competitive advantage through information superiority and enables characterization
of the operational environment such as on diversity of infrastructure, security,
social structure, policies, and economy (Von Lubitz and Wickramasinghe 2006b).
NHCO supports full, unhindered knowledge transfer and information sharing
among clinicians and with patients/parents. As such, it can be effective in addressing
risk detection in complex real-time decisions. The goal of NHCO is to quickly
analyze complex scenarios and identify the best decision and strategy to effect
decisions in real time.

The Intelligence Continuum (IC) The IC, developed by Wickramasinghe and
Schaffer (2006), assists with understanding suboptimal healthcare processes and
identifying, through the analysis of relevant data and information, prudent strategies
to ensure optimal operations. The IC applies sociotechnical components as well
as techniques to aid complex decisions. In complex clinical decisions, IC can
maximize the value of data for process improvement through application of tools
such as data mining and knowledge discovery (Wickramasinghe and Schaffer 2006).
As suggested by CHD, real-time processing is a significant driver in developing
intelligent solutions in the healthcare context. IC can support this by assimilating
data, people, technology, process, and environment because in clinical contexts,
particularly during surgical phases, receiving and updating all available information
is important.
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4.2 The OODA Loop: Clinical Decision-Making and Risk
Management

To capture the principles of UCD, NHCO, and IC effectively within the IRD
framework, Boyd’s decision-making loop, OODA (observe–orient–decide–act), is
a central element of the IRD solution. OODA has been effective in promoting
organizational creativity and initiative in competitive environments and harmo-
nizing actions to achieve the organization’s goals. The OODA loop provides a
useful foundation for NHCO as it governs the process of information extraction,
development of competitive thrust, and generation of germane knowledge (Von
Lubitz and Wickramasinghe 2006a). The OODA loop incorporates both people-
and technology-centric concepts given that it integrates three domains of network-
centric analysis – information, physical, and cognitive (Boyd 1987). For instance, in
the context of hip and knee arthroplasty, combining critical considerations about the
patient with technical specifications of the prosthesis as an OODA loop analysis
facilitates better pre-, peri-, and postoperative results. The dynamic aspects of
OODA have led to its rapid adoption for managing unpredictable changes within
operation theatres. For CHD, adopting OODA within the IRD framework provides
a useful technique for integrating risk detection as it involves a rapid cycle of risk
assessment, risk detection, decision-making, analytical reporting, and evaluation.

Risk detection involves observing data and information to determine situational
surgical risk factors and forward them to the risk assessment process. In the OODA
loop, such detection would typically be evident during the observe phase to identify
hidden risk factors. The orient phase entails predicting surgical outcomes based on
risk detection and present outcome predictions to patients’ parents, cardiologists,
surgeons, and intensive care clinicians. Based on these predictions, physicians and
parents can make decisions regarding surgery. The final element entails taking action
on the decision and developing analytical reports to evaluate actual and anticipated
results. Considering this, the OODA loop is a central component to any intelligent
tool designed to facilitate rapid decision-making.

As evidenced through interviews in the CHD case, often surgical decisions are
made based on doctors’ intuition and experience rather than on the knowledge-
rich data hidden in the database. However, the interviews also point to numerous
risk factors, cardiac conditions, and diagnoses across CHD spectrum of surgery,
which make surgical decisions and the knowledge sharing process complex for
all involved stakeholders. These factors emphasize the importance of discovering
hidden patterns in data using data mining techniques such as decision trees and
ANNs to inform the OODA loop regarding surgical risk detection and outcome
prediction. The involvement of domain experts, however, is important to support
extraction of specific domain-based knowledge and user requirements. Examples of
data mining applications include:
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• Identifying surgical risk factors through integrated examination of patient’s med-
ical profile, including data from medical reports, prior history, and environmental
factors

• Identifying the significant relationships between surgical risk factors and their
combined effects on outcomes related to mortality, morbidity, and success

• Given a patients’ medical profile, predicting surgical outcomes related to mortal-
ity, morbidity, and success

The CHD case clearly suggests that there is no decision sharing between
physicians and patients’ parents as there is no alternative for parents other than
surgery. As such, the OODA loop does not apply to parental engagement. Rather,
a knowledge sharing, as opposed to a decision-sharing process, is recommended
particularly postsurgery.

4.3 The Physical Domain

To accommodate the underlying principles of IC, NHCO, and UCD, the HOUSE
model is founded on three domains – physical, information, and cognitive. The
physical domain is the collection of all physical assets (platforms), such as data
management facilities, hospitals or clinics facilities and activities, administrative
entities, as well as all other physical subcomponents (Von Lubitz and Wickra-
masinghe 2006c). People assets include all clinical and nonclinical actors such
as patients’ parents, cardiologists, surgeons, intensive care clinicians, nurses, and
administrators that have clinical or administrative inputs to the current information
systems available in the hospital. Real-time processes, identified by experts in the
CHD analysis, encompass the operational and functional processes that support suc-
cessful conduct of healthcare work. Information systems include IT infrastructure –
hardware, software, procedures, and policies, all of which can define the HOUSE
model to specific contexts.

Data, commonly viewed by physicians in our study as the most important
element of an IRD, includes both clinical and administrative data. The rapid
shift from paper-based to electronic health records since 2001 presents profound
opportunities for integrated, validated, and holistic presentation of health data.
Recently, there has been a noteworthy upswing in activities related to the adoption of
personal health record (PHR) systems for patients. This trend continues through the
prevalence of mobile applications, RFID chips, and medical sensors. These personal
records, though external to the hospital environment, are becoming a crucial element
of any care provision. As such, any IRD framework must consider the inclusion of
both external and internal sources of data.

The true benefit of any risk detection environment lies in the integration of
disparate data. External reports, risk sources, government regulations and guide-
lines, and social media can be transformative for risk detection. These diverse data
necessitate data warehouses or integrated data marts for holistic risk management
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through discovery of knowledge and patterns in multidimensional relationships. As
such, enterprise intelligence and analytical tools are essential for deriving value from
these massive data. Such tools range from statistical and predictive models to data
mining and artificial intelligence that can identify individual and organizational risks
for particular patients, procedures, or treatments to improvement in organizational
operations (Koh and Tan 2011). The true benefit of such tools lies in being able
to inform decisions through integration of risks identified within these extremes.
For this, integration with the other two domain layers, information and cognitive, is
essential.

4.4 The Information Domain

The information domain hosts all elements required for generation, storage, manip-
ulation, and transformation and sharing as knowledge in all its forms (Von Lubitz
and Wickramasinghe 2006c). All communications about the state of healthcare take
place through interactions within this domain. As such, this layer is critical for
successful interpretation and utilization of data and information extracted from the
physical domain. To this end, the OODA loop is central to this domain to support
execution of real-time solutions that produce and share knowledge and inform the
complex and integrated decision-making spanning pre- to posttreatment phases.

In the pretreatment phase, analytical nodes are central to risk detection and
assessment. These nodes should be comprised of techniques that support classifica-
tion and categorization such as ANNs, decision trees, and case-based reasoning. In
any IRD, analytical nodes should have risk monitoring, risk re-assessment, and risk
alerts as the main outputs. The CHD case analysis suggests three critical inputs to
these nodes: clinical experience, physical conditions of the patient, and the clinical
environment. The OODA loop is useful in case-based risk ranking so that certain
risks should be flagged as more critical to a specific case than for others. As such,
OODA plays a critical role in risk prioritization and planning.

In the treatment phase, the emphasis shifts to observation, document review, and
ad-hoc querying and decision-making. Interviews with CHD physicians suggested
that the use of any computer-based solutions during the surgical and treatment
phases would fall to disuse due to interference with the surgical procedure. As
such, during the treatment phase, the HOUSE model shifts control to the physician
who can drive decision-making and actions through queries initiated by the OODA
loop as opposed to an analytical node. In this phase, the physicians and clinical
staff will, most effectively, be supported with technologies that enable visualization
of various aspects of the treatment environment. Care, however, is necessary
for avoiding information overload as, under conditions of stress, physicians can
experience overload and may disuse or misapply relevant information. The output
of these actionable strategies should, however, still be subjected to risk assessment
to identify additional risk factors stemming from real-time and ad-hoc physician
decisions.
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The CHD analysis indicates that, in the posttreatment phase, three functional
factors come into play: social conditions such as quality of life and impact on other
family members, physical components including likelihood of life-long physical
limitations to the patient after surgery, and clinical conditions, such as unpleasant
comorbidities, that might result. These factors must be applied to the risk detection
process via an analytical node. The analytical node in this phase should function
similarly to those in the pretreatment phase, i.e., this node should integrate the three
factors to support classification and categorization of posttreatment risks.

4.5 The Cognitive Domain

The cognitive domain contains all human factors that affect the surgical pro-
cedures, including experience, training, personal engagement, or even intuition
of individuals involved in relevant activities (Von Lubitz and Wickramasinghe
2006b). The cognitive domain also integrates social attributes such as attitudes,
behaviors, and interactions. Physician’s perceptions of treatment situation are a
critical factor in informing judgment and mitigating risks of care provisioning.
For instance, physician perceptions influence incidence reporting (Schectman and
Plews-Ogan 2006) and quality of life (Rodriguez et al. 2003). Similarly, physician’s
attitudes towards certain disease states, patients, and treatments can shape risk
response. For instance, care provider’s attitudes toward childhood obesity influence
recommendations for training and behavioral management strategies (Story et al.
2002). As revealed in CHD interviews, physicians’ experience and environment are
critical factors that shape such attitudes and perceptions and have the potential of
influencing riskiness of care provision.

4.6 A Real-Time Intelligent Portal

Analysis of CHD interviews and observations indicated that the IRD solutions
should be accessible in real time for both clinicians and patients with different level
of access and security and a strong emphasis on stakeholder communications. It
is important to note the organizational factors at play here as opposed to data-,
people-, and technology-driven focus for the other layers. Many of these factors
essentially constrain or enable, most often the latter, any IRD solution. For instance,
government regulations around patient privacy will tend to limit and pull clinical
and nonclinical access to patient risk and treatment data. In contrast, a desire to
improve decision-making and deliver effectively on KPIs such as cost cutting,
reducing patient recidivism, and increasing patient satisfaction through effective
communication will push greater transparency. For any healthcare organization,
these top down drivers require careful elaboration and critical consideration prior
to design of any IRD solution.
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5 Discussion and Implications

This article has described an exploratory research with the intent of developing
a framework that combines a real-time IRD solution with decision support in a
healthcare context. The proposed HOUSE model has an advantage in its continuous
nature. By comparing anticipated results and actual outcomes and conducting risk
audits, the important task of amending risk factors to improve future predictions
is attainable. Another important feature of the proposed HOUSE model is the
integration of the three IT solutions – risk detection, knowledge discovery, and
CDSS – to mitigate the complex issue of defining and assessing patient outcomes.
This framework emphasizes the importance of:

• Dynamic techniques that support management of massive and disparate data
as well as risk discovery and management using such data. This includes
techniques for identifying key clinical and surgical risks, decision milestones,
and participating actors.

• Embracing knowledge sharing among clinicians, staff, and patients to facilitate
decision-making and risk management process.

• Clinicians’ involvement in systems development.
• High demand of outcome predictions to improve decision efficiency.
• Mindfulness to principles of UCD, NHCO, and IC in developing real-time solu-

tions that emphasize the collaboration necessary between information receivers
and generators.

5.1 Implications for Research

This article cannot claim to have determined all risks versus benefit of developing
an IRD solution. This is because it is currently challenging to identify long-
term risks and rare occurrences using randomized controlled trials. These risks
and occurrences can be identified using methods specifically developed for large,
observational, and longitudinal data sets. This study, therefore, only presents
components of the HOUSE model to as an initial IRD framework. This, in itself,
presents opportunities for future research on assessing how IRD solutions could
impact the bottom line for patient care and healthcare provisioning. Essentially,
numerous opportunities exist for assessment of the value of IRD and contrast
with expected returns. To this end, we suggest the examination of the following
propositions to justify IRD investments

5.1.1 Outcome, Opportunities for IRD Systems in Healthcare

In this section, we develop propositions related to the assessment of IRD in its ability
to deliver on health and patient care outcomes. Specifically, we focus on real-time



Intelligent Risk Detection in Health Care: Integrating Social and Technical. . . 245

and shared decision-making, improved knowledge sharing and communications,
mitigation of posttreatment risks, standardization through routinization of workflow,
and personalized care.

Improved Patient Care and Decision-Making Health providers are routinely being
tasked with active decision-making that requires them to access, evaluate, and
incorporate data and evidence into their clinical decision-making (Thompson et al.
2004). This demands sources of information that reflect holistic patient status in
real time. Physician reliance on information systems in such real-time situations is
often limited due to concerns with errors introduced while entering information and
those from retrieving and communication of this information (Ash et al. 2003). The
information architecture proposed for the IRD overcomes these limitations because
data capture and processing as well as information dissemination will primarily
be automated. In facts, risk factors that may be suppressed in the complexity of
the healthcare space can come to the forefront through a viable integration of
sociotechnical platforms. As such, the IRD framework enhances opportunities for
real-time decision-making to improve health outcomes. To this end, we propose:

Proposition 1 An integrated IRD solution can improve patient care and outcomes
through real-time decision-making.

Shared Decision-Making User-centric design, a crucial principle underlying IRD,
supports shared decision-making between patient and healthcare providers such
that decisions are responsive to patient needs while being medically sound. Such
shared decisions improve patient outcomes (DeMeester et al. 2016). However, few
healthcare providers consistently involve patients in shared decision-making and
even fewer accommodate clinical decisions to patient preferences (Couet et al.
2015). To a large extent, it has been hindered by the lack of integrated health
information systems and decentralized healthcare systems (Ahlfeldt et al. 2016)
and because information production and dissemination has largely been focused on
meeting educational needs of physicians (Agoritsas et al. 2015). These issues can be
overcome with an architecture that supports integrated processes and technologies,
factors that are addressed in the design of the proposed HOUSE model. To this end,
we expect that:

Proposition 2 IRD solutions can improve patient care thorough shared decision-
making.

Mitigation of Posttreatment Risks Early detection of risks, as aided by the HOUSE
model, can enable clinicians to provide patients with appropriate strategies to
mitigate these risks. For example, in the context of CHD patients when the patient
returns home, it is necessary to know the home environment including flora and
fauna as these provide airborne allergens that in turn can cause major respiratory
complications for CHD patients postsurgery. Armed with this knowledge, the care
team can determine appropriate strategies for home monitoring and care. On surface,
this might appear to be a simple issue but its oversight can lead to life-threatening
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complications. Missed criteria are a highly cited cause for unplanned readmissions
(Porter and Teisberg 2009).

Proposition 3 IRD solution can mitigate posttreatment outcomes through
improved management of posttreatment risks.

Multidisciplinary Knowledge Sharing The adoption of centralized health informa-
tion systems can enhance multidisciplinary care for patients. A wide variety of
healthcare providers adopt and adapt the use of such systems to their own practices
while orienting use to those of other care providers in the team (Oborn et al. 2011).
In healthcare today, an area where the role of knowledge sharing is vital is in cancer
care. Especially, as cancer is now considered a chronic disease and more people
survive cancer today than ever before, on-going management of cancer patient
survival depends heavily on coordination and collaboration of a multidisciplinary
team including oncologists, PCP, surgeon, radiation, and nurses to name just a few
key members of typical care teams (Sullivan et al. 2011). Identifying, managing, and
mitigating risks in this sphere is a key part of successful cancer survivorship, and
risks include toxicity levels of chemo-therapy drugs, suppressed immune systems,
and thus a higher propensity for infection and likely falls risks (Clemer and Spuhler
1998).

Proposition 4 IRD can promote knowledge sharing between stakeholders to lead
to improved patient risk management and decision-making.

Stakeholder Communications Research has consistently continued to support the
indisputable link between patient–physician communication and improved patient
care and self-management (Heisler et al. 2002). Furthermore, physicians use active
listening techniques and respond to patients’ emotional needs, lower risks, and
thereby losses through malpractice suits (Virshup et al. 1999). Similarly, communi-
cations between physicians and staff, e.g., nurses, directly impacts patient care. For
instance, found that while nurses and obstetricians agree on common goal of healthy
child and mother, they disagreed on how such care was to be accomplished and
communicated minimally when both patients were faring well. In such cases, it may
be common to overlook transference of critical patient knowledge. The information
and cognitive layers of the HOUSE model, we suggest, can equip an IRD solution
to facilitate the sharing of knowledge and enhance communication between patient,
physician, and staff. To this end, the following are proposed:

Proposition 5 IRD solutions can improve communications among clinicians and
healthcare providers to improve treatment decision-making process.

Proposition 6 IRD solutions can improve communications among patients and
clinical staff and thereby improve treatment decision-making process.

Routinizing Workflow While Personalizing Care Routinizing physician workflow
is a way to attain “meaningful use” of HIS (Agarwal et al. 2010). Such rou-
tinization can enhance physician efficiency and minimize risks. Routines allow
hospitals to deliver quality in healthcare through adoption of consistent standard
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operating procedures. Routinized workflow management improves patient care and
organizational performance. Uniform use of HIS, however, runs the risk of applying
standardized care and overlooking the need to customize care to patient needs.
Personalized care that relies on knowledge about the patient’s unique medical
history and physiological makeup to tailor care can provide cheaper and more
effective treatment (Fichman et al. 2011). The combination of multiple data sources
and intelligent analytics techniques as embedded within the HOUSE model can
deliver the ability to balance the two needs, i.e., routinization of workflow while
providing customized care through the use of intelligent routines embedded within
the workflow. As such, we propose that:

Proposition 7a IRD can result in improved organizational workflow to support
physician and organizational performance.

Proposition 7b The intelligent routines in IRD can support personalized patient
care while gaining from organizational workflow efficiencies.

5.1.2 Examining Critical Factors in the Success of IRD

Healthcare IT adoption and success has been rife with issues such as resistance
to adoption by physicians (Simon et al. 2015), healthcare providers (Porter and
Teisberg 2009; Kent et al. 2015), and patients (LeRouge and Wickramasinghe
2013) among other stakeholders. Concerns have also been raised about challenges
associated with meaningful integration of isolated health systems (Kaplan and
Porter 2011) and agility in IT investments (Sulaiman and Wickramasinghe 2014).
Considering these concerns, there is a need to understand and enable factors that will
be critical to successful use of IRD systems in healthcare. In light of the newness
of this domain, we extrapolate factors from existing HIS literature and elaborate on
how these might apply to IRD implementations in the future.

Integration of Diverse and Disparate Systems For decades, research has attributed
challenges related to integration of isolated systems to the prevalence of small
providers in healthcare who have been effective in meeting individualized needs of
health areas as opposed to the entire organization or workflow (Kim and Michelman
1990). With the emergence of health enterprise systems, that barrier is mitigated, but
new barriers related to integration of disparate data sources, not always internal to
the organization, are emerging. Integration of internal systems with each other and
with external data sources may also be especially relevant as new opportunities for
personal health record and national health information networks emerge (Ozdemir
et al. 2011). As such, integrated systems are central to successful implementation of
IRD systems, particularly in response to the growing need to understand challenges
and needs of individual patients within the space of personalized medicine. To this
end, we propose:

Proposition 8 Successful implementation and use of IRD depend on meaningful
integration of disparate health information systems and underlying processes.
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Minimizing IRD Avoidance and Promoting Use User-centric design of IRD systems
presupposes the engagement of key stakeholders that deliver relevant data for
such systems as well as those that adopt related information to support patient
care and organizational performance. Yet, literature is replete with narratives of
avoidance behaviors, despite the need and opportunity to use HIS. These avoidance
behaviors are directly linked to negative impact on patient care (Kane and Labianca
2011) and increased risks related to patient readmission (Bardhan et al. 2014).
In contrast, physician’s use of HIS contributes to patient satisfaction with care
quality (Venkatesh et al. 2011). To this end, several mechanisms have been proposed
for overcoming these limitations of adoption challenges. Health organizations are
encouraged to consider conscious adoption of brokering strategies that allow HIS
avoiders to have someone else interact with the system or clustering users who have
similar usage patterns (Kane and Labianca 2011). However, in those cases, signif-
icant communication processes must be in place to share both patient and process
information. The central principle of NHCO assumes a free, multidirectional flow
and exchange of information. Accordingly, social and technological mechanisms for
facilitating communications to overcome avoidance will be central to IRD success.
To this end, we propose:

Proposition 9a Successful implementation of IRD depends on minimizing avoid-
ance among health professionals and developing mechanisms that promote use.

Proposition 9b Successful implementation of IRD depends on developing
sociotechnical communication mechanisms that promote user or overcome
limitations of avoidance behaviors.

Stakeholder Readiness and Information Sharing Individuals protect their electronic
health records and apply different rules to determine whether or not to disclose their
information depending on the risks relevant to their healthcare context (Anderson
and Agarwal 2011). Furthermore, emotion plays an important role in disclosure
as individuals with negative emotions about their health are more willing to
disclose their private health records (ibid). Studies have suggested that financial or
social incentives might encourage individuals to willingly participate in providing
information necessary for a holistic IRD implementation (ibid). We take this idea
further and suggest that the opportunity for improved knowledge sharing with health
professionals and improved communications (as discussed in Propositions 4, 5, and
6) could be effective in increasing individual participation in sharing healthcare data.

Proposition 10 Successful implementation of IRD requires improved information
sharing among stakeholders.

Adaptation for Disparate Domains Although the HOUSE model describes ele-
ments of an IRD solution for healthcare, many issues regarding its implementation
into specific healthcare contexts such as stroke treatment, brain surgery, and
less severe conditions must be determined through domain-specific research. Our
experience with both the CHD and an alternate domain of total hip arthroplasty
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(THA) and total knee arthroplasty (TKA) clearly suggests that while the HOUSE
model holds generally true, some modifications will be necessary to fully support
each unique domain. Therefore, the next phase for this research is prototyping and
simulation of the solution to trial the model in a selected clinical environment. To
this end, we suggest the following:

Proposition 11 The IRD will require modification for less severe treatments to
better support the treatment decision process.

6 Conclusion

This study has contributed to theory and the body of knowledge by proving the
importance of IC, NHCO, and UCD in developing a feasible IRD solution in the
healthcare context. The study also contributes to practice at many levels. First, it
provides insights for healthcare delivery wherein there as always an informational
asymmetry that provides a barrier to clinicians in ever having a complete picture
and understanding of all the critical underlying issues leading to the malady from
which the patient is suffering. Better data that is integrated with tacit and explicit
knowledge serves to significantly reduce this information asymmetry so that the
clinician can make the best possible decision in the dynamic and complex context
with which he/she is confronted. Further, given the general trend in healthcare
delivery in the USA and globally to move from a focus on volume to value, data
now becomes key. Specifically, data on predicted risks and risk factors such as BMI,
HA1C, and/or smoking are critical in the assessments of value (ibid); simply stated
better data directly leads to better outcomes, and the contributions of this paper
address how to ensure systematic strategies so that better data is in fact generated
rather than generating voluminous noise.

This research demonstrates that the selection of the risk detection, prediction
by data mining tools as one of the data science techniques, and then decision
support are important for decision-making in the complex treatments. IRD, in
practice, can also be used as a training tool for nurses and medical students to
detect treatment risk factors and their impact on outcomes. Moreover, it can also
provide decision support to assist doctors in making better clinical decisions or,
at least, provide a second opinion. Furthermore, IRD can be used as a knowledge
sharing and information transferring mechanism between clinicians, clinicians and
patients or their families, and between patients. The study makes a contribution
to practice and theory, namely, confirming a role for data mining models and data
science technologies in healthcare contexts. Given the move in healthcare currently
in the USA to move to bundled payments and values-based care risk assessment,
management and mitigation are now more critical than ever before, and without
IRD, it will be most challenging to develop a comprehensive risk profile of patients
and then decide on appropriate management and mitigation strategies, hence making
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this research of central importance. In closing, the study contends that real-time IRD
is critical for many areas in healthcare where complex and high-risk decisions must
be made and, in doing so, calls for further research.

Appendix A

Name of study Disease state Application of KD

Kaur and Wasan (2006) Diabetes Rule-based, decision tree, and artificial neural
network were used to classify diabetic patients

Meyer et al. (2014) Type 2 diabetes
mellitus

Data mining classification techniques were
applied to improve treatment of patients with
type 2 diabetes through better prediction and
elimination of treatment failures

Chandola et al. (2013) Healthcare fraud Three case studies using big data and data
mining are developed for identifying fraudulent
healthcare providers using insurance claims
data. Hadoop/Hive data platforms were used
for text mining, network analysis, and analysis
of claims sequences

Marschollek et al.
(2012)

Identification of
patients with risk
of falling

Data mining techniques were used to detect
patients with high risk of falling. Techniques
classified patients as fallers or nonfallers.
Prediction accuracies ranged from 55% to 68%

Holzinger et al. (2012) Strokes Use of data visualization techniques for
mapping brain activity patterns and improved
sense-making of brain functions

Patrick et al. (2011) Extraction of
clinical data

Machine-learning and rule-based system is
used to extract clinical data from text and
natural language notes. A pipeline system was
developed to extract clinical data

Batal and Hauskrecht
(2010)

Antibody test
orders

Using data mining, authors elicit minimally
predictive rules (MPRs) that are applied to
predict heparin–platelet factor 4 (HPF4)
antibody test orders from electronic health
records. MPR-based classification models were
comparable with those obtained from using a
complete set of association rules

Srinivas et al. (2010) Cardiovascular
disease

Data mining techniques were used to predict
the likelihood of patients experiencing heart
disease. Medical profiles such as age, gender,
blood pressure, and blood sugar were used

Peng et al. (2006) Breast cancer
detection

Use of genetic algorithms to search for bright
spots in mammograms improved detection

(continued)
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(continued)

Name of study Disease state Application of KD

Wright and Sittig
(2006)

Physician order
entry

Data mining techniques were used to learn
from past ordering behaviors. Compared to
manual ordering, data mining increased order
efficiency, better accounted for local
preferences, and enabled improved integration
into existing clinical systems

Gago et al. (2005) Organ failure and
mortality
assessment

KD and agent-based technologies were used to
predict organ failure in hospital ICU

Ceglowski et al. (2005) Emergency
department data

Mining of emergency data resulted in discovery
of definitive treatment pathways that fully
modelled patient treatment. Analysis provided
insights into emergency department workload
and types of procedures carried out

Kraft et al. (2003) Spinal cord
injuries

Nursing diagnosis and neural networks were
used to predict length of stay for patients with
spinal cord injuries. Algorithms correctly
predicted 77% of the stays

Cardiology Predictive analytics model was effective in
predicting readmission of patients diagnosed
with congestive heart failure

Abidi and Goh (1998) Infectious
diseases

Neural networks were used to forecast bacterial
infections using past data
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A Literature Review on Predicting
Unplanned Patient Readmissions

Isabella Eigner and Andrew Cooney

1 Introduction

The changing demographics of developed countries are forcing medical practices to
alter treatment behaviour. Whereas in the past, in which communicable diseases
were a concern, it is now non-communicable diseases that strain both medical
and economic resources. Diseases such as diabetes and dementia, which do not
substantially reduce life expectancy but increase the cost of care per patient, are
exacerbated by increasing life expectancy and decreasing population growth. As a
population’s growth rate falls, the injuries and diseases with the highest incidence
and prevalence become those suffered by older populations (Murray and Lopez
1996). Moreover, decreasing population growth inhibits the working population
to contribute economically to the welfare of older and frailer population groups.
This leaves both publicly and privately funded healthcare systems vulnerable to
operational inefficiencies.

In light of this, hospitals are forced and encouraged to improve treatment stan-
dards to become more efficient. One such factor to measure operational efficiency
is a hospital’s readmission rate, specifically, the rate at which patients, having been
discharged, are readmitted to a hospital against planned intentions for the same or
related admission reason. High readmission rates can result in a reduction of state
or federal funding (Shams et al. 2015). Therefore, it is in the interest of avoiding
monetary penalties that hospitals identify patients at higher risk of having unplanned
readmissions.

Predicting patient readmission, however, often requires the joint analysis of
multiple sources of data. Therein lies a problem of obtaining partial, fragmented and
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misaligned information. This limitation in data quality in turn historically hindered
epidemiologists to extrapolate demographic information to within plausible limits
(Murray and Lopez 1996). Additionally, fragmented data spread across multiple
sources make it difficult for policy-makers to compare the relative cost-effectiveness
of different interventions. Thus measuring, gauging and creating benchmarks for
unplanned readmission have been hitherto difficult.

Rapid developments in the fields of data warehousing and data science have
enabled researchers from multidisciplinary backgrounds to contribute to a growing
body of knowledge in predictive analytics, namely, the building, training and
application of predictive models to stratify patients into various risk groups based
on information from administrative, insurance, clinical and government registry
sources. Such contributions to this academic field are aimed at first aligning complex
and sensitive information across multiple sources. This information is thereafter
used to identify patients in need of additional healthcare resources by means of
various intervention methods (Billings et al. 2013).

The emergence of predictive analytics in forecasting patient admission has a
mixed approach in the current literature. Researchers of multidisciplinary back-
grounds have approached this problem by analysing various sources of data,
investigating the strength of association between socio-demographic and clinical
variables with patient readmission. Depending on the strength of association and
the objectives of the researchers, these variables are incorporated into a predictive
model to correctly classify patients’ risk of readmission. The goal of this literature
review is thus twofold and structured according to the following tasks:

• Identify patient risk factors included in existing readmission prediction models.
• Collect, group and analyse the methods used to build the predictive models and

their predictive performance.

2 Approach

In gathering the literature for this review, articles are obtained systematically from
July 2017 to June 2017. Given the multidisciplinary nature of the subject matter,
consistent search terms are applied to three different databases focusing on business,
economics and health-related topics. The conducted search is not limited to a
geographic region; however, it is assessed for eligibility through a set of criteria.

2.1 Eligibility Criteria

Studies focusing on the building, training and validation of prediction models with a
specific readmission-related outcome are considered for the literature review. Such
readmission-related outcomes pertain to time-specific readmissions and disregard
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the specific place of the study samples’ index admission and subsequent readmis-
sion. Articles are further subject to eligibility based on the type of prediction model
used, that being an already recognised or adapted form of a prediction model.
Finally, the use of discriminatory statistics, namely, the c-statistic or AUC or the
rate at which a model correctly predicts in the derivation (or training) and validation
(or testing) data set, is the basis of model performance comparison.

The type of split (e.g. 75:25 or 80:20) chosen by a researcher to divide a data
set is not included as an exclusion criterion, as no exact science exists proving
the impact on a model’s performance (Kotu and Deshpande 2015). Additionally,
studies included in the literature review have to be published after 2005 and in
peer-reviewed journals only. Given that the existence of a prediction model is based
upon the variables used to develop and train it, included studies already consist of
risk factors and justifications for their use. Studies examining patients under the
age of 18 or inflicted with psychological disorders are not included. This is based
on the heterogeneity of risk factors among paediatric and mental illness patients
(Kansagara et al. 2011). Further information on the exclusion criteria is given in
Table 1.

Table 1 Eligibility criteria for selected studies

Included studies Excluded studies

Types of
studies

Peer-reviewed journal articles

Language English
Participants Adult populationsa Missing or insufficient setting,

population, data collection methods
Outcomes Readmission-related outcome with a

specified time between admission and
readmission

Studies focusing solely on other
predictable outcomesb

Statistics Studies using the C-statisticc to assess
the performance of the predictive
model

Derivation
and
validation

Contain, or at least mention, using
internally or externally validated datad

Other
exclusion
criteria

Inclusion of patients dying in the index
admission or post-discharge within the
specified readmission time; model not
sufficiently described

aIf not stated, then adult population is assumed
bFor example, patient’s expected length of stay, cost to the hospital or procedures needed
cC-statistic is a measure of model accuracy taking into account the ratio of correct vs. incorrect
predictions made in the derivation and validation samples by a prediction model
dFor example, using bootstrapping on the data as an internal validation and using new data as
external validation
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2.2 Definition Criteria

In the context of this review, a readmission is defined as an unexpected visit
and subsequent admittance to a hospital for reasons corresponding to an earlier
and related hospital admission. The specificity of timing (e.g. 30-day, 180-day
readmission, etc.) in which this readmission occurs is not included in the eligibility
criteria due to differing international standards. However, it is of importance that
authors include a time-based parameter (henceforth referred to as an outcome) in
which their patient samples are examined. Readmissions occurring outside of this
specified time frame are hence not considered readmissions, but rather are new index
admissions for related or different comorbidities.

A predictive model consists of associations between measurable variables to
predict a certain outcome (Shmueli and Koppius 2011). Divergent sources of patient
information are used in analysing patients’ risk of readmission, and in some cases,
this information is aligned across multiple sources (e.g. administrative and clinical
data sources). Predictive models in the context of this chapter are thus directed
towards the classification of patients’ probability of being readmitted to the hospital.

Referred to frequently in this chapter is the c-statistic, otherwise known as
the concordance statistic. The c-statistic often displayed alongside the receiver
operating characteristic (ROC) plot is a reflection of both model accuracy and
generalisability. It provides a good summary measure of model precision by
providing a range of accuracy between 0 and 1. Within this range, a c-statistic of 0.5
is deemed as no better than chance, while a c-statistic between 0.7 and 0.8 indicates
a modest or acceptable discriminative ability (Pencina and D’Agostino 2015).
Moreover, the c-statistic provides for an easy-to-understand point of comparison,
thus being suitable for the purpose of this section.

2.3 Data Source and Search Method

Literature searches are comprehensively conducted through the electronic databases
EBSCO, AIS Electronic Library and PubMed. Publications matching the search
terms “(readmission OR rehospitali∗) AND (predict∗ OR model)” in their title
are included if they were published in a peer-reviewed journal after 2005. No
restrictions regarding publication status and rank are used; however, the SJR and
H Index are looked up and recorded in a research log. Studies using patient risk
factors to build predictive models are found using a combination of search terms.
These search terms are consistently applied across all electronic databases.
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2.4 Data Collection

A total of 417 articles are collected in the initial search. The first stage of refining the
papers is conducted by reading each of the titles and abstracts. Papers are assessed
for eligibility based on the aforementioned exclusion criteria (cf. Table 1). 367
papers are excluded, and the remaining 50 papers are read in detail during which
the exclusion criteria are once more applied. The resulting sample consists of 44
papers which met the eligibility criteria (cf. Table 2).

Table 2 Identified studies on readmission prediction

Study Data sourcea Disease under studyb Baseline test

Amalakuhan et al. (2012) MR COPD N
Amarasingham et al. (2010) EHR HF Y
Bardhan et al. (2015) EHR CHF N
Betihavas et al. (2015) Registry CHF N
Billings et al. (2013) Registry AC N
Brown et al. (2013) Mixed AMI N
Brzan et al. (2017) MR Obesity Y
Choudhry et al. (2013) EHR AC N
Demir et al. (2009) Admin COPD N
Demir (2014) Registry COPD, Asthma N
Donzé et al. (2013) Mixed AC N
Dorajoo et al. (2017) EHR AC N
Dugger et al. (2014) EHR AC N
Fleming et al. (2014) Mixed HF N
Golmohammadi and Radnia (2016) Mixed AC N
Hasan et al. (2010) Mixed AC N
Hilbert et al. (2014) MR AMI, HF, PN N
Hummel et al. (2014) Mixed AC N
Huynh et al. (2015) Mixed HF N
Jamei et al. (2017) EHR AC N
Fehnel et al. (2015) MR AC N
Lee (2012) MR AC N
Leeds et al. (2017) EHR Surgery N
Lin et al. (2017) Claims AC N
Lindenauer et al. (2011) MR PN N
Mortazavi et al. (2016) Mixed HF N
McLaren et al. (2016) MR HF N
McManus et al. (2016) MR AMI Y
Nguyen et al. (2016) EHR AC Y
Pack et al. (2016) Admin AVR N
Picker et al. (2015) MR AC N

(continued)
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Table 2 (continued)

Study Data sourcea Disease under studyb Baseline test

Rana et al. (2014) EHR IHD Y
Sawhney et al. (2017) Mixed AKI N
Shulan et al. (2013) Admin AC N
Shadmi et al. (2015) HER AC N
Shams et al. (2015) EHR AC N
Shams et al. (2015) Admin AMI, HF, COPD, PN Y
Tabak et al. (2017) EHR AC N
Taber et al. (2015) Mixed KTX N
Tong et al. (2016) EHR AC Y
Walsh and Hripcsak (2014) MR Specific + AC N
Whitlock et al. (2011) Mixed AP N
Yeo et al. (2016) MR Surgery N
Yu et al. (2015) Admin AMI, HF, PN Y
Zhu et al. (2015) Admin HF N

aMR Medical records, Admin administrative
bAC All-cause, AKI acute kidney injury, AMI acute myocardial infarction, AP acute pancreatitis,
AVR heart valve surgery, CHF (chronic) heart failure, COPD chronic obstructive pulmonary
disease, IHD ischaemic heart disease, KTX kidney transplant, PN pneumonia

During the latter two stages of the literature selection, data is collected and
organised into concept matrices. A concept matrix, as defined by Webster and
Watson (2002), is a method that effectively organises the concept-centric nature
of a literature review. Moreover, the concept matrix provides a framework in which
concepts can be aligned and compared between authors. The studies are separated
into two groups for observation. These are segregated by the type of predictive
model used and the risk factors used to train and validate them. In the literature,
authors first assess the risk factors’ correlation with readmissions within a data
set. Thereafter, authors use these risk factors to build, train and test their predictive
models. This chapter follows this layout by first presenting risk factors identified in
the literature. The ensuing section will present the predictive models implemented
by the various authors.

The first group concerning the assessment of patient risk factors are synthesised
into eight subgroups. Variables included in the literature’ final models are generally
heterogenic and, when necessary, are qualitatively collapsed. Predictive models are
initially grouped according to which family they belong (e.g. regression trees to
the regression family) and synthesised hierarchically according to their relative
performance (cf. Table 4). This performance evaluation is displayed for both the
derivation (where applicable) and the validation cohorts.



A Literature Review on Predicting Unplanned Patient Readmissions 265

3 Sample Statistics

3.1 Interest in the Subject Area

To show the growing interest in the subject matter, the articles’ publish date is
displayed in Fig. 1. Interest in the creation of readmission models has been steadily
increasing in recent years. Starting in 2005, the beginning of the search terms, and
ending in 2017, a total of 44 papers matched the criteria specified in Table 1. The
increased interest first started in 2010 and continued to develop until a peak is
reached in 2015 and 2016. After this peak, interest in the topic subsided to four
articles. The drop in interest, however, is more likely to be related to the end of the
search period (June 2017) as opposed to a decline of interest in the study area.

The transfer towards electronic health records (EHRs) is still a recent trend
with many hospitals moving away from traditional paper-based records. The
digitisation of patient records increases researchers’ abilities to apply predictive
models focusing on patient readmission. Therefore, it is of interest to observe how
the general number of published articles is impacted by the recent uptake of EHRs.
It is evident from Fig. 1 that interest in the subject matter is being impacted by a
sharp uptake in authors using EHRs as their data sources (peak of n = 7 in 2016).
Moreover, the use of mixed and registry data sources remains stable over the search
period, thus pontificating EHRs’ positive impact on the academic field.

Fig. 1 Development of published studies
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4 Characteristics of Included Studies

The results present a sample containing much heterogeneity in research approaches.
Data sources in this sample consist of administrative data (30%), EHR (28%),
medical records (23%), registries (20%), claims data (10%) and interviews (10%).
Authors additionally make use of multiple data sources (e.g. Donzé et al. 2013;
Hasan et al. 2010; Hummel et al. 2014, etc.), linking, for example, medical health
records with administrative information. In this sample, despite the recent growth
of EHR-based studies, administrative data were most prevalent. Administrative
records contain details of a patient’s interaction or interactions with a hospital. The
addition of clinical information to the demographic, behaviour and socio-economic
information obtained from administrative data is possibly a reason for increased
interest in the subject area. Evidence of this is observed in Fig. 1 whereby the
cumulative interest in the topic is driven by studies based on EHRs published in
2016 and 2017. Interestingly, data coming from registry sources are least used in this
sample. This may be concerned with the difficulty in obtaining these data, as they
are typically intended for purposes related to clinical trials or intervention testing.

4.1 Disease Specificity

Authors in this sample use mixed approaches in targeting specific and broad patient
groups. Less than 50% of papers focus on all-cause readmissions, while the majority
of papers (63%) focus on a specific disease category. Although not specifically
correlated, interest in disease-specific prediction models could be in response to the
2012 Centers for Medicare and Medicaid Services (CMS) update directed towards
lowering the readmission rates of heart failure, myocardial infarction, COPD and
pneumonia (CMS 2016).

Papers with disease-focused predictive models consist mostly of heart-related
conditions (n = 12). Within this group, heart failure makes up the largest cohort
(n = 8). Following on from this, four studies focus on COPD, three on PNE and
three on AMI. The remaining studies are all single counts of other disease groups. It
should be noted, however, that in some cases (e.g. Yu et al. 2015) authors chose
to examine both disease-specific and all-cause readmission. For the purpose of
consistency, these models are treated as separate entities.

4.2 Study Design

Much of the time spent in developing prediction models is ensuring the quality of the
data (Kotu and Deshpande 2015). Raw data taken directly from information sources
are likely to contain anomalies and noise that would affect the results produced
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by the predictive models. Possibly for the reason of long processing time that the
majority of studies (70%) have retrospective study designs.

4.3 Homogeneity of Papers’ Samples

To improve the generalizability of results, some authors use data from health
networks and alliances. As the name suggests, health networks and alliances denote
a group of connected hospitals and healthcare centres in a certain region. Leaving
aside the administrative and financial advantages to link a group of hospitals in
a vicinity, data obtained across multiple centres nullifies peculiarities specific to
one treatment facility. In turn, depending on the incidence and prevalence of this
peculiarity across the alliance, results can be normalized to a value that reflects real-
world instances.

In this sample, just over half of articles use data originating from more than one
treatment facility (60%). Studies using data originating from health alliances are
solely located in the USA, using either the Advocate Health Care Hospitals located
in the Chicago metro and suburban region or a series of veteran hospitals. The latter
is not specifically an alliance when considering the underlying bureaucratic aspect
of the hospital network. However, they are considered so in this thesis, as veteran
hospitals provide an accumulation of data from multiple facilities and regions.

4.4 Country

Authors publishing studies were predominately doing so from data sources originat-
ing in the USA (75%). While Australia and the United Kingdom account for 15%
of the sample collectively, interest in the topic is clearly highest in the USA. Given
the existence of the aforementioned health networks, obtaining heterogeneous data
from established collections may yield more reliable results than using data from a
single source. This may, in turn, attract authors to seek out data being made available
by these alliances.

4.5 Type of Comparison

Papers within this sample utilize a variety of different methods in building and
implementing predictive models. While the majority of papers include no com-
parison of models (the purpose of their paper being solely to develop and test a
predictive model; refer to, for example, Hummel et al. 2014; Dugger et al. 2014),
just over a third of the sample incorporate some sort of comparison (37%). Such
an aggregate level observation gives insight into the motivations behind the various
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authors. Moreover, the scattered approach is possibly a testament to the immaturity
of the academic research field insofar as a consistency of approach is concerned.

Incorporating a baseline test into a study involves using known industry bench-
marks such as HOSPITAL score, LACE index, and CMS. Within this sample,
many papers refer to these industry benchmarks by providing comparisons in
model performance. This comparison is typically constructed on the grounds of the
resulting c-statistic. Only six studies within this literature review (15%) include an
industry baseline test as a benchmark from which to develop, validate and compare
their own predictive model (Amarasingham et al. 2010; Rana et al. 2014; Shams et
al. 2015; Tong et al. 2016; Nguyen et al. 2016; McManus et al. 2016).

Some authors in this literature review direct their focus towards comparing the
performance of various predictive models. Leaving issues such as heterogeneity
of sample groups aside, these studies provide empirical evidence of how various
modelling approaches perform on population groups. Within this sample, four
authors develop, validate, and compare various predictive models (Shams et al.
2015; Tong et al. 2016; Mortazavi et al. 2016; Demir et al. 2012). In Shams et
al. (2015), four prediction models are implemented before developing their own
and comparing it to their own generated baseline model (derived from a tree-based
classification method). In other cases, such as Tong et al. (2016) and Mortazavi et
al. (2016), boosting algorithms (such as LASSO and AdaBoost) are tested on pre-
existing predictive models.

4.6 Outcome

As mentioned previously in the exclusion criteria (cf. Table 1), inclusion into the
literature review is necessitated by a time-based outcome. Within this sample, the
overwhelming majority of papers use 30-day unplanned readmissions (83%). Given
that the majority of papers published in this literature review originate from US-
based data sources, this statistic may be indicative of CMS’s influence on the
academic field and mandate of hospital quality measures (Fehnel et al. 2015).

Despite this established industry standard, however, some studies dedicate some,
if not all, of their research to the comparison of other unplanned readmission
outcomes. Eleven such papers included the following outcomes: 15-day (Dorajoo
et al. 2017), 28-day (Betihavas et al. 2015), 38-day (Demir et al. 2009), 45-day
(Demir et al. 2012), 90-day (Fehnel et al. 2015; Pack et al. 2016; Sawhney et al.
2017) and 365-day (Fehnel et al. 2015; Amalakuhan et al. 2012; Billings et al.
2013). In Demir et al. (2009), a process-oriented viewpoint was adopted, treating
patient risk as moving from high to low based on time from discharge to time spent
in the community. In this particular paper, a 38-day outcome is found to be optimal
based on minimizing the classification error between high- and low-risk patients and
using the intersection of time-to-readmission curves. In other cases, the outcome is
determined by disease-specific guidelines (e.g. Sawhney et al. (2017) focus on acute
kidney injury and hence follow the recommended 90-day risk assessment).
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5 Patient Risk Factors

5.1 Characteristics of Patient Risk Factors

The studies included in the literature review present a vast collection of heteroge-
neous risk factors. In total, 175 different risk factors are observed, recorded and
thereafter condensed into eight groups (cf. Fig. 2). Risk factors are qualitatively
assessed for similarity and grouped accordingly.

From an aggregated perspective, authors frequently incorporate patients’ history
of comorbidities and concomitant diseases into their final models (81%). Possibly
due to the ease of accessibility, demographics (which entail age, sex, etc.) are
frequently included in predictive models (70%). Risk factors relating to hospital vis-
itation are used by roughly two-thirds of the studies and consist largely of a patient’s
length of stay and number of admissions and discharges. More specific social
determinants of health, which may possibly be derived from the aforementioned
social demographics, are used less (50%). Similarly, health behaviour involving
patient habits (e.g. smoking status or inactive lifestyle) are used less often (39%).
Lab and clinical results are less prevalent in this data set and are present in only
44% of the final models. Again, this may stem from the difficulty of obtaining such
information.

5.2 Socio-demographics and Social Determinants of Health

Papers in this sample use a range of socio-demographic and social determinants of
health data. Among these, age and gender are consistent predictors of readmissions
(65% and 55% respectively). However, it should be noted that six studies focus on
populations older than 60 years of age (Hummel et al. 2014; Lindenauer et al. 2011;
Fehnel et al. 2015; Zhu et al. 2015; Lin et al. 2016; McManus et al. 2016; Yeo et al.
2016). Ethnicity and race are less considered as predictors of readmission and are
included in less than a third (28%) of the studies. According to Shams et al. (2015),
veteran hospitals do not capture this specific metric.

Social determinants of health are even less considered in the sample. This may in
part be due to the difficulty in obtaining such metrics (e.g. calculating the distance
from healthcare facility (Fleming et al. 2014; Huynh et al. 2015) or measuring
education and health literacy (Demir et al. 2009; Lin et al. 2016; McManus et al.
2016). Of particular interest in this group, however, is a patient’s regular access to
care. This typically consists of a patient’s access to a doctor by means of the type of
residence (e.g. hospice). This risk factor is present in 25% of studies. Only 20% of
the articles included insurance as a predictor of readmission.
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Fig. 2 Frequency of risk factors
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5.3 Comorbid Conditions and Clinical Results

The presence of patient comorbidities is frequently included as risk factors. Of
the included studies, 88% of the sample use patients’ comorbid conditions in their
predictive models. 20% of studies use patients’ comorbidity index or severity index
as a measure of readmission. Examples of comorbidity and severity indices include
CMI, CHESS and the Elixhauser score; the specific score itself is derived from
previous and or coexisting diagnoses. Fourteen papers (31%) in the sample include
a presence of mental illness as a risk factor in their predictive models; however, none
report finding a significant relationship.

Although broad in available options, using clinical data obtained from laboratory
tests results in varying effects. This information is mostly taken from EHRs,
whereby use of broad and extensive clinical information is now available. Given the
variation in published results, it is clear that authors are still investigating how this
information can be best analysed or integrated with other sources of data. Within this
category, however, some clear indicators of readmission are observed. For example,
sodium (± <130 mmol/L) and creatinine (<2.5 mg/dL) are used in 20% of studies
as indicators for heart failure patients. Another strong indicator of readmissions is
a patient’s albumin level (recorded either at admission or discharge), which is used
by 20% of the included studies.

5.4 Polypharmacy Risk Factors

Factors relating to a patient’s use of polypharmacy during admission and at
discharge are seldom used in this sample (n = 9). In Picker et al. (2015), Donze
et al. (2013) and Dorajoo et al. (2017), a significant influence of polypharmacy
on possible readmissions is observed. However, these associations, despite their
statistical significance, are generally weak, and hence other factors in these stud-
ies are examined. Only Picker et al. (2015) investigate the association between
polypharmacy risk factors and patient readmissions.

Research in Picker et al. (2015) is dedicated to observing the influence of
discharge medication on 30-day readmission. Based on a population of 5507
patients, a statistically significant correlation between the number of discharge
medications and a 30-day readmission is observed. Within their sample, 30% of their
readmission cohort consists of patients who have prescribed 12 or more discharge
medications (p < 0.001). However, when examined independently with 30-day
readmission, the association was found to be non-significant.

Despite the overall weak performance of polypharmacy in the observed sample,
authors nonetheless examine their effect on readmission. Yeo et al. (2016) investi-
gate chemotherapy in both age- and non-age-stratified cohorts. In the age cohorts
65–74 and 75–84, patients are at higher risk of readmission. Both risk factors are
statistically significant (p < 0.001). Huynh et al. (2015) examine eight polypharmacy
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risk factors, of which two, ACEI/ARB5 and diuretic use, are statistically significant
(p < 0.001). In Leeds et al. (2017), although they found a significant association
(p < 0.01), the magnitude of this is minuscule.

Calculating the association between polypharmacy and unplanned patient read-
mission may be difficult due to the multiplicity of medications that patients
receive. Moreover, examining polypharmacy covers a wide range of pharmaceutical
compounds with some compounds having more severe side effects than others
(e.g. statins in endocrinology vs. biologics in rheumatology). This possibly affects
a researcher’s ability to examine the influence of a generalized polypharmacy
definition on patient health.

5.5 Hospital Visitation and Utilization

Use of patient factors relating to hospital visitation and utilization is prevalent in this
sample. These figures are generally obtained from administrative sources and prove
to be relevant risk factors. Within hospital visitation, over half of the included studies
use the length of patient stay (LOS) and the number of (previous) emergency admis-
sions or discharges (58% and 55%, respectively). Within healthcare utilization,
therapeutic procedures (e.g. surgery, dialysis, physical therapy, etc.) are observed
to be strong determinants of unplanned patient readmissions. Despite this, just over
half of the studies (56%) use these risk factors. The examination of patients’ LOS
in this sample returned homogenous results; however, there are varying methods of
approaching this particular risk factor. Within the studies that include length of stay
(58%), only ten have odds ratios (OR) to investigate the association with patient
readmission, six of which report a significant association (Donzé et al. 2013; Hasan
et al. 2010; Nguyen et al. 2016; Huynh et al. 2015; Bardhan et al. 2015). The risk of
readmission, as reported by Demir et al. (2009), increases with a greater number of
emergency days spent in the hospital.

In some studies, length of stay is altered from continuous data into dichotomous
sets of days. Donze et al. (2013), who investigate potentially avoidable readmission
(PAR), dichotomize length of stay into two bins, 1–4 days and >4 days. Within
this particular sample, patients in the PAR cohort have hospital stays longer than
in the non-readmission cohort (41% vs 56% for >4 days in hospital respectively).
Similarly, patient cohort characteristics, with exception of the patients identified
with PARs, are also observed in Tong et al. (2016), Nguyen et al. (2016) and Pack
et al. (2016). This consistent finding in papers suggests that patients identified as
high risk stay in care longer and that LOS may be a stronger predictor of patient
readmission.

The number of discharges and admissions within a certain time frame are
included in approximately half of the studies (55%). In this category, authors
observe patients’ interactions with hospitals over a specified time frame (e.g. 1, 3 or
5 years). As expected, patients belonging to unplanned readmission cohorts belong
to the group with frequent hospital visits in this time frame. For example, in Donze
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et al. (2013), approximately 70% of the study sample with 1–5 and >5 hospital
admissions in the previous year belong to the readmission cohort. This is compared
to 51% for the non-readmission cohort. Sawhney et al. (2017) report a similar
statistic, whereby 38% of the readmission cohort had one or more admissions in
the past year compared to 22% in the non-readmission cohort.

Within hospital utilization, therapeutic and diagnostic procedures are separated
based on the sequence in which they are conducted. Thus, if therapeutic procedures
are administered after a diagnostic procedure, there is something to treat or, in some
cases, operate on. Less than one-third (25%) of the included papers investigate the
association between therapeutic procedures during admission and readmission. Of
this proportion, three papers report a significant relationship (Donzé et al. 2013;
Lindenauer et al. 2011; Bardhan et al. 2015). In Donze et al. (2013), the PAR
group have a slightly larger amount of procedures compared to the non-readmission
cohort during the index admission (70% vs 30% respectively). However, Bardhan
et al. (2015) report a weak association with the number of patient procedures
and readmission (p < 0.013). Furthermore, Pack et al. (2016) observe that more
readmitted patients require physical therapy (73%) than the non-readmitted cohort.

5.6 Health Behaviour

Within risk factors in health behaviour, papers examine the influence of patients’
activities outside of the hospital on readmission. Alcohol and substance abuse,
lifestyle habits and discharge behaviour are among the included risk factors.
Although the majority of papers obtain this information from administrative or
EHRs, there are some papers that utilized interview methods either during or
post-discharge (e.g. McManus et al. 2016). Implementation of health behaviour-
related risk factors is used in approximately one-third of the study sample (39%).
Within this scope, papers predominately focus on alcohol or substance abuse
(23%) and, to a lesser extent, other lifestyle risk factors (7%). Reporting behaviour
relating to alcohol or substance result in weak correlations with patient readmission,
where only Pack et al. (2016) report a significant relationship for their 30-day
readmission model. Reporting lifestyle as a risk factor involves observing patients’
BMI and sedentary status. Only three authors include this in their predictive
models (Betihavas et al. 2015; Leeds et al. 2017; Shadmi et al. 2015). Taking into
consideration the small sample size (n = 280, 28-day re-admittance group = 32),
Betihavas et al. (2015) report a significant relationship (p < 0.001). In contrast,
Shadmi et al. (2015) note that a 1-unit increase in BMI is associated with lower
odds for readmission (0.99), the significance of this association is, however, not
reported.

Results on health behaviour risk factors are mixed among papers in the sample.
Data of this nature originate typically from administrative sources. In only one
case, primary data is obtained from patient interviews, however, with no significant
improvement in predicting 30-day readmissions. Despite the few instances of
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significant associations, results observed within this group of risk factors are not
consistent enough to generalize the health behaviour risk factors’ influence on
patient readmissions.

6 Risk Prediction Models

6.1 Characteristics of Prediction Models

The approaches to model implementation vary widely in this sample, resulting in a
total of 57 models that fit the criteria specified in Table 1. While there is some testing
into more recently conceptualized models, the majority of authors fit regression-
related models. The following section provides an in-depth overview of the types of
prediction models in this sample and their respective discriminatory statistics. This
section concludes with an in-depth look at the set of best-performing models that
exist in this sample and what outcomes can be derived from them. Papers in this
review most frequently fit models belonging to the regression family (71%). While
there exists a variety in both the non-regression and regression-related models,
logistic regression is most commonly used to investigate patient readmissions
(44%). Following this, multiple logistic regression and random forests/trees are
most commonly used (12% and 11% respectively). Decision trees are implemented
solely by Hilbert et al. (2014) mostly for demonstrative purposes in the disease
areas acute myocardial infarction (AMI), heart failure (HF) and pneumonia (PNE)
to produce visually appealing and easily understandable risk hierarchies. Shams
et al. (2015) and Jamei et al. (2017) attempt to fit a neural network in HF, AMI,
PNE, chronic obstructive pulmonary disease (COPD) and all-cause sources of
readmission. Similarly, support vector machines are fit with data in all-cause and
HF, AMI, PNE and COPD sources of readmission in Shams et al. (2015).

6.2 Cohort Model Evaluation

Model performance can be bracketed into three categories as denoted by various
authors (Kansagara et al. 2011; Dugger et al. 2014; Demir et al. 2009; Sawhney et al.
2017). In the context of predicting patient readmission, fair and poor performance
have limited reliability in their application. Achieving a c-statistic of greater than
or equal to 0.8, however, suggests that a prediction model has the reliability to be
applied in the real world. In this sample, only 14% of the included prediction models
achieve such a score. The majority of risk prediction models (47%) perform poorly
(lower than 7%), while the remainder results in fair c-statistic scores (39%). This
result supports the finding made by Kansagara et al. (2011, 2016) stating that the
majority of predictive models perform with either fair or poor performance.
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Table 3 Frequency of prediction methods

Model type Frequency

Good per-
formance
(%)

Fair perfor-
mance
(%)

Poor per-
formance
(%)

Logistic regression 25 12 36 52
Multivariate logistic regression 7 57 43
Random forest/regression trees 6 33 17 50
Boosting 3 33 67
Decision trees 3 100
Stepwise logistic regression 2 100
Artificial neural networks 2 100
Support vector machines 2 50 50
LASSO 1 100
Conditional logistic regression 1 100
Cox hazards proportions 1 100
Other 4 25 25 50

Table 4 Prediction models with good predictive performance

Study Model Disease area Sample size C-statistic Data source

Demir (2014) RT Specific 963 0.93 Registry
Demir (2014) LR Specific 963 0.92 Registry
Walsh and Hripcsak (2014) SVM Specific 118, 491 0.92 MR
Shams et al. (2015) Other Specific 2985 0.84 Admin
Whitlock et al. (2011) LR Specific 593 0.83 Mixed
Shams et al. (2015) RF Specific 2985 0.80 Admin
Betihavas et al. (2015) CX Specific 280 0.80 Registry
Leeds et al. (2017) LR All-cause 20, 970 0.80 EHR

Given the indubitable inclination towards regression-related prediction models
(cf. Table 3), an overview of this collection is necessary to assess differences in
approaches in both the regression family and the larger sample. Just under one half
(44%) of papers use logistic regression, with performance predominately distributed
between fair and poor performance. Whitlock et al. (2011), Demir et al. (2009)
and Leeds et al. (2017) showcase high-performing predictive models using logistic
regression (c-statistic of 0.83, 0.92 and 0.92 respectively). Multivariate regression
is the second most used modelling technique both within the regression prediction
models (18%) and the entire sample (12%). This sample, however, presents with
lower c-statistic scores (56% and 43% in fair and poor performance categories
respectively). C-statistics for the two groups reflect that of the total sample with
the majority of the subsample resulting in either fair or poor model performance
(39% and 47% respectively). As stated by Kotu and Deshpande (2015), regression
models are used due to their relative ease of implementation. However, as is evident
in Table 4, ease of implementation is not generally synonymous with good model
performance.
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Within this sample, eight prediction models in six studies have a c-statistic score
greater than or equal to 0.80. Approaches vary with the majority using regression-
related prediction models (50%). Sample diversity, or single or multiple-hospital
studies, vary with slightly over half of this subsample using a data set originating
from one hospital. Sample size differs greatly from n = 593 (Whitlock et al. 2011) in
the smallest sample to n = 118,491 (Walsh and Hripcsak 2014) in the largest sample.
No consistency in data sources is observed when examining the top-performing
prediction models.

The disease focus, however, is noticed as a consistent observation in Table 4. Of
the prediction models achieving a c-statistic equal to or over 0.8, only one study
focuses on all-cause disease specificity. The remainder chooses specific disease
groups to study. Moreover, authors’ examination of readmissions typically includes
the observation of chronic and, to an extent, terminal disease categories. The
majority of which pertain to COPD, heart-related diseases, AMI and PNE. The
one exemption to this generalization is Leeds et al. (2017) who focus on patient
readmissions as a result of surgical complications.

The collation of prediction models in this sample and their characteristics present
a plethora of findings. Prediction models relating to regression are widely used in the
sample with logistic regression as the most prevalent. The performance of the said
predictive models, however, present mostly with either fair or poor performance.
This performance is not specific to regression-based models, but rather reflects the
performance of the entire sample in this chapter. Additionally, it appears that data
source, diversity, sample size or prediction model do not play an overly pivotal role
in determining readmissions across the sample. Rather, and as evident, within the
high-performing predictive models (cf. Table 4), disease specificity may be more
decisive in developing better-performing prediction models.

7 Discussion

This review constructs an in-depth picture of the current state of models developed
and tested to predict patient readmissions. Study characteristics including sample
description used risk factors, and utilized prediction models are gathered to provide
the reader with a current overview of how authors in this academic field have
been active. The discovered findings of this literature analysis may serve as
recommendations for future researchers.

Five categories of comparison are observed: baseline, model, risk factor, disease
and outcome. Only a low prevalence of studies (38%) incorporates comparison
against already established work. While providing such a comparison may not be
the goal of a given study, incorporating such scores and indexes is necessary to
reinforce benchmarks and building upon the hitherto acquired knowledge.

In the observation and collation of patient risk factors, the inclusion of patients’
previous and current coexisting morbidities is consistently observed to be predictors
of patient readmissions (cf. Fig. 2). This supports the findings by Kansagara et al.
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(2011) and Dugger et al. (2014). Socio-demographic information, such as age and
gender, is included in the majority of studies. This is most likely due to their ease of
accessibility. Within social determinants of health, approximately half of the studies
include a patient’s regular access to care as an indicator of readmission. In studies
examining older population groups, this proves to be easy and crucial information
to obtain and include in prediction models.

Another major finding is the impact of a model’s disease specificity on predictive
performance. Although only a small portion of prediction models perform with good
discrimination, this group uses mostly specific, as opposed to all-cause, prediction
models. It may be the case that the combination of risk factors is confounding the
predictive capability of all-cause prediction models. This finding is yet to be further
tested; however, it serves as a legitimate finding not discussed or observed in other
literature reviews or papers. Although more research is needed to find further points,
this literature review identifies generalizations exhibited through researchers’ work,
that is, the inclusion of patient comorbidities, keeping a prediction model disease-
specific and using a variety of statistics to provide the reader with an overall
perspective of model performance.

8 Conclusion

The scope of this literature review covered 44 unique studies published between
2005 and 2017 with the shared goal of determining patient readmission. Each
study developed, trained and tested at least one prediction model, and their results
were assessed and compared using the c-statistic. In doing so, authors additionally
published descriptive statistics about their sample and the origins of the data set,
the risk factors or features used and why and specifics on how these prediction
models were fine-tuned. Using methods proposed by Webster and Watson (2002),
this information was sorted into respective concept matrices and was presented in
the body of this review.

Interest in the subject matter has been increasing in recent years and is expected
to continue as the use of EHRs becomes more widespread (cf. Fig. 1). With
more patient information being digitized, the depth and wealth of research in this
academic field will indubitably increase. This may, in turn, improve the cooperation
between hospitals and traditionally non-medical researchers. As this academic field
is still relatively young and dependent on data from hospitals, the transition towards
EHR would indeed propagate the growth of this academic field.

The majority of studies collected in this review were conducted in health facilities
in the USA. Data heterogeneity was determined by the source of data. Possibly due
to increased digitization of health records in hospitals, the use of EHRs as a data
source was high in this sample. Some authors used mixed approaches, combining
and matching either health records and administrative records or health records with
public registry information and so on. More than half of the papers trained their
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models on disease-specific areas with results favouring disease-specific prediction
models as opposed to all-cause predictive models.

In assessing various patient populations, authors collated a plethora of informa-
tion relating to socio-demographics, patient comorbidities, polypharmacy, hospital
visitation and utilization and health behaviour. Within this sample, it is observed
that assessing patient comorbid conditions is the strongest indicators of patient
readmission. This applies specifically where the population under study belonged
to an older age group and hence was more likely to have pre-existing conditions.
Patient lab results were found to be useful in finding an association between
blood urea nitrogen levels, creatinine levels and patient readmission in heart
disease-related subgroups. Hospital visitation and utilization was also thoroughly
investigated with just under half of the sample including some risk factors belonging
to this group.

The majority of risk predictive models included in this study made use of logistic
regression to examine the probability of patient readmission. This may be attributed
to the relative ease and bivariate outcome of calculating patient readmission. Despite
this, only a small portion of this sample’s logistic regression predictive models
performed at a level that would be acceptable in a hospital. This proportionality,
however, was reflected in the performance of the entire sample as a whole with
only 14% of the predictive models achieving a c-statistic score of 0.8 or higher.
Interestingly, it was found that model diversity and size have less of an impact on
model performance. Rather, when assessed on disease specificity, it was found that
models on individual disease groups performed in general much better than those
with an all-cause focus. This possibly indicates that models focusing on all-cause
readmission are being confounded by a heterogeneous mix of patient risk factors.

Given that only 14% of the predictive models in this sample resulted in a good
performance, much work is still needed to improve the predictive capability of
readmission. This literature review covers a 12-year time span and is a testament
to how this academic field is changing and adapting to advances made at the patient
and hospital levels. However, further research is needed to validate the claims made
in this review.
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Using Knowledge Management
to Develop Superior Online Health
Decision Support Solutions: The Case
of Allergy Care

Nilmini Wickramasinghe

1 Introduction

The numbers of patients suffering from allergy is globally increasing (AAAAI
2016). Recent data generated from the local HealthNuts study has identified an
increase of 20% sensitisation and a 10% challenge confirmed food allergy rate in 12-
month-old Melbourne infants (Osborne et al. 2011, 2014; Osborne et al. 2011), and
the picture of allergy in Australia in general looks even more worrying (Abels and
Cogdill 2004). According to a report made for the Australasian Society of Clinical
Immunology and Allergy (ASCIA) in 2007 (Access Economics Pty Limited 2007),
there were 4.1 million Australians (19.6%) having at least 1 allergy and the average
Australian allergic person with 1.74 allergies, forecasting of 70% in the number
of Australians with allergies affected from 4.1 million now to 7.7 million by 2050
and an increased proportion affected from 19.6% to 26.1% if the trends back then
continued (Access Economics Pty Limited 2007; HealthDirect 2018).

The financial impact of allergy treatment is significant and growing; 7.8 billion
Australian dollars was the calculated cost of allergies in Australia in 2007, and this
number is projected to increase exponentially in the next 20 years (HealthDirect
2018). This is due to different interrelated factors like lower productivity (“pre-
senteeism” $4.2 billion), direct medical costs ($1.2 billion), lower employment
rates ($1.1 billion), absenteeism and lost household productivity ($0.2 billion)
and premature death ($83 million) (Access Economics Pty Limited 2007). Hence,
focussing on identifying superior cost-effective solutions to support allergy care, as
this study sets out to do, is a key need in the Australian healthcare environment.
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2 Background

Food allergy diagnosis is confirmed by a positive allergy test (skin prick test
[SPT] or serum-specific IgE [ssIgE] blood test) in conjunction with a history of
an immediate allergic reaction to that food (Osborn et al. 2014; Osborne et al. 2011;
Peters et al. 2013). However, screening allergy testing is frequently performed in the
community prior to a patient having known exposure to a food allergen, particularly
in at-risk patient groups, e.g. patients’ with atopic dermatitis (AD) [ibid]. The wheal
size of the SPT and level of ssIgE are used as guides as to the likelihood or otherwise
of clinical food allergy (Hill et al. 2004).

The gold standard for food allergy diagnosis in this setting is by a physician-
supervised food challenge (Osborn et al. 2014; Osborne et al. 2011; Peters et al.
2013). Most food allergies in childhood resolve over time (e.g. egg, milk, wheat,
soy); however, allergies to peanut, tree nut, fish and shellfish tend to be ongoing
into adult life in up to 80–90% of patients (Osborn et al. 2014; Osborne et al. 2011;
Peters et al. 2013). To follow up for the development of potential clinical tolerance,
patients are re-evaluated every few years with repeat allergy testing (either SPT or
ssIgE) (Peters et al. 2013). The wheal size of the SPT and level of ssIgE are used
as guides as to the likelihood or otherwise of the development of clinical tolerance
(Osborn et al. 2014; Osborne et al. 2011). Serial allergy testing over several years
is common before the allergy test (SPT or ssIgE) is at a level where it may be
considered appropriate to proceed with an oral food challenge (Fig. 1) (Sampson
2002).

It is not an unusual clinical practice for clinicians to provide patients with a copy
of their SPT results each time the test is performed as well as keep a record of the
test in either written or electronic form in their patient database (Osborn et al. 2014;
Osborne et al. 2011; Peters et al. 2013). As allergy services are currently stretched,
there are frequently prolonged waiting times for food allergy review, particularly
in the public sector (HealthDirect 2018). Further, it is often the case for patients
to be seen by different allergy practitioners for follow-up testing in the longer
term (HealthDirect 2018). In the interim patients are frequently encouraged to visit
their general practitioner for food allergy follow-up that may include intermittent
evaluation of yearly or second yearly ssIgE to the food allergen(s) in question
(HealthDirect 2018). In the event that these levels are low or approaching negative,
re-referral for follow-up and consideration of formal inpatient challenge may be
appropriate (HealthDirect 2018). In this situation, it is common that previous test
results are not readily available for comparison (Duncavage and Hagaman 2013).
Especially given that there is some evidence to suggest that the rate of change in
SPT wheal size or ssIgE levels over time may help in predicting the development of
tolerance, this is clearly a suboptimal scenario (Osborn et al. 2014; Osborne et al.
2011; Peters et al. 2013).

Providing allergy care thus seems to lack accurate and reliable data within
and between different allergy care providers. According to Ho-Chang, Chang and
Prybutok (2014), more than 57% of 89 countries around the world had no food
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Fig. 1 Key aspects in allergy management (Osborne et al. 2011)

allergy prevalence data of any kind, and just 10% of these countries had this sort of
data. Hence, analysing the current approaches to treat allergy (Picker Institute 2000)
and then designing and developing a technology solution to support and enable high
value superior care in this domain appears to be a prudent approach. It would appear
that the main deficiencies relate to the lack of documenting serial allergy test results
(both SPT size and ssIgE levels) over time in a readily available and consistent
dataset by both allergists and their patients. So offering this possibility would be
an invaluable tool in the long-term management of these patients. Thus, this study
aims to develop an online solution for use by both allergists and their patients to
ensure prospective accurate and secure collection of SPT and ssIgE data for long-
term follow-up of patients with food allergy.

This study was conducted in collaboration with an Australian private healthcare
provider. Within this hospital, an allergy clinic was established in 2010 to provide
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a comprehensive service for children, adolescents and adults with allergic and
immune disorders including the long-term follow-up and management of patients
with food allergy. This clinic is the first such service to provide safe inpatient food
challenges in the private sector in Australia. To date, this clinic has performed over
2000 food challenges to confirm or refute the development of tolerance to previously
identified food allergens with a positive challenge rate of 20%. These challenges
are not without risk with anaphylaxis occurring in 2% of all challenges currently
performed at the study site, highlighting the importance of a service with expert
staff equipped to deal with potentially life-threatening anaphylaxis (Ho-Chang et al.
2014; Institute of Medicine 2015).

3 Knowledge Management

Knowledge management (KM) is a multidisciplinary paradigm that is aimed at
solving the business challenges to increase efficiency and efficacy of core business
processes while simultaneously incorporating continuous innovation and enabling
superior decision-making (Alavi and Leidner 2001; Dwivedi et al. 2001). Specif-
ically, KM through the use of various tools, processes and techniques combines
germane organisational data, information and knowledge to create value and enable
an organisation to capitalise on its intangible and human assets so that it can
effectively achieve its primary business goals as well as maximise its core business
competencies (Alavi and Leidner 2001; Davenport and Grover 2001; Drucker 1999;
Muhammad et al. 2013; Wickramasinghe 2006a, b; Wickramasinghe and von Lubitz
2006).

The premise for the need for KM is based on a paradigm shift in the business
environment where knowledge is central to organisational performance (Alavi and
Leidner 2001; Davenport and Grover 2001; Drucker 1999; Dwivedi et al. 2001;
Muhammad et al. 2013; Wickramasinghe 2006a, b; Wickramasinghe and von Lubitz
2006).

Knowledge management deals with distinct, but related, concepts, starting from
data (raw knowledge) to information (data arranged into a meaningful pattern), to
knowledge (contextualised information) and to wisdom; upon its existence beyond
knowledge, there is a wide agreement (Wickramasinghe 2006a, b). Central to KM
is naturally the knowledge construct. Knowledge is not static; rather it changes
and evolves during the life of an organisation (Alavi and Leidner 2001; Dwivedi
et al. 2001). Moreover, it is possible to change the form of knowledge; i.e. turn
existing tacit knowledge (or experiential “know-how”) into new explicit knowledge
(or factual “know what”) and existing explicit knowledge into new tacit knowledge
(Nonaka 1994; Nonaka and Nishiguchi 2001; Nonaka and Takeuchi 1995; Wick-
ramasinghe 2006a). This process of changing the form of knowledge is known as
the knowledge spiral (Wickramasinghe 2006a, b; Wickramasinghe and von Lubitz
2006), in which, according to Nonaka (1994; Nonaka and Takeuchi 1995, 2001):
(1) Tacit to tacit knowledge transfer usually occurs through apprenticeship type
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relations where the teacher or master passes on the skill to the apprentice. (2)
Explicit to explicit knowledge transfer usually occurs via formal learning of facts.
(3) Tacit to explicit knowledge transfer usually occurs when there is an articulation
of nuances; for example, if a famous surgeon is questioned as to why he does a
particular procedure in a certain manner, by his articulation of the steps, the tacit
knowledge becomes explicit. (4) Explicit to tacit knowledge transfer usually occurs
as new explicit knowledge is internalised; it can then be used to broaden, reframe
and extend one’s tacit knowledge.

These transformations are often referred to as the modes of socialisation,
externalisation, internalisation and combination, respectively (Nonaka 1994; Non-
aka and Takeuchi 1995, 2001). Integral to this changing of knowledge through
the knowledge spiral is that new knowledge is created (Wickramasinghe 2006a,
b; Wickramasinghe and von Lubitz 2006) and this can bring many benefits to
organisations. In the case of transferring tacit knowledge to explicit knowledge, for
example, an organisation is able to capture the expertise of particular individuals;
hence, this adds not only to the organisational memory but also enables single loop
and double loop organisational learning to take place (Wickramasinghe 2006b). In
healthcare, this may translate, for example, to the developing of better protocols and
codes or even further refinement to existing DRGs (Diagnosis Related Groupings).
While the transformations of the knowledge spiral provide a theoretical framework
(that facilitates the understanding of the complex knowledge), in order to be useful
in practice (i.e. for our purposes), these transformations must occur and/or be
invoked to assist in the superior diagnosis and consequent prognosis and treatment
of paediatric allergies.

3.1 Knowledge Management for Healthcare

With the ever-increasing volume of data being produced daily in the electronic
medical records (EMR) and clinical databases, knowledge management approaches
provide a tool-rich platform to perform pattern identification tasks, such as detecting
associations between certain risk factors and outcomes, ascertaining trends in
healthcare utilisation or discovering new models of disease in populations; the tools
and techniques of KM are very relevant to healthcare and this particular context,
allergy detection, prediction and on-going treatment management (Wickramasinghe
and von Lubitz 2006).

In their comprehensive assessment of applying knowledge management in the
healthcare industry, Wickramasinghe et al. (2009) noted that the gap between data
collection and data comprehension and analysis is becoming more problematic,
given the increased volume and complexity of clinical data, which, in one way or
other, reflects the complexity of the healthcare itself, and thus the tools of KM are
applied to this research.



288 N. Wickramasinghe

3.2 The Application of Knowledge Management on This Study

The tools, tactics and techniques of KM are relevant as follows: first, the designed
database to store results and tests is expected to produce high volumes of data on
different types of allergy in different age groups. Not only is the volume demanding,
but also the complexity of the produced data is an issue. Those two factors
combined, make the use of know management prudent to maximise the benefit
of using the designed knowledge base. Second, KM techniques will help bridge
the gap between data collection as a routine procedure and data comprehension
and analysis as an innovative and iterative process. This is important based on the
aforementioned explanation. Third, it will help clinicians to better understand their
patient data with less effort and time; i.e. they can focus on pertinent information
and germane knowledge, which, in turn, increases the efficiency and efficacy of their
daily business. Fourth, the aim of this study is to create reliable and exchangeable
knowledge among different allergy treatment providers, rather than merely creating
the knowledge base. This is a central aspect of any knowledge management
approach, by moving from raw knowledge (data), which is much context-dependent,
to knowledge and then ideally wisdom, which is much more context-independent
(Nonaka 1994).

4 The Proffered Solution

An essential aspect of the proffered solution is an electronic knowledge base which
will ensure prospective accurate collection of allergy test results over time. In doing
so, this will enable ready access to these results by both patients and clinicians at
each point of contact with health service providers to aid in the long-term follow-
up and management of these patients with food allergies. The knowledge base will
be designed to alert patients to appropriate timing for re-evaluation and potential
consideration for food challenge; thereby, allowing timelier introduction of food to
which they had previously reacted or had allergy test results predictive of likely true
clinical allergy.

The longer-term plan is to develop the knowledge base into a usable application
for smartphone/handheld devices increasing portability/usability and autonomy of
patient groups with allergic disease so that access to critical and potentially life-
saving information is readily available at their fingertips in real time.

5 Study Design Methodology

This study adopts a single case study (Yin 2003) and Design Science Research
Methodology (DSRM) (Peffers et al. 2002). Case study research is appropriate
when a study is exploratory in nature and it is desired to capture the knowledge
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of practitioners and developing theories from it (Benbasat et al. 1987). Further, as
a main focus of this study is to design an online solution that facilitates knowledge
transfer and sharing among different allergy care providers, a DSRM approach is
also adopted (Fig. 2a, b) (Peffers et al. 2002). DSRM is a process model that helps
carry out research focussed on designing artefacts (Hevner 2007). This methodology
is widely used quantitatively to improve existing solutions or qualitatively to create
new solutions to unsolved problems (Gregor and Hevner 2013). In this research,
this methodology is used qualitatively given the nature of this study as it aims at
creating a novel solution for an existing problem (von Alan et al. 2004), namely,
the fragmented chain of knowledge sharing among allergy care providers. Hevner
(Peffers et al. 2002) conceptualises DSRM in three cycles, including relevance
cycle, rigour cycle and design cycle. According to this framing, DSRM starts with
the relevance cycle which role is centred on providing the requirements for the
research by identifying the opportunity/problem to be addressed (Peffers et al.
2002). The rigour cycle is centred on providing past knowledge to the research
project to ensure its innovation, while the design cycle concentrates on building the
artefacts and processes and evaluating them (Peffers et al. 2002). As this research
is in its initial stages, the relevance and design cycles are relevant to this study at
this stage. Upon the building of the solution, the rigour cycle will then be addressed.
Table 1 summarises how the relevance and design cycles are mapped to this study.

This study has two distinct phases:

1. Designing the technology solution, the knowledge base.
2. Testing the fidelity and usability of the designed knowledge base. Key activities

include:

• Storyboarding with head of clinic to clearly understand needs and require-
ments.

• Investigating the possibility to securely store photos of results of skin prick
tests with data.

• Creating an app that the clinicians can use to enter skin prick test data.
• Creating a secure encrypted knowledge base.
• Ensuring data is backed up automatically.
• Calculating the “mean” for each allergen.
• Generating a trend analysis for each patient.
• Creating a printout results to replicate the existing skin prick test.
• Printing out an informative results sheet for parents/patients.
• Testing and validation of the product.
• Testing the fidelity and validity of the knowledge base.

The testing will be done over a 3-month period through a two-arm non-blinded
study, during which patients who agree to participate will be randomly selected
into the technology arm (knowledge base plus standard care protocols) or standard
care arm (current practice method), respectively. Clinicians will then perform the
required allergy testing and consult using, respectively, the technology solution or
standard care approach. We note that for the technology arm, the research assistant
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Table 1 Mapping DSRM (Peffers et al. 2002) to the proposed system

DSRM activity Activity description Application on this study

Problem
identification
and motivation

Define the specific research
problem and justify the value of a
solution.

Increasing rates of food allergy
diagnosis, the lack of a computerised
information and communication
system to support knowledge flow
among allergy care and the need to
address this gap.

Definition of
objectives of
the solution

Create or improve an artefact
respectively based on knowledge
of the problem and current
solutions, if any, and their efficacy.

The objective is to create an artefact to
address the fragmented nature of
allergy care.

Design and
development

Create the artefact, including the
desired functionality and its
architecture based of knowledge of
theory that can be used to bear in a
solution.

The artefact is to be designed to
facilitate knowledge sharing and flow
among different allergy care providers
To do so, the design phase is
conducted collaboratively between the
researchers and the clinicians at the
selected case.

Demonstration Demonstrate the use of the artefact
to solve the problem.

The artefact is to be tested and tried,
and then in-depth analysis will be
performed to measure the extent to
which the proposed system helps solve
the problem.

Evaluation Iterate back to better design the
artefact if needed.

As needed, iteration back will take
place, based on in-depth analyses to
identify rooms of improvement

Communication Publish and let the value of the
solution talk about itself.

Conference and journal publications
and other presentation activities to
develop the project further and share
the findings with interested
stakeholders.

will still complete the paper work as directed by the clinician, so at all times all
patients will at a minimum receive the same standard care.

On the completion of the trial, a focus group with the clinicians will be conducted
to capture their insights on the usability of the proposed system, as well as their
comments, recommendations and other feedback. Fidelity of the system will also
be assessed by comparing standard care results with the technology arm results.
To ensure the validity of the data collected through the focus group, an online
survey will be administered at the conclusion of the focus group to ensure data
triangulation.
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5.1 Setting and Participants

As stated by Hung and Cheng (2013), individual’s positive attitude, such as
optimism, toward the Technology Readiness Index, positively affects acceptance
of technology; an individual’s negative perception of the Technology Readiness
Index, such as discomfort, has a negative effect on his or her sense of the perceived
ease of technology and compatibility in regard to prior experience and technology.
Thus, during the research design phase, addressing the technological concerns of
the allergy care providers represented the cornerstone in this study.

Both qualitative and quantitative data will be collected from three different
sources:

1. Initial discussions with the head of a Melbournian allergy clinic to specify the
initial design requirements based on the standard allergy care protocol.

2. Randomly selected de-identified existing patients’ records from this clinic to help
establish the main structure of the proposed system.

3. A focus group with up to five clinicians from this clinic to have their insights on
the use of the proposed system, recommendations and comments on and about
the prototype once it is developed.

For data triangulation, an online survey of clinicians will be designed and adminis-
trated using SurveyGizmo.

5.2 Data Collection Plan and Techniques

Initial discussions have been conducted with the head of the allergy clinic. Through
these discussions we have established that the need for an electronic knowledge
base with intelligent analysis tools and techniques plus the mobile App is urgently
required. Patients’ records will be randomly selected with full compliance with
ethical requirements. This data is then used to populate the developed knowledge
base. The focus group will target up to five clinicians who work for the selected
clinic. They are recruited based on their daily interaction with patients and their
records. Those who participate in the focus group will be requested to complete
a follow-up survey for data triangulation. Patients who visit the clinic during the
3-month trial period will be asked if they wish to participate in the study (again
subscribing to all ethical requirements) and, if so, will then be randomly selected
into the respective arms of the two arm trial (as described above). All patients will
receive equal care and attention irrespective of their participation or not in the study.

Data will be collected using the methods of (1) de-identified patient records, (2)
focus groups and (3) an online survey (using SurveyGizmo). All patient data will
be handled using standard Australian Privacy Principles; including using double de-
identified data to ensure confidentiality and anonymity. In addition, all patient data
collected will be disclosed only with participants’ permission, except as required
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Table 2 A Summary of data collection plan and techniques

Key participants/key
milestones Participants/records Participant numbers

Initial discussions Specialist doctor (allergist) 1
Patients’ records De-identified patients’ records (historical

records) randomly selected
Patients’ records: ≤ 50
records

Focus group Clinicians work in allergy care.
This will be conducted after the solution
is trialled

An expert group: ∼=5

On-line survey Clinicians work in allergy care.
This will be conducted after the
completion of the focus group

An expert group: ∼=5

Fig. 3 Initial prototype

WebPortal

Initial portal design
with knowledge
base mobile and
web portal access
points

by law. All information will be stored securely at the study site in a locked office
in a filing cabinet and/or password-protected computer. Table 2 summarises data
collection plan and techniques.

6 Results to Date and Discussion

Currently, the initial prototype has been designed (Fig. 3). This includes design of
the backbone knowledge base and the web portal and testing them both by using
a dummy dataset. The initial results show that the knowledge base is robust and
capable to be the back-bone supporting system. The next step is to use real de-
identified data to test its scalability in real time. The majority of design requirements
were met during the design, plus subscribing to the DSRM approach. This will be
further confirmed during the second phase of the study.

This research has a number of implications for both theory and practice. From
a theoretical perspective, this research addresses an urgent need to address the
inter-organisational knowledge flow and the potential role of an online system
in this regard, specifically in a healthcare context. In addition, it extends the
application of the tools and techniques of KM in the healthcare context. Specifically
(Fig. 4), the knowledge transformation in the knowledge spiral have been addressed.
In particular, the knowledge in the knowledge communities (who have the knowl-
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Fig. 4 Transformations in the knowledge spiral. (Adapted from Wickramasinghe 2006b)

edge of the various allergies and allergens and how they, respectively, must be
treated) is now stored systematically and succinctly in the electronic knowledge
base, while the harvesting of the relevant information and pertinent knowledge on
a case-by-case basis to assist specific individuals will be done via the mobile app
and/or web portal; in addition, the knowledge will be added to the existing extant
knowledge base to support the continuous learning cycles.

It also aims at highlighting the technical challenges that may affect the use of
such systems and limit their usability. In addition, a further theoretical aspect is the
application of DSRM in a healthcare context.

From the perspective of practice, we highlight several key aspects as follows:
first, the proposed solution is an attempt to address the three problems facing
the current model of allergy care, namely, the lack of awareness of allergy care
requirements (by enabling educational contents for allergy patients), difficulty
accessing specialised allergy care (by increasing the efficiency of care delivery
through the use of information technology) as well as the nature of allergy care
and the need for higher coordination among different care providers. Secondly, this
solution has a potential to enhance the long-term follow-up of patients attending
for comprehensive food allergy management at healthcare contexts. Thirdly, this
project has great potential to be patented and commercialised again bringing kudos
and financial benefits to healthcare contexts. Fourthly, the outputs of this study are
far reaching to patients and their communities in developed countries, particularly
in Australia, where allergy rates are among the highest in the world. It is expected
that there will be instant and long-term clinical benefits by facilitating proactive and
protective allergy care and management practices. The next step in this research is
to examine the usability and fidelity of the proposed system at the selected case.
The outputs of this testing will be used to further enhance different design and
functionality aspects of the proposed system and complete the rigour cycle of the
DSRM approach.
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7 Conclusion

This chapter has served to outline a research in progress study that serves to address
a healthcare need drawing upon the tools, techniques and tactics of knowledge
management. Specifically, a knowledge-based online solution is designed and
developed (Fig. 3) using a DSRM to address current key issues in the delivery
of care for patients suffering from allergies. The developed prototype now is to
be tested to establish usability, fidelity and patient-centeredness. In this way, the
impact of the proffered system as a decision support tool powered by integrating
key aspects of the tools, techniques and technologies of knowledge management to
enable superior value-based care delivery will be identified and realised. Further, the
study highlights the enabling role of technology solutions in the context of allergy
care and supporting high value high quality on going care that is patient-centred. In
this way it becomes possible to realise the critical role to be played by collaborative
technologies in healthcare context. Finally, one that is to be addressed relates to
the financial aspect. As noted at the start of this paper, the current approaches for
treating, managing and monitoring allergy care especially paediatric allergy care is
expensive and increasing exponentially. The developed prototype has the potential
to minimise waste and provide a high value high quality solution. Currently, it is
only possible to outline area where waste minimisation and cost containment can
take place. Once the final prototype is operational, it will also be possible to perform
an econometric analysis to identify specific areas of cost savings and thus the true
financial implication for allergy care.
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Opportunities for Using Blockchain
Technology in e-Health: e-Prescribing
in Germany

Juergen Seitz and Nilmini Wickramasinghe

1 Introduction

Blockchain is a revolutionary technology which has taken the world by storm
and changed the way data is transferred, managed, and shared with different
parties (Gartner 2016). Its impressive success in various sectors has left the
healthcare industry and its stakeholders with many questions regarding whether
this advancement can be effectively applied with success to enable key activities
in this sector. The answers to these questions are not simple, but we believe that it
is important to investigate given the challenges facing healthcare delivery globally
today. In particular, one area we assert that may benefit from blockchain technology
is e-prescriptions as will be discussed in the following.

Gartner proposed in July 2016 that blockchain would reach the peak of inflated
expectations very soon (Gartner 2016) (Fig. 1).

Bslockchain as a concept of a distributed database was described for the first
time by Nakamoto in 2008. He developed the concept of Bitcoin, a virtual currency
based on encryption (Nakamoto 2008). The concept behind Bitcoin is one of
the most advanced blockchain applications and the most discussed concept of
blockchain technology in academia (Gartner 2016; Nakamoto 2008). But there
exist more opportunities and possibilities for blockchain in other areas and in other
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Fig. 1 Hype cycle for emerging technologies (Gartner 2016)

industries. For example, there are also concepts developed in the area of e-health.
The most sophisticated approach seems to be MedRec prototype for electronic
health records and medical research data by Ekblaw et al. (2016), which describes
blockchain technology for medical data access and permission management (Azaria
et al. 2016). Electronic health records (EHR) are a highly sensitive area. Although
there exist rules like HIPAA Privacy Rules and EU General Data Protection
Regulation, in general, people have a low level of trust of EHR systems, especially
in Germany (Haas 2016; Morton 2008). Therefore, the application of blockchain
for e-prescriptions, i.e., to begin with an application where a lot of structured data
are automatically processed by several interest groups: The process of electronic
prescription could be very attractive. Before we can understand the potential for
blockchain in e-prescriptions, let us first understand basic aspects around blockchain
technology and its potential in the healthcare context.

2 Background

As more efforts are geared toward this data-based technology in healthcare, it is
prudent to first unpack blockchain and focus on a few key questions in turn in order
to fully comprehend its applications in healthcare sector.
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2.1 What Is Blockchain?

Blockchain is a public ledger where recording of digital events takes place in a
chronological order (Lemieux 2016). This ledger is a write-once-read-only type
of record which is always shared in a peer-to-peer network (Lemieux 2016). All
transactions taking place via this ledger are recorded in a database that can only
be shared with approved users who can add onto it whenever necessary (Lemieux
2016). However, no person even the authorized users will be able to delete or amend
any record without validation by all the users (Lemieux 2016). This technology was
developed back in 2008, and it has been the backbone of digital currencies such as
Bitcoin and Ethereum (Lemieux 2016).

Thus a blockchain is a sequence of data blocks where each data block consists
of a data set and a hash value of the previous block (see Figs. 2a, b). These blocks
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Fig. 2 (a) Blockchain (Mettler 2016), (b) Summary of how blockchain works. (Adapted from
How Blockchain Technology can Revolutionize 2018)
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are stored on each node of the network (Swan 2015). Data blocks are encrypted
so that it is not possible to make changes later without changing all following
nodes. Therefore, a blockchain can serve as an open, distributed ledger that can
record transactions between two parties efficiently and in a verifiable and permanent
way. The ledger itself can also be programmed to trigger transactions automatically
(Iansiti and Lakhani 2017).

2.2 How Does the Blockchain Function?

In order to function effectively, blockchain is designed to have three major
components which complement each other. These are (How Blockchain Technology
can Revolutionize 2018):

Distributed network This is a decentralized peer-to-peer architecture which has got
various network participants. In this network, each participant stores a matching
copy of blockchain and is therefore authorized to validate any transaction taking
place in that network.

Shared ledger Participants of a given network record transactions in a shared
ledger. However, for a transaction to be added in the ledger, algorithms have to
be run in order to offer verification for any proposed transaction

Digital transaction This is any information which is stored in a blockchain. Each
transaction is organized into a “block” which is then assigned a cryptographic hash
in order to assist in linear and chronological arrangement of transactions.

2.3 Applications of Blockchain in Healthcare Sector

In the healthcare sector, the major areas where blockchain technology is currently
being used includes (How Blockchain Technology can Revolutionize 2018):

Clinical trials Through the use of blockchain, various firms can be able to share
information gotten from clinical trials such as adverse reactions as pertained to
certain patients. Sharing of patient data profiles either from virtual trial sites or other
multiple trials is possible through the utilization of blockchain technology.

Patient records With the current health system, the amount of information which
a patient can access is just a fraction of their health history. However, with the use
of blockchain, it is possible to bring together a lifetime of transactions from all
health systems including pharmacies and other health centers. This will encompass
different types of information such as prescriptions, diagnoses, lab procedures, and
many other information.
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Insurance logistics The ability to provide accurate insurance claims and prevent
fraudulent activities in the healthcare insurance is one of the most important aspect
within the healthcare sector. It ensures there is maintenance of trust among the
various coordinated sectors such as the government, banks, and insurance providers.
Through the use of blockchain, it is possible to achieve this trust considering
tracking of all activities within the healthcare plan without any alteration is possible
with this technology.

Supply chains blockchain is very crucial when it comes to regulation of vari-
ous parameters in the line of supply chain. In most cases, biomedical products
will require standardized environmental conditions during their transits to retain
their integrity. Blockchain technology can be able to effectively record all these
conditions during shipment and store that information in a secure manner. This
technology can also be used to guard against counterfeits as well as record
interactions with regulators.

2.3.1 Blockchain in Different Healthcare Regions

Although blockchain is still relatively new in healthcare, we are witnessing uses of
blockchain around the world in various healthcare contexts.

United States

In the US, healthcare services mostly tend to come from a patchwork of private
companies (Wickramasinghe and Schaffer 2010). This simply means that healthcare
records and data are fragmented. John Halamka at Beth Israel Deaconess Medical
Center in Boston, Massachusetts together with colleagues set about to find solutions
to the challenges of the blockchain technology proposing a solution project MedRec
(Chowdhury 2012). This system would use the Ethereum software (ibid). This
software is unique to the one used in bitcoin in the sense that it can integrate
and execute smart contracts (ibid). This allows for the building of a private yet
secure blockchain that links the healthcare providers together (ibid). This allows
one to adequately and efficiently share data on a secure platform (ibid). It is
worth noting that on this blockchain, each set of instructions from a patient tend
to create a specific smart contract on the blockchain (ibid). Only the patient can
cryptographically sign the contract (ibid). The system is secure as there is no single
place of failure hence no vulnerabilities (ibid). It ensures that medical providers
are able to run the program module on their computer so as to access the database
which is in turn instructed by smart contracts that have been initiated by the patient
(ibid). Thus, the module has three major responsibilities: (1) allowing the healthcare
provider to access data from the blockchain when it is instructed, (2) executing
patients’ instructions when needed, and (3) allocating computing resources to the
framework so as to maintain the blockchain (Brodersen et al. 2016).
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South America

In South America, a cryptocurrency mobile platform (Timicoin) that uses
blockchain for storing and accessing medical records has in early 2018 been
able to get Miguel Esparza to lead its Mexican and Latin American expansion
(https://blocktribune.com/blockchains-timicoin-tabs-miguel-esparza-lead-mexico-
latin-america/). Esparza is currently the company’s chief technology officer and will
mainly serve as Spanish liaison for the innovative mobile platform (ibid). Timicoin
states that Miguel will work with a team that will in turn help create awareness on
the company’s activities in South America (ibid). The company seeks to transform
and safeguard healthcare in both Latin America and Mexico (ibid). In this, both
patients and medical professionals in South America are to be made aware that
they can safely store and access medical records from literally anywhere on the
globe (ibid). The company makes use of crypto token and blockchain decentralize
information and shows that blockchain holds a great potential for the healthcare
sector in South America and the world at large (ibid).

Europe

Currently, the European Union is rapidly changing its approach toward e-health.
The new goal for the union is to have a Europe-wide ecosystem for data-driven
healthcare (Mettler 2016). As such, a component of the European Health Record
Recommendation is the blockchain technology (ibid). Although nothing is decided
yet, discussions within the eHealth Network are ongoing. However, early research
in European countries such as Estonia has seen them link up EHR access files with
blockchain (ibid).

It is worth noting that the attraction of the European Union in blockchain
with respect to EHR records stems from a project dubbed My Health My Data
(ibid). This is a project that is aimed at creating a health network and systems
that are secure and private at the same time (ibid). A look at specifically the
United Kingdom shows that pilot programs in the adoption of the blockchain
technology in healthcare are already in place (https://www.telegraph.co.uk/business/
business-reporter/blockchain-trial-in-healthcare/; Stagnaro 2018; Pisa 2018) such
as MedicalChain (a medical blockchain platform that enables the transparent
exchange of medical records between doctors and patients) that has been able to
partner with the London-based Groves Medical Group to pilot a blockchain program
in four medical institutions and the MediLedger Project – a project that was backed
up by giants in the healthcare industry such as Pfizer and uses blockchain tools to
secure the supply chain through tracking of medicine.

https://blocktribune.com/blockchains-timicoin-tabs-miguel-esparza-lead-mexico-latin-america/
https://blocktribune.com/blockchains-timicoin-tabs-miguel-esparza-lead-mexico-latin-america/
https://www.telegraph.co.uk/business/business-reporter/blockchain-trial-in-healthcare/
https://www.telegraph.co.uk/business/business-reporter/blockchain-trial-in-healthcare/
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Asia

In the Asian continent, healthcare companies, as well as other stakeholders, are
also considering the great possibilities of blockchain and the numerous problems
this technology could help solve (Pilkington 2017). As such, countries including
the United Arab Emirates, China, and South Korea have taken huge steps in
implementing the technology in healthcare.

A look at China shows that a Fintech company known as Radarwin has been at
the center of many explorations in China focused on the creation of a standardized
medical record system with the use of the blockchain technology (Peters et al. 2017).

MediBloc, the South Korean-based start-up, has set to create a new patient-
centered health database platform with the use of the blockchain technology
focusing on the medical record-keeping sector (Kho 2018). As such, MediBloc
plans to roll out this new platform to the Korean health market by the end of
2018 and later to the rest of the world. In order to encourage users to join the
platform, the company plans on rolling out a reward system that will be based on its
cryptocurrency, “Medi Token” (ibid).

It is also encouraging to find out that various stakeholders in the blockchain
technology are working together across the globe. This has been perfectly illustrated
by Guardtime, a company that offers health records that are based on blockchain in
Estonia (Hughes et al. 2018). The company has been able to collaborate with Du,
a correspondent in the United Arab Emirates, to bring the new technology into the
region (ibid). Du through a senior executive stated that they were proud to be the
ones bringing this kind of innovation to the UAE as it has the potential to transform
the healthcare and specifically on health records. This project is among the many
that have been highlighted by the Dubai Future Foundation.

Clearly it is early days for the use of blockchain in healthcare; however, the
preceding observations demonstrate that numerous regions of the world are looking
forward to embrace the new technology in healthcare.

2.4 Strengths of the Blockchain Technology in the Healthcare
Sector

According to Mettler (2016), the healthcare sector loses more than $80 billion
dollars in fraud activities involving the health insurance companies and other
stakeholders in this sector. With the use of blockchain, it is possible to mitigate
such losses considering all payments made via the use of this technology is highly
secure and is not subject to any kind of revision without involving all the parties
(Mettler 2016). Therefore, when effectively applied, blockchain technology can be
very crucial in reducing the wastage of resources within healthcare organizations.
This in return will promote efficiency leading to quality healthcare.
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Another strength of blockchain is promotion of patients’ privacy. In this case,
privacy means confidentiality of medical records and information of the patients.
According to Parino et al. (2018), healthcare professionals should ensure that per-
sonal information of the patients is always kept confidential and it should never be
shared with a third party without the consent of the patient. This helps in maintaining
trust between the caregiver and the patient as well as ensuring that the patients have
got control on how their information is flowing (Parino et al. 2018). Through the
use of cryptography, it is possible to achieve the highest level of privacy within
a healthcare organization (How Blockchain Technology can Revolutionize 2018;
Parino et al. 2018). Cryptography is the backbone of blockchain technology and it
is applied in almost all blockchain-related activities (Parino et al. 2018). Through
the use of cryptography, it is possible to mathematically encrypt information so that
only the few selected individuals, who have got decryption keys, can be able to
read the information (Parino et al. 2018). However, this can only work on those
organizations which have implemented electronic health recording systems (Parino
et al. 2018).

2.5 Weaknesses of Blockchain in Healthcare

Blockchain use in healthcare is expected to gain more interest over the next few
years as the implementation of the technology becomes more of a reality (How
Blockchain Technology can Revolutionize 2018). Most healthcare organizations are
inclined toward the new technology as it promises to transform service delivery
which translates to quality healthcare for the masses (How Blockchain Technol-
ogy can Revolutionize 2018). However, it is important to have a comprehensive
understanding of the technology and the aspects that are critical to a successful
deployment of the technology (Mettler 2016). In this, there are numerous weak-
nesses of blockchain in healthcare which ought to be understood. These include
(Linn and Koo 2016; Tasca and Widmann 2017; Brodersen et al. 2016):

• Difficulties in data modification: A recent NIST (National Institute of Standards
and Technology) publication indicated that there are numerous infrastructural
challenges that organizations need to be aware of while intending to implement
blockchain technology in their organizations. These include the difficulty in
modifying the data that have been stored. It is worth noting that, in blockchain, it
is much more difficult to update the database software as well as change the
data. As such, changes implemented on the blockchain may end up causing
forking effects which are, of course, distractive to the databases. Additionally,
there is the need for organizations in the healthcare sector to consider the
protocol in which participants converge and agree that a specific transaction is
valid. Moreover, recent developments in the blockchain technology allow for
permissionless implementation. This shows that anyone can read and write on
it which is not an ideal move in the healthcare sector.
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• Requires collaboration: Since the blockchain reputation was initially associated
with Bitcoin, professionals in the healthcare sector struggle to find the correlation
and as a result, tend to equate the technology with a privacy risk. As such,
majority have stated that the blockchain technology in the healthcare sector
can only be managed in a semi-private environment with a high level of
collaboration between various stakeholders. In this, the organizations supporting
patient care should work on improving how data is managed. Moreover, these
organizations should be willing to collaborate in the blockchain-enabled patient
data management systems which are transparent in which the exchange of
information is fast and efficient. However, most organizations are yet to embrace
these dynamic changes especially when it comes to collaboration with other
parties.

• Storage capabilities: It is obvious that the adoption of blockchain technology in
healthcare is and will mainly consist of documents, medical records, lab reports,
and even images. These require a large amount of cyber space. This is justified
by the fact that each patient in the chain will have a complete profile that has
their records. In this, the volume of the data could potentially exceed the storage
capacity of the presently available blockchain technology.

• Data ownership and costs: Another weakness with the blockchain technology in
healthcare is that it is not yet clear on who will own the data or who will grant
the permission to share the data between the various stakeholders. Additionally,
the costs of establishing efficient healthcare blockchain are yet to be known.
However, the technology is bound to attract huge costs of implementation and
maintenance which not many organizations will be willing to risk.

• Rules and regulations: Currently there lacks a rigid legal framework that
addresses the use of blockchain in the healthcare sector. This presents a dilemma
in that the technology is bound to be used globally and hence the creation of rules
and regulations with regards to blockchain will tend to attract concerns globally.
Moreover, it is not certain on how new policies will tend to conform to the already
existing ones, such as the HIPAA act.

2.6 Barriers Hindering Adoption of Blockchain in Healthcare

There are numerous barriers that hinder the adoption of blockchain in healthcare by
the various organizations. These include (Tasca and Widmann 2017; Brodersen et
al. 2016; Deshpande et al. 2017; Nugent et al. 2016):

• Immature technology and insufficient skills: Although digitization in the health-
care sector is taking root, it is worth noting that numerous healthcare organiza-
tions and institutions still depend on paperwork in the implementation of several
processes. Due to this, asking the stakeholders to randomly shift to blockchain
technology which involves electronic health records would be an uphill task.
This is because the available technology in the majority of the organizations
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and institutions is still immature and cannot efficiently handle the shift. The
process of changing people’s behaviors as well as their routine activities is time-
consuming and challenging to any industry, including the healthcare sector. In
this, there are bound to be harsh resistance from employees who tend to enjoy
the current comfort zone. Moreover, most of the employees lack adequate skills
to deal with the blockchain technology. This prompts healthcare organizations
to invest heavily in more mature and blockchain friendly infrastructure and
technology. Consequently, this calls for adequate training to the employees
before the implementation of the technology. Through this, employees will
embrace it and the transition will be a smooth one.

• Uncertainties and lack of proven credibility: The blockchain technology in
healthcare may sound to be exciting to the stakeholders. However, it is a matter
of fact that it is yet to be implemented successfully anywhere. As such, the
healthcare sector is a delicate yet distributed sector. Due to this, changes cannot
be implemented overnight. Stakeholders in the sector have successfully pilot run
the technology and determined the viability of adopting it. Additionally, it is
worth noting that the blockchain technology has been found to mainly address
the issues that are concerned with data access and sharing (Brodersen et al. 2016).
However, uncertainties such as low data quality, lack of technical and semantic
interoperability, and reliability tend to indicate that this technology might fail
to improve quality healthcare after all. Such issues prevent the adoption in the
healthcare sector until some concepts and uncertainties are well defined and dealt
with efficiently.

• Profit wars among stakeholders and legal constraints: In some instances, health
institutions and organizations might not be comfortable to share their real
implementation costs data with insurance firms. The reason behind this is that
the insurance companies work in a framework that sees different rates charged
to different patients. In this kind of scenario where institutions are at profit
wars, it becomes almost impossible to implement complex technologies such as
blockchain. This is simply due to the unwillingness to disclose data. Moreover,
the blockchain technology is completely decentralized. This means that the
permissions to read and write data onto the chain are shared equally by all the
stakeholders that come into a consensus before the data are stored in the chain.
However, the permissionless blockchain technology in the healthcare sector
would tend to be disruptive and almost unable to fit the existing legal frameworks.
This is because, current healthcare systems are highly regulated and therefore
could end up blocking the adoption and implementation of the technology. An
alternative to this would be to introduce permissioned blockchains. This way,
institutions would be at liberty to provide only the information needed by their
counterparts and profit wars would be minimized.

• Government policy: This remains to be a key barrier to the adoption of the
blockchain technology. This is because the healthcare sector tends to be owned
by respective governments as it is broad. Due to this, it is worth noting that
only through meaningful policies toward the implementation of blockchain will
this technology gain root in the sector. However, not all governments of specific
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nations have the same level of capabilities. This way, the technology will tend
to be fast implemented in some countries while in some it may take time.
Additionally, some governments will be coupled with issues such as corruption
which may lag the adoption and implementation of blockchain technology.

• Transparency and accountability Issues: This is related to the healthcare pro-
fessionals. Most are nervous about the transparency of the technology. This
is because medical decisions, both good and bad, are recorded and locked
in the patient’s blockchain portal. This way, the decisions of the healthcare
professionals can be scrutinized at a later date with the specific details available
to all. Although this is a good thing on the part of the patients, the healthcare pro-
fessionals may feel that their decisions have been put under criticism and could
even attract lawsuits if there were errors in treatment. Therefore, professionals
will tend to be repulsive to this kind of technology.

2.7 Factors Facilitating the Adoption of Blockchain
in Healthcare

Technology in the healthcare sector has been transformed in recent years. The
advent of the Internet and currently the blockchain technology has demonstrated the
potential of problem-solving innovations especially in the healthcare sector which
in turn will work toward changing livelihoods. It is worth noting that the success
of the blockchain technology depends almost entirely on the extent of its adoption
(Morabito 2017). In this, some of the factors that facilitate its adoption in healthcare
include (Lemieux 2016; Nugent et al. 2016; Morabito 2017):

• Social and cultural factors: These mainly narrow down to the familiarity
with technology among the masses. The best way to determine the level of
technological familiarity in a society is the extent to which the technology
impacts the day to day activities. It is worth noting that the blockchain technology
is complex and more so if institutions are not well acquainted with the basic
concepts on which it is built on. In this, societies that have already assimilated
technological innovations and have experienced a change in value in their lives
will tend to be more receptive. The world is in the twenty-first century, the digital
era. Almost everybody has access to a smartphone. This shows that the world
at large is familiar with modern technology and therefore could be ready for
blockchain in the health sector. Currently, there are already technological tools in
the healthcare sector such as mHealth apps and electronic health record systems
which have improved to a large extent the delivery of quality healthcare. It is
therefore evident that the majority of the people are familiar with new technology
and continue to yearn for more such as blockchain.

• Willingness to experiment and propensity of risk: A combination of technological
comfort and expectations is bound to bring forth a technologically curious
society. This perfectly defines the current age and era. The current society
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is able to appreciate prototypes and accept failure/delays that are expected in
the experimental stage of technology. Moreover, the current world is full of
individuals that possess the entrepreneurial spirit who are ready to take risks
and try again if they fail. This is the mindset that the blockchain pioneer, Satoshi
Nakamoto (Nakamoto 2008) had when he conceptualized the idea which came
to be a huge success in some sectors. The current society that has a similar
mindset provides a perfect environment in which blockchain can gain ground in
the healthcare sector. It has already shown that it has the potential to transform the
healthcare sector, with only a few challenges that can be dealt with sufficiently.
Moreover, sponsorships by governments and enabling policies have proven to
fuel the mainstream adoption of the blockchain technology in certain regions
of the world. This is supported strongly by the huge success of the blockchain
technology in the financial sector. This shows that its potential in sectors such as
healthcare is huge and yet to be tapped fully.

• Information flow and privacy concerns: An important aspect of blockchain
and what additionally brings value to the healthcare sector is its ability to be
transparent and accountable. This may, however, make some to view technology
with some level of suspicion. In this, people will tend to be more cautious about
the information they share. This, on the other hand, is tied to their interests,
beliefs, and culture. While transparency that comes with blockchain may be
viewed as a gesture of openness and hence trust, some people may prefer to have
privacy over their data. However, more work is being carried out on the issue of
confidentiality and identity management in blockchain.

• Cooperation among stakeholders: Blockchain is a technology that delivers best
when multiple parties participate and collaborate. This is a similar concept to
care coordination in healthcare that most stakeholders are calling for. As such,
when stakeholders have similar goals and mindsets, they will tend to embrace
new technologies and methods in unity and this will add value in sectors
like healthcare. Moreover, dealing with the challenges of technologies such as
blockchain becomes easy.

Many of the risks and concerns associated with EHR management can be
mitigated with blockchain. A blockchain is a distributed database system that keeps
track of records (Molteni 2017; Tapscott and Tapscott 2016). As records are added
to the blockchain they are ordered in blocks and each block contains timestamp links
to the related blocks. Blockchain records are secure and easily verifiable. As events
or transactions that are captured as records occur, decentralized verification of their
authenticity is carried out by majority consensus in networks (Ekblaw et al. 2016).

Blockchains allow designing smart contracts: contracts between several parties.
These contracts trigger defined actions (Bitcoin 2017; Szabo 1994). Thus, a record
capturing an event becomes part of the blockchain if and only if significant effort
is made by players in the network validating its genuineness and authenticity.
Additionally, because network consensus is always required, alteration of records



Opportunities for Using Blockchain Technology in e-Health: e-Prescribing in Germany 311

Table 1 Application areas for blockchain in healthcare

Area/issue Key points

Fragmented
data

Computer networks aid in accurate patient data through decentralized storage
Data can be shared across networks and nodes
Decentralized source of Internet

Timely access
to patient data

Distributed ledger system facilitates distributed, secure access to patient
health data
Updates to patient’s shared data done in real time

System
interoperability

Decentralized Internet and computer networks across boundaries
High-level authenticity

Data security Digital transaction security ensured; this protects patient identity
Patient-
generated
data

Holistic patient data collected through data from wearable IoT

Access and
data
inconsistency

Select healthcare companies enjoy consistent and rule-based method to
access and analyze patient data through smart contracts

Cost-
effectiveness

System turns highly efficient through real-time processing and reduced
transaction costs
No third-party applications, so no time-lag in accessing data

Adapted from https://hackernoon.com/how-blockchain-technology-can-revolutionize-the-
healthcare-sector-31fe9301575

becomes very difficult and expensive. Hence, blockchain technology ensures that
the effort required to alter a record (e.g. for the purpose of committing fraud, etc.)
always exceeds the benefits or gains that result from attempts to alter the record. This
reduces incentives of individuals or groups to change a blockchain record which
indicates that what is in the blockchain is accurate and authentic (Molteni 2017).

As the blockchain is managed autonomously in peer-to-peer network informa-
tion, it is not stored in a single location and is always available to use and verify and
not susceptible to loss (e.g. because part of the network fails). Additionally, because
verification and recording of information is carried out by the network, the need for
intermediating role of trusted authority or central server is significantly reduced or,
depending on application, even eliminated (Ekblaw et al. 2016).

While in its purest form information in the blockchain is available to anyone,
it is possible to create a blockchain where permissions concerning the right of
individuals to add to, record in, and read information on a blockchain can be easily
controlled. Private blockchains, as opposed to public blockchains, will be suitable
tools for EHR management (Buterin 2015).

We contend that the benefits of blockchain technology should not be limited to
EHR and have as much or even more potential in many healthcare areas (Table 1)
and especially in the area of electronic prescriptions.

https://hackernoon.com/how-blockchain-technology-can-revolutionize-the-healthcare-sector-31fe9301575
https://hackernoon.com/how-blockchain-technology-can-revolutionize-the-healthcare-sector-31fe9301575
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3 Electronic Prescriptions

Many countries have considered electronic prescriptions as a key component of
their e-health solution. The electronic prescription, for example, was initially in
step 2 of the implementation of the German electronic health card a compulsory
administrative solution (see Fig. 3).

This timeline was stopped in 2009 (Buterin 2015; Krüger-Brand 2005). There
were a lot of open questions with the telematics infrastructure and the concept.
It was planned to store prescriptions in the storage on the card. But the size of
the storage was small. The number of prescriptions was limited. It was also not
possible to write electronic prescriptions during a visit at the patient’s home. For
writing prescriptions card readers and access to the telematics infrastructure was
necessary. The idea of a total replacement of paper-based prescriptions by electronic
prescriptions was not possible. It was expected that round about 700 million paper-
based prescription could be replaced every year (Schweim 2007). The process of
medication management (see Fig. 4) is only a part of electronic prescription. The
whole administration and clearance with insurance companies and other third-party
regulators are missing here. The process of electronic prescriptions concerns all
parties of the web of healthcare players (see Fig. 5).

Fig. 3 Initial implementation steps of the German electronic health card. (Adapted from Krüger-
Brand 2005)
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Fig. 4 Process of medication management (Bell et al. 2004)

Fig. 5 Web of healthcare
players [30]

4 Electronic Prescription Based on Blockchain Technology

In the process of electronic prescription blockchain technology allows to design
medication management as a smart contract. A medical doctor does not only
prescribe medication he/she can also control and in some sense supervise the
medication process remotely. A medication dispenser as an intelligent Internet of
Things device can either remind the patient to take medicine to block overdoses
and/or to report to the doctor patient’s behavior. Smart contracts not only allow
taking care of regular delivery but also interruption of dispensation if the patient
or the insurance company does not pay. Also the whole clearing process can be
automatized.

As long as the patient is able to take medicine physically by himself or herself,
blockchain technology and smart contracts can not only support the medication
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process, but it can also automatize and help to control the process. For medium
heavy diseases, this also means less nursing staff, especially as long as patients are
able to live on their own at home.

5 Discussion and Conclusion

The objective of this chapter was to proffer blockchain technology as suitable for
assisting in electronic prescriptions to address current concerns and challenges.
To date, as with the example of Germany most initiatives to implement electronic
prescriptions have been met with significant opposition from either doctors and/or
pharmacists for many valid concerns. We contend though that these legitimate
concerns should not forestall the benefits of electronic prescriptions and thus a new
approach and superior technology solution needs to be developed rather than totally
abandoning the idea of electronic prescriptions as too difficult and too hard. Hence,
we suggest the incorporation of blockchain technology for e-prescribing and various
other areas of healthcare delivery (Bell et al. 2004; Deloitte Briefing Paper 2018).

From a theoretical perspective, blockchain technology and smart contracts offer
a large number of opportunities. However, from the perspective of practice, clearly
there are still a lot of questions and unsolved problems regarding the use of
blockchain technology for electronic prescriptions. This is only the technological
perspective. There are also additional aspects and unsolved problems including
critical issues around acceptance, barriers, and ethics. To answer all these issues,
we need further systematic research in this area. We are confident that such research
will both enable successful electronic prescription to be possible as well as many
other e-health opportunities so that patients can benefit from a higher quality of care
delivery and at the same time healthcare can be delivered efficiently and effectively
to all. Conversely, we believe that by ignoring the potential of blockchain technology
for healthcare, we run the risk of never realizing the true potential of the myriad of
e-health solutions currently being developed and implemented.
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Knowledge Acquisition of Consumer
Medication Adherence

Elena Vlahu-Gjorgievska, Harith Hassan, and Khin Than Win

1 Introduction

Evidence-based medicine and healthcare have been a focus of the health domain in
recent years. Many knowledge-based systems have been developed in healthcare for
assisting healthcare decision-making and health policy development. The concept of
learning health system with understanding the data, analyzing the data and feedback
to healthcare, would assist in evidence-based healthcare and decision making.

Understanding of how medication adherence has been considered in the health
domain is an important aspect in data acquisition for knowledge discovery of med-
ication management. Studies have shown that nonadherence rates are noteworthy
across different categories of disease and medications, especially among patients
with chronic diseases (like heart failure and diabetes). The biggest nonadherence
challenge is the gap between the perception and reality of individual adherence
levels. The evolution of big data, data analysis, and predictive methods is becoming
an essential factor in adherence management in order to promote patient medication
adherence, improve patient health, prevent prescription drug abuse and drug waste,
and reduce the medical pathway costs. Healthcare managers and their organizations
hope to mitigate nonadherence to medication behavior within the patients by
encouraging patient’s self-management (Win et al. 2016).

Even though nonadherence to medication has been studied widely, there is a
lack of comprehensive study on different medication adherence measures. The gap
in the research is on how medication adherence should be measured and what
methodologies are more efficient to identify, predict, and improve adherence rates,
relying on the available medical, pharmaceutical, and other administrative data. In
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knowledge engineering, knowledge acquisition can be through data sources, data
preprocessing, and data analysis using data mining techniques for the prediction of
a specified condition (Shukla et al. 2018). Thus, prediction studies of medication
adherence involve identifying data sources through knowledge elicitation, variable
selection for data preprocessing and data analysis through different data mining
techniques.

The aim of this study is to identify the medication adherence measures for
knowledge acquisition and analytics that can improve medication adherence. This
study will identify the knowledge sources, variables essential for knowledge
preprocessing and data analytics techniques used in medication adherence studies.
Metrics used to measure a patient’s medication adherence and approaches used to
predict adherence behavior patterns will also be reviewed.

2 Methodology

The papers were selected by searching relevant publications in two electronic
databases: Scopus and Web of Science. The search on the databases was conducted
in March 2017 for journal articles published in the English language in the period
from 2007 to 2017. The keywords used in the search string were “medication
adherence,” “analytics,” “prediction,” and “improve adherence,” combined with
logical connection keywords “and” and “or.”

Conference papers, letters, notes, and editorials were excluded from the search.
Papers written in another language than English were excluded as well.

In order to be included in this review, the articles needed to explore adherence
metrics (electronic and traditional), medication adherence improvement, and pre-
diction methodologies related to the use of information technology and analytical
methods.

From both databases, 491 articles were identified, 368 in Scopus and 123 in
Web of Science. Three articles were duplicates, and an additional 391 articles
were excluded based on the title and abstract assessment. From 97 full-text articles
assessed for eligibility, 59 articles were further excluded. Thirty-eight articles met
the selection criteria and were included in this study. The flow diagram for the
process of papers selection is shown in Fig. 1.

3 Results

Adherence to medication is an important aspect in consumers’ self-care manage-
ment, and several causes could be identified.



Knowledge Acquisition of Consumer Medication Adherence 319

Fig. 1 Flow diagram for the process of papers selection

3.1 Causes of Medication Nonadherence

Several factors can be identified as the causes of patients’ nonadherence to medica-
tions. They are patient forgetfulness and communication (Maulucci and Somerville
2011; Serdaroglu et al. 2015), forgetfulness and beliefs about efficacy and health
condition (Piette et al. 2015; Wu et al. 2008), medication knowledge (Son et al.
2010), and under- and over-reporting of adherence (Sayner et al. 2015).

Chang et al. (2013) noted that younger age, black race, worse general health
status, shorter duration of therapy, lower self-reported adherence, and not following
doctors’ orders are associated with nonadherence, while Ritchey et al. (2016) found
out in their study that ethnicity, perceived social support, and financial status are
the most important factors for nonadherence, and Wu et al. (2008) identified the
importance of socioeconomic factors for the medication adherence. Davis and
Kendrick (2014) identified that age is associated positively with better adherence
ratios. However, the study of Coletti et al. (2015) identified that the overall patient’s
health plays an important role in the medication adherence. In addition, adherence
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timing (Sayner et al. 2015), dose-timing\mistiming (Gill et al. 2015), gaps and
overlaps in medication regimen (Bjarnadóttir et al. 2016), prescription (fixed dose),
and index dose (highest mean dose reduce adherence) (Eby et al. 2015) should also
be considered in medication adherence. Drug class (Farr et al. 2014), medication
regimen complexity (high number of medications, complicated schedules, special
instructions) (McDonald et al. 2013), and medication regimen complexity and
communication (Dixon et al. 2014) are also to be considered.

Ritchey et al. (2016) identify adherence factors like forgetting medication
time, medication not in patient’s possession when it is needed, medication cost,
and patient’s knowledge about dosage and beliefs about medication feasibility.
Franklin et al. (2016) noted that initial prescription length in days can influence
adherence, but also dose timing, the importance of taking medication as scheduled
and mistiming dosage intake can affect adherence (Gill et al. 2015). Payment
source (prescription paid per patient of health provider), medication classes, dose
combination, average days’ supply per fill, the average number of pills and how
complex or simple the treatment regimen is, does the patient have another chronic
disease, what is the drug class used by the patient previously, were there any
hospitalization (Curtis et al. 2009), geographic region, urban residence, and clinical
characteristics (Cheng et al. 2015) – all these factors can help to identify what are
the areas of weakness in the treatment plan and how they can be addressed in order
to improve adherence rates.

Nonadherence is related to different factors (younger age, female, living in the
southern region of the USA) (Farr et al. 2014); the result in Lafeuille et al. (2014)
concludes that based on their study and literature, older age is not a predictor for
nonadherence, while Davis and Kendrick (2014) concluded that mean adherence
increases with age and there are different adherence rates across different drug
classes prescribed for the same medication. That has been due to health literacy, poor
physical condition, and subjective well-being from the patient perspective (Coletti
et al. 2015). Adherence pattern varies also based on the medication plan and the
frequency of the dose. Cheng et al. (2015) noted that less frequent dosing plan for
osteoporosis patients has better compliance.

3.2 Data Sources for Adherence Measures

There are many measures to evaluate patient adherence to a medication, the
literature includes several categories of these measures, including self-reporting
methods, automated measures, and calculation measures based on pharmacy or
administrative data.
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3.2.1 Administrative Claims Data

One of the most common sources of data used in the literature is administrative
claims data. This kind of data is frequently collected by large health systems like
government or private health providers and insurance companies which offer the
advantage of evaluating adherence patterns in large population samples that cover
different population regions and demographics. In some cases, administrative claims
data have a limited ability to identify a person with high compliance, as there is the
inability to confirm the actual usage of prescribed medication. Administrative claim
data were used by Lafeuille et al. (2014), Franklin et al. (2014), Curtis et al. (2009),
Bjarnadóttir et al. (2016), Eby et al. (2015), Lo-Ciganic et al. (2015), Molfenter
et al. (2012), Yu et al. (2010).

3.2.2 Electronic Medical Record Data

A great number of patients with poor adherence can be identified through the anal-
ysis of electronic prescription using electronic medical records (EMR) or electronic
health records (EHR) as a data source (Mabotuwana et al. 2009). Such analysis
requires consideration of the relationship between prescription classifications and
evaluation period (e.g., 1 month, under 3 months, over 1 year) (Coletti et al. 2015;
McDonald et al. 2013).

3.2.3 Pharmacy Refill Data

Pharmacy refill data is another common indicator of patient’s medication dispens-
ing. Similar to administrative and insurance data records, pharmacy refill data may
not reflect the actual compliance of the patient to the prescribed medication regimen.
In this context having a record of adherence to a specific chronic disease medication
can supplement other baseline data (Davis and Kendrick 2014; Franklin et al. 2013,
2014, 2016; Tucker et al. 2015; Kozma et al. 2014).

3.2.4 Electronic Adherence Monitoring

Electronic medication monitoring is generally more accurate than self-reported
adherence and pills count (pharmacy refill data) since the accuracy came from
the real-time logging of taking medication events. Electronic adherence monitoring
device (EAMD) or Electronic Medication Packaging (EMP) is a device or add-in
device that collects medication-taking behavior data. There are few variations of
electronic adherence monitoring tools, but most of them share the same concept -
the prescribed medication is enclosed within a “smart enclose” that sense and log
every bottle/container opening that can represent a medication intake. It must be
mentioned that not all EMPs are in a medication bottle and cap; some products are
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in different “smart” forms like medication sleeve or variation of smart cards. Even
though opening a medication bottle is not absolute evidence of a patient taking a
medication, the outcomes are substantially more accurate than other measures.

Many studies evaluate adherence data to improve medication adherence and
plan for better interventions. Researchers seek to measure patients’ adherence to
a certain medication as early as possible, so they can investigate the obstacles and
find solutions. There are few objectives and many subjective methods to measure
adherence: direct (objective) method as observation of patient taking a medication
or automatic pills count and indirect (subjective) method including patient self-
reporting scales, pills count (manually), review of dispensing or prescribing records,
or claims data. Depending on if its objective or subjective method only, the
adherence measurement could be inaccurate. The indirect method always has the
limitation that the patient who has been prescribed and dispensed medication is
actually not taking it. Sometimes the behavior of the patient is unchanged, but the
difference in the measure will show different patterns of “frame error.”

3.3 Medication Adherence Metrics

3.3.1 ASK-12

Studies have found that patients tend to be more adherent when using self-reporting
method. But that can be taken into consideration only if the adherence is also
measured by the additional objective method, so under/over self-reporting will be
reduced and more consistent results will be produced.

Self-reporting adherence indicators are mostly questionnaires designed to be
answered by patients in order to discover the barriers to adherence. Self-reported
methods are usually more cost-effective than other methods, but the accuracy of
the results is not as effective. ASK-12 (Adherence Starts with Knowledge-12) is a
survey that includes 12-main item scale to test the adherence treatment (adherence
behavior, health beliefs, inconvenience/forgetfulness) (Bjarnadóttir et al. 2016;
Coletti et al. 2015). Ask-12 investigates the demographic indicators like age, sex,
and level of education as well.

3.3.2 Visual Analog Scale

Visual Analog Scale (VAS) questionnaire is another self-reporting adherence mea-
surement method. Using advanced analytics to compare the accuracy of VAS with
the adherence data from MEMS (Medication Event Monitoring System), Sayner
et al. (2015) found out that patient’s self-measured adherence doses (VAS results)
are not associated accurately with MEMS (percentage or timing adherence) over
their 60 days of observation. In addition, most of the patients with chronic disease
or complicated medication regimen will more likely overestimate the medication
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schedule. Sayner et al. (2015) suggest that it is important to assess the adherence
earlier and simplify the patient-prescribed medication if possible, so patients’ over-
reporting of their medication can be reduced.

3.3.3 The Morisky Scale

The Morisky Medication Adherence Scale (MMAS-8) is another version of self-
reporting adherence measurement method that can accurately predict the patient’s
compliance with medication. This tool is very simple, has 8-item questions, and is
feasible when requesting for real-time feedback (Curtis et al. 2009; Stewart et al.
2014).

3.3.4 Tool for Advance Behaviour Screening

Tool for Adherence Behaviour Screening (TABS) as an adherence self-reporting
method has adherent and nonadherent subclasses and measures the intentional and
unintentional deviations from treatment recommendations. TABS can have a better
validity than other alternative measures and distinguishes intentional nonadherence
focusing on screening adherence beliefs, experiences, and behavior (George et al.
2006; Stewart et al. 2014).

3.3.5 MedsIndex

MedsIndex measures compliance to treatment plan by calculating the prescription-
refill history. The score is based on how many dosages the physician has prescribed
the patient to take, compared to the actual interval between the medication dispens-
ing date for that patient (Stewart et al. 2014).

3.3.6 Medication Adherence Report Scale-5

Medication Adherence Report Scale-5 (MARS- 5) is another form of measures used
to estimate patient adherence to medication through self-reporting. This instrument
developed by Horne and Weinman (2002) has been used in quantitative measures
of self-reported adherence for hypertension, diabetes, COPD, and asthma (Sandy
and Connor 2015). The advantage of MARS-5 is that it can be used to conduct
self-reporting adherence on a wider population.
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3.3.7 Medication Possession Ratio (MPR)

This adherence measure is defined as the number of days of medication supplied
within the specific period. MPR can be calculated within the refill interval or a fixed
interval. MPR ratios can be easily calculated from EMR (electronic medical record)
data which provides insights into a significant number of cases. Most of the studies
identified a patient as adherent to medication if the MPR score was 80% or higher.
This measure has been used to calculate the adherence\compliance of patients based
on their data (e.g., administrative claim data) and discover medication adherence
patterns (Steinberg et al. 2014). Some of the studies use the same ratio with another
name Medication Coverage Ratio (MCR) (Cheng et al. 2015).

Using the EMR data Mabotuwana et al. (2009) observed blood pressure med-
ications (ACE-inhibitor and/or ARB) in patients with hypertension or diabetes
conditions as a part of the computational model to identify patients with poor
adherence. They found that nonadherent patients (MPR < 80) are three times more
likely to have poor blood pressure. Bisphosphonates medication adherence has been
measured by Curtis et al. (2009) using MPR in patients with osteoporosis condition.
The data was extracted from an administrative claims database for a period of
12 months.

Administrative healthcare claims data of 6 months examined using MPR to
calculate the abiraterone acetate and concomitant prednisone adherence rate for
patients with prostate cancer is analyzed by Lafeuille et al. (2014). In another
study, Steinberg et al. (2014) examined the data collected from insurance record,
medical claims, pharmacy claims, laboratory results, and health risk assessment
responses over 1 year cycle to calculate the adherence of antidiabetics using MPR.
Investigating prescription fill patterns (fills and gaps) employing a visualization
tool, Bjarnadóttir et al. (2016) perform their MPR calculations based on the
administrative claims data of 790,609 patients with hypertension using diuretics
medication. MPR was also used to measure diuretics adherence in patients with
hypertension in the study of Malik et al. (2016).

MPR can fail in some cases to assess the actual patient adherence over a specific
period of time; it may indicate that a patient is not adherent if there is a gap in the
prescription history where the possibility of early prescription refill is not expected.

The medication gap in MPR does not necessarily reflect the facts. For example,
the patients can intentionally refill their medication before going for a long holiday
and keep taking their medication as prescribed even though this will leave a gap in
the prescription records. On the other hand, the patient can stop taking medication
or switch to another one just after recent refill, so his/her medication history will
incorrectly indicate that the patient regularly took his/her prescription.

3.3.8 The Proportion of Days Covered (PDC)

PDC is the most common measure, which calculates the proportion of days within
a fixed interval when the patient possesses a recommended supply of medication
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dosages. This adherence measure calculates the period covered by a prescription
claim for the same or similar medication in the same category. When this percentage
achieves 80%, the adherence is considered reasonable and can acquire the expected
medical benefits (Franklin et al. 2016; Mabotuwana et al. 2009).

It is important as well to consider medication pack sizes and the number of
refills in the prescription. PDC uses values between 0 and 1, which provide a
more conservative estimate of medication adherence when multiple medications
are prescribed and avoids double counting days of medication coverage. PDC is
more accurate because it will adjust any overlapping days covered (Franklin et al.
2014). PDC has been used by Franklin et al. (2016) to measure the adherence of
multiple statin initiators over a year of medical and pharmacy claims. Similarly
Yen et al. (2012) used PDC method to measure ulcerative colitis patients to 5-
aminosalicylic acid over 12 months. In the same way, PDC was used to calculate
DPP-4, SU, and TZD initiators adherence in patients with diabetes mellitus type 2
(T2DM) (Farr et al. 2014). On the other hand, Molfenter et al. (2012) integrated
self-reported questionnaire to pharmacy refill data to measure the adherence of
statin medication for patients with heart disease over a period of 6 months. They
considered patients as adherent when PDC score is greater than or equal to 85%,
while all other abovementioned studies were based on 80% (or 0.8) PDC score to
count a patient as adherent. Disease-modifying drugs (DMD) adherence in patients
with multiple sclerosis was calculated using PDC measure on the health insurance
database (HIPAA) (Kozma et al. 2014).

The retrospective analysis study by Eby et al. (2015) examined the connection
between dosing and health outcomes; they examined the administrative data for
patients with diabetes test insulin dosage and the connection to other characteristics.

Specific Medication Proportion of Days Covered (spPDC), a new measure for
medication adherence based on the previous existing method (PDC), focuses on the
adherence characteristics of patients’ behavior. The method includes performing
initial adherence calculations and running the parallel algorithm for each data
partition to calculate the medication adherence (Davis and Kendrick 2014). Lo-
Ciganic et al. (2015) have used the PDC to observe the medication level of their
patients with diabetes while developing a prediction algorithm (machine learning
framework) to examine the medication adherence threshold to reach optimal
discrimination of hospitalization risks.

3.3.9 Medication Regimen Complexity Index

Medication regimen complexity index (MRCI) is a tool for quantifying multiple
features of drug regimen complexity (McDonald et al. 2013). With the support of
electronic health records, this tool automates and evaluates the medication treatment
complexity and improves the medication management. MRCI helps healthcare
providers with complexity assessment of their treatment plans, and by using health
decision support system, they can focus on personalization of prescription regimen
to better improve adherence.
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3.3.10 MEMS (Medication Event Monitoring System)

One of the most important objective methods used to monitor the medication
adherence is electronic medication adherence monitoring. The system consists of
a regular medication bottle (container) in addition to a “smart” bottle cap or closure
mechanism that enables electronically to record each time and date the container is
opened or closed. Electronic drug monitor is a direct method for measuring patient
adherence to medication off the clinical site, and it is a comprehensive tool to
discover medication adherence patterns over time (Gill et al. 2015). These systems
come in a few variations depending on the manufacturer and the medication form.
The most widely used one is MEMS (the medication event monitoring system)
(AARDEX Ltd, Union City, CA, USA), which is a medication bottle cap with a
microprocessor unit that calculates the occurrence and time of each bottle opening
to dispense medication.

MEMS system provides transfer of the dosing data (occurrence and times log) to
MEMS reader and may also contain a simple digital screen to display the number
of dosages taken in the past hours indicating how many hours from the last bottle
opening (dose taken). Assuming that bottle openings represent medication intake,
MEMS provides a detailed profile of the patient’s adherence behavior based on the
log between two dates. By examining this information, clinicians and/or researchers
can track daily adherence to dosages, inter-dose intervals, and drug gaps, clarifying
patient adherence behavior and apply interventions to improve adherence. Thus,
incorporating the EDM data in medication adherence analysis can significantly
improve medication adherence pattern discovery and adherence rates (Gill et al.
2015).

Wu et al. (2008) designed the Multidimensional Adherence Model (MAM)
to discover the factors that contribute to medication adherence/nonadherence in
patients. MAM model uses MEMS data as a foundation to test which variable
measures medication adherence more accurately; the indicators are dose count, days
covered, and time. The results showed that the major factor in nonadherence was
perceived barriers and combination of minorities, and low income is another strong
factor of nonadherence.

Petersen et al. (2015) demonstrated in their study that MEMS combined with
clinical data analyzed via a super learner algorithm can successfully classify
virological failure in HIV patients.

Sayner et al. (2015) conducted a comparison study to compare VAS (subjective)
against MEMS (objective) and conclude that patients tend to over-report their actual
adherence over VAS, while (MEMS) shows less adherence for the same reported
period of time.

MEMS has been used for different medication adherence studies. Petersen et al.
(2015) employed MEMS medication measure in their study of antiretroviral ther-
apy (ART) medication in HIV-positive patients and “virological failure patients,”
discovering nonadherence patterns which indicate the need for an intervention to
improve the outcomes.
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MEMS was used to measure three types of heart failure medications (diuretic,
beta blocker, and digoxin) over a 3-month study period conducted by Wu et al.
(2008) to compare which drug class has more adherent patients.

A simulation system to improve medication adherence through mobile health
suggests that “reinforcement learning” system can use the daily adherence patterns
through bottle opening data provided by MEMS (Piette et al. 2015). MEMS data
combined with data from EHR were used in Chang et al.’s (2013) study to improve
adherence.

The TDA Travalert (Alcon, Fort Worth, TX) is another adherence electronic
monitor device (for eye drops) used in the study of Chang et al. (2013). A bottle
of travoprost was placed in the device and a lever was used to administer a drop. A
built-in memory chip recorded the time and date each time the lever was depressed.
The TDA can only provide data on the use of travoprost because no other medication
bottles fit in the device (Chang et al. 2013).

“ECaps” is another electronic drug monitor device that enables specific and
well-timed interventions while examining early nonadherence. ECaps (Information
Mediary Corp, Ottawa, Canada) is designed as electronic pill bottles with microchip
and sensor activated by the pressure when opening the bottle. Similar to MEMS, it
records the time and date of every opening. ECaps offers visualization capabilities
via its software and transfers the information to another data format for further
analysis as well. Electronic drug monitors are considered as one of the most precise
tools for measuring adherence that provides comprehensive data with regard to
timing or mistiming of doses that were taken, so nonadherence can be identified
when mistiming repeatedly occurs (Gill et al. 2015).

Medication adherence was measured indirectly through disease condition in
Parkinson’s disease patients. Human gait data (gesture) with the assistance of the
motion sensor was used to measure motor dysfunction in neurological diseases
like Parkinson’s disease. This method monitors a patient’s motion and concludes if
the patient has consumed his/her prescribed medication or not. Monitoring patients
through their gait dysfunctions can help health provider to monitor adherence rate
and apply the best intervention that can improve patients’ adherence (Tucker et al.
2015).

3.3.11 Cost-Related Measure

Few studies considered cost factor on adherence, using big data to explore cost-
related medication nonadherence. Zhang and Meltzer (2016) used survey, electronic
health records, and social security records data (over a period of 2 months) to
propose an approach that can measure the medication adherence and has predictive
powers as well. The model can identify patients with cost-related nonadherence and
discover the ways that cost can change, delay, or prevent patients from adhering to
their medication.
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3.4 Adherence Predictors and Patient Characteristics

When measuring or trying to predict adherence, research has identified major
variables to base their analysis on, as there are so many factors that can affect
medication adherence. The following section is to identify the frequent and more
effective variables, which can be recognized in further researches to have more
considerate assessment of their population samples.

Many factors have been identified for causes of nonadherence to medication in a
population sample, which includes demographic factors such as age, sex, and race;
socioeconomic factors (patients have different clinical, educational, economic, and
situational factors); location; medication cost\sharing cost; behavioral factors; and
additional factors such as mental state, e.g., depression, multiple therapies, intake
timing regime, persistence time, initiation time, and gaps.

Studies have found that patients with chronic diseases discontinue their medica-
tions within 1–2 refills after initial treatment (Curtis et al. 2009); medication switch
from drug subclass to another may also negatively affect adherence (Yen et al. 2012).

What has been identified as factors that affect medication use patterns are
sociodemographic indicators like age, gender, region, mediation payment type,
medication class, and other factors (Franklin et al. 2016; Molfenter et al. 2012).
Medication formulation and complexity were important factors related to nonadher-
ence, and other clinical factors were also significant (Coletti et al. 2015). Different
classes of drugs returned different outcomes of medication adherence as well (Farr
et al. 2014).

Knowing the factors and variables associated with adherence and persistence
to medication can help providers and physicians to make informed decisions to
target risk factors and variables of adherence in a patient in order to design better
interventions and improve adherence. Some of the studies focus on examining
the patient’s characteristics and evaluating medication use patterns to assess risk
factors that can lead to nonadherence. Initial adherence observation and initial filling
patterns (Franklin et al. 2014; Tucker et al. 2015) and early adherence (Tucker et al.
2015) were factors that indicated future adherence.

3.4.1 Prediction and Improvement of Adherence Methods

Data analytics methods are important to compare pathways of different patient
groups discovering exceptional paths for medical services, analyzing if the patients
follow healthcare provider’s guidelines. Some medication adherence improve-
ment approaches are behavioral (like a mobile reminder, social assistance, dosing
changes, interview or call with a healthcare professional), and the others are
educational, social, and economic (written or verbal treatment instructions based) or
a combination of both (Sayner et al. 2015). Data analysis and predictive modeling
are methods to assist in decision support regarding prevention of drug waste,
prescription drug abuse, and promoting patient medication adherence.
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Advancements in medical, pharmaceutical, and mobile health sequentially cre-
ated enormous and diverse data records as a result of different systems like
electronic health records, personal health records, prescription data, pharmacy
dispensing data, pharmacy refill data, and health and pharmaceutical claims data.
These data created an opportunity to extract deeper insights, discovering trends,
and predicting future outcomes to enhance the medical process and improve patient
health.

The advanced analytics in healthcare context consist of data processing
approaches that feasibly create different insights compared to other methods;
advanced analytic methods process all kinds of data using sophisticated quantitative
methods including statistic, descriptive, simulation, visualization, predictive, and
optimization techniques. These advanced tools and techniques discover new insights
that benefit the medical process by showing what happened in the past according
to the records, why that happened (what are the factors, variables, characteristics),
and whether we can predict the future. Analytics is not only used by the medical
institutions, but also others like the pharmaceutical industry use health decision
science to enable providers to make a better decision regarding their clients
(patients). For example, big data analytics can utilize patients’ medication refill
pattern data to identify the individual patient with risks of low or nonadherence for
a specific medication and increase treatment outcomes.

Researchers have used different strategies and analytical models to group the
patients based on their characteristics and other relevant data collected from clinics,
pharmacies, and devices in order to find trends and patterns. These patterns discover
new insights into factors that cause nonadherence and facilitate prediction of future
trends.

Advanced analytics can possibly help healthcare providers to consider and reduce
risk factors that can be problematic. This will improve adherence rates among
patients by allowing the providers to better manage personalized focused treatment
plan and direct the efforts to intervene and communicate with specific patients
before the problem arises.

When evaluating the patient compliance to the treatment plan, the focus should
not be directed to demographic factors, comorbidities, and pattern of health
service, but other compliance pattern data with medication data for other conditions
(diseases) should be also considered and integrated.

There are different strategies for interventions, including self-reporting, counsel-
ing (patient–clinician communication), and reminders. The literature also includes
measurements used in medication assessment, and it differs between subjective
behavior reports (like self-assessment) and objective reports (like electronic drug
monitor) (Curtis et al. 2009).

The incoherence between the medical information system, physicians, and
environmental contexts may result in inefficiencies in treatment delivery and affect
patient health quality. To provide better treatment for the patients, which promise
improving adherence significantly, the system should integrate most of the variables
that affect functionality. The study of Stewart et al. (2014) suggested a method
to collect and display all the information that can help to identify the medication
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adherence barriers and reduce misunderstanding to improve adherence. Using a
unified dashboard, the system uses data from EHR, PHR, PDC, and pharmacy claim
to create a tailored assessment of patient medication adherence; thus, the outcomes
will enhance health provider-patient communication to increase adherence levels
(Stewart et al. 2014).

The most common medication adherence prediction and improvement methods
were focused on the initial pattern of medication filling (Stewart et al. 2014;
Mabotuwana et al. 2009; Franklin et al. 2013, 2014); MPR/time lapse reports
(Franklin et al. 2016), the correlation between patient discrepancies (predication to
spate nonadherent patients) (Yen et al. 2012); and improvement to the traditional
proportion of days covered (PDC) measure made it more predictive (Farr et al.
2014). Selection of adherence variables using visual analytic tools to define medi-
cation possession through investigating the implications can improve the prediction
(Molfenter et al. 2012) and explore the early adherence for different drug class
(Kozma et al. 2014).

There is an association between a patient’s highest daily mean dose and
adherence. For example, Dixon et al. (2014) utilized analyses controlled for patient
characteristics and index dose of insulin. Results were consistent with the past
literature. Adherence to specific medication decreases accordingly with medication
complexity, and poor adherence is related to higher dosage.

Analysis results by Davis and Kendrick (2014) showed that there is a need to
optimize patient adherence by reducing the gap between provider recommendations
and the actual extent to which the patient will follow. A more specialized approach
is needed to help patients to understand, maintain, and then stay adherent to the
medication regimens. A health belief matrix (Piette et al. 2015) was used to test
beliefs. This matrix is a traditional questioner that assesses the medication adherence
and is based on health belief model and social cognitive theory.

Patient’s prescription-refill statistics can predict the likelihood of future adher-
ence; patient’s past behavior like medication refill is a solid predictor for the
patient’s long-term medication regimen which can establish long-term, stable,
healthy behavior. Past behavior information for patients is an important indicator on
patient’s future adherence (Chang et al. 2013). Researchers used Receiver Operating
Characteristic (ROC) analysis method to define how the model fits between the
patient’s health beliefs and previous adherence behavior with the current actual
medication use. Patients’ long-term medication regimen demonstrates long-term
stable behavior, and hence, past behavior is a strong predictor of future behavior.
Similarly, predicting adherence using initial medication filling can be performed by
estimating the future trend of initial medication filling. Some researchers investigate
the same concept: how the initial filling of the prescribed medication can be used
to predict the patient’s future commitment and how long this initial state should
remain. Petersen et al. (2015) conducted a study to evaluate the initial medication
dispensing ability to predict longer terms of medication adherence patterns. The
research investigates the adherence pattern based on the initial observation of
medication behavior to find if the predictions based on this observation are
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more accurate than the investigator-specified clinical characteristics of grouping
participants in different groups (trajectories).

The models that included early adherence data are better predictors of future
adherence than models that only included baseline characteristics (Wu et al. 2008).
The accuracy of the initial medication filling method and the exact period of
time that predicts accurately future adherence were also investigated by Piette
et al. (2015). An initial medication filling directly indicates the patient’s ability to
access the prescribed medication and suggests future commitment and adherence.
Prediction of patient’s adherence/nonadherence according to the initial filling can
be employed by health providers to better target interventions to patients who are
likely to be nonadherent (based on the initial 30-day filling information), providing
more efficient use of resources. A study conducted by Steinberg et al. (2014) also
identified the importance of relying on initial prescription data as a solid base to
predict further adherence behavior.

Long-term adherence for the same population varies between patients with
different drug classes and subclasses (Mabotuwana et al. 2009). There is also
variation in adherence when the observed period varied (Curtis et al. 2009).
Variation in timing/mistiming of dose may also affect adherence patterns, and hence,
it is possible to take corrective interventions to improve such behavior (Bjarnadóttir
et al. 2016).

Variation in medication adherence behavior across countries, regions, and popu-
lations can cluster patient behavior patterns and has predictive power; by clustering
patients, we can discover the difference in adherence, and it can be used to prioritize
future interventions (Tucker et al. 2015).

To identify patients with higher risks and improve medication adherence and
patients’ outcomes, medication regimen complexity index has been adopted and
automated based on electronic health records. Identifying these patients and sup-
porting health providers to improve their medication management and calculate the
complexity of treatment plans, can be conducted through the capabilities of decision
support systems that tailor a personalized and focused prescription treatment plan
(Sayner et al. 2015).

It is hard to assess patient adherence outside the clinical context; advanced
technologies of the internet of things, connected devices, and sensors (like visual
and motion sensors or wearable devices and sensors) are alternatives to clinical
objective adherent measures.

A system for tracking patients with Parkinson disease has utilized wearable sen-
sors that monitor patient’s adherence to medication outside healthcare organization
via observing gait data (human motion data) (Franklin et al. 2016) to differentiate
between patients who are adherent to their medications and patients who are not.
Yen et al. (2012) proposed a framework that monitors patient medication intake in
real time to ensure adherence. This framework was composed of motion detection
data collected from a watch worn by the patient.

Systems design has been still evolving to create more effective interventions in
medication adherence and treatment pathway. Farr et al. (2014) focused on design-
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ing an effective personalized diabetes management regimen (computerized decision
support system CDSS) that uses machine learning to personalize patients’ treatment,
which can lead to more effective estimation of the medication requirements and
improve adherence and treatment goals. Another system targeted for diabetes
monitoring and management also used data mining for personalized treatment and
potentially calculated patient medication adherence to inform patient’s/physician’s
interventions (George et al. 2009).

Machine learning method with a logistic regression model is used by Molfenter
et al. (2012) for data classification and categorizing medication variables. The
findings from the study indicated that patient’s medication refill predicts the
likelihood of medication adherence in the future. Kozma et al. (2014) used multiple
linear regression analysis to predict medication adherence in patients with multiple
sclerosis. Similarly, Dixon et al. (2014) used informatics tool, a clinical decision
support system, to measure medication adherence for heart patients.

Interventions to improve medication adherence can be further improved by
personalized treatments and target reinforcement learning (RL). RL is a type of
machine learning which enables software agents to automatically determine the
ideal behavior within a specific context and maximize the outcomes. The RL system
was able to learn and characterize SMS messages to different patients based on their
true underlining grounds for nonadherence, adapt to the changes that nonadherence
causes over time, and in addition, adapt the messaging frequency for each individual
(Eby et al. 2015).

Davis and Kendrick (2014) concluded that machine learning provides an oppor-
tunity for optimizing treatment outcomes and personalization of interventions for
improved medication adherence. The prediction algorithm tests patient adherence
(measured in PDC) and identifies predictors of hospitalization as a result of
nonadherence. Machine learning approach is valuable in the identification of
patient-specific adherence threshold (measuring the quality of care) and targets
nonadherent patients for interventions.

Analytical models can be used to gain insights and knowledge from different
data sources like demographics, diagnoses, claim data, lab results, prescription,
management, and other related patient data. In order to discover knowledge and new
insight, Chang et al. (2013) suggested a reverse engineering and forward simulation
(REFS) model that learns risk factors (for diabetes) and medication different timings
(early and late adherence) to create knowledgeable insight about adherence faster.

3.4.2 Mobile Monitoring and Prediction of Adherence Level

Mobile medication system has the ability to monitor patient’s intake of their
prescribed medication and to connect with providers and physicians. Such “smart”
system can monitor and analyze patient’s medication patterns using a combination
of sensors and wireless devices to report adherence to their physicians/health
provider. Mabotuwana et al. (2009) and Franklin et al. (2013, 2014) have designed
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advanced warning systems based on the patient’s patterns of medication use. The
systems can notify health professional when unhealthy habits of adherence have
been reported.

Curtis et al. (2009) aimed to find the correlation between adherence and
medication discrepancies and test if nonadherence is associated with discrepancies.
The model has the ability to separate adherent patients with 60% success rate. The
first step in improving medication adherence should be accurately assessing the
barriers to adherence, then suggesting effective interventions for improvements.

Discrepancies in medication treatment themselves do not indicate nonadher-
ence but the need for a better provider–patient communication. Patient–provider
agreement on the optimal medication regimen is necessary for the pursuit to
improve adherence. This can be done through increasing patient knowledge about
medication, simplifying the regimen, and addressing patient emotional function
(Stewart et al. 2014).

Discrepancies between self-reported adherence and objectively measured med-
ication adherence are investigated by Stewart et al. (2014). The researchers found
that the correlation between the measured adherence ratios is not strong between the
methods, but there is necessity of simplifying medication regimen to avoid patient’s
mistakes and confusion. Such discrepancies are a possible reason for low adherence,
so optimal adherence can be achieved by improving the communication between the
provider and the patient.

4 Discussion

Review of medication adherence measurment (Fig. 2) and analytical models for
predicting medication adherence is an insightful way to present the realized
and recommended clinical, pharmaceutical, and research finding in the area of
medication adherence. The findings identified few of the common measurement

Fig. 2 Medication adherence measures
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tools that assess patient medication adherence ratio, varying between self-reported,
refill data, and electronic adherence monitoring. When comparing self-reported
methods to automatic measures, discrepancies in adherence were found, concluding
that self-reported methods are not much accurate as standalone because patients tend
to overestimate their intake over reality, either for social or personal reasons. Refill
adherence (administrative) data is also a good measure to assess patients adherence
accurately. Some refill adherence measure can overcome medications switching and
other gaps by replacing PDC instead of MPR. Electronic adherence measures are
so far the most accurate because of its ability to independently assess adherence
for a variety of medications, providing convenient, easy-to-use, and efficient way
of measurement. A triangulation of adherence data or at least supporting one data
source with another is essential for the improvement of assessment efficiency.

It is important to integrate the data of electronic drug monitoring or MEMS to
optimize reminding and alerting. A framework developed by Franklin et al. (2013)
promotes the importance of patient context and preferences for optimizing alerts
and reminders in order to increase the medication treatment adherence. Mobile
health applications, such as mobile apps, and wearable, non-wearable, and sensors-
enabled devices advanced the medication adherence measurement. Decision support
system uses analytical methods and provides relevant information to physicians,
as well as to patients in order to better understand their medication management.
Decision support system connects the observations and trends with the knowledge
to guide and assist the clinician to make better-informed decisions, and machine
learning is an integral part of decision support systems used to predict outcomes,
patterns recognition, and activity detection\estimation (Farr et al. 2014). Machine
learning and predictive modeling can be used to study adherence patterns of
a specific medication in a specific population and identify nonadherence\non-
persistence factors. These systems assist in personalized interventions by classifying
patients into smaller groups based on their identified barriers and provide effective
medication measurements.

Nonadherence factors are not only patient- and socioeconomic-related (cost
alone identified as a nonadherence measure and indicator), but it can also be due
to the health condition, treatment, and healthcare system as a factor (Lafeuille et al.
2014; Gill et al. 2015). Adherence underlying beliefs can link population segments
into specific interventions. Reducing the gap between provider recommendations
along with medication complexity (prescribe more generic medication), medication
instructions, and patient of pocket expenses (helping patients with the medication
cost) can improve adherence. Prescribing simpler and fixed combination of medica-
tion can reduce the complexity and number of pills in the medication regimen.

Adherence to medication can be improved by making changes to the way of
medication-taking instructions and guidelines. Instead of the traditional method of
assigning instructions to each of the medication classes, Sandy and Connor (2015)
proposed a new method referred as Annotated Chronological Medication Schedule
(ACMS) through a relational database system (implemented in Microsoft Access).
This system can be used by health providers to create a chronological medication
schedule with all necessary usage direction only (e.g., upon rising, at breakfast
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time). This method can be helpful to include within mobile monitoring and alerting
system and it is more useful in multiple medications context. Fewer medication
adherence instructions can be simply delivered using the same electronic medication
devices.

Chang et al. compared between the self-reported adherence and the adher-
ence measure results from the electronic medical record (EMR) system. While
participants’ self-assessment results suggested high rates of adherence, the study
showed discrepancies between patients’ self-reported medication adherence and
EMR results.

Most of the earlier tools used were a questionnaire style tool performed by the
physician who interviews the patient and assesses the responses for further analysis.
Examples of this kind of self-reported tools are ASK12, VAS, TABS, MARS-5,
and health belief matrix. Pharmacy-focused and self-reported data like Medsindex
score refill data; and administrative refill claim-focused tools like PDC and MPR.
Then, there are electronic adherence measures such as MEMS and less common
motion sensors system. Electronic tools to measure adherence are becoming more
popular. These tools easily log medication-taking behavior (opening and closing
the medication bottle cap), and recently, these electronic measures are becoming
more available, easy to use, and cost-effective. Table 1 lists the identified medication
adherence measures with their frequency of use in the reviewed studies.

Sandy and Connor (2015) identified some of the effective interventions like
self-management and monitoring, simplified dosing, and medication review
(pharmacist-delivered intervention) and concluded that not all interventions are
equally effective. Exploring intervention effectiveness is critical for making more
informed decisions on how to improve interventions, to meet patient needs and
improve their treatment outcomes.

Process analytics can be integrated into healthcare processes. EHR data now
can track more details about the patients in addition to healthcare processes. By
including data proration, inspection, abstraction, clustering, mining, and valida-
tion, process analytics (PA) techniques can help to produce new insights into
the healthcare environment (Davis and Kendrick 2014) and can create insights
in applications for discovering the most frequent and exertional treatment path,
comparing pathways of different patient groups or analyzing whether patients follow
healthcare guidelines (like adherence instructions). By obtaining deeper insights
using PA, health organization can improve their prediction for patient’s outcomes.
It can visualize which class of drugs are frequently consumed and if they are
overlapping with different classes and successfully taken with other drugs.

Most of the literature explores adherence issues focused on nonadherence and
more specifically on taking less dosage than the prescribed in the time frame. Using
a different point of view, Chang et al. (2013) designed a model to discover the
overall likelihood of medication addiction, where medication abuse was identified
as taking more dosage or/and in more frequent times than recommended and has
harmful implications. For the research, it was designed to monitor medication abuse
based on the probability of multi-dosing, accidental dosing, current abuse, and the
likelihood of addiction.
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Coletti et al. (2015) investigated the use of CoMac and Event Flow visualization
tool to support the exploration of open-ended questions and experiment different
scenarios of treatment. This methodology can provide useful insights into different
treatment plans that have multiple drug classes or different diseases, for example,
by testing multiple hypotheses and meaningfully visualizing the intermediate
(expected) outcomes. Thus, the healthcare provider can consider patients medication
knowledge and forgetfulness to simplify the prescribed regimen, integrate medica-
tion reminders functionality in devices or service, improve adherence offline or in
real-time monitoring, and leverage the importance of health provider communica-
tion and engagement with the patient.

Discovering patterns of nonadherence when assessing patients data may not
be entirely accurate. There could be changes in the medication regime by the
doctor and the patient has been adhering to doctor instruction or verbal advice
by delay/switch/discontinue a medication, so the prescription is not refilled. For
that reason, it is recommended to include the physician’s decision regarding each
instruction given and integrate it with other types of data. Choosing the right or
suitable medication adherence measure includes measure that is accurate, user-
friendly, affordable, and flexible. In this context, subjective self-reported methods
are still very useful in a population with low literacy or patients already identified
as low/nonadherent, and physician–patient interaction during interviews can help
health providers to identify nonadherence barriers further and try to customize the
interventions and direct measures.

A combination of objective and subjective adherence assessment is needed and
collected adherence data preferably should be linked or stored in patient health
records. In that case, health providers will be able to quickly display past adherence
behavior patterns, analyze the data, and alter or design personalized interventions in
order to improve patient adherence. Reducing medication complexity or increasing
the generic use of a medication dose can also be considered in assisting patients
with the payment gaps, especially if the cost was identified as a barrier.

Decision support systems can depend on analytical techniques that can improve
personalized intervention programs fitting the patient population and considering
other medication adherence enablers. The personalized treatment regimen may
include more suitable drug class for the condition and suggest personalized intake
timing, personalized instructions, and follow-up preferences.

Patient segmentation is helpful in sorting patients by their level of adherence
and prioritizing interventions based on this categorization. It enables patient–
physician communications, so the patients who are nonadherent or most likely
to be nonadherent can be contacted sooner in order to speed up interventions,
increase their accuracy, and reduce the risks of any possible complications caused
by nonadherence.

Poor or insufficient adherence to prescribed medication can have a major effect
on the efficiency of the healthcare treatment. Medication nonadherence can also lead
to patient hospitalization and mortality (Pavel et al. 2010).

Nonadherence to prescribed medications can occur when the patients believe
that it is unnecessary to comply with medication instructions; the patient cannot
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physically or cognitively adhere to treatment regardless of the positive intention to
do so. It could also be that patients may be willing and are able to adhere, but they
may face some obstacles which did not allow them to take medication on schedule.
In addition to these causes, there are few different reasons for nonadherence
pointed out in the literature, and it varies between patient literacy (knowledge
and education), coverage of the medication itself by the provider, side effects,
medication cost, disease type, patient social support, affordability, transportation,
medication class confusion, duplication of the therapy, difficulty in following
treatment instructions, forgetfulness, and situational/environmental reasons.

Non- or poor adherence reduces treatment efficiency and time to treatment and
increases healthcare cost in addition to affecting patient well-being. Knowing the
factors that affect medication compliance, persistence and discontinuation may
facilitate identifying prospective patients who are less likely to adhere to specific
therapy and may allow to design specific medication treatments, interventions, and
follow-up to specific patients where their adherence is prospectively low.

Many studies evaluate adherence data to improve medication adherence and
plan for better interventions. Researchers seek to measure patient adherence to a
certain medication as early as possible, so they can investigate the obstacles and find
solutions. Multiple analytical, simulation, and visualization tools have been used to
perform analysis, predict a pattern, simulate scenarios about potential future trends,
and visualize the outcomes to discover hidden patterns and insights for valuable
knowledge. Although several data analytics have been conducted in the reviewed
articles, many of the articles (Chang et al. 2013; Curtis et al. 2009; Zhang and
Meltzer 2016) use statistical packages including regression model and multivariate
analysis (Coletti et al. 2015; Farr et al. 2014; Molfenter et al. 2012), and only a few
of them use decision tree (Tucker et al. 2015), Random Forest (Lo-Ciganic et al.
2015), and a neural network and support vector machine (Son et al. 2010). With
the advances in artificial intelligence and machine learning, medication adherence
studies can be based on the rich dataset and provide the future adherence prediction.

5 Conclusion

Study results found a variation in the methods used for measuring, predicting,
and improving patient medication adherence. The advancement in information
technology has led to increased knowledge acquisition of health data and provide
knowledge discovery. Healthcare systems and related administrative systems are
combined to produce and store a massive amount of data about patients; systems like
electronic health records store patient demographic and socioeconomic data, while
administrative systems store medication, diagnoses, and hospitalization data, among
others. Adherence measurements varied between relying on the administrative data
such as refill data or health insurance data that can be calculated using PDC or
MPR methods, self-reported measures that include questionnaires (VAS, MARS5,
Ask12) and electronic medication adherence data (calculated using MEMS, Ecaps);
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cost-related approach is also considered as a measure of nonadherence. Recently,
more recommendations were stated to adopt electronic medication data mainly
supported by the other two sources to assess adherence levels accurately. Analytical
models include machine learning, simulation, data mining, visualizations, and some
gesture detection. These models identify adherence patterns through the population
and recognize nonadherence factors and their effect on treatment plans. Significant
benefits are achieved from data mining and machine learning models and techniques
especially to classify patient’s adherence behavior and their segments. Identifying
patient’s segments and their level of adherence enables physician–patient commu-
nications and discussion regarding patient preferences, the underlying reasons for
nonadherence, and the way to overcome them. Beyond the differences in the models
and their implementation techniques, it is recommended to simplify medication
regimen, promote the importance of patient self-management and participation
through mobile monitoring, and also to use electronic adherence device system like
MEMS to track adherence patterns.

This chapter outlined the methods and techniques identified in the literature
for medication adherence improvement that were implemented in different studies
and across the diverse population and disease context. Methods were grouped with
similar concept studies to provide clear outlines of the current trends in medication
adherence research. First, the methods and frameworks that aim to improve
adherence depending on medication refill and dosing patterns were examined.
Next medication discrepancies and how they affect adherence aspects and methods
to overcome this issue were inspected. Finally emerging trends of using mobile
technologies, data mining, machine learning, and internet of things concepts to
monitor, predict, and assist the patient to become more adherent were presented.

The outcome of this research outlines medication adherence measure techniques
and guides future research and health providers to adopt a specific combination of
measures and prediction models. Adoptions of models already proven to be efficient
can help health providers to direct their efforts into certain approaches enabling them
to identify nonadherence factors and shed light on ways to improve adherence.

Identification of medication adherence patterns can assist healthcare providers
to make better decisions about interventions. Being able to prospectively identify
patients who are less likely to adhere to therapies would have important health
implications. It might allow healthcare provider to tailor certain medications,
treatment and follow-up strategies, or interventions to particular individuals who
are at greater risk of non-compliance. It is more efficient and timely to be proactive
than reactive when discussing medication adherence issues, as patients who adhere
to their current medication will avoid transferring to more complex and expensive
ones and for the health providers, early adherence can be more beneficial when they
are planning into the future.
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Addressing Data Accuracy
and Information Integrity in mHealth
Solutions Using Machine Learning
Algorithms

Zaid Sako, Sasan Adibi, and Nilmini Wickramasinghe

1 Introduction

Noncommunicable diseases (NCD), also known for being chronic diseases, are
‘conditions which are known to affect individuals over an extensive period of
time, and for which there are no known causative agents that are transmitted
from one individual to another’ (Bovell-Benjamin 2016. p. 5). The duration of
chronic diseases is very long, and the causes of chronic diseases are a combination
of genetic, physiological, environmental and behavioural factors (World Health
Organization 2018a, b, c, d). According to World Health Organization (WHO),
chronic diseases affect individuals, and it is estimated that the number of people
dying from chronic diseases will rise to 52 million by 2030, compared to 38 million
in 2012 (WHO 2014). WHO classifies the top four diseases as cardiovascular
diseases, cancers, respiratory diseases and diabetes. NCDs are now posing as the
greatest threats to health and development, especially in the developing world
(WHO 2018a, b, c, d). This threat must be dealt with as failure to implement proven
interventions is proving to be increasing health care costs, and continued lack of
investment in actions against NCDs will also have a big effect on enormous health,
economic, and societal consequences in all countries (WHO 2018a, b, c, d).

Z. Sako
Deakin University, Kew East, VIC, Australia

S. Adibi
School of Information Technology, Deakin University, East Kew, VIC, Australia

N. Wickramasinghe (�)
Epworth HealthCare, Richmond, VIC, Australia

Swinburne University of Technology, Hawthorn, VIC, Australia

© Springer Nature Switzerland AG 2020
N. Wickramasinghe, F. Bodendorf (eds.), Delivering Superior Health
and Wellness Management with IoT and Analytics, Healthcare Delivery
in the Information Age, https://doi.org/10.1007/978-3-030-17347-0_16

345

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17347-0_16&domain=pdf
https://doi.org/10.1007/978-3-030-17347-0_16


346 Z. Sako et al.

Chronic diseases along with change in demographics, increasing costs of medical
services, ongoing quality and safety issues in healthcare, are all major challenges
to the delivery of healthcare services (Armstrong et al. 2007). These healthcare
challenges are pushing the boundaries of traditional methods of healthcare delivery
by seeking new available alternative methods of delivering faster and reliable
healthcare services. Given today’s digital economy, it appears logical to look for
technology-enabled solutions such as mobile phones. The number of mobile phone
subscriptions as per the 2015 statistics released by the International Telecommuni-
cation Union (ITU), is 7 billion worldwide (International Telecommunication Union
2015). This presents an opportunity for mobile phones to be used as an intervention
in the rising number of chronic diseases and for health management. As half of
smartphone owners frequently browse for health information online and monitor
their health using mobile health applications (Fox and Duggan 2012), this gives
mobile phones a new capacity to be used as mobile health. The definition of mobile
health (mHealth) is the use of portable devices such as smartphones and tablets to
improve health (Hamel et al. 2014). While smartphones have a new role to play in
the effective management of health and diseases, the technology must be clear of any
medical errors. A medical error has been defined as a preventable adverse outcome
that results from improper medical management (a mistake of commission) rather
from the progression of an illness due to lack of care (a mistake of omission) (Van
Den Bos et al. 2011). Errors in the medical field belong to a number of domains such
as development and use of technologies, ergonomics, administration, management,
politics and economics (Vincent 2010). A common root cause of medical errors
is human error, where errors are of omission (forgetting to do something) and
commission (intentionally doing something that is not meant to be done) (Health
Informatics: improving patient care 2012). However, medical errors have progressed
from human to technological errors. Jenicek (2010) defines technological error in
medicine as errors that relate to data and information recording, processing, and
retrieval caused by information technology and its uses (information technology
inadequacy and failure). Using mobile phone technology as mHealth devices, has
its own set of challenges. These challenges relate to data (accuracy, integrity,
privacy, security and confidentiality) and information integrity. To break through
these challenges and benefit from such promising technology, techniques such as
Machine Learning, which apply probabilistic reasoning after the analysis of data,
can help deliver robust and accurate mHealth solutions.

2 Literature Review

The literature review explores a number of technical areas related to mHealth
technology including the elements of data quality, particularly the element of data
accuracy, information integrity and Machine Learning.
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2.1 Data Quality and the Element of Data Accuracy

The term data itself can be defined as information in the form of facts or figures
obtained from experiments or surveys and used as basis for making calculations or
drawing conclusion, as defined by Dumas (2013). Data in the healthcare domain
is important as health data is used for multiple purposes including health sector
reviews, planning, programme monitoring, quality improvement and reporting
(WHO 2018a, b, c, d, ref. 2). With data serving different areas of healthcare, the
quality of data becomes critical, and high quality must be present at all times (WHO
2018a, b, c, d, ref. 2). Changes in the delivery of healthcare are being accompanied
by technological solutions (Marconi and Lehmann 2014), and mHealth is one of the
technologies. mHealth apps and devices like smartwatches, smart scales and insulin
pumps are generating large amount of data (Greene et al. 2018). This data may
be helpful for patient care, enabling healthcare providers to monitor patients more
effectively and tailor their treatments accordingly (Greene et al. 2018). However,
data consists of multiple elements that make up data quality (see Tables 1 and 2). The
elements of data quality are completeness, conformity, validity, accuracy, timeliness,
duplicate avoidance, integrity, consistency and synchronization (Jugulum and Gray
2014). Table 1 lists the main four core data quality dimensions, yet, there are other
dimensions (see Table 2) also used by some of the industries.

The quality of the data can sometimes suffer from bad quality, and this leads
to a defect in the quality of data where data does not meet the domain constraints
and business rules (Jugulum and Gray 2014). Errors in data quality can lead to
inaccurate data. Data accuracy according to WHO, is the original source of data
and it is an element of data quality that is intended to achieve desirable objectives
using legitimate means (WHO 2003). Wang (1996) also defined accuracy as ‘data
are certified error-free, accurate, correct, flawless, reliable, errors can be easily iden-
tified, the integrity of the data, precise’. The quality of the data helps in evaluating

Table 1 Four core data quality dimensions

Dimension Definition

Completeness Completeness is defined as a measure of the presence of core source data
elements that, exclusive of derived fields, must be present in order to complete
a given business process

Conformity Conformity is defined as a measure of a data element’s adherence to required
formats (data types, field lengths, value masks, field composition, etc.) as
specified in either metadata documentation or external or internal data
standards

Validity Validity is defined as the extent to which data corresponds to reference tables,
lists of values from gold sources documented in metadata, value ranges, etc.

Accuracy Accuracy is defined as a measure of whether the value of a given data element
is correct and reflects the real world as viewed by a valid real-world source
(SME, customer, hard-copy record, etc.)

Adapted from Jugulum and Gray (2014, p. 77)



348 Z. Sako et al.

Table 2 Other data quality dimensions used by industry

Dimension Definition

Timeliness A measure of current data available for business use as defined by
established service level agreements (SLAs) for delivery/receipt

Duplicate avoidance A measure of erroneous duplicated records and data elements across or
within systems

Integrity An entity-level measure of the existence of a unique primary key field,
as well as a measure of whether foreign keys in one table reference a
valid primary key in the respective parent table

Consistency and
synchronization

A measure of data elements or records being equivalent across systems
and sources, to include continuity of the data elements and records
through its life cycle

Data decay A measure of how current the data is, to include the frequency at which
the data is refreshed/updated

Adapted from Jugulum and Gray (2014, p. 77)

health, assess effectiveness of interventions, monitor trends, inform health policy
and set priorities (Van Velthoven et al. 2013). When data lacks accuracy, currency
or certainty, it can have catastrophic results (Sadiq 2013), and data of poor quality
can result in lack of trust among users (WHO 2018a, b, c, d, ref. 2).

For mHealth solutions to be effective, the data collected from mHealth devices,
wearables, and applications must be accurate and secure (Mottl 2014). Accurate
data ensures proper assessment and treatment of patients. Unlike electronic medical
records (EMRs), where data collection only occurs during in-person appointments,
mHealth devices collect data continuously and throughout normal life activities,
giving providers a more complete picture of the patient’s health (Greene et al.
2018). Some of the traditional methods of assessing patients provide inaccurate
data (Lin 2013). The common standard for data collection in the medical field is
direct observation (Flocke and Stange 2004). Direct observation is the observation
of patients and the different patient characteristics at the clinic (Flocke and Stange
2004). This allows for the collection of accurate data by directly observing the
patients and their symptoms (Eisele et al. 2013). While the absence of a direct
observation method in mHealth is a challenge, capturing of data also poses another
challenge in mHealth.

With the collection of data in mHealth, errors in the quality of the data can
be harmful. Some of the ways that lead to inaccurate data are classified into
four categories. These categories are initial data entry, data decay, moving and
restructuring and using data (Olson 2003).

1. Initial data entry: mistakes, data entry process, deliberate, system errors
2. Data decay: accuracy of data when originally created over time
3. Moving and restructuring: extracting, cleansing, transformation, loading, inte-

gration
4. Using: faulty reporting, lack of understanding
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In addition to the four (4) categories described above, intentional and unin-
tentional wrong data entry and the speed at which data is collected can be
misleading. Misleading data results in misallocating resources or interventions
when needed for the patients (Patnaik et al. 2009). Inaccurate readings, insufficient
amount of data, movement and physical activities also contribute to inaccurate
data provided through the mHealth devices (Mena et al. 2013). Another factor that
affects the quality of the data is security breaches, where unauthorized modification
or alteration is made to patients’ data that compromise their confidentiality and
privacy (Mena et al. 2013). Concerns associated with data accuracy and validity are
persistent and can become a risk to patients’ safety (Linda 2012). mHealth solutions
must deliver accurate data. For data to be accurate, they must always consist of
completeness, consistency, currency, relevance and accuracy (Narman et al. 2011).
In mHealth, these elements of data quality can be compromised as data goes through
five different stages. These are (1) collection, (2) transmission, (3) analysis, (4)
storage and (5) presentation (Klonoff 2013). This means data must be accurate and
consistent over its entire life cycle in order to conform to data integrity (Cucoranu
et al. 2013).

Accurate data plays an important role in providing physicians, nurses and
administrators with good information that they can rely on (Sayles and American
Health Information Management 2013), whereas bad data have the opposite effect
and can create errors in medicine (Sayles and Health Information Management
2013). The final product after data is analysed is information. Information is another
major part of mHealth that must conform to integrity and achieve high level of
quality in order to provide patients and medical professionals with knowledge about
health management and the different aspects of the solution.

2.2 Information Integrity

Information at the very basic level is raw data that is processed and transformed
into information, from which then knowledge is extracted (Dumas 2013). In
mHealth, information must conform to integrity. The integrity of information is
about having the right properties of information including sensitivity in which
information is used, as well as encompassing accuracy, consistency and reliability of
the information content, process and system (Fadlalla and Wickramasinghe 2004).
For information to be useful, the integrity (accuracy and completeness) must be
maintained (Taylor n.d.). Information integrity and quality are few of the building
blocks of enterprise information management where information adds a value to the
business information when data and a content are accurate, up to date, reliable and
fit for the purpose (Oachs et al. 2010).

mHealth is used in several ways for the treatment of patients and delivery of
healthcare services. It is vital that the information generated is accurate in order
to avoid misdiagnosis, delayed care seeking, incorrect self-treatment, conflict over
appropriate care or non-adherence to treatment and medication (Kahn et al. 2010).
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The shift from clinician care towards patient-centred model is encouraging patients
to actively self-manage and make decisions concerning their health (Boulos et al.
2011). To sustain self-management using mHealth, patients must be provided with
accurate information that are of high integrity. The integrity of information produced
as a result of shift in the dynamics of technology has been getting more focus as the
interaction experience has changed (Cunningham 2012). What causes information
to lack integrity is errors in healthcare systems due to data loss, incorrect data entry,
displayed or transmitted data (Bowman 2013).

To treat patients correctly using mHealth and ensure information integrity, then
data governance, information workflow management, internal controls, confiden-
tiality and data privacy processes must exist (Flowerday and Solms 2010). These
processes along with information technology can improve the quality of care by
decreasing medical errors due to inaccurate and untimely information (Mahmood
et al. 2012). Using a semantic tool when processing data and transforming it into
information, can prove critical in detecting errors in data and ensuring information
are of relevance to the patients and treatments. One common and publicly available
semantic tool is the Omaha System.

The Omaha System ‘is a complex, multi-axial, hierarchical, relational stan-
dardized health services taxonomy’ as explained by (Monsen et al. 2009). The
Omaha System has been integrated into software programs, recognized by nursing
associations, and is in agreement with the International Organization for Stan-
dardization (ISO) (Monsen et al. 2009). The three (3) components of the Omaha
System (See Fig. 1) are the Problem Classification Scheme, the Intervention
Scheme, and the Problem Rating Scale for outcomes. The first component of the

Fig. 1 The Omaha System 2005 Version. (Adapted from The Omaha System Chart 2018)
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Omaha System enables healthcare professionals to collect assessment data such as
signs and symptoms, intervention scheme to design intervention and it is driven
by the provider, and lastly is an outcome measurement scale for evaluating the
interventions and the care process (Topaz et al. 2014).

Using the Omaha System in an accurate and consistent way, would establish
an effective basis for documentation, communication, coordination of care and
outcome measurement (Garvin et al. 2008). Incorporating Omaha System in
mHealth, can potentially increase the accuracy of data and information. Elements
from the Omaha System have also been incorporated into Machine Learning
Algorithm studies (Monsen et al. 2009). This offers a role for Machine Learning
to be adapted in mHealth technology to improve the detection of inaccurate data
using the standardized taxonomy, that would enhance the quality and delivery of
information of high quality.

2.3 Application of Machine Learning in the Health Domain

Machine Learning, according to Mohammed et al. (2016, p. 4), is ‘a branch of
artificial intelligence that aims at enabling machines to perform their jobs skilfully
by using intelligent software’. Machine Learning has enabled smarter use of data
in health by shifting from curing diseases to anticipating and preventing them
before they occur through real time data analysis (Kumar et al. 2013). Machine
Learning has been applied in a number of areas of healthcare including Computer-
Aided Diagnosis, whereby machines assist radiologists in analysing the images
(Mohammed et al. 2016).

Machine Learning is a continuously growing in the field of computer science
and Health Informatics (Holzinger 2016). The growth is due to the probabilistic,
uncertain, unknown, incomplete, heterogeneous, noisy, dirty, unwanted and missing
datasets that could endanger the modelling of artefacts (Holzinger 2016). Despite
the opportunities and benefits mHealth brings, the risk of medical errors occurring
in mHealth must be constrained. Varshney (2009) describes common medical errors
as those found during investigation, diagnosis, treatment, communication and office
administrations errors. Constraining these errors during those stages can be achieved
by learning about the collected data and applying analysis techniques to find sources
of inaccurate data. The analysis performed by Machine Learning, extracts new
knowledge when there is great amount of data (Lambin et al. 2013).

The concept of Machine Learning is learning that improves with experience at
some task. That is (Bell 2014):

• Improve over task, T
• With respect to performance measure, P
• Based on experience, E

Machine Learning algorithms can play a pivotal role in acquiring accurate data
through pre-trained algorithms that can be deployed in mHealth solutions. Support



352 Z. Sako et al.

vector machines (SVM) algorithm was deployed in a blood pressure measurement
application on an android tablet that detected the patient’s arm and ensured stability,
in order to acquire accurate reading of the data performed by the cuffs (Murthy and
Kotz 2014). In a fall detection scenario, recorded data were used from a database
which contained 95 instances of recorded falls, from which then four types of
Machine Learning algorithms were applied to accurately detect a fall (Sannino
et al. 2014). The role of Machine Learning in detecting inaccurate data through
reasoning could prove crucial in enhancing the quality of the data collection stage
of mHealth, as the accuracy aspect of data is a major challenge in itself. Removing
inaccuracy and assuring high data quality would result in a deluge of solutions
that can be developed to help manage diseases to reduce healthcare costs. With
Machine Learning having a role in the delivery of mHealth, the proposed study
is to investigate data accuracy and information integrity in the context of mHealth
solution by addressing the research question:

How Can Machine Learning Be Applied in mHealth Solutions to Address Data
Accuracy and Information Integrity?

3 Conceptual Model

To help address the accuracy problem in mHealth, the conceptual model
(see Fig. 2) has been developed to facilitate the detection of data inaccuracy in
mHealth and draws on providing high-quality information using multiple agents.
These agents are intended to check for accuracy of the data at different levels in
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knowledge from

Medical Professional

Feedback

Check for time of
the day

Agent checks
reading from
previous day

Agent Checks
previous records
(finds average
reading)
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record
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1

Agent
2
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3
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4
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Injection

Knowledge

Fig. 2 Conceptual model
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order for the final dataset to be accurate. The conceptual model is built using the
elements of data integrity that prove critical to generating high-quality information
that is free of errors.

The four (4) agents described in the conceptual model can perform smart
functions which help detect and assess the accuracy of the value that is received
from a patient during the use of mHealth:

1. Time of the day: The function of this agent is to check for data decay, currency
and timeliness, which makes the treatment and actions to be relevant and provide
information in a timely manner. Thus, ensuring no delay in seeking treatment
and allows for monitoring of the patient to be more relevant.

2. Reading from previous day: The function of this agent can detect mistakes by
comparing the current value against what was provided previously. Where there’s
a significant difference, it will notify the medical professional of such event to
raise awareness about the change in the value.

3. Average value from previous reading: The advice given to a patient during
mHealth treatment is often based on the current value and does not take into
an account the history of the patient. This agent performs calculations that finds
the average value as well as providing a better insight of the patient’s behaviour
by providing a trend using the available historical data.

4. Medical standards: This agent checks the current value against the standard,
acceptable medical reading that is of the right range and conforms to medical
data definition related to the disease.

4 Research Methodology

In addressing this study’s research question, a qualitative research method is applied
using an exploratory case study. The following sections illustrates the different
components of the study (the case study, data collection, data sampling, data
triangulation and data analysis).

4.1 Single Case Study

Yin (2014) defines case study as ‘an empirical inquiry that investigates a contempo-
rary phenomenon (the “case”) in depth and within its real-world context, especially
when the boundaries between the phenomenon and context may not be clearly
evident’. Case studies are not considered a methodology but rather a choice of what
is to be studied (Denzin and Lincoln 2011), and they are for studying a single group,
event or person (Donley 2012). The selected case study is a mHealth solution for
diabetes, with the case being patients’ data. The selection of the case is guided
by two principles. First is the form of question posed in this research where the
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form is ‘How’, requires no control over behavioural events (no control over how
the data is produced) and focuses on contemporary events as the case (patients’
data) is studied in its real-world context. The second principle in selecting such case
study is the single-case study rationale where the case is critical to the theory (Yin
2014) and relevant to the research question. Treating patients via mHealth rather
than at the clinic could allow a gap for errors. Accessing such case study enables
the research question to be addressed by examining patients’ data and exploring the
characteristics of the data, the intended meaning when the data was produced and
how it contributes towards the treatment of the patient.

4.2 Data Collection

The type of data collected for this study is qualitative secondary, de-identified data
of patients with diabetes. Secondary, de-identified data is data that is used for
research purposes and does not identify or represent a person (McGraw 2012).
The de-identified data will be of records of patients who have diabetes and
contain information such as time and date of measurement, glucose reading and
a description of the reading. The chosen method of data collection seeks data that
presents a chronic disease that is relevant to the case study; it is produced by people
in real world and is authentic.

4.3 Data Sampling

With the proposed method of data collection being Secondary data, the sampling
technique employed in this study is convenience sampling. The selection of this
sampling technique is due to the readily available and accessible secondary data
that is used for this study and conveniently recruited (Gideon 2012) through two
sources. The first sample is diabetes data from clinical solution for the treatment
of diabetes, while the second source is data from mHealth solution. The sample
represents one of the many developed mHealth solutions and the data characterize
the type of data created when using mHealth.

4.4 Data Triangulation

The data is triangulated using triangulation of different data sources of information
by separating the secondary data into different datasets to build coherent justification
for themes (Creswell 2009). The datasets will be numbered to represent different
patients and for triangulation to confirm the accuracy of the findings.
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4.5 Data Analysis

The data analysis is performed using thematic and hermeneutics techniques.
Thematic analysis is will be applied to aid in the interpretation of the texts by
coding the data into organized segments of texts before bringing meaning to
information (Creswell 2009), and later underlining them for generating themes
that describe passages in the data (Cohen et al. 2000). In analysing the themes,
Hermeneutics analysis is used to provide a detailed description of the text to capture
and communicate the meaning of the lived experience (patients using mHealth)
being studied (Cohen et al. 2000). This is to seek interpretation of the mHealth data
and understand the meaning of it, accuracy of the values and what the producers of
the text initially intended it for (Flick et al. 2004).

5 Research Limitations

A key challenge for this research that requires mentioning is the use of secondary
data. Using secondary data does not allow this research to observe the patients
nor their behaviour during the use of the mHealth solution, specifically when the
patient enters the data. Thus, this research does not take into consideration the
human factors that can affect the accuracy of the data. Despite this difficulty, this
is a major challenge in mHealth as there is no direct observation of the patient or
their behaviour when the data is collected. Using the secondary data helps establish
methods that can overcome this challenge and ensure data accuracy and information
integrity in mHealth through the use of Machine Learning. Another limitation is
the study’s focus on a single chronic disease, diabetes. Diabetes is one of the
many chronic diseases listed by World Health Organization. However, treatment
of diabetes through mHealth is achieved through the transmission of text data
that contain diabetes-related information, which allows for the testing of Machine
Learning algorithms to be done.

6 Discussion and Conclusion

The preceding serves to present a research in progress study that focuses on trying
to optimize data assets for mHealth contexts. In particular, it focuses on critical
considerations regarding data accuracy and information integrity. While still at
an early stage, the research should provide important implications for theory and
practice. From the perspective of theory, the study will assist in developing a
new area of knowledge that establishes methods similar to direct observation in
mHealth using Machine Learning as a step to validate the accuracy of the data.
As mHealth grows and the domain of consumer health informatics matures, we
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will see more and more mobile solutions being embraced to support health and
wellness. Central to the success of these solutions is that they provide accurate
data and information to consumers who in turn make decisions with far reaching
implications and consequences based on the data and information received. The
findings from this study will clearly be significant in ensuring optimal value from
such mHealth solution. Upon the completion of the study, it will contribute to the
hermeneutics field in information systems and a reference for researchers to use in
analysing future empirical mHealth-related studies and assisting in the interpretation
of their analysis.

Given today’s digital economy, findings from this study are relevant to not just
for healthcare but transferable to other industries also concerned about accuracy of
data input and information integrity. Finally, the practical implication also extend
to the field of Data Science as the findings will help bring new information that
will assist data scientists in detecting inaccurate data within their datasets. This will
enable data scientists to narrow down the data selection so that they can produce
truthful answers to their questions when analysing data using Machine Learning.

7 Future Research Direction

This research sets a new area of focus for mHealth technologies and that is data
accuracy. This research establishes early methods of detecting data inaccuracy
within a single context being diabetes data. Future research should review the
different mHealth technologies (wearable, ingestible, text-messaging, mHealth
Apps, etc.) and study how data inaccuracy can occur within these solutions. This
will then help build a framework for standardizing ways of collecting mHealth data
to ensure accuracy in health information becomes a standard for delivering safe
solutions to patients.

Future studies should also investigate and explore the privacy of users and
security of the data due to the potential of Machine Learning being able to reveal
more information than what was originally planned for. Machine Learning is a
powerful tool, and if designed correctly, the information extraction mechanism can
bring a whole new knowledge to the providers that did not exist before.
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Enabling Value-Based Health Care
with Business Analytics and Intelligence

Nilmini Wickramasinghe

1 Introduction

Although healthcare organizations have a wealth of data available through several
data sources, much of this data is challenging to access, discontinuous, incomplete,
lacking standardization or even incorrect (Moghimi et al. 2016; Porter and Teisberg
2006; Shafqat et al. 2018). Today, healthcare organizations globally are being chal-
lenged by the pressures to reduce costs, improve care coordination and outcomes,
provide greater value and focus on a more patient-centric approach (Ball 2000;
Raghupathi and Raghupathi 2014; Wang et al. 2018).

To address these challenges and thereby provide optimal patient care outcomes,
the application of business analytics and business intelligence (BA/BI) is recom-
mended (Burke and Menachemi 2004; Das et al. 2010; Levinson 2010; Rouse 2010;
Frimpong et al. 2013; Miller 2012; Proctor and Compton 2010; Rajiv-Kohli 2008;
Ryan 2009; Silvia Piai 2008; Wang et al. 2018; Ward et al. 2014) .

Our findings to date (Moghimi et al. 2016) indicate the existence of an opportu-
nity to leverage the multispectral data collected through the application of strategic
BA and BI solutions which will in turn improve knowledge sharing between clin-
icians as well as between clinicians and administrators and clinicians and patients
(Gagnon et al. 2003; Kelley et al. 2011). In so doing it will also be possible to reduce
costs, by focusing on key metrics including length of stay, unplanned readmissions
and clinical risk mitigation (Shafqat et al. 2018). The research question is:

How can business analytics/business intelligence contribute to the provision of value-based
care delivery?

N. Wickramasinghe (�)
Epworth HealthCare, Richmond, VIC, Australia

Swinburne University of Technology, Hawthorn, VIC, Australia

© Springer Nature Switzerland AG 2020
N. Wickramasinghe, F. Bodendorf (eds.), Delivering Superior Health
and Wellness Management with IoT and Analytics, Healthcare Delivery
in the Information Age, https://doi.org/10.1007/978-3-030-17347-0_17

361

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17347-0_17&domain=pdf
https://doi.org/10.1007/978-3-030-17347-0_17


362 N. Wickramasinghe

To fully explore the potential for leveraging BA/BI, we examine a large
healthcare data set for 10 years in a tertiary not-for-profit healthcare hospital to
identify critical areas to address that will enable high-value patient-centred superior
care delivery to ensue. The primary aim of this study is to develop a framework
for BA/BI methodologies, tools and techniques to drive operational efficiencies,
reduction of costs and improvements in the quality of care and thereby enhance
care efficiency.

2 Background

Business analytics (BA) consists of a collection of information technology (IT) tools
that enable users to transform data into informed actions (Krumholz 2014; Perer
2012). In contrast, business intelligence (BI) consists of a set of techniques and
tools for the acquisition and transformation of raw data into meaningful and useful
information for business analysis purposes (Azma and Mostafapour 2012; Eaton et
al. 2007). Hence, while the two terms are often used together as one necessitates the
other, they are indeed distinct.

Data warehouses and BA/BI technologies have been used in healthcare settings
to improve workflow efficiency (Borlawsky et al. 2007; Golfarelli et al. 2004),
monitor quality and improve outcomes (Resetar et al. 2006), develop best practices
(Dhaval et al. 2006), optimize insurance procedures (Ostrander et al. 2007) and
uncover patterns of increased expenditures (Chen et al. 2007). Many health systems
are also using ‘scorecard’ (Eaton et al. 2007) and ‘dashboard’ (Grant et al. 2006)
methodologies and developing web-based query and reporting tools (Grant et al.
2006; Roohan 2006) to optimize delivery of services as well as improve their own
data warehouse projects (Eaton et al. 2007) (Fig. 1).

2.1 Business Analytics

Business analytics is generally viewed from three major perspectives: descriptive,
predictive, and prescriptive (Fig. 2). Descriptive analytics (Evans and Lindner 2012;
Elsworthy et al. 2013) refers to the use of data to understand past and current
performance and make informed decisions. Descriptive analytic techniques are the
most commonly used and most well-understood type of analytics. These techniques
categorize, characterize, consolidate and classify data to convert it into useful
information for the purposes of understanding and analysing business performance.
Descriptive analytics summarize data into meaningful charts and reports, for
example, about processes, clinical outcomes, complications, risk factors, budgets,
revenues or cost. Typical questions that descriptive analytics help answer are: How
many patients are coming from specific geographic regions? What are patient
outcomes following specific clinical treatment? How much of our revenue was
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Fig. 1 Key functionalities of a business intelligence application in the healthcare environment.
(Adapted from Ferranti et al. 2010)

Fig. 2 BI and BA overview. (Adapted from HIMMS Analytics Database 2009)

generated from different geographic regions? What was our revenue and profit last
quarter? How many and what types of complaints did we resolve? Which production
unit has the highest or lowest productivity? Descriptive analytics also helps to
classify customers into different segments, further enabling the development of
specific targeted campaigns and strategies.
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In contrast, predictive analytics analyses past performance in order to predict
the future by examining historical data, detecting patterns or relationships in these
data and then extrapolating these relationships forward in time. Using advanced
techniques, predictive analytics can help to detect hidden patterns in large quantities
of data to segment and group data into coherent sets in order to predict behaviour
and detect trends. Predictive analytics assist in answering questions such as: What
will happen if demand falls by ten percent or if supplier prices go up five percent?
What do we expect to pay for fuel over the next several months? What is the risk of
losing money in a new business venture?

Finally, prescriptive analytics uses optimization to identify the best alternatives
to minimize or maximize some objective. Prescriptive analytics are used in many
functional areas of organizations, including operations, marketing and finance. The
mathematical and statistical techniques of predictive analytics can also be combined
with optimization to make decisions that take into account the uncertainty in the
data. Prescriptive analytics addresses questions like: What is the best treatment to
use for patients with certain disease characteristics? Figure 2 presents an overview
of BI and BA evolution, applications, and emerging research.

2.2 BA Benefits to Healthcare

Today, healthcare organizations must contend with large volumes of multispec-
tral data generated from numerous patient care points of contact, sophisticated
medical instruments and monitoring devices and web-based health communities.
Two main sources of health big data are genomics-driven big data (genotyping,
gene expression, sequencing data) and payer–provider big data (electronic health
records, claims records, pharmacy prescription and patient-reported data) (Miller
2012). The expected raw sequencing data from each person is approximately 4
terabytes. From the payer–provider aspect, a data matrix might have hundreds of
thousands of patients with many records and parameters (demographics, medica-
tions, outcomes) collected over an extended period of time. Extracting knowledge
from health big data poses significant research and practical challenges, especially
considering HIPAA (Health Insurance Portability and Accountability Act) and
IRB (Institutional Review Board) requirements for building a privacy-preserving
and trustworthy health infrastructure and conducting ethical health-related research
(Institute of Medicine (U.S.). Committee on Quality of Health Care in America
2001). Healthcare big data analytics, in general, lags behind e-commerce BI and BA
applications because it has rarely taken advantage of scalable analytical methods or
computational platforms (Miller 2012). Recent efforts have just begun to scratch the
surface of these challenges (Shafqat et al. 2018).

Over the past decade, electronic medical records (EMRs) have been widely
adopted in hospitals and clinics worldwide (Services, U. S. D. o. H. a. H 2010).
Significant clinical knowledge and a deeper understanding of patient disease
patterns can be gleamed from such collections (HIMMS Analytics Database
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2009), for example, used a large-scale, longitudinal EHR to research associations
in medical diagnoses and consider temporal relations between events to better
elucidate patterns of disease progression (Hanauer et al. 2011). Lin et al. (2011) used
symptom–disease–treatment (SDT) association rule mining on a comprehensive
EHR of approximately 2.1 million records from a major hospital.

In addition to EMR data, health social media sites such as Daily Strength
and Patients LikeMe provide unique research opportunities in healthcare decision
support and patient empowerment (Miller 2012), especially for chronic diseases
such as diabetes, Parkinson’s, Alzheimer’s and cancer. Association rule mining
and clustering, health social media monitoring and analysis, health text analytics,
health ontologies, patient network analysis, and adverse drug side-effect analysis
are promising areas of research in health-related BI and BA (Gagnon et al. 2003).

3 Research Design and Method

Our previous work (Moghimi et al. 2016; Wickramasinghe and Schaffer 2010)
has enabled us to establish a systematic approach. Specifically, we have applied
the process perspective of Boyd’s OODA loop (Fig. 3), which highlights four
critical steps of observation of the space, orientation within the space to enable
full appreciation of the scenario, determination of a solution set to move forward
in the best possible fashion and action to delineate the necessary steps required
to move forward with the chosen decision, to our intelligence continuum model
(Wickramasinghe and Schaffer 2010; Wickramasinghe et al. 2009).

Fig. 3 Boy’s OODA loop
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Fig. 4 The intelligence continuum

The intelligence continuum (Fig. 4) provides a systematic approach to apply
to any generic healthcare system consisting of people, healthcare processes, data
and IT, the tools and techniques of knowledge management, business intelligence
and business analytics to both diagnose (potential) problems and then be able
to efficiently and effectively prescribe appropriate solutions in a timely fashion
(Wickramasinghe and Schaffer 2010).

In this exploratory study, a mixed-method single case study methodology is
adopted. The chosen case is a large not-for-profit tertiary healthcare organization in
Melbourne, Australia. On securing ethics permissions, data collection and analysis
commenced including examination of a large data set covering 10 years, interview-
ing key informants as well as conducting focus group sessions of small groups (no
more than eight people) made up of clinicians, IT and hospital executives. The study
involved three key phases: phase 1, benchmarking and assessment of the current
state; phase 2, design of the organizing framework and then the development of a
prototype solution; and phase 3, testing the solution. To design the prototype “Qlik
View” while “Tableau” is used for data visualization and clinical dashboards.

To design the prototype, an action research methodology combined with a design
science research methodology (DSRM) was adopted (Hevner and Chatterjee 2010;
Hevner et al. 2004). Action research, presented in Fig. 5, is an interactive inquiry
process that balances problem-solving actions implemented in a collaborative
context with data-driven collaborative analysis or research to understand underlying
causes enabling future predictions about personal and organizational change (Burns
2007). The DSRM is adopted to guide the cycles of problem/opportunity determina-
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Fig. 5 Action research steps
because of lacking
Identify problems

analytics tools/
techniques

Collect appropriate
data through survey

and expert focus
groups

Analyse data

Take action by
prototyping an initial

BI/BI solution

Evaluate the solution
through an expert

focus group

Reflect

tion (relevance cycle), solution design and evaluation examine (design cycle), using
the knowledge base to inform design (rigor cycle) (Hevner and Chatterjee 2010;
Hevner et al. 2004).

3.1 Data Collection Plan and Data Analysis

Thematic analysis (Boyatzis 1998) is used in conjunction with NVivo or Dedoose
to perform the qualitative analysis aspects of the data analysis. In addition,
descriptive statistical analysis including frequency analysis will be used. Further,
the information from the focus group discussions is also analysed. Specifically, the
main objectives from the focus groups include:

1. Evaluating and assessing the prototype by clinicians and also executives
2. Identification of any ideal future state for the solution, how this might be

addressed and what is required to realize this state
3. Other relevant key points to be considered in the proposed solution

Findings from the focus group are then applied to the prototype in order to
improve patients’ outcomes.

The findings from the thematic analysis are used to assess the usability and
acceptability of the prototype and also to further explore the specific benefits of the
proposed solution. Based on the feedback from the focus group, the final prototype
is tweaked.

As all data collection and analytical methods have limitations, collecting
patients’ data during their cancer care has limitations given the high mutability
of patients’ conditions during their treatment course. In this case, collecting
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longitudinal data is essential for drawing conclusions about changes occurring
within the individual patients, but because they are observational rather than
experimental, it is important to recognize that even longitudinal data are limited
with respect to data access and integrity issues in the study site.

4 Discussion

Outcomes of this study are essential for the study site as it addresses issues regarding
big data and analytic capabilities so that raw data assets currently residing in various
databases can be harnessed and optimally utilized and leveraged to ensure superior
clinical outcomes. Given the importance of oncology to the study site, the results
from this exploratory study can enable this hospital to further differentiate its
operations in this clinical domain. Finally, knowledge and understanding of the BA
content and techniques regarding oncology contexts can also be leveraged to other
clinical domains across the study site and then on the national level.

To date, realizing the full potential of business analytics (BA) and business
intelligence (BI) for healthcare contexts is significantly underutilized. BA/BI can
play a pivotal role to assist in designing and planning efficient policies and
programmes, improving service delivery and operations, enhancing sustainability,
detecting and mitigating clinical and non-clinical risks and providing a means for
measuring and evaluating critical organizational data.

Figure 6 succinctly presents the conceptual model which highlights the main
components of a possible BA/BI organizing framework as well as highlighting
key aspects of the proposed study. We have been using an array of offline
analytical platforms such as RapidMiner and SPSS for the mining of data. Also

Fig. 6 Conceptual model to present key aspects of the study
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big data platforms like Hadoop will be used for large volumes of data. We will
create applications of analytics to build models able to predict risks in cancer
treatment processes. Patients’ patterns captured through historical data sets may
allow clinicians to make evidence-based clinical decision-making in order to treat
different types of cancer by comparing data from similar patients in the past with
the current observed patient.

At this exploratory study, it will be possible to develop an appropriate organizing
framework to apply the necessary BA/BI technologies, tools and techniques in the
specific context. This is an essential first step to ensure that the current and future
BA/BI assets will be optimally and strategically used.

Thus, a key benefit of this study for the study site is that it will enable the
design and development of the most appropriate technology platform and rubrics for
BA/BI applications in clinical contexts in order to make more efficient, effective and
analytical approaches to ensure a high quality of patient outcomes, care efficiency
as well as a high patient experience. From this a secondary end point is the
development of a prototype to demonstrate the bespoke uses of BA for the study
case.

5 Conclusion

This research in progress is set to develop an appropriate organizing framework
and a bespoke prototype to apply the necessary BA/BI tools and techniques in the
specific cancer treatment context. This is an essential first step to ensure that the
current and future critical data assets will be optimally and strategically used.

In order to develop this framework, this study has focused on cancer care across
three study sites at one of the biggest private hospitals in Melbourne, as a single
case study. An Action Research Methodology coupled with DSRM is applied to
design and develop an appropriate strategy to adapt BA/BI to this context as well as
to develop a prototype solution.

Thus, a key benefit of this study is designing and developing the most appropriate
BA/BI application in cancer context in order to make more efficient, effective
and analytical approaches to ensure a high quality of patient outcomes and care
efficiency as well as a high patient experience in Australian healthcare sectors.
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Part III
Critical Issues Around Aspects of IoT

in Healthcare Contexts

The technologies of the Internet of Things (IoT) are disrupting the traditional
approaches to deliver healthcare that have remained relatively unchanged since the
time of Hippocrates. With such changes, many good things are clearly possible
such as providing anytime, anywhere care to many people; however, there is also
a dark side and often unintended consequences that follow with the embracement of
technology into healthcare delivery. This third section, thus, serves to highlight some
of the critical issues that have arisen due to the incorporation of the technologies of
the IoT. Specifically the following five chapters address some important aspects as
follows:

Chapter 18: A Review of Mixed Reality in Healthcare by John and Wickramasinghe
Chapter 19: Implementing Lean Principles in the Healthcare Industry: A Theoretical

and Practical Perspective by Pakdil et al
Chapter 20: Data, Denial and Disparity: Is This a New Digital Divide by Wickra-

masinghe et al.
Chapter 21: The Enabling Role for Technology in the Support of Care Coordination

In Healthcare by Gibbings and Wickramasinghe.
Chapter 22: Managing the Risks of Emerging IoT Devices by Paxton and Branca.

What is evident from these chapters is that issues around equity, disparities,
privacy, security, and cost of care are important to keep in mind as we design
and develop technology solutions. Moreover, by having a broad appreciation for
all the players in the healthcare web and all stakeholders it is possible to understand
how changes effect each and every group. In addition, there is a need for policy,
regulations, and laws to be revised and modified given the new solutions and
possibilities afforded by technology. Clearly, it is not feasible to address all these
issues in one section, but we feel it is important to note these issues so that they are
kept in mind.



A Review of Mixed Reality
in Health Care

Blooma John and Nilmini Wickramasinghe

1 Introduction

Mixed reality (MR) is an evolving form of experience in which the real world is
enhanced by an overlay of computer graphics-based interaction which is tangled
to an activity (Azuma 1997). MR seamlessly overlay 2D and 3D objects such as
audio files, videos and textual content into the real world (Azuma et al. 2001). Thus,
jointly, MR makes its users see the real world, along with augmented data, as an
integrated and improved environment. In an MR interface, the user views the real
world through a handheld or head-mounted device by coating illustrations on the
surrounding environment (Harborth 2017). The idea of MR stems from Sutherland
(1968), when head-mounted three-dimensional display was introduced. MR system
is defined by Azuma et al. (2001) to have the following properties: “combines
real and virtual objects in a real environment, runs interactively, and in real time,
registers (aligns) real and virtual objects with each other”. Milgram and Kishino
(1994) presented a continuum of real-to-virtual environments as given in Fig. 1.

Today, the terms ‘augmented’ reality (AR) and ‘mixed’ reality (MR) are used
interchangeably (Farshid et al. 2018). AR refers to the overlay of data onto the
visible world, while MR technologies display virtual objects over the real-world
background (Cuendet et al. 2013). These objects are often ‘locked’ in space as
though they were a natural part of the otherwise real environment. Microsoft’s
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Mixed Reality

Real 
Environment

Virtual 
Environment

Augmented 
Virtuality

Augmented 
Reality

Fig. 1 Reality–virtuality continuum. (Adapted from Milgram and Kishino 1994)

Table 1 The actual reality/virtual reality continuum

Reality
Augmented
reality

Virtual
reality

Mixed
reality

Augmented
virtuality Virtuality

The actual
world that
we
experience
with all our
senses

Information
and data
overlaid on
top of the
actual world

A complete
digital repre-
sentation of
the actual
world

The
introduction
of possible
elements into
an actual
world

The
introduction
of actual
elements into
a possible
world

An
imaginary
world that
mostly
follows the
rules of the
actual world

An example

An actual
hospital

A reality app
provides
details of an
actual
hospital

A 3D image
of actual
furniture. A
virtual tour
of an actual
hospital

Simulation
of different
furniture,
virtual or
new, in an
actual
hospital

Staging of
actual
furniture in a
new hospital
room

A 3D model
for a new
hospital or of
new furniture

Key concept

Physical
co-presence
of people and
objects

Add utility to
physical
co-presence

Enable
perceived
presence and
full
immersion

Adaptation
of actual
scenarios

Participation
in possible
scenarios

Vision of a
completely
different
world

Adapted from Farshid et al. (2018)

HoloLens is an example of an MR device, while Pokémon Go is an example of an
MR application (Harborth 2017). Table 1 adapted from Farshid et al. (2018) gives a
clear distinction between actual reality and virtual reality continuum.

MR applications are used in various fields like health, sports, business and more,
and it is very much applicable to education (Yuen et al. 2011). The educational
value of using MR in learning design is to provide exceptional student experience,
by helping them to ‘see the unseen’ through the capacity of MR and to visualize
and interact with complex and abstract concepts (Billinghurst 2002). Students in
information technology (IT) field can have a work-integrated learning experience
with MR by programming augmented reality applications (Jee et al. 2014; Chong
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et al. 2009). MR is also found to be very significant in health as well as health
education domain by using MR application for conducting virtual bowel cancer
surgery or communicating with virtual patients (Nicolau et al. 2011; Wu et al. 2013).
However, very few studies presented a review of AR specifically for healthcare.

AR/MR overlay virtual objects over the real visible world and enhance our
sensory-motor engagement with the world (Lindgren et al. 2016). A systematic
literature review by Harborth (2017) highlights a shortage of information systems
technology papers in developing or reviewing AR/MR technologies and outlines
many promising areas for future work on augmented and mixed reality. A recent
study used MR to help students learn the anatomy of the human body mediastinum,
and in this case, MR was found to strengthen the students’ self-efficacy and
motivation, improve learning and provide a good learning experience (Nørgaard et
al. 2018).

The differences between VR, AR and MR have important practical and theoret-
ical implications for learning design, and there is a strong argument available to
set aside the technical similarities of the technologies and to treat them separately
(Hugues et al. 2011). In many respects, the affordances of virtual reality have been
well explored in the literature on the educational use of video games (Waddington
2015), although the immersive nature of more advanced VR technologies does
appear to enhance these effects (Clark et al. 2016).

2 Methodology

To analyse the literature on AR in healthcare, we identified the top journals in
healthcare domain as listed in Serenko et al. Among the management-centred
journals, the researchers ranked Journal of the American Medical Informatics
Association and Journal of Medical Internet Research as A+ journals, and among
the clinical-focused journals, they ranked BMC Medical Informatics and Decision
Making and IEEE Journal of Biomedical and Health Informatics as A+ journals.
We selected only the top five journals from both e-health management-focused and
e-health clinical-focused as listed in Tables 2 and 3, respectively.

Table 2 Ranking of e-health management-focused journals

Tier Rank Title Number of articles found

A+ 1 Journal of the American medical informatics
association

4

A+ 2 Journal of medical internet research 24
A 3 JMIR medical informatics 3
A 4 Methods of information in medicine 0
A 5 Journal of Telemedicine & Telecare 2
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Table 3 Ranking of e-health clinical-focused journals

Tier Rank Title Number of articles found

A+ 1 BMC medical informatics and decision making 2
A+ 2 IEEE journal of biomedical and health informatics 2
A 3 International journal of medical informatics 0
A 4 Journal of biomedical informatics 2
A 5 Applied clinical informatics 4

We conducted the literature search in August 2018. We used the terms ‘vir-
tual reality’, ‘augmented reality’ and ‘mixed reality’ to search in the respective
databases. All publications issued through the keyword search were regarded as
‘hits’. The hits were evaluated based on their titles, abstract and content. The number
of relevant articles found is also listed in Tables 2 and 3. From the tables, it is evident
that the Journal of Medical Internet Research had the maximum number of articles
related to augmented reality. We went through the papers and classified the papers
based on the categories discussed. The findings of this study are discussed in the
next section.

3 Findings

This section discusses the results and findings of the literature review. Among the
four articles from the journal of the American Medical Informatics Association,
three were review of the studies and literature, and only one paper was about the
annotations to physical workspaces such as signs and notes using MR technology.
The paper emphasized on the fact that MR can be achieved using personal head-up
displays, digital spectacles or handheld devices like camera-enabled smartphones.
They emphasize on the fact that MR appears as an ideal vehicle to support the need
to annotate space.

In the Journal of Medical Internet Research, 19 papers were focused on AR/MR
or VR technology with 16 papers on VR and 3 papers covered AR/MR. The topics
ranged from playing Pokémon Go as an emerging health-risk behaviour, the use of
second life for clinical psychology, the use of Google Glass for documentation of
medical findings and the use of MR glasses for assisted paediatric cardiopulmonary
resuscitation. The three papers in the Journal of Medical Internet Research –
Medical Informatics – were all focused on VR for chronic pain management,
clinical dentistry and posturography.

The relevant articles in Applied Clinical Informatics covered the effect of VR
on the doctor patient relationship. Both articles from BMC Medical Informatics
and Decision Making were focused on VR. Overall, the papers were found to be
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moving towards MR from VR in the recent years. The topics covered other than the
VR and AR technology are health, medicine, informatics, training, user behaviour,
surgery, anaesthetics, anxiety and pre-operation. These topics came up by analysing
the words used in the abstract.

On further analysis, papers that covered VR were analysed. The first paper sought
to explore interactions with the neuropsychologist’s avatar in virtual locations
using a VR social network (Bernard et al. 2018). The second paper dealt with the
creation of a hybrid augmented experience merging physical and virtual worlds for
immersive e-therapy (Gorini et al. 2008). The study concluded that ‘the interaction
between real and 3-D virtual worlds may convey greater feelings of presence,
facilitate the clinical communication process, positively influence group processes
and cohesiveness in group-based therapies as well as foster higher levels of
interpersonal trust between therapists and patients’. Another study tested the use
of VR for enhancing the cognitive behavioural treatment of obesity with binge
eating disorder (Cesa et al. 2013). They found that the VR-based treatment could
better prevent weight regain in comparison with the standard cognitive behaviour
therapy approach. Yet another study found that the patient hit by the van was playing
Pokémon Go on his mobile phone while crossing a street, despite red traffic lights,
which he did not notice due to the distraction induced by the game (Barbieri et al.
2017). The study emphasized the need for comprehensive, multilevel interventions,
to reduce accidents caused by distraction, and to stress findings on the positive and
negative effects of video games, which were becoming a source of public health
concern. In these studies, VR has played a vital role as a device that is integrated
into health information and treatment.

Studies using MR are very promising. One recent paper aimed to determine
whether adapting American Heart Association guidelines for MR glasses increased
adherence by reducing deviation and time to initiation of critical life-saving
manoeuvres during paediatric cardiopulmonary resuscitation when compared with
the use of Pediatric Advanced Life Support pocket reference cards (Siebert et al.
2017). They found that MR glasses did not decrease time to first defibrillation
attempt and other critical recovery endpoints when compared with PALS pocket
cards. However, they improved adherence and performance among residents in
terms of administering the defibrillation doses set by AHA. Yet another study
empirically attempted to determine the feasibility of deploying Google Glass in
forensics setting (Albrecht et al. 2014). It was found that the Google Glass was
efficient for acquiring images for documentation in forensic medicine, but the
image quality was inferior compared to a digital single-lens reflex camera. Albrecht
et al. (2013) compared the impact of the heightened realism of a self-developed
mAR-blended learning environment (mARble) on learners to textbook material and
concluded that mARble group performed considerably better regarding learning
efficiency. Thus, mixed reality has a legitimate status for further exploration as a
tool for teaching, monitoring and recording for medical use.
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4 Discussion

By synthesizing the review, we suggest that there is a need to conduct more user
studies in medical domain with MR and VR. Opportunities in this direction arise
with VR in handheld mobile phone and MR by using Microsoft HoloLens and
other devices for experiments as well as for diffusion of such studies in the mass
market. This will help in conducting large-scale user studies which are missing
currently. The second area that needs focus is in the medical education and training.
There is a lack of studies that focus on the use of new technologies in the medical
classes. Education and learning is a potential area that can teach and learn the
various perspectives of the use of MR, AR and VR in medical education. A possible
approach to provide learning opportunities is the use of mixed reality, where virtual
learning experiences can be embedded in a real physical context.

Another area that needs emphasis is in psychology. Using these technologies,
users can experience their problematic situations and be taught to handle mental
health problems. The capability of VR, AR and MR to simulate reality could
greatly increase access to psychological therapies, while treatment outcomes could
be enhanced by the technology’s ability to create new realities. VR and AR need to
be more widely applied in the medical fields like medical education and training,
surgical simulation, neurological rehabilitation psychotherapy and telemedicine. It
is evident that the use of AR in healthcare improves the inconvenience of traditional
medical care, reduces medical misconduct caused by untrained operation and lowers
the cost of medical education and training.

5 Conclusion

In summary, we found that using MR in healthcare is promising. We analysed the
top ten journals in healthcare domain. We found that VR, AR and MR technology
were mostly covered in the Journal of Medical Internet Research when compared
to other journals. This study was limited in its focus on the use of VR, AR and MR
words in the ten top medical journals. As this technology is new and evolving, there
is a need to expand the literature search into more medical informatics domain so
that we can get more practical studies with respect to the technology.

MR is still considered as a novelty in the literature while VR is more significant.
As technology advances, mobile devices have gradually turned into wearable
devices, and VR, AR and MR have been applied more and more widely. It is
evident from the early studies that the application of MR-related technology in
medical field can enhance effectiveness of medical education and training, raise the
level of diagnosis and treatment, improve the doctor-patient relationship and boost
efficiency of medical implementation.
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Implementing Lean Principles in the
Healthcare Industry: A Theoretical
and Practical Overview

Fatma Pakdil, Timothy N. Harwood, and Feride Bahar Isin

1 Introduction

Healthcare industry has a relatively high proportion in the developed countries’
gross domestic products (GDP) in the last six decades, and the USA has been shown
to have the highest level of health spending in the world (c.f. Borger et al. 2006;
Congressional Budget Office). As stated by McLaughlin and Olson (2012), the share
of healthcare expenditures in GDP is expected to be 19.6% by 2019 in the USA
(CMS 2010). Taking into consideration the rising demand for improved healthcare
and decreasing costs, both healthcare providers and managers in the micro level,
as well as healthcare policymakers in the macro level, strive to figure out how to
improve healthcare outcomes for all stakeholders. In this regard, lean principles
have been shown as one of the most future-promising means by several parties in
the healthcare industry (c.f. PCAST Report 2014; Womack et al. 2005; Caldwell
et al. 2005; Chalice 2005). President Obama’s healthcare plans strongly mentioned
the necessity of implementing lean in the nationwide healthcare system (PCAST
Report 2014).

Lean principles were successfully implemented in other industries after Toyota
originated lean in the automobile industry (c.f. Laursen et al. 2003; De Souza
2009; Liker 2004). A great variety of industry has benefited from lean by reducing
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waste and increasing reliability, quality, and overall performance (Chalice 2005;
Womack and Jones 1996; Womack et al. 2005; PCAST Report 2014). Additionally,
Collins et al. (2015: 906) state that “despite the differences in organisation and
technology, the challenges of achieving quality and cost advantages are quite similar
in both manufacturing and healthcare.” Similarly, many theoretical and practical
studies have shown that lean can be implemented in healthcare to increase the
overall performance, particularly by reducing and eliminating waste in various
services (c.f. Manos et al. 2006; Miller 2005; Shahrabi 2015; Berwick et al. 1991;
Zidel 2006). However, no systematic effort to provide an approach to integrate
14 lean principles in healthcare service delivery processes has been made so far.
Instead, with misunderstandings and lack of knowledge of preconditions for lean
implementation (Dahlgaard et al. 2011), lean practitioners in the healthcare industry
adopted lean tools in several processes which results in very limited outcomes.
Gomez et al. (2010) pointed out that by optimizing only one process in the entire
value chain, sub-optimizing components would be at risk, and eventually the entire
value chain. Implementing lean in an isolated process would be detrimental for the
sake of the lean efforts in healthcare organizations. Based on these facts, the main
objective of this chapter is to present how 14 principles of lean can be implemented
in healthcare delivery processes. De Souza (2009: 121) points out that “it remains a
challenge for academics and practitioners to evaluate lean healthcare under a more
critical perspective.” Based on the outcomes of this study, healthcare providers,
managers, and decision-makers can focus on how to implement lean in healthcare
organizations more effectively and efficiently.

This chapter flows as follows. The next section details lean principles and
analyzes how to interpret lean in healthcare organizations. The limitations are
followed by the conclusion.

2 Lean Principles in Healthcare Processes

While Rosmulder (2011) addresses that healthcare delivery does not equal industrial
mass production, Allen (2009) expresses that the hospital industry stayed behind
other industries in terms of adopting the concepts of operations management.
Besides, service chain management in the healthcare setting is built on particular
components that make it hard to adopt what other industries accomplished (Rust
2013). Literature also emphasizes the fact that healthcare processes are not designed
as to meet higher efficiency and effectiveness expectation, which results in pro-
longed waiting and processing times, duplication of services, transportations, and
operations, and eventually delays and increased adverse events and medical errors
(c.f. Manos et al. 2006). According to Frings and Grant (2005: 314), “defects in
patient care processes can run the spectrum from minor dietary issues to patient
morbidity and fatality” or from transfusion mistakes to incorrect amputations
(Kumar and Steinebach 2008). In a general spectrum, errors and mistakes in
healthcare can be detrimental and devastating to all parties since human life is
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at risk (Taner et al. 2007). As reported by Kohn et al. (2000), nearly 98,000
patients admitted to hospitals lost their life because of preventable medical errors
and nosocomial infections. Wagner (2004) identifies in-hospital errors as one of the
leading killers in the USA. These facts make healthcare organizations as a candidate
to integrate operations management to improve overall performance. In this sense,
lean philosophy is presented as one of the effective ways in healthcare organizations
(c.f. Womack et al. 2005).

Due to the nature of prioritization of the healthcare services that are based on
(1) not harming patient and (2) improving patient’s health conditions at any costs,
ineffective managerial outcomes have not been attractive to the managers, as long
as the patient’s health conditions are improved. Similarly, healthcare processes
are characterized to save human lives in a service delivery environment where
many unpredictable risks are high (Tu et al. 2009). However, increasing costs,
preventable medical errors, demanding healthcare providers and customers, and
raising quality and performance expectations resulted in searching how to improve
the outcomes of processes. In a great variety of industry, it is expected to decrease
cost while increasing quality and efficiency. The increasing cost of healthcare has
been correlated with the inefficient use of resources and non-optimized processes
(Arcidiacono and Pieroni 2018). Based on that, lean was perceived as a remedy
for the aforementioned concerns in the healthcare industry. The roots of the lean
are built upon creating value for customers by eliminating waste and variation (c.f.
Womack and Jones 1996; Gomez et al. 2010; Liker 2004). In a broader point of
view, Radnor et al. (2012: 5) identify lean as:

a practice based on the philosophy of continuously improving processes by either increasing
customer value or reducing non-value adding activities (Muda), process variation (mura),
and poor work conditions (muri).

Wickramasinghe et al. (2014) identify the quality of care as meeting the physical,
psychological, and social expectations of patients who search for care. Institute
of Medicine (IOM) focused on six aims such as safe, effective, patient-centered,
timely, efficient, and equitable care. From IOM’s perspective, each aim is likely
to be achieved based on lean. Similarly, Husby (2012) addresses that if enough
resources, discipline, and long-term focus are devoted, lean would be successfully
implemented in healthcare, where there is high variability in the processes. Accord-
ing to Black and Miller (2008) and Barnas (2011), lean has already been utilized
in the US healthcare system over the last decade. Lean principles are manifested
that create a new way of management thinking. On one hand, healthcare is often
identified as badly managed (Machado and Leitner 2010) and the ultimate negative
outcome is considered the preventable death of a patient (Black and Miller 2008).
On the other hand, lean seems more adaptable to healthcare settings based on
examples (De Souza 2009) to eliminate the roots of bad management. As a starting
point, De Souza (2009: 132) states that “lean healthcare is still in an early stage of
development if compared to the same process in the auto industry.” Jonsson and
Randefelt (2013: 3) point out that “lean is regarded as a solution for many issues
connected to healthcare.” Lean in healthcare has also been gaining popularity among
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practitioners and decision-makers not because it is a “management fad,” but because
it produces sustainable results in healthcare.

The lean philosophy and norms/values in healthcare have many crucial similar-
ities. As a general rule, it is aimed at “doing the right thing at the first time” in
lean (Liker 2004). This fundamental rule is centered at the heart of medicine. Due
to the fact that healthcare processes cannot tolerate mistakes, delays, and errors, it
naturally fits in healthcare. Lean in healthcare is expected to “remove duplicates
and unnecessary procedures such as recording patient details in multiple places;
excessive waiting for staff; and uncoordinated discharge processes resulting in a
longer length of stay” (NHSIII 2007). Specifically, lean in healthcare is commonly
used to minimize delays in the emergency rooms, reduce the number of return visits,
eliminate medical errors, and prevent inappropriate procedures (Rust 2013: 25).

In the healthcare world, there are good examples of lean. For example, De Souza
(2009) and Burgess (2012) addressed that USA, UK, and Australia are countries in
which healthcare successfully implemented lean with an expectation of improving
overall performance. Similarly, Kollberg et al. (2006) and Jonsson and Randefelt
(2013) presented how the Swedish healthcare system developed a measurement
system, the “flow model,” to reduce lead and waiting times. Kollberg et al. (2006),
Karlsson et al. (1995), and Womack and Jones (2003) mentioned how lean is
implemented in healthcare, emphasizing that patients should be the first priority,
and time and comfort are the key performance indicators. Focusing on identifying
“customer” in healthcare, Young et al. (2004) state that lean may benefit healthcare
processes. Additionally, Womack et al. (2005), Graban (2009), Black and Miller
(2008), Tachibana and Nelson-Peterson (2007), and Breyfogle and Salveker (2004)
support the implementation of lean in healthcare.

Translating lean into healthcare has been challenging (Rust 2013: 85). Before
starting the lean journey in healthcare, a comprehensive definition of “customer”
should be made. Kollberg et al. (2006), Machado and Leitner (2010), and Bushell
and Shelest (2002) suggest that the primary customers of the healthcare outcomes
are patients. Frings and Grant (2005) consider patients and healthcare service
providers as the primary customers. From the financial aspect of healthcare,
Kollberg et al. (2006) also consider patients’ families, payers, the society in general,
and medical students.

Attempts in the use of lean in the healthcare arena remains primarily in smaller,
lower-level processes. A literature search for the clinical implementation of the
lean indicates sparse publication of its use in the provision of healthcare (Raja
et al. 2015; Sugianto et al. 2015; Lunardini et al. 2014). A review of hospitals in
England likewise demonstrated that implementation tended to be isolated rather than
system-wide (Burgess and Radnor 2013). However, their review of a second dataset
projecting lean implementation trajectory across time signaled lean’s increasing
use by English hospitals and shows progression toward an increasingly systemic
approach. In one of the clinical studies of lean in a multicenter examination
comparing a variety of approaches to lean, Van Vliet et al. (2011) examined
the entire process of moving a patient with a cataract from diagnosis to recover
after phacoemulsification. Their publication provides an excellent example of the
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Fig. 1 Example of lean framework for a cataract removal pathway (Van Vliet et al. 2011)

schematic formulation that is inherent in lean process exploration (Fig. 1). The
authors concluded that reducing non-value-added parts of the process appeared
to have a stronger influence on improving efficiency than other lean thinking
principles.

Some limited studies indicate that concerted lean effort in a limited scope
can improve performance. Sugianto et al. (2015) applied lean in processing
gastrointestinal biopsy and reduced total time from tissue input to results output
by 63%. Lunardini et al. (2014) implemented lean principles to optimize instrument
utilization for spine surgery in an effort to standardize instruments and reduce costs.
Based on the data and stakeholder consensus, about 40% of the instruments were
removed, resulting in a significant instrument set weight reduction and consolidation
of two instrument sets into one, with $41,000 cost savings annually. Warner et al.
(2013) brought lean to a more multifactorial process, namely, on-time first case
vascular surgery starts, and employing DMAIC methodology and a Rapid Process
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Improvement Workshop, rapidly improved the proportion of patients arriving on
time to the OR. Their results were sustained at 1 year. However, improvement in
opportunity costs reached only $12,582 in the first 9 weeks.

In addition to positive outcomes, published results reveal several difficulties in
implementation of lean in clinical areas, due to the lack of exposure to these specific
principles in the education and experience of managers (Raja et al. 2015). Raja et al.
(2015) stated that in a study of implementing an automated process issue reporting
system, the implementation of a QI reporting system from psychiatry residents met
several limitations. Given the high volume of issues raised and limited resources,
this reporting system informally promoted “lean” principles of waste identification
and continuous improvement. The authors categorized residents’ reports as closely
as possible into lean categories of operational waste. The resident’s submitted
issues were completely addressed with the requested outcome partially or fully
implemented or with successful clarification of existing policies in over 80% of
cases. The authors concluded that a real-time, voluntary reporting system can
effectively capture trainee observations of waste in healthcare and training processes
and help contribute to meaningful operations improvement.

Although somewhat pessimistic in tone, but at least displaying some realism,
Waring and Bishop (2010) examined and commented on three domains regarding
the lean process: Rhetoric (platitudes and slogans), Ritual (the practice), and
Resistance. They concluded that some of the inconsistencies found in current
healthcare improvement efforts might result, in part, from the poor translation of
models and methodologies developed in other settings (e.g., automobile manufac-
turing), that gives inadequate attention to current practices and potential unintended
consequences. In addition, a lack of social and cultural research explores lean
implementation and interaction with existing clinical practices. They suggested that
making healthcare services lean is likely to be a process fraught with resistance and
battles, as it becomes reinterpreted and reshaped by different social actors to ensure
that it fits with their prevailing vision or aspirations for clinical practice. As such,
it enters into an environment rife with conflict and disagreement, and unlikely to
migrate to practice fully intact.

In continuous quality improvement efforts, the impact of IoT (Internet of Things)
on lean in healthcare processes is another factor for healthcare providers and
designers to be considered. With all algorithms and intelligent systems, IoT will
take a role as a game player in the healthcare industry, since its capability of
reducing cost and improving quality of care. According to Scarpato et al. (2017),
IoT has become a fundamental technology in the medical environment. In the
same vein, wired and wireless components of IoT can be expected to function as
critical actors in lean, particularly in increasing the value of processes and detecting
and decreasing adverse events, errors, failures, and abnormalities. As a paradigm
shift, IoT takes a place in Industry 4.0 revolution (Löffler and Tschiesner 2013).
The fact that IoT is expected to link all related activities in the manufacturing
setting, such as logistics, supply chain, and manufacturing, the same positive effect
of IoT in healthcare processes is likely to be active. As stated by Bhatt and
Bhatt (2017), “the reason for integrating healthcare with the Internet of Things
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features into medical devices improves the quality and effectiveness of service,
bringing especially high value for elderly, patients with chronic conditions and
those that require consistent supervision.” The overall positive effects of reduced
inventory throughout the healthcare industry, including hospitals, clinics, suppliers,
pharmaceutical, and biomedical device manufacturers, may be strengthened by IoT
practices. As the main two components of IoT, value creation and cost reduction
(Löffler and Tschiesner 2013) take critical roles in lean implementation in healthcare
organizations. Parallel to IoT, Big Data should also be considered in the healthcare
industry to increase lean performance, specifically on data collection and analysis
needs in lean implementation.

Hines et al. (2004) and Radnor et al. (2012) stated that lean in healthcare would
be of a limited impact and largely confined to the application of specific tools to
local optimization. According to them, lean in healthcare will go through a similar
evolution to lean in manufacturing: from shop-floor-based tools to a process view
and a holistic understanding of pathways. In Liker and Convis’ (2011) book, the
lean philosophy is constructed on 4P model, which includes philosophy, process,
people and partners, and problem-solving (Table 1). Each level in 4P model includes
several items of 14 principles (Liker and Convis 2011; Womack and Jones 1996).
In light of the 14 principles, the next subsections analyze how to incorporate and
interpret them in healthcare.

Table 1 Liker’s (2004) 14 principles

Group Principle

Philosophy: Long Term 1. Base your management decisions on a long-term
philosophy, even at the expense of short-term financial goals

Process: Promote Flow –
create a pull production
system that has continuous
flow and balanced workload

2. Create a continuous process flow to bring problems to the
surface
3. Use pull systems to avoid overproduction
4. Level out the workload (heijunka)
5. Build a culture of stopping to fix problems, to get quality
right the first time
6. Standardized tasks are the foundation for continuous
improvement and employee empowerment
7. Use visual control so no problems are hidden
8. Use only reliable, thoroughly tested technology that serves
your people and processes

People: Respect and
Development

9. Growing leaders who thoroughly understand the work, live
the philosophy, and teach it to others
10. Develop exceptional people and teams who follow your
company’s philosophy
11. Respect your extended network of partners and suppliers
by challenging them and helping them improve

Problem-Solving: Continuous
Improvement– organize their
continuous improvement
activities

12. Go and see for yourself to thoroughly understand the
situation (genchi genbutsu),
13. Make decisions slowly by consensus, thoroughly
considering all options, and implement decisions rapidly
14. Become a learning organization through relentless
reflection (hansei) and continuous improvement (kaizen).
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2.1 Philosophy

Principle 1: Base your management decisions on a long-term philosophy, even
at the expense of short-term financial goals
In lean, Liker (2004: 37 & 73) focuses on generating value for the customer, society,
and the economy by stating that, “do the right thing for the company, its employees,
the customer, and society as a whole.” Jonsson and Randefelt (2013) propose that
the value formulation is perceived as a guide to carrying the organization toward
the desired direction. Collins et al. (2015) suggest that the concept of converting
raw materials to a product creating value to the customers is equally significant in
healthcare.

Womack and Jones (1996: 141) express that “ . . . failure to specify value
correctly before applying lean techniques can easily result in providing the wrong
product/service in a highly efficient way – pure muda.” Radnor et al. (2012) point
out the importance of identifying “value” and “waste” from a customer’s point
of view in the process. Liker (2004: 77) points out that “Toyota believes this is
what drives profit in the long run.” According to Gomez et al. (2010) and Rust
(2013), “lean is centered on creating value for the customer with less work.” Manos
et al. (2006) address that value adding for patients is different for customers of
the production systems since healthcare processes are focused on prevention or
cure. While literature (c.f. Rosmulder 2011; Rust 2013) focuses on the diagnostic
question “is the customer willing to pay for the product/service?” lean in healthcare
should start with the definition of value (Gomez et al. 2010). While answering this
question, complexity in healthcare processes increasing risk and inefficient use of
resources (Rust 2013) should be taken into consideration. However, there are many
points in which creating value depends on other processes that do not have a value
at the first glance. For example, the value-added processing time may be around
30 minutes while turnover time takes at least 45 minutes or longer in an ENT
case in the operating room (OR) (Pakdil and Harwood 2005). From a value-added
perspective, the turnover time might be perceived as a non-value-added time even
if significant tasks are performed in this sub-process. “The value produced is more
or less untouchable, difficult to specify and unclearly priced” (Rosmulder 2011:
2). Value is created indirect interaction with the patients (Rosmulder 2011: 19).
Similarly, Radnor et al. (2012) address that the lack of customer and value definition
blocks quantifying the productivity and quality improvement efforts.

The lack of value definition affects diagnosing potential wastes and how to
implement lean in healthcare. Liker (2004) points out that most business processes
are 90% waste and 10% value-added work. Graban (2009) states that healthcare
organizations implementing lean focus only on the elimination of waste by ignoring
the core of lean, smoothing flow, and improving workplace environments and con-
ditions. In a similar vein, Robinson et al. (2012) state that healthcare organizations
focus only on eliminating waste and cost reduction by neglecting system-wide
variation reduction efforts.
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By integrating a management system focusing on value identification, committed
workforce, having the constancy of purpose, and doing the right thing for the
customers, healthcare organizations get ready to implement long-term orientation in
the first principle’s requirements. Robert McCurry states that “the most important
factors for success are patience, a focus on long-term rather than short-term results,
reinvestment in people, product, and plant, and an unforgiving commitment to
quality” (Liker 2004).

2.2 Process

Liker (2004: 87) expresses that “Toyota leaders truly believe that if they create the
right process the results will follow.” A process is identified “as a set of actions or
steps each of which must be accomplished properly in the proper sequence at the
proper time to create value for the patient” (Miller 2005). The following principles,
principle 2 through 8, are comprised of the details of the “process” segment of lean.

Principle 2: Create a continuous process flow to bring problems to the surface
Liker (2004) states that “flow” is at the heart of the lean and that decreasing the
elapsed time leads to best performance based on highest quality, lowest cost, and
shortest delivery time. Liker (2004) also addresses that lean journey should start
with creating continuous flow wherever applicable in the core processes. More
importantly, flow efficiency is utilized as an indicator measuring the ratio of how
much a unit is processed from when a need is determined to when the need is met
(Modig and Åhlström 2012). However, Jonsson and Randefelt (2013) address that
it is harder to figure out how the flow is built in non-production businesses. Jonsson
and Randefelt (2013) see the point of allocating activities in separate departments as
problematic to maximize effectiveness, which results in increasing waste throughout
the system. This point is also seen as a contradiction with one-piece flow rule in lean.

The understanding of continuous process flow implemented in manufacturing
settings cannot be directly adopted in healthcare due to the nature of uncertainty
and unexpected conditions of healthcare services. In the manufacturing setting,
when the customer places an order, the process starts obtaining raw material and
operationalize just for meeting that customer order. In this sense, uncertain or
unplanned patient visits may result in deficiencies in continuous flow Kollberg et al.
(2006). The identified customer demands in various sections may vary based on
test results and diagnoses, affecting continuous flow and smoothing of the flow. As
an example, Frings and Grant (2005) point out that inefficient hospital discharges
result in a great variety of low performance in terms of the increased bottleneck,
capacity issues, and dissatisfied parties in healthcare delivery processes. In this
sense, continuous discharge process is capable of bringing bottlenecks and issues
to the surface in inpatient clinics.

In the manufacturing setting, lean is built upon U-shaped production lines with
all required equipment and multiskilled employees in order to catch the takt time.
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In healthcare, patient rooms in clinics or ORs can be considered U-shaped service
delivery line. Looking into services and care in this perspective, it can be perceived
that patients, biomedical equipment, information, etc. are automatically supposed to
be transferred from one point to another within designated cycle time.

This principle is most easily applied to processes in which repetitive pathways
occur. As mentioned earlier, healthcare administrators and clinicians have generally
not thought of the care to patients they provide as analogous to automobile
manufacturing. The argument used has frequently centered on the concept that a
“human is not a car,” and too many variables are inherent in clinical care to analyze
it systematically. However, due to the rising costs of healthcare (>20% of GDP) and
better education needs in efficiency, it is seen that many care processes are repetitive.
To accurately map a system, one must obtain high-fidelity and reliable data about the
flow of information. Accurately timing steps and determining multi-departmental
teams, if necessary, is essential to obtain a true picture of the processes. To map
a patient’s path to treatment (the value chain) and identify areas for improvement,
a current state map can be created in a tool such as a value stream map (VSM).
For example, let’s use a process in which the first step a patient takes is to visit
his primary care physician about a lump in his groin (Fig. 2). The time the patient
spends at any step can be broken down into value-added (VA) and non-value-added
(NVA) cycle times. VA is the time the customer is willing to pay for: for example,
the 20 minutes spent consulting with the PCP. NVA is the time the customer is
not willing to pay for. Items such as spending 45 minutes in the waiting room (see
the yellow-colored process) or having blood work drawn for a chemistry panel the
patient already had a month ago (see the red-colored process) would be considered

Wants to see 
PCP for lump 

in groin

Calls office

Waiting room 
at office

Sees PCP Diagnoses 
hernia

Referral to 
surgeon

Patient 
schedules appt.

Surgeon 
waiting room

Surgeon sees 
patient

Patient decides 
on surgery

Surgeon 
schedules 
surgery

Patient undergoes 
preoperative 
assessment

Labs and EKG 
ordered. 
Patient is 
healthy.

Patient arrives 
for surgery

Patient in 
waiting room

Patient in 
holding room

Patient 
arrives in OR

Surgery

Postop

Discharge
d home

Fig. 2 A healthcare delivery process flow chart
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NVA resource utilization. The pointer between process steps is called a “push”
arrow. This shows that once a patient completes a step, they are “pushed” to the next
step. This is inefficient, and a more efficient process can be designed by changing
push steps to continuous flow or “pull” steps. The yellow triangles indicate the
time a patient spends waiting for the next process. These steps are non-value-added
actions for the patient.

Damle et al. (2016) determined that VSM could work in a clinical setting such
as an endoscopy unit (Fig. 3). With no higher utilization of resources, a single
lean process improvement cycle increased their productivity and capacity of their
colonoscopy unit by 10%. The authors expected this to result in increased patient
access and revenue while maintaining patient satisfaction.

By identifying all the steps, one can begin mapping the entire process, moving
from left to right. Once the system is mapped out, the prototypical future state map
is created, with the possibility that one could add more detailed microstates within
larger streams (Fig. 2). Stream mapping in healthcare can become very complex and
detailed. These maps can identify areas for improvement, and once implemented,
users can update them, producing more “current state” maps as part of an iterative
quality improvement process. At its most basic use, VSM can guide users in
strategic directions. Potentially, with the increasing use of artificial intelligence, we
can work toward employing these complex maps for use in daily tactical planning

Fig. 3 Value stream map for colonoscopy (Damle et al. 2016)
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and implementation of a variety of healthcare processes (Malcolm and Milstein
2016).

Lean is well suited for application to clinical laboratory settings (Riebling
and Tria 2005; Elder 2008; Hurley et al. 2008; Condel et al. 2004). These
environments deal with numerical precision and quality control in laboratory testing
and measurement activities. It is also of a highly repetitive nature. Thus, mapping
the value stream for areas such as laboratories appears readily amenable.

Another clinical arena similar to the laboratory is the Radiology Department.
Radiology is a patient care area that employs repetitive steps in a complex system
where many opportunities exist for employing lean approach. Process items from
appointment scheduling to the final interpretation allow one to reduce clinical and
technical errors and mistakes, diminish patient and report waiting times, improve
patient outcomes through faster and more accurate reporting, increase the produc-
tivity of staff, improve customer (physician/patient) and employee satisfaction, and
finally, decrease costs (Seltzer et al. 1997; Kruskal et al. 2012).

Along with all these efforts to create a continuous process flow in healthcare
delivery services, IoT can be utilized as a promising platform to smoothly run the
processes by reducing traditional hospital visits and waiting lines (Bhatt and Bhatt
2017) as well as reduced inventory and medical errors. The collaboration between
Big Data and IoT on managing patient’s individual electronic health records (EHR)
and overall systematic data in healthcare has a potential for building a continuous
process as well. This collaboration may even contribute to providing diagnosis and
treatment for patients (Jeong et al. 2016).

Principle 3: Use pull systems to avoid overproduction
In lean, customers place their orders only when they need it. In other words,
customers pull the final product from the production lines. Pull systems include
several important essential requirements such as lowering inventory level, single-
piece flow, and Kanban. Toyota Production System (TPS) specifically emphasizes
the importance of inventory reduction (Monden 1998). Liker (2004: 99) points out
that “inventory enables the bad habit of not having to confront problems.” Liker
(2004: 105) also addresses that “Toyota Way is not about managing inventory; it is
about eliminating it.”

As the purest form of pull (Liker 2004), single-piece flow is one of the main
drivers in lean. According to Liker (2004: 99), when operations are linked to one-
piece flow, the entire process shows a lower performance if any one piece of
equipment fails. Due to the nature of healthcare services, each patient/process is
considered an individual entity to be taken care of as planned. Patient, individually,
is examined by healthcare providers and the treatment is determined on the basis
of the patient’s health conditions. This reality addresses the compatibility of one-
piece flow naturally in healthcare due to the fact that the ideal batch size in lean
is one. For instance, if a biomedical device in a diagnostic/treatment process stops
unexpectedly, the entire service delivery process stops and delays until it gets fixed.
In this example, very differently from the manufacturing setting, the probability of
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putting the patient’s life at risk is another negative outcome that should be taken into
consideration by the decision-makers of the process.

There are particular studies in the literature pointing out that lean requirements
are not compatible with some certain industries such as healthcare. For example,
Christopher and Towill (2001, 2002) state that lean cannot be implemented in
industries where demand is highly variable and customization is high. However, due
to the fact that each patient has unique symptoms, health conditions, and treatment
ways, one-piece flow rule is compatible with the healthcare industry. Similar to
production lines that are based on mix-model production systems, admitting each
patient individually is a way of implementing one-piece flow rule in healthcare
processes. Based on the physician orders, the rest of the diagnostic and treatment
processes are shaped as a way of one-piece flow combined with mix-model service
delivery. Additionally, healthcare services do not start operating before a patient
demand appears; which means that healthcare delivery systems naturally run based
on “pull.”

The philosophy of just-in-time (JIT) requires the provision of what is needed
when they are needed at the right amount, at the right place, and at the right time.
Starting from this motto, JIT concept and Kanban can be easily implemented in
healthcare (c.f. Rust 2013). For instance, medical inventory should not be stored on
the shelves, instead, in lean, the inventory is required to be provided by the supplier
when they are needed (c.f. Toussaint and Berry 2013; Hintzen et al. 2009). Similarly,
patient transportations between departments should be scheduled in such a way that
none of the service providers or patients are required to wait. From another point of
view, patients are expected to show up at the designated places at the right time. For
example, reducing turnover time in ORs relatively depends on the delay of patients
taken to the OR.

From a different perspective, researchers have been examining input into the
healthcare system (patient load) more critically since recognizing the input into
certain systems may not be appropriate. The US Congressional Budget Office
estimates that 30% of healthcare provided is unnecessary, defined as services that
do not improve the patient’s health. With that in mind, some have challenged
specialty societies to develop a list of relatively expensive procedures that do
not provide meaningful benefit to at least some categories of patients for whom
they are commonly used (Brody 2010). Among others, examination of true need
for intervention for health problems such as breast cancer (Pezzin et al. 2016),
laboratory orders (Johnson et al. 2016), psychiatric admissions (Shaffer et al. 2015),
and prostate cancer screening (Wilt and Dahm 2015) are being scrutinized in an
effort to reduce needless input into the system.

Another attempt to reduce overproduction and decrease “pull” targets the
consumer side in healthcare. Matching demand to appropriate resources is being
attempted by some, with examples ranging from nursing home ratings (Werner
et al. 2016) to crowdsourcing costs of care (Meisel et al. 2016). Others have
attempted to reduce loading by identifying higher-risk individuals that “burden”
healthcare systems with the inability to control the time and quantity of workload
available in the system to address these individuals. One study at Cleveland Clinic
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calculated that 10% of their patients cost 60% of total expenditures (Lee et al.
2017). The authors concluded that higher cost patients are heterogeneous and most
are not easily identified patients with frequent admissions. They also concluded
that effective interventions to reduce costs by matching resources to workload
would require a more multifaceted approach to this population that requires higher
resources. However, behavioral changes may be more difficult to implement after
obtaining evidence for leaner input and establishing recognition of high value
(Vegas et al. 2015; Wilensky 2016). Wilensky (2016) has stated that “it is hard to
ignore that there is little evidence that we’ve made much measurable progress in
addressing these problems.” Even in the popular press such as the New York Times,
lamentations exist that metrics that attempt to alter practice behaviors (Wachter
2016). We are beginning to see more cautionary tales such as these as we attempt
to impose more “quality”-related and leaner processes on the human aspect of care
delivery.

From an individual clinical practice standpoint, pull reduction may be difficult
to implement. However, with large-scale public policy initiatives, e.g., smoking
cessation, motivating the populace to improve health habits, while slowly reducing
interventions of low value, may be more prudent. Tobacco smoking cessation
efforts, while requiring an “extra” expenditure of money, have been proven to reduce
healthcare costs. In 2004, the WHO estimated that over 10 years (2006–2015),
13.8 million deaths could be averted by the implementation of smoking cessation
interventions. Population-based intervention strategies could therefore substantially
reduce mortality from chronic diseases while reducing patient loading into the
healthcare systems. Extra evidence that load is reduced is that tobacco smoking
is associated with higher hospital lengths of stay (Rezaei et al. 2016) and overall
increased costs of care to an estimated total economic cost in the USA at more than
$300 billion a year (Hall and Doran 2016).

Principle 4: Level out the workload (heijunka)
“Operationally, lean synchronizes supply with demand by leveling demand inside
production processes and working with suppliers to reduce lead-times toward JIT
supply delivery. This goal, called heijunka (load-leveling), is the foundation of
the TPS and all lean manufacturing” (Rust 2013: 37). Aronsson et al. (2011)
express that heijunka is linked with process redesign in lean. From this perspective,
Christopher (2000) addresses that lean is the best way to follow when load-
leveling is possible, demand is predictable, the requirement for variety is low,
and volume is high (Christopher 2000). Healthcare industry may rely on “load-
leveling” and “high volume” components of lean in order to improve overall
performance. However, predictable demand and low variety requirement may not
be applicable in all healthcare processes, particularly in trauma centers and ERs
where demand is uncertain and unplanned. As stated by Rust (2013: 86), lean
aims at stabilizing uneven demand. In addition to this, outpatient centers, ORs, or
ambulatory care units run based on planned scheduling where demand is certain and
apparent. Appointment-based planning systems may help implement load-leveling
in healthcare in addition to the fact that all types of healthcare demands may not
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be met by planned systems. At that point, Liker (2004) points out that schedules
in service operations are leveled by fitting customer demand into a standardized
schedule and establishing standard times for delivering different types of service.

According to Naylor et al. (1999), lean aims to ensure level schedule in the
manufacturing setting. In service setting, leveling schedule focuses on eliminating
variation and uncertainty. In this manner, Rust (2013) links level schedule and high-
capacity utilization as the main expectation in healthcare. Heijunka is suggested by
Weber (2006) to smooth the service delivery pace in healthcare, while continuous
flow and takt time are suggested by Liker (2004) to be applied in relatively high-
volume and repetitive manufacturing and service operations. In this sense, some
departments such as test laboratories and treatment and diagnostic procedures in
outpatient and inpatient clinics are considered the best places where continuous flow
and takt time may apply in the healthcare setting.

Principle 5: Build a culture of stopping to fix problems, to get quality right
the first time
Solving problems at their source results in saving resources (Liker 2004). Along
with this understanding, lean suggests stopping the lines in order to prevent defects
and errors. Mistake-proofing and standardization are important components of this
understanding. Monden (1998: 227) states that “there are two ways to stop the
line when abnormalities occur: by relying on human judgment and by means on
automatic devices.” The first alternative has already been implemented in healthcare
processes for many centuries. Since the beginning of the science of medicine,
physicians have taken a leadership role in designing the care processes. “Don’t harm
and don’t hurt the patient – primum non nocere” is the first motto taught at schools
of medicine as a universal rule. The second alternative has been implemented
in healthcare along with the integration of various engineering disciplines in
medicine. A great variety of engineering-based discoveries and inventions have
changed and improved the diagnostic and treatment processes in healthcare. In a
general perspective, because of these two distinctive points, healthcare processes
have already accommodated the essentials of the culture of stopping to fix the
problems. Additionally, in today’s healthcare industry, IoT-related systems, devices,
and applications, such as medical sensor devices, aim to improve medical decisions
made by care providers and minimize and prevent potential abnormalities. As
more IoT devices are placed in healthcare processes, the importance of health data
collected through these devices cannot be ignored in the future (Anumala et al.
2015), especially in order to determine where, when, and in what condition to stop
the healthcare.

Stopping the processes is named as jidoka or autonomation in lean, as one of
the two pillars of lean. Grout and Toussaint (2010) ask this question for healthcare
professionals: “When in doubt, is the best action no action at all?” This question
takes the conversation to the point where it is more acceptable to stop services rather
than let them harm relevant parties in the process. In the manufacturing setting,
jidoka empowers employees to stop the production lines. In a similar approach,
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jidoka, which means “react at first defect,” is naturally used in healthcare processes.
For example, if any abnormalities occur in a blood transfusion, the procedure is
immediately halted. In any medical procedures, if the vital signs of the patient
get worse, the procedure is stopped. Medical devices and biomedical equipment,
giving colorful or sound signs that are similar to andon in the manufacturing setting,
are utilized in these procedures. Burgess (2012) and Machado and Leitner (2010)
emphasize that patient safety alert systems are utilized for care providers in case
a potential error is about to occur. Furman (2005) perceives each staff at hospitals
as an inspector who can stop the line to improve patient safety. IoT-related systems
may also help healthcare providers improve patient safety and identify potential
areas where the care delivery process needs to be stopped. Grout and Toussaint
(2010) reported that Seattle’s Virginia Mason Medical Center had 8000 stoppages
based on this safety inspector concept.

As a crucial component of jidoka, mistake-proofing, namely, poka-yoke, is
integrated into lean efforts. Poka-yoke means avoidance of inadvertent errors
(Shingo 1986). In a comprehensive approach, Grout (2007) describes mistake-
proofing as “the use of process or design features to prevent the creation of
non-conformances.” From this perspective, Grout and Toussaint (2010) address
that even basic warning labels are considered mistake-proofing tool since these
labels are capable of avoiding mistakes and nonconformities. The main idea in
poka-yoke is to make it impossible for operators and employees to make an error.
Implementing poka-yoke in healthcare may also help decrease malpractice lawsuits
(Grout et al. 2013). Poka-yoke devices are assembled in the processes and equipment
and operators do not even recognize that such devices are active to prevent them
make an error. Poka-yoke including two segments such as (1) detecting the defect
and (2) correcting the error is likely to reduce adverse events and medical errors in
the healthcare setting. Considering that deaths caused by preventable medical errors
in US hospitals have been a rising issue in patient safety (Kumar and Steinebach
2008; McLaughlin and Olson 2012), poka-yoke should be utilized as a remedy in
healthcare. As an example of effective poka-yoke ways in these two segments, Grout
and Toussaint (2010) point out how easier to detect surgical sponges left in patients
than discovering them after surgery finalized. Standardized double checkpoints
on sponges used in the surgery processes should be perceived as an example of
procedural poka-yoke approach. Similarly, the single-use plastic locks used in blood
transfusion, automatic wheelchair brakes, marked floors, wristbands, and central
line kits are given as the other examples of poka-yoke in healthcare. In a more
primitive approach, at the beginning of the care process, patients are involved in the
process by orally confirmed their names and the type of medical intervention in the
ORs to prevent mixing-up patients. At that point, timeouts, sign-your-site, and read-
back are other mistake-proofing examples systematically embedded in healthcare
processes (Grout and Toussaint 2010). As given in Grout and Toussaint’s (2010)
study, ThedaCare showed a high performance on patient safety and healthcare
quality especially by focusing on jidoka and poka-yoke in the USA. According to
Manos et al. (2006: 27), “the key is to set up the system so there is no chance for
error.” They also give bar-coded or computerized physician order entry systems
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as examples for mistake-proofing practices. Manos et al. (2006) also give pulse
oximeters as another example of autonomation. When pulse oximeters become
loose or disconnected from the patient, the reading sets off an alarm for healthcare
providers to intervene the condition. As seen in those examples, the culture of
stopping is already an integrated part of the healthcare systems.

The potential impact of IoT should be taken into consideration in this principle.
As stated by Anumala et al. (2015), IoT hubs connecting health devices and smart
appliances may generate new data for caregivers and decision-makers. Connecting
patients with doctors, nurses, and other direct and indirect caregivers via devices
and tools embedded in IoT may improve the quality of patient monitoring processes
and decrease the likelihood of adverse events, errors, and failures.

Principle 6: Standardized tasks are the foundation for continuous improvement
and employee empowerment
Standardization was developed and utilized particularly in manufacturing work
settings. Standardized work is likely to improve quality since employees will be
trained to follow standardized work in lean (Manos et al. 2006). Gomez et al. (2010:
85) stated that “standard work can be thought of as the best combination of activities
that will limit activities that don’t add value” with the goal of highest quality
healthcare. Similarly, standardization is an indispensable component of healthcare.
Kumar and Steinebach (2008) and Kohn et al. (2000) report that experts suggest
“standardization” as the remedy to reducing medical errors since standardization is
likely to reduce the variation which increases complexity, risk, and error. The error
rate in the US healthcare system is estimated approximately at sigma level four
(Kendall 2003), which turns into 6210 medical errors per million tasks. Lowe et al.
(2012) state that standardized work allows doctors and nurses to perform at their
licensure level more often because of effectively running processes. As reported
by McLaughlin and Olson (2012), Park Nicollet Healthcare System in Minnesota
implemented lean tools to help decrease the number and impact of the issues with
the delivery of the anticoagulants, focusing on international normalized ratio time
(INR) in the desired range. They achieved their goals by standardized policies and
dosing models related to the administration of the medicine. As the main outcomes
of lean, the organization was able to reduce the admission rate from 15.9% to 11.2%
and cost from $1300 to $442 patient/year.

Even if some processes have to be patient-centric and can be changeable, the
majority of the process flows are standardized. For example, standardized color-
coded triage systems help physicians prioritize the patients in ERs. Other examples
are standardized patient transfer procedures helping other care providers to figure
out what to do in other departments and standardized electroconvulsive therapy
(ECT). Jonsson and Randefelt’s (2013) study focuses on how these standardized
procedures eliminate waste in healthcare. In a similar vein, standardized care
paths, treatment protocols, and worksheets are also integrated into healthcare and
administrative processes. With regard to standardized care paths, ERAS (Enhanced
Recovery After Surgery) can be given as an advanced example of standardization
in healthcare. Particularly, standardized worksheets are developed especially for
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employees who perform in repetitive processes such as in-room patient preparation
and patient discharge processes. Similarly, ORs, X-ray, MRI, or CT laboratories
operate based on standardized procedures which result in reduced potential wastes.
Gomez et al.’s (2010) study is an exemplar for showing the effectiveness of
standardized work instruction sheets. Grout and Toussaint (2010) mention the
consequences of the violence of hand-washing protocols as a root cause of stopping
operations in ORs. The benefit of implementing standardization in healthcare is to
easily detect deviations and have a chance to correct them (Jonsson and Randefelt
2013). Furthermore, IoT-oriented standardization has a huge potential to analyze the
root causes of potential abnormalities in healthcare processes.

Spear and Bowen (1999) addressed that establishing process stability through
standardization is utilized as a way to create a workforce capable of identifying
problems and solutions. Even though “standardization” in lean is considered a
vital base, variability and uncertainty associated with treatment and patients’
health conditions result in problematic (doubtful) areas in healthcare. According
to Rust (2013: 17), “the growing interdependence of healthcare delivery, coupled
with pressure to reduce costs and serve greater numbers of patients, makes these
delivery chains increasingly difficult to manage and coordinate.” Rust (2013) also
emphasizes that new service management strategies should be implemented in
healthcare to manage changes, variability, and adverse effects of variability in
patient demand. In addition, preventable medical errors resulting in 98,000 deaths
each year were correlated with the lack of standardization and increasing variability
in the healthcare industry (Kohn et al. 2000; McLaughlin and Olson 2012). In this
manner, standardized care is more likely to contribute to patient safety as well as
improved lean outcomes (Gomez et al. 2010).

Rust (2013) calls attention to the point where increasing demand variability
causes revenue losses, increasing cost and stress on employees in the healthcare
industry. Additionally, high complexity and uncertainty are seen two obstacles
to implementing standardization and lean in healthcare (Rust 2013). That high
complexity increases risks and makes the processes and healthcare providers harder
to manage (Rust 2013).

Principle 7: Use visual control so no problems are hidden
Problems in the workplace must be visible to every employee (Monden 1998).
In implementing autonomation, various visual controls, such as mistake-proofing
tools, digital display panels, kanban cards, andon, call lights, and lines, monitor the
flow of the production (Monden 1998; Liker 2004; Manos et al. 2006). Fillingham
(2007) states that visual management helps determine whether the process is
operated correctly and if problems or errors occur.

Even if it is not directly recognized, visual control approach takes place in a
great variety of services in healthcare processes. There are certain departments and
processes in which the concept of visual control is naturally implemented to help
decision-makers, particularly clinically, in the healthcare industry. For example,
visual timetables or schedules used in radiology (Gomez et al. 2010), labels and
signs used in ORs, ERs, and clinics, patient monitors used to observe patient’s
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vital signs, etc. As another visual control tool, kanban is a card usually placed in
production lines to show the type and quantity of units needed in certain production
areas (Monden 1998). Kanban system is also identified as “an information system
that harmoniously controls the production of the necessary products in the necessary
quantities at the necessary time in every process of a factory” (Monden 1998:
15). Rust (2013: 7) expresses that “demand variability may be the most pressing
problem facing healthcare delivery today.” Unplanned walk-in patients and visits
and unpredictable healthcare demand should be considered in lean while focusing
on how to manage Kanban systems. Daily-basis supply order systems in JIT
have been implemented in some healthcare organizations. For example, Ballé and
Régnier (2007) express that daily delivery in healthcare solves the space problems
in inventory since it may result in less stock on hand. However, government-driven
healthcare systems rather prefer to order for a period of time instead of putting
orders on a daily basis. The main benefit of JIT for healthcare organizations is to
save storage space and surface the problems hidden in excessive inventory systems.
Manos et al. (2006) point out that inventory and supplies are the major costs in
healthcare.

As a crucial component, visual control in manufacturing is basically based on
5S. Machado and Leitner (2010: 387) describe 5S as “a place for everything and
everything in its place.” 5S refers to “organize, set in order, cleanliness, standardize,
and discipline.” Ikuma and Nahmens (2014) identify 5S as a systematic approach to
transfer a company’s culture. The main idea behind 5S is to increase effectiveness
and efficiency by eliminating unorganized and dirty workplaces. This idea complies
with the healthcare processes since the work environment in healthcare cannot
tolerate disorganized and contaminated conditions. Machado and Leitner (2010)
express that frequently used items should be placed closer to the workplace and
easier to attain than rarely used items. In one case, Laing and Baumgartner (2005)
reported that an endoscopy unit saved 17 minutes in cycle time by implementing
5S methodology in a community hospital. Gomez et al. (2010) performed first-
step 5S efforts during the weekends by offering overtime to healthcare providers.
Additionally, Ikuma and Nahmens (2014) showed how 5S could be integrated into
safety-oriented efforts in acute care facilities. Kim et al. (2009) showed that nurses
could identify quality and safety issues by using 5S supply carts. Esain et al. (2008)
reported that the National Health Service (UK) benefited from 5S projects.

Based on the nature of healthcare processes, labeling, coding, sorting, and clas-
sification of the drugs, medicines, material, medical equipment, tool and supplies,
spaces and even patients have been used for a long time, as identified in the first
two components of 5S. The requirements of cleanliness component of 5S are also in
the same line with the cleanliness, sterilization, and medical hygiene requirements.
Furthermore, the sterilization procedures in healthcare may be beyond the regular
cleanliness expectations in lean.
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Principle 8: Use only reliable, thoroughly tested technology that serves your
people and processes
In lean, new technology is implemented after approved by all relevant parties. The
main question in this technology vetting process is whether new technology is
capable of improving and adding value to the existing system. While analyzing
and testing new alternative technology very slowly and safely, implementing new
technology is done very quickly. Liker (2004) states that:

Toyota has tended to lag behind its competitors in acquiring all types of new technology . . .

The Toyota Way is to move slowly because more than one technology has failed to meet
their “acid” test of supporting people, process, and values and has been yanked in favor
of simpler, manual systems. Toyota is still following this policy in the age of digital
technology . . . Throughout this analysis and planning, Toyota will broadly involve all key
stakeholders in a consensus-building process.

The requirements of this principle have been neglected by lean practitioners in
various industries. It may be seen as one of the root causes of failing lean
implementation. Even if hospitals in the USA implement the most advanced
technology in the processes, the association between the technological investment
and patient outcomes is seen weak and not significant by the researchers (c.f.
Himmelstein et al. 2010). Additionally, technology is considered one of the primary
contributors of rising healthcare costs (Health Care Costs Report 2007) even if
the expected impact on overall performance is lower than the actual one (Husby
2012). By looking into this concern, healthcare organizations should (1) analyze,
(2) test, and (3) approve the potential risks, benefits, opportunities, and values of
improving technology, before transferring it (Liker 2004). This is compatible with
the cultural change integrated into lean transformation in healthcare. As stated by
Liker (2004), the entire technology transformation process should be analyzed to
see if it conflicts with the organization’s philosophies and operating principles.
Considering that today’s healthcare industry talks about IoT, Big Data analytics,
medical sensor devices, telemedicine, and e-health, technology adaptation and
export requires a huge amount of time and effort devoted to lean implementation in
healthcare systems. As a highly regulated industry, any potential or current change
in technology implemented in healthcare processes should be comprehensively
reviewed.

2.3 People: Respect and Development

As addressed by several parties (c.f. Zidel 2006; Liker 2004; Womack and Jones
1996), a lean transformation requires an organization-wide paradigm shift. That
transformation process can be constructed on the following three principles given
under People principle. Emiliani (2006: 169) states that the “respect for people” has
long been unrecognized, ignored, or misunderstood by most senior managers out-
side Toyota and its affiliated suppliers. Even though the majority of the publications
focus on how to implement lean in healthcare, limited studies worked on the soft
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part of lean. From this point of view, Husby (2012) articulated that people, process,
and technology are the three crucial areas of focus for US healthcare organizations.

Principle 9: Growing leaders who thoroughly understand the work, living
the philosophy, and teaching it to others
Human assets are one of the crucial resources in lean success. Toyota leaders are
raised up and promoted in the hierarchy of the firm in lifelong employment to
become effective leaders. Liker (2004) emphasizes that in Toyota’s history, key
leaders have been found within the company. Toyota expects leaders in all level
to introduce, educate, and teach their subordinates the Toyota culture (Liker 2004;
Liker and Convis 2011) and encourage them for lean transformation (Atkinson
2004; Boyer and Sovilla 2003). Culturally, these traditions are not shared by Western
business organizations. However, healthcare organizations should implement such
a strategy to raise their own leaders and train them about lean philosophy. At that
point, transformational leadership (Bass 1999) and servant leadership (Greenleaf
and Spears 2002) are linked with lean leaders.

McLaughlin and Olson (2012: 4) emphasize that “excellence in healthcare
derives from three major areas of expertise: clinical care, leadership, and opera-
tions.” Essentially, top management support is considered a crucial success factor
in lean implementation regardless of the type of the industry (Boyer and Sovilla
2003; Womack and Jones 1996). The role of leadership is accepted as an essential
factor for improved quality and safety in healthcare (Sollecito and Johnson 2013).
For example, Gomez et al. (2010) address that strong leadership support in their
study helped in lean transformation. Liker and Convis (2011) and Husby (2012)
perceive leadership function as a critical success factor at hospitals for the long-term
success in lean. Fine et al. (2009) reported that when the top leaders of the hospital
were fully engaged in lean initiatives, the effort spread across the organization more
quickly. Within this understanding, leaders in healthcare organizations should be
raised up and trained in accordance with lean in order to increase the likelihood of
lean achievement.

Principle 10: Develop exceptional people and teams who follow your company’s
philosophy
“Toyota invests in people, in return, it gets committed associated who show up to
work every day on time and are continually improving their operations” (Liker 2004:
198). While Zidel (2006) states that lean organizations value their employees and
encourage them to involve in organizational initiatives, the healthcare industry has
experienced many challenges such as decreasing reimbursement, staffing shortages,
and increasing costs over the last decades (Husby 2012). All these challenges limit
investments in staff and teams who work on process improvement and problem-
solving. Instead, by looking from a lean perspective, it is seen that healthcare
organizations invest in employees’ and teams’ training and education to increase
the likelihood of lean achievement in the long run.

Manos et al. (2006) point out the importance of relying on the employees’
knowledge and skills especially in problem-solving processes. According to Manos
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et al. (2006: 25), “the people closest to the work know it best. They are the process
experts and they just have to be trained in problem-solving and lean techniques.
One of the advantages of the lean technique is that the staff involved directly in
the process are the ones who work to improve it.” De Souza (2009) points out
“staff empowerment” as one of the key aspects making lean more acceptable in
healthcare in addition to gradual and continuous improvement. In the same line, the
respondents in Jonsson and Randefelt’s (2013: 31) study state that “it is important
that all the employees feel as a part of the organization and all employees are
encouraged to suggest improvements.”

Liker (2004) also emphasizes on the necessity of focusing on the interaction of
teams and employees and perceiving teams as the focal point for problem-solving.
The teams in TPS are located at the top of the hierarchy. Liker (2004: 185) states
that:

All systems are there to support the team doing value-added work. The teams coordinate
the work, motive, and learn from each other. Teams suggest innovative ideas, even control
through peer pressure . . . Excellent individual performers are required to make up teams
that excel.

In the healthcare industry, patient-centered multispecialty teams including physi-
cians, nurses, social workers, etc. manage the entire patient care process, clinically
and administratively (Sollecito and Johnson 2013). Very similar to TPS, since
patient care is managed and given within naturally built teams, the teams should
be put at the highest hierarchical level and the rest of the organization should be
managed to maximize the patient care team performance.

Principle 11: Respect your extended network of partners and suppliers by chal-
lenging them and helping them improve
As expressed by Liker (2004), TPS establishes high standards and expect all their
partners to raise those standards. According to Deming (1986), the fewer the
number of suppliers, the higher the organizational performance. Deming (1986) and
Bicheno (1999) also recommend working with suppliers very closely in a long-term
orientation and supporting them to improve the quality of their outcomes. Similarly,
establishing long-lasting collaboration between healthcare providers and reducing
the number of suppliers are seen two important requirements in the healthcare
industry (Aronsson et al. 2011). Depending on reliable lean suppliers and partners is
likely to increase the success of lean implementation (MacDuffie and Helper 1997;
Liker 2004; Womack and Jones 1996). MacDuffie and Helper (1997) state that:

. . . customers are likely to demand that suppliers assume substantial responsibility during
product development, accommodate customer requests for engineering changes in their
product or manufacturing process; be highly reliable with respect to quality and delivery;
and have the ability to respond quickly in case of problems. These requirements are difficult
for a supplier to meet unless they have adopted lean production practices themselves. Thus
a lean customer is likely to find it more productive to work with lean suppliers.

In the same vein, healthcare organizations are supplied by a great variety of
organizations such as pharmaceutical companies, biomedical device producers, and
R&D firms. As the leading industry in lean, the automobile industry has trained
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its partners and helped them become a lean supplier (MacDuffie and Helper 1997).
However, the healthcare industry has not arrived at such a matured customer-partner
relationship level yet. Aronsson et al. (2011) pointed out that the healthcare industry
is in need of great system-wide changes in the supply management function. Instead,
Husby (2012) points out that physicians are separated from lean efforts, which
blocks the potential positive outcomes of lean efforts that might be managed by
the physicians. It is obvious that the integration of physicians into lean from top
to bottom, as the main director of patient care in one-piece flow, is more likely to
increase the effectiveness of healthcare. Inspired by best practices, the healthcare
industry with its partners should focus on how to implement lean principles to
decrease muda in the industry.

2.4 Problem-Solving: Continuous Improvement

Principle 12: Go and see for yourself to thoroughly understand the situation
(Genchi Genbutsu)
Processes and performance issues should be analyzed by the service providers,
designers, and managers at firsthand to understand the root causes of high variability
in healthcare. Performance-related issues should be monitored in the place where
they occur, gemba, to figure out assignable and common causes resulting in
variability (Kruskal et al. 2012). Seasonal or random variability add complexity to
healthcare processes (Husby 2012). In order to decrease response time to problems
and increase the probability of solving the problems, problem solvers in healthcare
processes should be in gemba (c.f. Toussaint and Berry 2013; Fine et al. 2009).

Principle 13: Make decisions slowly by consensus, thoroughly considering all
options, implement rapidly
In lean, it is expected to run decision-making processes collaboratively based on
data throughout the hierarchical structure (Liker 2004). Rosmulder (2011) reported
that lean efforts would be useless if there was no system-wide participation in lean
projects. At the heart of healthcare, routine diagnostic and treatment processes
are compatible with this principle due to the fact that diagnostic processes take
relatively longer to consider all potential possibilities. Compared to diagnostic
processes, treatment ways are determined by physicians based on protocols and
standardized procedures. In addition to explicit knowledge, Husby (2012) mentions
the importance of using tacit knowledge developed in healthcare processes to
improve patient care-related outcomes. In this manner, tacit knowledge, which is
seen as a barrier to transfer evidence-based medical knowledge into actual care
(Husby 2012), produced with the help of PDCA may be used as a base for decision-
making processes in lean practices in healthcare. Parallel to advancements seen
in data management, particular topics such as Big Data and IoT have emerged
as the promising areas for healthcare organizations. Considering the excessive
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need for better and timely decisions in the healthcare industry, all these advanced
technologies may help decision-makers function in this principle more effectively.

Principle 14: Become a learning organization through relentless reflection
(hansei) & Continuous Improvement (Kaizen)
Ballé and Régnier (2007: 33) point out that “lean is a learning method more than
anything else.” Based on knowledge generated in lean, healthcare organizations
become capable of utilizing the current knowledge for providing better care and
making better decisions. A continuous learning process is built based on lean pillars
such as continuous improvement, standardization, and stability. Taichi Ohno (1988)
states that without standards, there is no kaizen. At that point, using both explicit
and tacit knowledge in lean effort takes the healthcare organizations to a higher
performance level, especially in terms of sustaining lean efforts and becoming a
learning organization. The learning environment should be created not only for a
process but also for the entire healthcare delivery system.

3 The Limitations of the Study

The primary limitation of our research and the resulting manuscript is that, although
much has been discussed and implemented in the lean process as it relates to
manufacturing and service processes, clinical application of the lean method into
healthcare processes is relatively scarce. Based on our review of published examples
of lean in healthcare, the most consistent feature was the difficulty encountered
in implementing the intended training and improvement projects. Most studies
demonstrated multiple barriers to progress inherent in the very systems and culture
they were attempting to improve. There are clearly important questions here that
need to be addressed. The organizational structure of healthcare systems appears
to most outside observers as highly complex with multiple lines of accountability.
It is important to understand why this structure has evolved and persisted, despite
the obvious disadvantages. The assumption that a clearer and simpler structure with
stronger accountability would be more effective and safer for patients may need to
be tested empirically at some stage, but this would clearly involve a very large-scale
experiment (essentially a whole trust, but with implications that would certainly
attract comment and concern from national professional bodies, unions, and others).

The business literature demonstrates that dealing with the theory of organiza-
tional change and an important component of any investigation of organizational
barriers should be an attempt to comprehend these through this perspective. We
recommend observational and analytical studies of the relationships between cul-
ture, organizational structure, and resistance to change in healthcare organizations,
in collaboration with experts in change management. An attempt to create a large
and practical trial of lean interventions will need to be designed using an approach
framed in an appropriately adapted theory of organizational change.
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If we accept that major changes to organizational structures are likely to be
difficult at best to achieve, future qualitative research into the attitudes to safety
interventions and system improvement expressed by different staff groups will be
useful in understanding how these might be changed or circumvented when they
appear unhelpful. Research such as this may require the use of sophisticated theory-
based questionnaires to differentiate between attitudes and motivations, which are
often engendered by the expectations of the organization and professional peer
groups. These are deep, and perhaps, subconscious drivers which show themselves
in decision-making choices rather than public statements made for political pur-
poses. Using previous research on organizational culture and organizational change
theory, it may be possible to create a predictive model that will help to identify how
a given organization will react to attempts at systems change and test this against
the outcome of real-life improvement projects.

4 Conclusion

In this chapter, we have discussed the lean process as one management approach
that we can use to examine operational aspects. We also have discussed the social
and technical dynamics associated with these improvement systems. We have also
focused on how one can start to apply these insights to healthcare.

In lean implementation, one must take into account the variety of issues
surrounding the application of lean thinking to healthcare. One difficulty regards the
social and technical issues that occur when implementing lean thinking. Research on
sociotechnical dynamics in lean organizations, especially in healthcare, is virtually
absent.

Operational aspects of lean thinking and their relationship to performance have
been looked at thoroughly, but application to healthcare has been limited. The
same goes for cumulative capabilities, where research in and out of healthcare is
scarce. More attention is needed to verify these key propositions of lean thinking in
healthcare. Even if these problems are addressed and lean delivers on its promises,
the challenges to increasing the role of lean thinking are very future-promising. The
value produced is more or less ephemeral, difficult to specify, and unclearly priced
into the equation.

A lean transformation requires an organization-wide paradigm shift. It requires
no less than the redesign of the healthcare system as we now see it. Perseverance,
high-quality leadership, dedicated professionals, high quality and timely data
management and knowledge creation, and patience are surely needed. Doubt and
the resulting resistance will be high. Organizations may take a long period of time
before embarking on such a journey. Worse, they may superficially implement lean
thinking, adding to existing resistance; thus, making it more difficult to improve
healthcare in the long term.

We believe lean thinking has the potential to improve healthcare delivery. At
the same time, there are methodological and practical considerations that need to
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be taken into account. Otherwise, lean implementation will be superficial and fail,
adding to existing resistance and making it more difficult to improve healthcare in
the long term.
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Data, Denial, and Disparity: Is This
a New Digital Divide?

Nilmini Wickramasinghe, J. B. Silvers, Elliot B. Sloane, Michael J. McCoy,
and Jonathan L. Schaffer

1 Introduction

Healthcare delivery in the USA is moving to a value-based system (Lynn 2016;
Zuvekas and Cohen 2016; Weeks et al. 2013; Bozic 2017), where key components
include bundled payments and well-defined care paths that dictate care processes
(Weeks et al. 2013; Bozic 2017; Kaplan and Porter 2011; Porter and Teisberg 2009;
Porter and Lee 2013; Porter 2010; Betbeze 2016; Bracy 2016). This value-based
model has been enabled by the introduction, adoption and increased penetration of
electronic health records (EHRs) into the care process providing the necessary data
and information to facilitate the design of appropriate care paths and calculation
of bundled payments for specific care processes (Hero et al. 2016; Porter and Lee
2013). On the surface, this appears to be a logical and rational approach to stem
consistently increasing costs of healthcare delivery in the USA (Porter and Teisberg
2009; Porter and Lee 2013). On deeper examination, however, there appears to be
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a serious and troubling potential for unintended consequences leading to the failure
of systems to intervene to care for the patient (Weeks et al. 2013; Pearlstein 2005;
Economists View 2005; Bracy 2016).

2 What Is the Issue?

Over the last 10 years in the USA, the adoption, diffusion and use of EHRs
have increased significantly, assisted largely by federal policies and initiatives,
including President George W. Bush’s 2004 executive order enabling e-health and
the subsequent ARRA/HITECH legislation and Meaningful Use programme (Hsu et
al. 2005). This rapid uptake has led to the availability and use of significant amounts
of captured and generated clinical data. These data are being used by clinicians to
provide appropriate care to their patients, which are in turn anticipated to lead to
optimal outcomes while minimizing complications and adverse events. However,
these data are also being used to scrutinize cost and quality and calculate risk
assessments at a specific point in time (Lynn 2016; Zuvekas and Cohen 2016; Porter
and Lee 2013; Bracy 2016). In the context of a healthcare system that is facing
substantially increasing costs, many encourage the move from a focus on volume
to value (Kaplan and Porter 2011; Porter and Teisberg 2009; Porter and Lee 2013;
Porter 2010; Betbeze 2016). This shift in focus is defining appropriate care paths and
narrow definitions of risk and then applying them broadly to patients presenting for
specific treatments, such as a knee arthroplasty (Porter 2010; Betbeze 2016; Bracy
2016). These decisions are often relegated to sole specialists rather than a clinical
team dealing with an integrated holistic view of the patient. Taken together, however,
this approach may translate into patients being told that their proposed knee surgery
is not appropriate at this time and should be delayed until such time it is safe such as
when their haemoglobin A1c falls within a specific acceptable range or when their
body mass index is below a specific level or they have completed smoking cessation.
Many care paths and value-based care systems strongly recommend to the point of
dictating care parameters such that patients who smoke or have elevated BMI or
HbA1C may not get the elective procedure such as knee arthroplasty when it would
alleviate their pain and improve their function. Moreover, the physicians who would
recommend surgery are often penalized or not provided with maximal payment
for patients who have complications from one of these “out of range” parameters.
Patients do not always have the luxury or privilege of deciding which disease or
diagnosis it is that challenges their health or is reimbursable. This conundrum may
serve to deny the surgery they may need or directly address the issue for which
they present, or may not necessarily provide them with the treatment for their
abnormal lab values, or allow a satisfactory solution for the pain control they may
need. Further, it may also not provide patients and/or surgeons with any sense of
urgency to perform the surgery in a timely manner. There is a significant failure of
the healthcare system to intervene. In many situations, the patients are left hanging
and not able to mitigate their risks.
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Admittedly, a knee surgeon is not the one to deal with the higher haemoglobin
A1c, and isn’t compensated for any coordination efforts, but the reality is the patient
now must face new challenges in navigating the healthcare delivery system. This is
leading to what is best described as a new digital divide which is really a digital
disparity that is exacerbating any pre-existing conditions (Hero et al. 2016; Yamin
et al. 2001; Sarkar et al. 2011; Chang et al. 2004).

3 Background

Increasing costs, an aging population and subsequent rise of chronic disease have
been plaguing the healthcare delivery system for decades, rendering unsustainable
the traditional fee for service system (Kaplan and Porter 2011; Moghimi et al.
2013; Haddad et al. 2015). In the fee for service model, financial incentives tend to
reward providers for the quantity and complexity of services, regardless of outcome
(Zuvekas and Cohen 2016). Since the 1990s, the USA and other countries shifted
to diagnostic-related group (DRG) reimbursements in an attempt to limit payments
based on each patient’s most serious diagnosis, but other unintended consequences
emerged, such as treating patients’ illnesses sequentially rather than simultaneously,
manipulating diagnostic codes to reach the highest-reimbursed DRG categories
regardless of evidence-based scientific guidelines and/or providing treatments with-
out regard for subsequent complications or actual outcomes (Zuvekas and Cohen
2016).

In 2016, CMS has begun a shift in payment from volume to value, aligning 85%
of all payments it makes linked to quality or value by the end of this calendar year,
with 30% of payments tied to quality or value through alternate payment models
(APM). In 2016, the USA began shifting to “value-based reimbursement” in the
MACRA1 and MIPS2 programmes with the goals to overcome waste, benchmark
all providers’ Medicare payments and adjust them based on comparison with peers’
clinical outcomes for the same procedures. In addition, the US government is
shifting to fixed-price “bundling” for many known treatments, e.g. knee and hip
replacements (Bracy 2016; Bumpass and Samora 2016). These reimbursement
changes are intended to guide providers towards evidence-based medical decisions
and procedures. Such evidence-based processes are supposed to be unbiased and
scientifically optimized formulations that describe the best way to treat patients for
the best overall outcomes.

The US Veterans Administration continuously publishes and updates a com-
pendium of best practice guidelines for many chronic diseases.3 Most hospitals and
payers either adopt or create similar guidelines for their own decisions, and those

1Medicare Access and CHIP Reauthorization Act of 2015.
2Merit-based Incentive Payment System.
3http://www.healthquality.va.gov/guidelines/

http://www.healthquality.va.gov/guidelines/
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formulas are typically embedded in hospital/physician EHRs and financials software
to reinforce “positive” behaviours, compliance and, ultimately, outcomes.

Any clinical “centre of excellence” (CoE) will naturally apply or customize the
best evidence-based guidelines with its own expertise, with the expectation and
intention that such decisions will result in their outcomes and reimbursement being
among the most highly ranked, respected and, hopefully, profitable. Hospitals or
physicians who deliver care at lower levels may have to settle for average outcomes
reimbursement, and poor performers may be motivated to abandon services they
cannot deliver well.

An unintended outcome that can – and does – emerge, however, is that many
centres including CoEs will very naturally, and quite scientifically correctly, decline
to provide clinical services to patients who have underlying illnesses that are
statistically proven to have poor prognosis and outcomes. While that strategy will
help push the facilities outcome statistics to the top of their fields, patients with
underlying chronic illnesses may be left with few if any alternatives, including,
perhaps, doing without, simply opting for care from a US provider with a mediocre
or poor outcome, or self-payment for similar services from a foreign medical
tourism provider. In some cases, there is a failure to intervene and mitigate the
risks that are preventing the elective procedure that may reduce the patient’s pain or
improve their function and quality of life.

Many scholars, notably Porter (Kaplan and Porter 2011; Porter and Teisberg
2009; Porter and Lee 2013; Porter 2010), have proffered that the only appropriate
strategy is to focus on value not volume. Porter and colleagues contend that a
key contributor to the current state of escalating costs is that healthcare delivery
has been incorrectly defined (ibid). Specifically, they proffer a model focused on
value creation around the customer (Kaplan and Porter 2011; Porter and Teisberg
2009), i.e. the patient. To provide the patient with the appropriate value, they further
identify six key enablers: (1) organizing around an integrated practice unit, (2)
measuring outcomes and costs for every patient, (3) moving to a bundled payment
system for care cycles, (4) integrating care delivery across separate facilities, (5)
expanding excellent services geographically and (6) having an enabling IT platform
(Kaplan and Porter 2011; Porter and Teisberg 2009; Porter and Lee 2013; Porter
2010).

A major contributor to this has been the general embracement of EHR, which,
in turn, enables generation of significant data now being used by healthcare
administrators and clinicians to analyse care delivery and then design and develop
appropriate care delivery paths to standardize care delivery, streamline processes
and ensure best practice patterns ensue. Connected with this is the ability to use
the generated data to identify key risk factors (Porter and Lee 2013) (e.g. BMI,
haemoglobin A1C and smoking) developed very narrowly but may be applied more
generally and broadly.

Existing quality measures also look at the care (and cost) provided but fail to
identify those who are denied services or care. How can one take part in a patient-
reported outcomes survey if denied the opportunity to have the surgery or care?
How can the failure of inclusion of an individual in overall statistics be measured to



Data, Denial, and Disparity: Is This a New Digital Divide? 419

ensure that appropriate exclusions have been applied? These questions address the
access to care that is as important in vulnerable populations as the care delivery.

4 The Conundrum

The proposed value approach as outlined by Porter (Kaplan and Porter 2011; Porter
and Teisberg 2009; Porter and Lee 2013; Porter 2010), while serving to address
some issues that have been shown to fuel increasing healthcare costs, neglects to
address a key aspect: access to care. Simply stated, if one only focuses on outcomes,
quality, cost and compliance with “evidence-based guidelines” to increase value,
and defines risk factors very narrowly (e.g. smoking, BMI and HA1C) but applies
those risk factors broadly, what we will see is “cherry picking” (Weeks et al. 2013;
Economists View 2005); i.e. sicker patients will be denied access to essential care
they require.4 In the long run, we might expect an increase in total healthcare costs
as patients who were denied services and did not have a health issue addressed may
ultimately re-present themselves in the emergency room incurring a higher cost of
care.

We suggest that consideration of value with a focus on quality and cost only is
not sufficient even if it is necessary. In particular, it is essential to consider value in
terms of quality, cost and access. By not addressing individual access, we ignore
a critical component of healthcare; it is a service that should be available to all
members of a community. In addition, we also find that the discussion of value to
date has failed to include a consideration of the opportunity cost of not receiving
care. Should a patient not be immediately eligible for an elective procedure, then
the factors responsible should be mitigated by a coordinated multidisciplinary care
team with appropriately aligned incentives.

5 The Solution Set

The current approaches to value typically are based on a simplistic formula,
V = Q/C, which may be easy to understand, but grossly misrepresents what value
(V) is in the real world. Value is not linear where more quality (Q) or lower cost
(C) results directly in equivalent units of value, and it omits the critical indicator of
access (A) – the widely recognized third leg of health policy.

We must recognize all three indicators and at least consider the non-linear nature
of how value changes in healthcare with each. To be general, the formula should
be V = f(Q, C, A). To be simplistic again, one might use V = QxA/C although this
begs the question of how the combination of these variables and the metrics used to

4For example the VA ones can be found at http://www.healthquality.va.gov/guidelines/

http://www.healthquality.va.gov/guidelines/
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represent them may actually result in value. The relationship is illustrated (Fig. 1)
in a more generalized way as the impact of different approaches to try to increase
quality, reduce cost and thereby increase value. If we look at point A in Fig. 1, what
managed care did was to create strategies that targeted cost structures in an attempt
to lower cost and simultaneously increase value. The result, though, also meant
that quality was not improved. Thus, to address quality, various quality initiatives
have been introduced so that it is possible to move to point C, but in doing so cost
may be increased. The most recent initiatives of bundled payments, for instance,
attempt to increase value by increasing quality and simultaneously reducing cost, i.e.
moving to point D. However, in doing this without considering the other important
dimension of access means rather than moving to D in Fig. 1, we actually may move
to point DL in Fig. 2, i.e. lower value due to the opportunity cost of limited or no
access to care.

Another problem we believe that will arise with the bundled payment approach
is that translating any set of product attributes for a service or treatment into value is
not the same for each recipient. In the commercial world, this variation is accepted
as difference in taste or need which vary among individuals. Thus, markets are
segmented. In health insurance, we recognize that some may be willing to bear
more risk and will buy bronze plans, while others desire more complete coverage
and are willing to pay much more for platinum. Concierge service also recognizes
the segment of patients who are willing to pay for special coverage. The point is
that value is contextual not absolute. It is only in a competitive market where many
buyers and sellers establish an equilibrium price that we can have any degree of
consensus about what constitutes marginal value – and that is meaningful only for
the last set of purchasers and sellers. Economists translate this into “willingness to

Fig. 1 Policy actions and
anticipated results
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Fig. 2 Policy actions and
likely results with lower
access to marginal patients

pay” as a measure of the value of a year of life or the worth of a safety device. Yet
we are loath to take this variation in value too far in healthcare in the name of equity.
The converse is the high deductible health plan that will pay for surgery such as a
knee arthroplasty but effectively denies appropriate postoperative care by imposing
an exorbitant co-payment for postoperative physical therapy. Many surgeons and
many patients are not aware preoperatively of this potential postoperative trap and
do not have an opportunity to mitigate the issues and may not have sufficient services
to achieve an optimal postoperative outcome.

Thus, value-based payment and the loss of access discussed above makes
the assignment of one measure of the worth of a procedure for all people very
questionable. While the value of a knee replacement for the overweight diabetic
in the initial scenario may be less, it clearly is not zero – unless the patient is denied
care. The resulting loss of access has a very real cost, albeit an indirect “opportunity
cost” rather than a direct cost of care. Figure 2 illustrates this loss of value by
depicting two possible scenarios: one lower access and the other high access and
for each point, respectively, AH and AL, BH and BL, CH and CL and DH and DL.
The difference in value between the levels is a very real cost to the patient who
would have benefited from the new knee even if the “quality” as indicated by the
provider’s overall outcome metric would have suggested a lower value given the
likelihood of a less favourable outcome.

A further nuance is that access has another dimension – timeliness. Care
that would be of a given value if given when first recommended declines in
worth if delayed due to these concerns. Ultimately with many patients, the delay
is accompanied by further deterioration in the underlying conditions until the
procedure cannot be done at all. Thus, one could consider Fig. 2 to be representative
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of the timeliness of care as well as direct access, i.e. the opportunity cost for loss of
immediate care. In either case, the patient loses.

6 Concluding Remarks

Use of EHRs has led to actual availability and use of data by clinicians to provide
high-quality and cost-effective care of their patients, hopefully leading to optimal
outcomes and minimal complications and adverse events. Specific examples of
patient selection based on projected impact to provider quality and outcomes that
can lead to withholding of care are cited. The potential for denial or diminution of
care for high-risk populations, including socio-economic and marginalized groups,
may lead to a new digital divide and digital disparity if not accounted for in
operationalizing new payment models. The goal of this paper has been to outline the
issue to raise awareness. The solutions require awareness and definitions including
the identification of criteria that should be considered in an attempt to mitigate the
dilemma.

While increasing the value provided in the delivery of healthcare, the preceding
discussion is intended to call attention to logical flaws and serious concerns
regarding the new approach of focusing solely on value as currently promulgated
by many advocates. Specifically, we have identified that the often used definition of
risks is very narrowly defined but extremely broadly and generally applied. Further,
we highlight that no consideration to opportunity costs or access has been given.
The likely consequence of the current move from volume to value, designed to stem
escalating healthcare costs, may instead paradoxically increase healthcare costs, if
those denied service currently due to high-risk factors do not have their health issue
resolved and re-present later at the emergency room. Further, by not addressing
access issues, a healthcare chasm between the “haves” and the “have nots” may
only widen the chasm and create a substantially larger digital divide.

We thus urge meaningful debate and discourse to develop more appropriate and
successful solutions, which not only address the healthcare cost issue but are also
patient-centred, socially responsible and equitable.
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The Enabling Role for Technology in the
Support of Care Coordination
in Health Care

Rima Gibbings and Nilmini Wickramasinghe

1 Introduction

Current advancements in technology in the healthcare sector provide promising
tools for the improvement of care coordination. As such, there has been an increased
awareness and focus on patient-centered care. Technology in this sector contributes
greatly to the improvement of the overall quality of the sector (Tricco et al. 2014).
However, although ICT in the healthcare provides positive hope for the numerous
stakeholders in this sector, its implementation is still difficult and normally involves
changes at different levels. These include the patients, healthcare providers as well
as healthcare organizations. This paper seeks to provide a systematic literature
review as pertained to how Information Technology facilitates care coordination
in healthcare.

Care coordination refers to the process that ensures that patients’ health services
and information sharing requirements are met in the most effective manner. It is
therefore a critical component that emphasizes on continuity and accountability
on the part of the caregivers. Moreover, care coordination calls for effective
collaboration between the various organizations and stakeholders taking care of each
individual patient.

Much of the existing evidence suggests that healthcare is still uncoordinated.
For instance, a look at the United States shows that care is uncoordinated although
other pieces of evidence tend to suggest that quality improvement strategies within
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the sector can improve performance (Davis et al. 2015). In the United States, the
average Medicare beneficiary has seen many different providers in a given year and
network characteristic. It is worth noting that the Health Information Technology
for Economic and Clinical Health (HITECH) Act has resulted in the rapid adoption
of electronic health records in many hospitals, nursing homes, post-acute settings,
and home care which were not eligible for the HITECH incentives. Moreover,
the information that was vital for the improvement of the situation (clinical data
exchange) has stayed behind in the adoption of the electronic health records.

A review by Ovretveit that was published in 2011 in Sweden contains a summary
of the evidence that determines whether clinical coordination can help improve
quality and in turn help in saving money. Some of the conclusions and deductions
seem useful to clinicians and the healthcare systems. They include:

• Some of the coordination improvements will tend to reduce wastage in the
sector and in turn improve the quality. However, the fact that this will save
money or allow increased income will mainly depend on the commitment of
healthcare providers. Additionally, this review concluded that the most cost-
effective approaches are those that use reliable data in the identification of
patients that are at high risk of deterioration. The best intervention method
(coordinated care) is then employed to the specific patients.

• Changes in the payment systems, professional education, regulations, and codes
of practice are needed. Additionally, savings will depend on the implementation
of any improvements and their timescale.

Kane et al. completed a technical report that touched on this topic for the
United Agency for Healthcare Research and Quality. The main objectives of this
project included developing a working definition of care coordination, conduct
a systemic review of care coordination through 2006 as well as identifying
the theoretical frameworks that could end up explaining how care coordination
mechanisms are influenced by various factors in the healthcare setting. Addition-
ally, this relates to how to connect to the patient outcomes and healthcare costs. In
this, more than 40 definitions were touched on. As such, the one that was arrived
at stated that care coordination is the deliberate organization of the patient care
activities between one or more providers of healthcare in the effort to facilitate
efficient service delivery.

The AHRQ report, on the other hand, identified 75 good systemic reviews. Out
of these, 43 had their full focus on care coordination. However, only half covered
explicitly the multiple settings. To that effect, the authors were able to come up with
the following conclusions:

• A gap exists for the need of consensus definitions and conceptual models.
However, they were able to identify four frameworks that were believed to
be helpful in the development and study of coordination intervention factors.
As such, a wide array of factors have been tested in the care coordination
rubric. However, the evidence about the key intervention components is lacking.
Moreover, the strongest evidence only shows benefits for patients that have
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ailments such as diabetes, heart failure, a recent stroke or even depression.
Through this, the evidence is not clear for the other patient populations that will
obviously have coordination wants. These include the patients that have complex
medical issues, the elderly that live independently and the physically disabled
people.

• Another conclusion was that there was insufficient evidence that is supposed to
aid in the drawing of the conclusions especially on the costs that are associated
with the care coordination interventions.

It is evident that the two reports almost have the same information and recom-
mendations. However, they seem to be specifically aimed at the policymakers and
researchers. On the models of care coordination, Gensichen et al. (2006) conducted
an interview in which 23 family doctors were involved in a study of practice-
based healthcare assistants for patients that had major depression in the country
of Germany. As such, they perceived it to be beneficial largely for patient care.
However, they involved different approaches to the implementation of the model.
This is a variation that was not focused on but it could have been more beneficial
for future implementers. Additionally, Hall et al. conducted a modeling exercise
for the shared coordinated care of cancer survivors between their consultants and
the Gps. In this, it was found that patients perceived potential value in such kind
of arrangements. However, the patients wanted a reassurance that their Gps had
received extra training and that they were supported fully by the specialists.

Still on the care coordination, Melby et al. illustrate on the unintended conse-
quences of health information technology to improve care coordination (Steichen
and Gregg 2015). As such, the previously reported effects of health information
technology were mainly negative. However, Melby aimed at illustrating on some of
the unintended consequences of health information technology. It is specific on the
general practitioners and the home care nurses. For instance, the use of electronic
messaging between the home care nurses and the general practitioners allowed
for more and efficient inter-professional communication. This is the intended
consequence. However, electronic messaging reduced face-to-face communication
and consequently the interpersonal relationships were discouraged. This is the
unintended negative effect. Additionally, the documentation of the nurses’ messages
in the electronic health records ended up giving weight to the requests that the nurses
made and in turn enhanced their relationship with the general practitioners. This
is an unintended positive consequence. In this study, it is evident that this study
underscores that organizational changes are more important to the outcome and
the acceptance of the health information technology tools. Since many of these
changes are not able to be anticipated, the evaluation of the impact of the health
information technology tools must at least be evaluated from the onset to allow
corrective actions.

Stephan et al. studied how medical informatics can be vital in the study of
patient-centered care coordination (Stephan et al. 2015). The authors of this paper
screened a large number of nurse notes using natural language processing techniques
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in the identification of the activities that are associated with care coordination.
They organized the activities into an ontology which then was used to quantify
the global amount and the type of care coordination per patient (these were mainly
communication and management activities). On the other hand, other authors parsed
event logs in gynecologic oncology departments to picture what was done to patients
and in which order (Caron et al. 2014). As such the analysis of this low-level
administrative data by these researchers were able to generate interesting insights
and conclusions into prototypic or sometimes problematic patient pathways.

There are numerous other works that were published in 2014 that are worth
noting. An example involves the direct association of patients in the communication
and generation of their personal health records. This helps increase the level of
patient engagement and in turn gives appropriate and timely information to the
caregivers. In order to illustrate this effect, there are two studies that support this.
The first one involved parents that were offered the possibility to interact with an
automated voice response system in the input of data in the EHR of their child or
to express concerns to be addressed in the upcoming visit (Adams et al. 2014).
On the other hand, the second study involved patients from the Department of
Veterans Affairs who used the opportunity to download a comprehensive extract
of their HER. These were able to better understand their own medical history and to
share it efficiently with caregivers outside the various organizations that offer care
coordination (Turvey et al. 2014). However, there is still no adequate evidence that
supports these beneficial effects of patient involvement that in turn translates into
better health outcomes. However, it is worth noting that patient satisfaction may be
a better measure of patient-centeredness than health outcomes (Scholl et al. 2014).

It is also vital to note that medical homes represent an important effort to try
to better manage and coordinate care for populations. A study by O’Malley et al.
explored how electronic records were working in medical homes. This was with
respect to care coordination in the healthcare sector (O’malley et al. 2010). The
team that was involved in the study identified four especially important domains for
electronic health records in care coordination. These are reconciling medications,
tracking laboratory tests, communicating across settings, and mediating care plans
between one discipline and another. Additionally, the management of referrals,
consultations, and care transitions were also important in the study. In present times,
electronic health records tend to have substantial deficiencies in all these sectors.

Another study was conducted on the national evaluation of how health informa-
tion technology was being used in the support care transitions across settings (Samal
et al. 2013). Some of the expectations, in this case, were to find some organizations
that had sophisticated tools for the management of the health of their patients. In
this, it was evident that some organizations appeared to be performing better than
others, but in every instance, this was occurring largely with human involvement
and without numerous technological tools. However, it was found that some health
information technology tools were being used within one healthcare setting in the
preparation for the transition of care.
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In care coordination, it is clear that there is a need to build and test interventions
to improve this sector. An example of an intervention that targets this area is a toolkit
that was built for the PROSPECT trial (Bates 2015). This intervention attempted to
improve outcomes in intensive care and also in general care units. Some of the
tools built include a patient-centered toolkit that the patient or care partner can
access. Additionally, it includes information about the plan of care and goals of
care visible to the entire care team. Moreover, a microblog function was developed
so that anyone on the team including the patient or the care partner is able to ask
questions, responses can be made, and additionally everyone in the care team is able
to see what the responses of the others have been (Bates 2015).

Morton et al. (2015) state that patient-centered medical home practices still
depend on nontechnological methods in the management of care coordination. As
such, the use of computerized systems in the support of healthcare and specifically
on care coordination was limited. It was not consistent with the stakeholders’
priorities. Many state that the computerized systems do not support the care
coordination activities that they value most. However, it was noted that in this
study, assistance or participation of consultants in a collaborative setting had a
positive impact on the overall performance of care coordination activities in the
health sector. In order to improve the uptake of health IT for care coordination
that in turn meets the clinician’s needs, the various practices will need technical
assistance in redesigning workflows. Additionally, this will work toward ensuring
that technological capabilities are enhanced. For the other activities that are not
valued as much by the clinicians, greater technical knowledge will be needed.
Moreover, education on the same ought to be passed down to all the stakeholders so
that they are able to identify efficiently the many benefits of having a well-framed
care coordination. The technical assistance can also work toward ensuring that there
is increased use of change management strategies. This will influence positively
both the level of care coordination activity and the electronic support for the activity.

A factor that Morton et al. (2015) considered to be a remedy, in this case, was to
have a non-clinician being responsible for care coordination. However, dedicating
staff to care coordination will end up requiring additional resources for the
numerous practices. Clinicians who are concerned about their practices’ financial
situation should work in practices that perform fewer care coordination activities.
Additionally, this study identified some of the barriers to the implementation of care
coordination activities. It showed that time and money were the greatest barriers
to coordinating patient care with the other practices. However, reimbursement
approaches that usually support non-visit care are vital in the improvement of care
coordination.

Rudin and Bates identified four areas in their study in a care coordination
framework that would likely benefit from the information technology solutions in
the sector. These include the ability to identify a patient’s care team both within and
across settings or disciplines (this includes primary care providers, specialists, social
worker, case managers, and substance use counselors), the ability to collaborate
with different care teams in a quick and efficient manner, the ability to collaborate
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in the sharing and formulation of care plans, and the ability to monitor and track
task responsibilities in care coordination. However, it is worth noting that electronic
health record (EHR) systems still lag in several areas that include information
exchange across settings, development, storing, and sharing of major care plans,
tracking of referrals and improvement of team-based communication.

Claborn et al. (2017) stated that mobile health technology presents a potential
platform for efficient communication among the care coordination providers.
Additionally, it will come in handy in the tracking of patient service utilization
and treatment approaches. Moreover, this has the potential of improving team-based
approaches that are consistent with the collaborative models. This will work toward
promoting more effective care in hard-to-retain populations. For instance, in the
fight against HIV, there are currently over 200 applications. A survey conducted
in 2013 showed that only 55 of these applications promoted HIV prevention
and care services. However, a majority of these apps only focused on providing
disease-specific educational information. On the other hand, there were no identified
applications that focused on care coordination for the healthcare providers.

Lindberg et al. (2013) state that a wide variety of terms were used in the reviewed
studies in the definition of ICT. The most used definitions, in this case, were
telehealth and telemedicine. This is similar to Koch’s review of the current state
and future trends in the home telehealth sector. In this case, the term telehealth has
mainly been defined as the use of telecommunication and information technologies
in the provision of healthcare to individuals at a geographical distance. Additionally,
telehealth will involve a wide variety of specific modalities that will include
telephone-based interactions, internet-based information, live imaging, personal
digital assistants, and interactive audio-video communication or television (Sato
et al. 2009). Moreover, eHealth is basically defined as the overall umbrella that
includes ICT and telehealth. In this, it combines the use of electronic communication
and information technology in healthcare. Consequently, this may explain the results
of this review with many different terms used to define the technology that is in turn
linked to care coordination.

Lindberg et al. (2013) also describe how ICT is used for communication in home
care, and a key result found was that the most frequent type of communication was
between patients and healthcare professionals. It, therefore, means that user focus
needs to be shifting from tools for professionals to tools for patients and family
members. The review by Lindberg et al. is in accordance with Koch, describing
trends toward tools and services not only for professionals but also for patients
and citizens. However, from a nursing perspective, it would be ideal to note that
there is lack of knowledge about how to use ICT solutions to meet the needs of
numerous groups of patients such as those with chronic illnesses. Specifically, by
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performing qualitative studies, people’s needs related to living with chronic illness
can be elucidated. A major challenge in home care will be to use existing ICT tools
in order to meet the caring needs of people with chronic illness but based on the
specific experiences.

Lindberg et al. add that ICT applications used in home care should ensure that
they take into consideration the roles that technology should play in the use of
patient and healthcare professionals. This is more specifically in care coordination
between the various stakeholders. Neglecting this aspect may lead to technology that
not provides the needed support for communication. As such, it leads to a scenario
in which ICT does not facilitate efficiency in care coordination and in turn maims
the healthcare of individual patients.

Owens states that ICT in the healthcare sector should aim at providing proper
care coordination amid the shift toward value-based care. As such, value-based care
creates a new paradigm, one that ensures that care is no longer delivered by only
doctors and nurses but by a community of providers that focus on the “whole”
patient rather than just treating the disease. Moreover, with the advancements in
technology in the healthcare sector, care coordination has been moving on the
positive as concepts such as communication are not confined to the four walls of
a doctor’s room. Through efficient integration of the different technological tools in
care coordination, value-based healthcare should be achieved in both the short and
long runs.

However, care coordination has been coupled with numerous challenges and
barriers. Carayon et al. state that some of these barriers to effective care coor-
dination include poor communication and tracking patient populations. In this,
most healthcare frameworks globally are disjointed. As such, most patients will
never comprehend why they are being referred. Others will lack the knowledge on
how to create appointments. On the other hand, specialists from higher levels lack
adequate information as to why patients are being referred to them. Consequently,
the primary care providers end up not getting feedback from the specialists. This
creates confusion in care coordination.

Additionally, although digitalization of healthcare has proved to be beneficial to
the sector, it is not yet sufficient for care coordination. Seroussi et al. state that
creating information availability does not necessarily mean that the information
will be accessed. This is the case with electronic health records. They have made
operations easier in the healthcare sector. However, not many specialists will take
the task of accessing the EHRs. Moreover, the multiple IT systems that have been
created do not talk to each other. This creates a scenario where information is
present but is not synchronized to best serve the interests of the stakeholders such
as patients. At the end of the day, the healthcare sector remains stagnated.
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1.1 Barriers to Care Coordination Table

Source: https://media.springernature.com/full/springer-static/image/art%3A10.1186%2F1472-

6963-10-132/MediaObjects/12913_2009_Article_1269_Fig1_HTML.jpg

In the above table, it is evident that the barriers to care coordination are
mainly linked to inadequate resources and ineffective teams. These are exhaustively
discussed below:

• Ineffective team—In this, different teams do not recognize their roles and
responsibilities. As a result, care coordination is not conducted in the most
efficient manner. In addition, there is a lack of adequate communication between
the various stakeholder teams. Without communication, it becomes difficult to
push forward the agenda of care coordination. Moreover, the transitioning of care
becomes hard and limited. This is the reason communication becomes inefficient.
These could be solved through collaborations between the various stakeholders,
the use of electronic information transfer to aid in the effective communication
between different parties.

• Inadequate resources—In this, inadequate resources lead to a scenario in which
care coordination is unable to be implemented. A perfect framework might be
present but without the obliged resources, this concept cannot be adequately
pushed forward. It is important to note that in some instances, managers are
faced with the difficulty of managing scarce resources. Moreover, the lack of
well-framed meetings between different stakeholders leads to a situation in
which funds can be embezzled or mismanaged. Through this, care coordination
becomes difficult to propagate positively. The possible remedies to deal with
these challenges include the introduction of telemedicine in this sector which
will enable efficient management of the available resources. Additionally, each

https://media.springernature.com/full/springer-static/image/art%3A10.1186/1472-6963-10-132/MediaObjects/12913_2009_Article_1269_Fig1_HTML.jpg
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stakeholder should be accountable in their areas of play. If each performs their
part well, the goals of care coordination will be highly achieved.

1.2 Review on Value-Based Care

It is worth noting that as the healthcare sector propels toward the transition
toward value-based care, the various discrepancies in technology advancements
(telemedicine) continue to deter the progress. As such, it is vital to align the available
IT frameworks for value-based care and specifically on coordinated care. Currently,
most clinicians feel that reporting regulations have changed roles from patient care
to data entry. In this, it would be ideal to focus on the physician well-being, industry
initiative process, as well as making sure that patient care is steadfast. Focusing
on these three pillars will ensure that telemedicine is able to create a link with
the current health frameworks globally and this will facilitate value-based care.
Additionally, it will aid in a well-driven coordinated care that in the long run
enhances value-based care.

The value-based care seeks to transform the healthcare sector since the model
mainly concentrates on the wellness of the patients first as opposed to the traditional
fee-for-service models that were paid for the amount of services they offered. This
had led to a scenario where the healthcare providers could align numerous tests
(some unnecessary to the clients) with the aim of getting more money at the expense
of the patients’ wellness. However, value-based care is based on real-time data
that demonstrates improvement in the quality of the healthcare sector. Evidence-
based methods are largely applied in the value-based models, and this helps in fast
achievement of healthcare objectives such as healthy populations globally. Some
models that push forward the value-based healthcare include bundled payments,
accountable care organizations, and patient-centered medical homes (Friedman et
al. 2016).

1.3 Impact of Electronic Health Records and Their Role
in Care Coordination

Globally, the number of people living with at least one chronic condition is
increasing. For instance, taking a case of the United States, almost half of all
Americans had at least one chronic condition in 2005 (Kvedar et al. 2014).
Additionally, one person in four had multiple chronic conditions. This indicates
that these patients will tend to visit multiple healthcare providers yearly and will
have numerous prescription drugs. As a result, care for these kinds of patients is
becoming complex and requires high levels of coordination so as to ensure quality
healthcare is provided. Other patients in the healthcare sector are too in need of a
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well-coordinated framework. In this, the use of the electronic health records System
is a vital concept in facilitating the transfer of information. Additionally, it is due to
improve the coordination of patient care across different healthcare providers. The
EHR systems have constantly been promoted as a policy priority in many nations
that could improve the quality and efficiency of the various healthcare sectors.

Current evidence tends to indicate that healthcare providers will rarely have
access to complete medical information especially when patient care is transferred
from one provider to another. It is during such transitions in healthcare that the
safety of the patient is put at stake (Krist et al. 2014). Moreover, the lack of timely
information in the current healthcare frameworks usually has led to inadequate
patient monitoring, medical errors, redundant care, and even use of wrong tools.
As such, it is worth noting that any model of coordinated care must heavily rely
on the timely availability of health information of specific individuals. This could
be efficiently acquired through the use of an integrated EHR system. This will help
in compiling a comprehensive patient clinical record and in turn will assist with
coordination of clinical care delivery through improvement in the availability and
timeliness of medical information regarding individuals. Focusing on the impact of
implementing an integrated EHR system based on access to timely and complete
information and agreement on roles or the responsibilities among clinicians, the
following points prove that EHR systems are the way to go.

• Improved clinical decision-making—Appropriate clinical decision-making is
vital in coordinated care. This is especially in the case of first responders. In case
of an emergency, these care providers must strive to keep the lives of individuals
in stable conditions until they are handed over ton hospital emergency units.
However, the introduction of the electronic health records has created a scenario
in which these first responders are able to access complex patient health records
(King et al. 2014). This aids in choosing the right first aid medication which
is crucial in such situations. Additionally, in patients with chronic conditions,
different healthcare providers will look at what their counterparts prescribed
to the patient. This way, they will tend to use alternative means in treating the
patients. Additionally, the availability of the health records with ease facilitates
fast decision-making since one party is able to understand the cause of a certain
ailment and the treatments that an individual has passed through.

Moreover, in certain situations such as during emergencies, patients will
tend to forget their health information. This could be due to shock and trauma.
However, due to the adoption of electronic health records, decisions concerning
the treatment of such patients become easier. Their health information can be
accessed and through this, their lives can be saved.

• Improved collaboration and care management for specialty care physicians—
EHR use enables improved care coordination between primary care physicians
and behavioral healthcare providers. A research team found out that integrated
primary and behavioral healthcare is increasing in popularity due to its numerous
benefits especially in dealing with behavioral health disorders. In this, the
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integrated EHR systems end up standardizing and streamlining collaboration and
care delivery between various providers.

• Less paperwork and fewer storage issues—In the healthcare sector, it is worth
noting that administrative duties usually represent a significant amount of time
and costs. As such, clinicians will tend to spend lots of time filling in data.
However, the use of electronic health records tends to streamline a number of
routine tasks. Due to this, the amount of paperwork is highly reduced. As the
amount of paperwork reduces, the required storage space also declines. As a
result, with instant storage and retrieval of digital EHRs, healthcare providers
may help health offices become less cluttered and efficiency increases in the
health sector (King et al. 2014).

• Financial incentives impact on health providers—The process of procuring the
necessary equipment, hiring dedicated personnel, and training staff on new
procedures can be costly to healthcare providers. However, it is worth noting
that various incentives are available in order to help organizations recoup their
investment. Through Medicare incentive programs, eligible providers can earn
incentives for the adoption and meaningful use of technology. In turn, this leads
to improved care coordination and overall provision of quality healthcare.

It is therefore evident that integrated EHR systems have a great positive impact
on healthcare and specifically on coordinated care. Through its adoption, various
stakeholders in this sector are due to achieve numerous benefits that are currently
not available in the traditional models. However, there are barriers to the widespread
adoption of electronic health records. In this, four of the core barriers to the adoption
of EHR systems that would in turn allow clinicians to share information easily
include the lack of a common format for recording the information, high costs
that are involved with the installation and implementation of these systems, privacy
issues that patients are concerned with regard to their personal information being
shared, and physicians’ concerns about legal liability (Nguyen et al. 2014). These
barriers prevent various stakeholders from achieving the benefits of electronic health
records. However, these are issues that can be dealt with by the various stakeholders.
In this, the governments of specific countries and bodies such as the World Health
Organization should ensure that the barriers to the adoption and implementation of
HER systems are minimized. This will facilitate efficient care coordination that in
turn leads to quality healthcare for individuals globally.

1.4 Role of Care Coordination in Chronic Disease
Management

Chronic ailments have remained to be a persistent burden on both care providers
and patients globally. In this, the chronically ill patients will often have multiple
conditions that oblige a well-coordinated system of care in different settings across
multiple providers. To support these facts, Maeng et al. (2012) have found out that
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in the United States alone, a typical Medicare beneficiary will tend to see two
primary care physicians and five specialists per year. Moreover, the patients with
complex conditions may end up seeing up to 16 specialists per year. With the aging
population and advances in the treatment of chronic diseases, teamwork with regard
to care coordination is critical. A basic team composition in care coordination for
effective chronic disease management consists of the nurse case managers, medical
specialists, clinical pharmacists, social workers, and lay health workers. As such,
successful chronic disease interventions will usually involve a well-coordinated
multidisciplinary team.

Coordination is a multifaceted activity that in most cases will require effective
participation by different professionals, service organizations, and the patients.
In this, most successful interventions involve the delegation of responsibilities
by the primary care doctor to team members who in turn ensure that patients
receive efficient clinical and self-management support services. In chronic ailment
programs, effective care coordination tends to exploit the varied skills of the team
using the following set of strategies according to Wagner (2000):

• Population-based care—This is an approach in the planning and delivering care
to defined patient populations that ensure that interventions are able to reach all
the patients that need them. This strategy begins with a guideline that defines
various components (assessments and treatments) of high-quality care with all
the stakeholders in mind. The various steps that are required in order to deliver
effective interventions to the chronically ill patients are outlined and in turn
delegated to members of the team.

• Treatment planning—Care coordination in chronic disease management will
require treatment planning for each of the patients. In this, plans (especially
the formal ones) will help in the organization of the work of the various
teams and additionally help the patients navigate easily the complexities of this
multidisciplinary care. It is worth noting that the treatment plans that include the
patients’ treatment preferences are the ones that are more likely to yield, resulting
in both satisfied and compliant patients.

• Self-management support—Effective care coordination in the management of
chronic ailments and conditions will usually involve educational yet supportive
interventions. These are aimed at helping patients change certain risky behaviors.
Additionally, these interventions in most cases will tend to encourage patients
to become better self-managers and this improves outcomes in a wide range of
chronic ailments. Moreover, in care coordination, interventions emphasize on the
acquisition of skills rather than just knowledge and systematically will boost the
patients’ motivation and confidence in the management of their conditions. This
in turn discourages dependency on the part of the patients. However, currently,
most doctors and health professionals do not have the training or the time to
engage their patients in counseling on behavior change. This creates a scenario
where self-management support is not accorded to the patients, lagging behind
the benefits of care coordination in the chronically ill.
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• More effective consultations—The chronically ill will tend to have multiple
needs. However, there are the limitations of brief consultations which leave
patients partially attended to. However, care coordination seeks to turn this
around. This is because the health professionals will have access to a patient’s
detailed information before they even arrive for the consultation. This is bound
to be made possible by the availability of electronic health records. Additionally,
some models of care coordination will talk about implementing group consul-
tations. Zwar et al. (2017) analyzed group consultations for the elderly, and the
results were that the patients ended up being more satisfied, informed on their
preventive care, and in turn used health services less often than the comparison
group. Consultations could also be made for patients with similar needs. For
instance, in the United Kingdom, asthma or diabetic clinics are part of medical
practice. This shows that group consultations may provide an efficient tool for
the complementary functions in line with care coordination.

• Sustained follow-up—Close follow-up will always ensure that there is an early
detection of the adverse effects, failure to respond to treatment, or even the
recurrence of the symptoms. In care coordination for the chronic ailments,
follow-up provides an opportunity to solve problems while at the same time
demonstrating the undivided concern of the care teams. In this, some of the
methods that have been found to be effective in the provision of a sustained
follow-up include the use of telephones by the nurses in chronic illness care.

Intervention studies that have been conducted in the last few decades have started
to clarify the role and advantages of care coordination to the chronically ill. It is
worth noting that the involvement and leadership by appropriately trained nurses
or other staff who complement the doctor in critical care functions (assessment,
treatment management, self-management support, and follow-up) have been found
to repeatedly improve professionals’ adherence to guidelines and patients’ satisfac-
tion, clinical and health status, and use of health services. Moreover, the chronically
ill patients are bound to benefit from a care team that includes skilled clinicians
and educators who have efficient clinical skills and self-management support skills.
Additionally, there are population managers who understand team function and
public health principles and approaches. As such, care coordination has the potential
to improve the quality of care for the chronically ill on the condition that the roles of
the team members are clearly outlined, delegated and adequate training conducted
to the team (Fromer 2011).

2 Care Coordination Conceptual Framework

Rapid and continuous advancements in the healthcare industry in care delivery,
patient-clinician interaction, and clinical information exchanges have introduced
a new level of challenges. If these challenges can be addressed we could realize
positive impacts for both care outcome quality and cost. Currently, however, a lack
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of comprehensiveness and efficiency in a wide range of care delivery systems tends
to promote the wasteful consumption of resources (Bush 2007). Health information
technologies have the potential to be utilized to enhance clinical communication and
collaboration and address many of these challenges. A large amount of patient health
information is stored and retrieved during different clinical processes; however,
if these processes are not synchronized to communicate with one another in a
timely manner and to include all active stakeholders’ needs, health information
effectiveness will be futile (Kersten 2013).

An essential component in healthcare systems is the integration of care services
that relies on collaboration, communication, and information exchange between
clinicians, patients, and caregivers. Healthcare integration highlights care coor-
dination principles that seek to improve care efficiency and value by connect-
ing/matching all stakeholders and their needs appropriately. To optimize the inte-
gration process, a team approach must be developed that emphasizes on the
empowerment of care coordination strategies that are embedded within EHR sys-
tems (Burton et al. 2004). This approach will extend the use of commonly adopted
EHR systems to cover clinical communication and improve efficiency. As patients
transition through different care points, the need for accurate transfer of information
between practitioners and also patient clinical communication plays an important
role in reducing redundancy and improving care outcomes. The availability of
standardized patient summary records and clinical information exchange forms (for
referral and test results) could pose genuine challenges in addition to the untimely
inclusion of such information/data in the treatment/clinical process.

There are many established definitions for care coordination with some focused
on a certain portion of the patient population or certain disease categories. Care
coordination in its simplest form means delivering appropriate care, at the right
time, in the right setting (McDonald et al. 2007). To this end, care coordination
is identifying all contributing stakeholders in the process of care; determining
their needs, roles, and expectations; and establishing clear communication methods
between stakeholders that distribute care-relevant information to improve care
task impact. Prioritizing healthcare tasks requires a systematic effort to track
patient treatment cycles. Care-relevant information must be validated, authenticated,
organized, and delivered as actionable data (steps) to their proper destinations
(Raghupathi and Raghupathi 2014). In order to structure a reliable care coordination
system successfully, stakeholders and their assigned tasks must be appropriately
outlined in the care delivery system to assess their impact on each other and their
influence on the care outcome. Identifying clear distinctions between stakeholder
contributions and their interdependencies will extend the applicability of system
feedback.

Today a key void in the literature with regard to care coordination is the lack
of any robust and systematic frameworks to assist with addressing this critical
issue for better healthcare delivery. To address this void, we proffer a suitable
care coordination framework. The framework presented below is based on the
principles of systems thinking (Gibbings 2017). The framework partitions care
coordination system into three main categories that regularly interact and impact
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each other. Primary stakeholders in this model include patients, providers, payors,
and potentially regulatory bodies and healthcare agencies. The communications or
interdependencies layer is mainly embodied by the EHR/EMR systems utilized by a
large number of clinics and hospitals. And the system goals section is assessed in the
three main areas of healthcare system outputs: population health, patient experience,
and cost (Berwick et al. 2008). Care coordination measures are attributes that impact
the progress and performance of the framework’s interdependence component and
hence they have an undeniable impact on the entire framework performance. A care
coordination system is similar to the medical care provided for a human body.
Similar to medical care, care coordination must be comprehensive and it must
provide an overview of the entire care process to support a healthy body. The credit
or lifeline of a care coordination system is similar to the blood flow in a human
body, as it must transfer the information accurately and in a timely manner to all
sections of the system. Analyzing the interdependencies in a healthcare system will
assist in the evaluation of the collaboration impact and identify possible impedi-
ments (stakeholders) that impact the care/process outcome. The care coordination
measures (accountability, information exchange, communication, patient-clinician
communication, etc.) that characterize the interdependence intricacies will provide
an appropriate context for evaluating the stakeholder collaboration in a given care
setting (Fig. 1).

3 Current Lack of Health Quality Issues in the United States

In the effort toward improving the US healthcare system, many goals and objectives
have been introduced and experimented. The increase in the demand for healthcare
services due to the aging population (Mulero 2017) combined with a sharp incline
of advanced and often costly care services’ expenditure (Callahan 2008) is putting
a substantial pressure on the US economy. These strains are urging policymakers
and healthcare leaders to provide potential solutions to control the cost and improve
overall healthcare outcome indicators by improving the quality of services rendered
(Hussey et al. 2013). These solutions are aiming at care quality evaluation and
promoting value-based care by improving the adoption of health information
technology (Wheatley 2013).

The uncontrolled rising cost of the US healthcare system has produced a
perplexing array of expectations, discussions, and competing resolutions. With the
National Health Expenditure accounting for 17.8% of the GDP in 2015, and the
largest share of this cost (28.7%) being sponsored by the federal government,
projections are indicating that between 2017 and 2022, this trend will continue to
rise (5.6%) at a faster rate (CMS.gov 2017) than the GDP growth (2.0–2.9%). It
is a basic disproportionate equation of spending at a higher rate than producing
without provisions to implement any correcting measures that could fix such
imbalance. These numbers combined with aging population, innovative and often
more expensive medical treatments, and a jump in the chronic patient population
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Fig. 1 Care coordination framework

numbers (half of Americans having one or more chronic conditions and one fourth
of adults having two or more chronic conditions) (Ward et al. 2014) are posing
serious questions and inquiries for healthcare policymakers and leaders.

Unfortunately, rising healthcare cost is not entirely due to modern/progressive
developments in the care services provided to patients. In many cases, growing
healthcare expenditure is caused by the lack of synchronization between a large
spectrum of entities that are included in the care processes (Berwick et al. 2008).
These entities are also identified as stakeholders in the care coordination field as they
are both impactful and influenced by the care processes. Furthermore, lack of active
(and monitored) integration between stakeholders can critically impact the process
of delivering care and hence the quality and cost of services provided. To improve
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care quality and manage resources (cost) effectively, healthcare organizations must
systematically monitor and assess stakeholders’ participation to generate actionable
feedback.

Replacing fee-for-service (FFS) with fee-for-value (FFV) or pay-for-
performance (value-based purchasing, VBP) has been a focus point for healthcare
organizations. FFS creates the potential of overusing costly care services in addition
to duplicating test/diagnostic services. Lack of accountable and integrated models
that promote efficiency in utilizing care delivery services could also increase
hospitalization and cause harm to patients. Value-based purchasing however relies
on measuring the value produced or achieved in relation to the expenditure spent on
producing care delivery services (Porter 2010). VBP programs could be classified
into several categories: improving quality measurement science, strengthening both
the size and design of incentives, minimizing health disparities, establishing broad
outcome measurement, choosing appropriate comparison targets, and determining
the optimal role of VBP relative to alternative payment models (Chee et al. 2017).
Two main concepts emerge in VBP models: measuring the quality of care processes
and identifying the standard of measurement.

Allocating resources and controlling care delivery expenditure efficiently drives
healthcare organizations and regulatory bodies to impose spending cuts that are
tied to care outcomes or are predetermined by payor (discounted) rates. Although
these cost reductions might be beneficial in impeding the sharp rise in healthcare
expenses for a period of time or for targeted patient populations. However, these
cuts could introduce inadvertent consequences such as diminishing the quality
of care and raising cost of care in the long term, especially, if they are imple-
mented unconditionally and without adequate consideration to all care participants.
Conservative estimates indicate that controlling six main categories of wasteful
spending, overtreatment, failures of care coordination, failures in execution of care
processes, administrative complexity, pricing failures, and fraud and abuse, could
reduce healthcare expenditure by 20% of total cost (Berwick and Hackbarth 2012).
Detecting the waste caused by these six categories must be detected, corrected,
and reported at the earliest stages of care delivery services. An overall tracking
structure (applied as an API to EHRs) that can monitor, report, and alert care
participant contributions and potential shortcomings will be able to essentially
produce actionable steps that positively influence the six abovementioned wasteful
factors in healthcare. Generally, when products and services are wasteful to any
industry or field, they are identified, studied/monitored, and eventually eliminated
from production/service line to improve profits and enhance performance. In health-
care, eliminating (inefficient) services must be implemented with high precision to
prevent any type of patient injury or harm in addition to being replaced by more
effectual care delivery services. As care services in many instances include a large
number of clinical processes and staff, identifying inefficiencies in the delivery
system must include accurate tracking and reporting mechanism.
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4 Policy Recommendations

Healthcare organizations and care entities are actively investing in improving
their involvement in value-based purchasing, its potential feasibility, and its long-
term influence on the care delivery systems. Alternative payment models that are
introduced in healthcare systems emphasize on concepts such as care process
management and stakeholder-contribution alignment which consequently expands
the impact variability in the care delivery system determinants. This expansion not
only requires extension in the breadth/scope of information systems for identifying
such factors but it also relies largely on the systematic data collection methods and
pragmatic knowledge base application approaches. In simple terms, improving care
quality means improving the utilization of current care systems in general and IT
systems in particular to identify and enhance care value. Healthcare value is defined
as the care outcomes achieved per cost (Porter 2010). The main goal of increasing
value is enhancing efficiency to achieve the best outcome relative to cost instead
of merely cost reduction without any notable improvement (maintaining) of care
outcome measurements. The prevailing care payment system is (predominantly)
based on the volume of the services delivered with little or no consideration to the
value they produce.

Improving the quality of care must be focused on the outcome of the care services
delivered, divided by the cost or expenditure spent per these services (Porter 2010).
Both of these essential facets of care delivery system rely on several factors and
components that must be empowered and enhanced in order for the outcome and
cost to be improved. Considering the outcome and cost association in a simple
division equation, it becomes clear that in order to increase the equation outcome
(quality of care), we must either increase the outcome value per a group of services
delivered or reduce their cost. Main components that will impact the care delivery
outcome measures are comprehensiveness, accountability, and efficiency.

Care Coordination

Care CoordinationCare Coordination

Care CoordinationCare Coordination

Care Coordination

Comprehensiveness

Efficiency

Accountability

Optimal Care Delivery Outcome Structure
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These components require a solid and integrated framework that must be
supported by care coordination measures.

Organizational
Commitment

Organizational
Commitment

Organizational
Commitment

Organizational
Commitment

Organizational
Commitment

Organizational
Commitment

Tracking

Standardizing

Alerting

Care Cost Control Structure

The main components in the care cost structure are tracking, alerting, and imple-
menting standardization in the care cost evaluation approaches. These components
must be considered in an organization structure that is fully committed to unifying
these components in a single formation that can be parallelly assessed with care
quality.

Care quality improvement must consider the integrated enhancement of care
delivery outcome structure components. Incremental improvements that are
designed based on a constricted outlook of processes, payors, providers, and
patient populations or any restricted combination of these categories will fail to
form a complete image that depicts/assesses care outcome based on stakeholder
participation and input. The comprehensive overview of care outcome processes
must be considered by holding all participating contributors accountable to
their share of care process/task while implementing efficient methods of care
delivery services. In order for accountability and efficiency measures to positively
impact care quality, they must be evaluated based on the desired (or previously
systematically proven) outcomes. To this end and based on the severity and resource
availability of care processes (in healthcare organizations) that are included in
a given episode (treatment period/measuring unit) of care, outcomes must be
identified and recorded. Distinct care processes could be included in different
care episodes but each episode must be associated with a continuous measure of
outcome and eventually be stored with such outcome once the episode is complete.
Such tracking data could be later used in standardizing care processes based on
stakeholder input and identifying more achievable episode outcomes. Efficiency
will be considered in both sharing the care process to provide optimal care and in
assessing individual care task performance.
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Healthcare cost is another imperative factor in determining care quality, it is a
driving force for providers that must be regulated with high accuracy. Healthcare
cost is distinctly different from other industries due to the severity of any oversight
impact that has the potential of harming patients and causing injuries and hospital-
izations. Correlating care expenditure with care service delivery must be empowered
by controlling cost rather than merely reducing care spending. Controlling cost
relies on the accurate tracking of all services delivered and measuring such services
by established standards.

5 Conclusion

There are other interventions that are being tested internationally. These include
complex health information technology tools that partly address care coordination.
An example is two linked trials that aim at improving care for patients with
depression and cardiovascular disease risk in the United Kingdom (Bates 2015).
Another perfect example is the Finnish Geriatric Intervention Study that is aimed
at preventing cognitive impairment (Bates 2015). However, the issues involved in
this sector vary substantially by specific settings. These include outside the hospital,
access to information about community resources like substantial abuse treatment
and mental healthcare represents a particular challenge. Such interventions need to
be designed and tested, in a variety of settings. If the healthcare organizations seek
to succeed in the improvement of quality and at the same time reduce costs, they
should be ready to provide better care coordination. As such, the electronic health
records of today do not yet fully support care coordination.
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Managing the Risks of Emerging IoT
Devices

Napoleon C. Paxton and David L. Branca

1 Introduction

Connecting medical monitoring devices to the Internet of Things (IoT) ecosystem
gives trained professionals or additional medical systems immediate access to the
health state of a monitored patient. Access to this data can significantly reduce
reaction times in the event of a medical emergency and improve monitoring of a
patient’s medical status. Unfortunately, connecting these devices to the Internet is
a risky endeavor due to persistent threats from cybercriminals. In this chapter, we
discuss the current state of IoT from a cybersecurity perspective. We also present
possible solutions to improve medical device cybersecurity; including a network
science-based method to identify and analyze related threats in near real time.

This chapter is structured as follows: Sect. 2 provides a brief history of IoT
followed by a discussion in Sect. 3 of the risks involved with incorporating
medical devices to the IoT ecosystem. Section 4 discusses how design decisions
of the Internet have led to the vulnerable state of anything that connects to it and
Sect. 5 builds on the content from Sect. 4 by discussing unsecure design decisions
specifically related to IoT architectures. Section 6 presents viable solutions to
reduce IoT-related cybersecurity issues and Sect. 7 explores advanced IoT security,
specifically the application of a network science-based analysis suite. Section 8
concludes this chapter.
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2 Brief History of IoT

For the purpose of this chapter, we define IoT as a network of physical devices
(e.g., computers, sensors, items with embedded electronics) that are interconnected
on the Internet and can exchange data. The origins of IoT can be traced back
to the 1930s and 1940s with the discovery of radar and the creation of radio-
frequency identification (RFID) (https://iot.ieee.org/images/files/pdf/IEEE_IoT_
Towards_Definition_Internet_of_Things_Revision1_27MAY15.pdf). Incremental
improvements to RFID were made over the years until the late 1990s into
the early 2000s where the term “Internet of Things” was first published in a
report from the International Telecommunication Unit (ITU) (https://iot.ieee.org/
images/files/pdf/IEEE_IoT_Towards_Definition_Internet_of_Things_Revision1_
27MAY15.pdf). The term IoT became more prominent soon after, when the Auto-
ID Center began promoting it. Recent advancement in IoT can be tracked to 2008
when Amazon fully released Amazon Elastic Cloud Computing (EC2) (Amazon
Elastic Compute Cloud (Amazon EC2), Cloud Computing Servers 2014). Shortly
thereafter, a multitude of conferences were held promoting the theory, development,
and application IoT. Recent forecasts predict that over 20 billion “things” will be
connected to the Internet by 2020 (Gartner-forecast) (https://www.gartner.com/
newsroom/id/3598917) (Fig. 1 shows an IoT timeline).

Fig. 1 IoT timeline
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2.1 IoT Predecessor

In the 1950s and 1960s, scientists in the United States, Europe, and Japan began
exploring how radio frequency (RF) could be used to remotely identify objects.
The early efforts of RF object identification led to the development of radio-
frequency identification (RFID) projects in 1970s. In particular, Los Alamos
National Laboratory developed a system to track nuclear materials by installing
a transponder in a truck and readers at the gates of secure facilities. This system
used an antenna to trigger the truck’s transponder, which then broadcasted an ID
and other data programmed in the transponder. This system was commercialized in
the 1980s after proving its utility for tracking tagged items. More successful RFID
projects followed and as technological advancements were made, RFID developers
were able to transition their technology to higher radio-frequency bands which
increased the distance the devices could communicate with one another.

In 1999, the Auto-ID Center at the Massachusetts Institute of Technology
(MIT) was established (http://vs.inf.ethz.ch/publ/papers/Internet-of-things.pdf).
The research conducted at this center paved the way for IoT as we know it today.
Expanding the technologies utility, two professors at MIT, David Brock and Sanjay
Sarma, conducted research on using RFID tags to track the movement of all products
through a supply chain. Brock and Sarma developed a method composed of a central
database which contained the information of all tagged data and a barcode installed
on the devices which linked back to location of that data. Before their research,
people using RFID technology maintained a mobile database of information from
tagged devices, which they physically carried with them everywhere they went
(https://iot.ieee.org/images/files/pdf/IEEE_IoT_Towards_Definition_Internet_of_
Things_Revision1_27MAY15.pdf). This new method enabled businesses that were
using RFID to be more efficient, leading to widespread adoption of RFID among
large companies.

2.2 Birth of IoT

As support for RFID grew, the Auto-ID Center created important interface com-
ponents which shifted focus from connecting the product supply chain for man-
ufacturing companies, to the possibility of connecting any device to the Internet.
These components included: Air Interface Protocols, the Electronic Product Code
(EPC), and a network architecture for referencing data associated with an RFID
tag across the Internet. This technology was then licensed to the Uniform Code
Council, which then created EPCglobal to commercialize the EPC technology. The
creation of the EPC technology prompted the Auto-ID Center (which later became
the Auto-ID Labs) to promote the idea of an “Internet of Things” using the EPC
technology to connect to the Internet. Although the work to create the initial IoT
concept was largely done at the Auto-ID Center and Labs, it has been noted that the
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term actually originated from a workshop conducted by the International Telecom-
munication Union (ITU) in 1997 (https://iot.ieee.org/images/files/pdf/IEEE_IoT_
Towards_Definition_Internet_of_Things_Revision1_27MAY15.pdf).

2.3 The Current IoT Platform

In the 1990s, the growth of connected IoT devices was constrained by limits in
technology. Cellular networks were not fully IP-based at the time and there was a
finite and ever-decreasing amount of available IP addresses to use. Technologies to
address IP address availability such as network address translation (NAT) was in
its infancy and IPv6 had not yet been implemented. The limitation of available IP
addresses prevented a large number of devices from connecting to the Internet since
they simply could not be addressed over a network.

Today, several technological breakthroughs have paved the way for mass imple-
mentation of IoT devices. These breakthroughs include advanced networking
capabilities, artificial intelligence (AI)-based large-scale analytics tools, and cloud
computing technologies.

2.3.1 Advanced Networking Capabilities

In 1994, network address translation (NAT) was created. This networking method-
ology enables devices that do not have Internet addressable IP addresses to be
accessible by enabling communication between them and an intermediate device
that can be addressed and accessed through the Internet. This technology expo-
nentially increased the number of devices which could now access the Internet
and significantly reduced the connectivity barrier initially faced by IoT devices.
Another communication medium which will significantly improve IoT deployment
is fifth generation (5G) cellular connections. The standard for this technology was
published late in 2017 and devices have already begun to hit the marketplace. 5G
technology brings three major advantages of fourth generation (4G) technology;
The ability to move more data through greater speed, the ability to provide lower
latency for greater response time, and the ability to connect a great number of
devices concurrently (Akpakwu et al. 2018). All these developments were added
with IoT in mind. Once this technology matures, IoT devices will explode on to the
market place.

2.3.2 AI-Based Large-Scaled Analytics Tools

Incorporating data-bearing devices to the Internet also faces the barrier of making
sense of all the data which is being added. Over the past decade, significant
progress has been made in AI-based analytics tools, particularly in the area of
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convolutional neural network (CNN) machine learning (ML). Machine learning
can be implemented in two ways, supervised or unsupervised. In a supervised
implementation, the analyst creating the application define categories and explicitly
program what the data should look like for each category. When the data is analyzed,
each instance of the data that fits the defined category model will be grouped
under that category. In an unsupervised implementation, the algorithm creates the
categories based on the structure and perceived symantics of the data. This is the
area which has seen the largest growth over the past decade. Unsupervised CNN
ML is a branch of AI which mimics the way a brain learns. CNN ML identifies the
context of data by breaking it down into multiple layers. For instance, instead of
trying to identify a dog in a group of pictures, CNN ML first identifies, with high
confidence, the components that make up a dog such as the dogs’ ears, the nose,
the head, tail, body, and so on. The end result is a highly reasonable conclusion
that the image processed contained a dog. With unsupervised CNN ML, accuracy is
greatly improved as the dataset increases. This is important since the volume of data
will continue to increase as new devices are added to the IoT ecosystem. It is also
important to note that supervised ML methods are a less viable option for big data
since human resource limitations make it is infeasible for a human analyst to create
and maintain accurate definitions for new categories as new data are analyzed.

2.4 Cloud Technologies

Arguably, the most important technological breakthrough that has enabled mass
implementation of IoT is the proliferation of cloud computing. Cloud computing
refers to off-loading of computer processing and storage to remotely accessible and
centralized computer servers. Cloud computing has enabled innovative researchers,
hobbyists, and entrepreneurs with low budgets, access to massive amounts of
on-demand compute resources and storage. The cloud has also supported the
networking component of the IoT ecosystem, enabling IoT data to be remotely
processed. Readily available access to the cloud platform has sparked a rapid
increase in innovation for big data analytics as well as ML and has provided IoT
a platform to be connected to and monitored with.

3 Risk Involved with Applying IoT to Medical Devices

The marketplace has exploded with IoT-enabled devices recently. In 2017, Gartner
estimated that by 2018, there will be 8.3 billion devices connected to the Internet
and predict that by 2020 there will be 20.4 billion devices connected (https://
www.gartner.com/newsroom/id/3598917). Another study has estimated that linking
physical devices to the Internet will generate between 4 and 11 trillion dollars
of economic value by 2025 (https://www.mckinsey.com/industries/semiconductors/

https://www.gartner.com/newsroom/id/3598917
https://www.gartner.com/newsroom/id/3598917
https://www.mckinsey.com/industries/semiconductors/our-insights/whats-new-with-the-internet-of-things
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our-insights/whats-new-with-the-internet-of-things), meaning most industries will
be looking to capitalize off this growing trend and capability. Appliances such as
IoT-enabled refrigerators, security cameras, thermostats, vacuum cleaners, and cars
are already becoming commonplace in our daily lives. It will not be long before the
proliferation of IoT-enabled medical devices follow suit.

Heart monitors as well as other medical devices are starting to enter the
IoT ecosystem, but wide-spread adoption has not yet been begun. In the near
future, it is likely that the majority health care providers will utilize IoT-enabled
medical devices, enabling immediate patient diagnosis, optimized and personalized
preventive care, emergency dispatch during patient distress, and increased accuracy
of patient treatment due to cross-correlated, on-demand, and medical device patient
data analysis. Similar to other industries, the added capabilities provided by IoT
can enhance the lives of those that use them. Unfortunately, as other industries
have experienced, there are significant cybersecurity risks involved with incor-
porating Internet access to medical devices (https://hitrustalliance.net/documents/
content/Securing-Connected-Hospitals.pdf). These risks can often be magnified by
the sensitivity of the data contained on the devices. Examples of the risks for
medical devices include: compromised confidentiality, compromised integrity, and
compromised availability.

3.1 Compromising the Confidentiality of Medical Devices

Doctors and patients who utilize IoT-enabled medical devices to monitor the
patient’s state of health will likely mandate that the data on the devices remain
confidential and private to a select set of people and medical devices. Leakage of
this data could cause irreparable harm. Additionally, malware, such as a worm or
ransomeware, can gain access to an IoT medical device connected to the Internet and
steal or destroy sensitive information stored on the device (https://hitrustalliance.net/
documents/content/Securing-Connected-Hospitals.pdf).

The reproductions for loss of IoT medical device data can be huge. Take,
for instance, this scenario: a highly popular and influential CEO of a fortune
500 company has a health monitoring IoT device installed and has just been
diagnosed with an incurable disease. Prior to the company devising and announcing
a succession plan, one of the IoT medical sensors used by the CEO leaks data and
a media outlet obtains the leaked data. Shortly thereafter, the media outlet breaks a
story of the CEOs health and the company is caught off guard and not prepared to
respond. As a result, the company’s valuation goes down due to the uncertainty of
the company’s future caused by the leaked information. This example is a highly
likely possibility due to the current state of IoT device security.

https://www.mckinsey.com/industries/semiconductors/our-insights/whats-new-with-the-internet-of-things
https://hitrustalliance.net/documents/content/Securing-Connected-Hospitals.pdf
https://hitrustalliance.net/documents/content/Securing-Connected-Hospitals.pdf
https://hitrustalliance.net/documents/content/Securing-Connected-Hospitals.pdf
https://hitrustalliance.net/documents/content/Securing-Connected-Hospitals.pdf
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3.2 Compromising the Integrity of Medical Devices

In general, medical device integrity is especially important. The integrity of a
device’s output could dictate if a proactive or reactive medical action should be
taken. A malfunctioning or nefariously exploited IoT medical device that outputs
incorrect data can cause a patient to apply the incorrect treatment. This could
directly result in worsening of the condition or even death. Similarly, a device
that does not function as intended could also worsen the condition or cause death.
Traditional man-in-the-middle (MITM) attacks have been used to target Internet
connected devices to intercept communications, change the content of the message,
and transmit altered content.

3.3 Compromising the Availability of Medical Devices

The availability of IoT medical device data and services can externally be affected.
Once doctors and patients begin to depend on IoT-enabled medical devices to
perform services, denied access to the device services and data could be extremely
detrimental. Several threats, such as denial-of-service (DOS) attacks are prevalent
on the Internet and are designed to cause this type of effect. Put in context, this can
adversely impact a patient’s medical treatment. For example, if obtaining a drug
prescription requires information from a patient’s IoT medical device, but access to
the device has been denied, they will not be able to receive their prescription.

4 The Role of the Internet in Risk of Attacks

A major reason attacks on the Internet are so prevalent is due to design decisions
made during its inception and throughout its evolution. This section discusses
prevalent design flaws of the Internet to provide an educated understanding of the
risks involved with incorporating medical devices into the IoT ecosystem.

4.1 Origins of the Internet

The philosophies and characteristics of today’s Internet are similar to the philoso-
phies and characteristics of its predecessors. Therefore, to understand the inherent
flaws of the Internet, one should first understand how the Internet was conceived
and evolved. The progenitor of modern-day Internet is the Advanced Research
Projects Agency Network (ARPANET). ARPANET was a research project funded
by the Federal Government of the United States Advanced Research Projects
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Agency (ARPA) – renamed to the Defense Advanced Research Projects Agency
(DARPA) in 1972 (A Selected History of DARPA Innovation 2018). In the 1960s,
ARPANET was devised to address the need for a system and method that could
easily connect researchers with geographically distributed compute resources. As
Charles M. Herzfeld, the director of DARPA (1965–1967) stated “[ARPANET]
came out of our frustration that there were only a limited number of large, powerful
research computers in the country and that many research investigators who should
have access were geographically separated from them” (Deffree 2017).

Officially deployed in 1969 with the first network connection between UCLA
and Stanford Research Institute (Bryner 2009), ARPANET started as a small
experimental network used exclusively for research and academic purposes only.
Overtime, the network expanded and the project evolved from an experimental
research project to a proven solution. In 1975, DARPA transferred management and
operation of ARPANET to the Defense Communications Agency (Stewart 2000) –
now known as Defense Information Systems Agency (DISA). In 1983, the US
military enclave of ARPANET split off to form Military Network (MILNET) –
latter becoming the DoD Defense Data Network (DDN). The civilian portion of
ARPANET continued its operations supporting research and academia.

In 1985, the National Science Foundation (NSF) established the NSF Network
(NSFNET) (NSFNET 2017). NSFNET was a network backbone service used
primarily by academic and educational institutions and linked five super computers
in America (Goldstein 2016). Shortly after NSFNET was established, ARPANET
was interlinked with it. Subsequently ARPANET was decommissioned in 1990
(Deffree 2017). In 1991, NSF allowed restricted access of the NSFNET backbone
to commercial networks (Internet service providers) (NSFNET 2017). In 1995, the
NSFNET backbone was decommissioned as privatization of network backbones
occurred (A Brief History of NSF and the Internet 2003) – resulting in a system
that is considered the modern-day Internet.

Technologically, the Internet is based on the same concepts used in ARPANET
and NSFNET for connecting devices and enabling communications. At its start,
ARPANET used a communications protocol called Network Control Program
(NCP) to send data between hosts of a single network. Inherently, the NCP
capabilities were limited to communications between two devices on the same
network – the NCP protocol could not function in an open-architecture network.
To overcome this limitation, Robert Kahn and Vint Cerf designed a new protocol
called the Transmission Control Protocol (TCP) (Cerf and Kahn 1974). Their 1974
paper established the TCP/IP framework that current day network communication
protocols (e.g., IPv4, IPv6) are constructed from. In 1983, ARPANET permanently
transitioned from the NCP to TCP/IP (Postel 1981). The transition to the TCP/IP
suite made ARPANET the first network to route TCP/IP using packet switch-
ing (Robert Kahn and the Internet Protocol: http://scihi.org/robert-kahn-internet-
protocol/Sack 2016). ARPANETs adoption of TCP/IP enabled the network to
communications between heterogeneous devices connected to local area networks
(LAN) and wide area networks (WAN).

http://scihi.org/robert-kahn-internet-protocol
http://scihi.org/robert-kahn-internet-protocol
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Like the ARPANET project, NSFNET also utilized the TCP/IP stack (MERIT
Networks, Inc 1995) making the integration of the two networks seamless. Con-
current to the absorption of ARPANET into NSFNET, NSF promoted commercial
entities to not only access NSFNET, but to build their own networks and exchanges.
Thus, the Internet backbone service providers’ business model was in part based
on the federally funded operational model of NSFNET (Cerf 1990), and NSF
promotion of such commercial models. As the result of the ideas and technologies
developed for APRANET, the expansive adoption of them, and the exemplar model
of federated networks services realized by NSFNET, today’s Internet is similar to
the communications networks of 30 years ago.

4.2 Inherent Flaws of the Internet

As exemplified by its history, the Internet was not built from one single idea or
technology. The Internet has been evolving for over 50 years, addressing issues
of the moment. The foundational systems, methods, technologies, and protocols
of the internet trace their beginnings to the ARPANET project. The Internet was
not built considering today’s requirements, nor was security built-in from the
start. Additionally, the Internet was purposefully designed and built to be an open
platform – enabling any device that can connect, the ability to communicate with
all other devices using at the least the TCP/IP protocol stack. It is the complex and
unique development history of the Internet that has enabled it to transform from a
simple communications technology to an inherently complex and flawed system.

Throughout its existence, the Internet has provided the functionality to easily
connect heterogeneous devices that are geographically separated. This was the
requirement from which ARPANET was conceived nearly half a century ago. It is by
design that the Internet is distributed and network connections and communications
are standardized. These characteristics have enabled the Internet to provide readily
available network access to devices. The complex evolution of the Internet continues
today as the utility of the Internet expands with the proliferation of IoT devices.

The inherent flaws of the Internet are concerning when innovation pushes
the limits of the Internet, or when issues manifest themselves as a result of
reactionary and incremental changes. Within the scope of IoT, the most concerning
Internet flaws are the ones that manifest themselves as privacy, security, and safety
issues. The initial design the Internet naïvely omitted privacy, security, and safety
considerations. It was not until the late 1980s that the need for network security
became evident and the US government established the Computer Emergency
Response Team (CERT). Currently, privacy has become a main concern as large data
breaches (Armerding 2018) and user data misuse scandals (Lomas 2018) became
prevalent. Unfortunately, no strong technological solutions or government policies
have been developed and implemented to address this matter at the time of this
writing.
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The privacy, security, and safety of devices and data on the Internet are exac-
erbated by the fact that the Internet has evolved from a patchwork of assumptions
and fragmented technologies that span over a half century. As the hardware and
software fields continue to advance, innovative technologies continue to stress and
illuminate flaws of the Internet. In many cases, new innovations will, and already
have, outpaced the ability of the Internet to effectively implement and maintain
privacy, security, and safety of devices and data. Consider the current state of the
Internet with the recent and growing rise of IoT devices, the limitations of the
Internet from a privacy, security, and safety perspective is extremely concerning
and overwhelming.

Efforts over the years have been made to improve Internet security which
indirectly improves privacy and safety. Yet, most improvements are reactive and
after the fact – such as how most Internet advancements occur. Mechanisms such as
implementing network device firewalls, device access/authentication standards (e.g.,
802.1X), and new cryptographic protocols (i.e., Signal Protocol) have been devel-
oped and implemented. These solutions do improve security when implemented
correctly but are still patches to the inherent design flaws of the Internet. These
solutions are not de facto standards like the TCP/IP protocol and therefore are not
an intrinsic component of the Internet.

The inherent flaws of the Internet are complex because of its development history.
The Internet was designed to be open and support interoperability. Over the years,
it has evolved by a patchwork of changes and has become technically fragmented.
The foundational protocols of the Internet were primarily developed in the 1970s
and the current Internet lags in incorporating standardized, effective, and efficient
security.

5 Design Flaws of IoT Networks

Couple the inherent Internet flaws with the introduction of IoT device ecosystem and
the inherent Internet flaws are exponentially magnified. Therefore, great consider-
ation and precautions should be taken prior to incorporating new technologies into
the Internet. Unfortunately, that has not been the case so far. This section discusses
some of the security flaws caused by the design of IoT ecosystem.

5.1 Exploiting the Weakest Link

Most IoT deployments involve the devices, middleware, and a gateway. In order
to protect IoT devices from having their confidentiality, integrity, or availability
compromised, security needs to be applied across every segment of the network.
If any network segment has a vulnerable vector, a cybercriminal can potentially
gain access to the data from the device and cause irreparable harm and/or loss.
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5.2 Insecure Message Protocols

The excitement, opportunity, and potential for making money in selling IoT
solutions has prompted many vendors to release their products to market as fast
as possible at the cost of security. When products are rushed to market, it is often at
the detriment of the security mechanisms. The following illustrate common issues
encountered when security procedures are poorly implemented or omitted entirely.

5.2.1 MQTT Protocol

The message queue telemetry transport (MQTT) protocol is an Oasis standard for
IoT communication. Within the standard, an option exists to use transport layer
security (TLS) to encrypt communications between devices and the Internet. This
option is recommended by the Cloud Security Alliance, but many vendors do not
follow the recommendation. As a result, all communication between devices that
do not follow the recommendations is easily available for anyone to intercept.
Another issue with the MQTT protocol is that the standard does not allow
devices to authenticate to servers. Because of this, a cybercriminal impersonating
a management server can intercept all traffic from a MQTT-enabled device. In a
2017 study, a researcher discovered over 60,000 IoT message servers that did not
require authentication. In the study, the researcher demonstrated that using a MITM
attack, he could quickly intercept and modify data destined for hospitals, prisons,
and satellite control systems due to the lack of security to the MQTT protocol
(MQTT).

5.2.2 Telnet Protocol

Telnet is a protocol which has been around since ARPANET. It is a simple
management protocol that gives administrators easy remote access to devices.
Telnet does not encrypt its communications and it is typically configured to
be enabled by default in most IoT devices. Some Telnet implementations do
require authentication, but since all communication is transferred openly (no data
encryption), a cybercriminal need to only discover a way to observe the network
traffic to and from the Telnet port in order to identify sensitive information such
as device username and password. Other methodologies to gain access to devices
using Telnet include brute force access (submitting common device users/password
combinations such as user/password) or trying default user login credentials that
can easily be obtained from searching the Internet (most common access method).
In many cases, the username and password are hard coded in the devices, allowing
cybercriminals unfettered access to these devices most times without the knowledge
of the owner and eliminating the owner’s ability to change the hard-coded login
credentials. Hard-coded device passwords is what the Mirai botnet used with the
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Telnet protocol to gain access to millions of IoT devices worldwide. This botnet
attacked and shutdown Twitter, as well as some other well-known services.

6 Reducing the Risk of IoT-Related Threats

As chapter “Converting Disability into Ability Using IT/IS and Smart Textiles”
illuminated, any device or system that connects to the Internet will also inherit
the risks of the Internet. In addition to that, chapter “A Mobile Nursing Solution”
pointed out that the IoT ecosystem inherits risks that originate from the IoT device
themselves. Fortunately, there are steps that can be taken to reduce and mitigate the
risks as discussed in this section.

6.1 Demand Secure Devices

Section 3 highlighted the fact that the type of data medical devices generate is high
value – it is sensitive in nature and can literally mean life or death for a patient that
depends on it. Because of this, manufacturers should take a zero-trust mentality to
designing the software and hardware of the devices. A zero-trust-based approach
assumes not to trust a device by default. This approach is the exact opposite of the
design of the Internet, which was initially engineered assuming all devices can be
trusted. In addition, the most vulnerable ports and services, such as Telnet, should
not be enabled or in IoT devices. The utilization of vulnerable ports and services
such as Telnet are not necessary with modern-day protocols. Also, encryption of
all device stored data and communications must be mandatory to further reduce the
possibility for cybercriminals to access and eavesdrop on communications.

6.2 User Cybersecurity Training

Throughout the history of the Internet, holistically, the weakest link has always been
the end user. Studies show that most users use unsecure passwords (if any), do not
update their system software, and always leave their systems on and connected to
a network. Compounded with the fact that cybercriminals are getting increasingly
better at phishing attacks and malware exploitation, it is easy to understand how
cyber-attacks of every kind are on the increase. While there is no way to completely
stop these attacks, studies show that user training is the most effective way to reduce
the amount of attacks in an organization. In particular, users that have been trained to
recognize the importance of updating device software reduce the threat vector with
every system update. Such measures minimize the cybercriminals attack surface for
breaking into a device.

http://dx.doi.org/10.1007/978-3-030-17347-0_4
http://dx.doi.org/10.1007/978-3-030-17347-0_5
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6.3 Use Network Security Tools

Tools such as anti-virus software and firewalls are still mandatory to protect against
attacks to IoT devices. Unfortunately, these devices depend on signatures and
models which can take a significant amount of time to identify and develop. Because
of this, protection against cyber threats is highly reactionary and poses no real
immediate threat to the cybercriminals. To address this deficiency, a more proactive
approach is needed. Such an approach would effect precursors to attack activity
through system-wide monitoring. An example is shown in Fig. 2. Tests using this
framework have been able to detect the interactions of botnet agents within a
network. This could be useful in protecting IoT devices. For example if multiple
IoT devices are compromised and placed in the same compromise network, the
collective use of these devices now become part of the botnet. The approach shown
in Fig. 2 could detect botnet activity locally. Additionally, locally compromised
devices are often joined with other compromised devices from diverse and unrelated
locations to comprise a a larger botnet. The monitoring approach could also identify
key characteristics of those devices as well. More details concerning this approach
are given in Sect. 7.3.

7 Advanced Security Through Network Science

Network Science is the study of complex networks such as social, biological, or
communication networks, where networks are represented by graphs. Elements of
the graph are referred to as vertices or nodes and connections between the elements
are referred to as links or edges. Identifying the structural properties of networks
can have many advantages. Community structure is a property which has proven to
be effective at analyzing complex networks.

7.1 Community Detection

Nodes in a graph that are tightly correlated through edges have community structure
as opposed to more disparate nodes. Any correlation between nodes can be
considered an edge. Examples of edges between nodes are: scientists collaborating
on research papers, members within a karate club, or computer messages transmitted
from a sender to a receiver. The latter is of particular interest to IoT devices
since network traffic is transferred from sending “things” to receiving “things.”
It is important to note that community discovering algorithms are different from
clustering algorithms. This difference is because community detection algorithms
group nodes based on context and not just distance, which is the case in clustering
algorithms. There are several methods used to construct the communities. The most
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Fig. 2 Network science based analysis framework

prevalent methods are hierarchy-based (Wang et al. 2011), modularity (null model)-
based (Perry and Wolfe 2012), information theory-based (Rosvall and Bergstrom
2007), and clique-based (Palla et al. 2005). Each model has its drawbacks and
advantages. The clique-based method forms communities by the percolation of fully
connected adjacent subgraphs (Palla et al. 2005). Subgraphs are said to be adjacent
when they share k-1 nodes. The major drawback to this approach is it is not consid-
ered the most efficient community detection approach, although recent tests show
that it functions well for networks up to several million (Palla et al. 2005) (Fig. 2).

7.2 Identifying Hidden Correlations

Correlating nodes based on context allows nodes to be members of multiple
groups. This property is called node overlap. Allowing nodes to be members of
multiple communities allows cross-correlation between communication streams,
which sheds light on the underlying meaning for the network as a whole. This
includes correlations between nodes which go beyond the intended the community
structure. An example of this can be found in the widely used Karate club dataset
used to test community detection algorithms. In this dataset, there was a split in the
Karate club due to a popular instructor starting his own club after a dispute. The
intended catalyst of the community development are the two instructors. Members
are either grouped in one class or the other, but while evaluating the metadata of the
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members several members also belong to the same social groups beyond the karate
club which makes it more likely that they will stay in a class with their friend.

7.3 Network Science-Based Analysis Framework

The lack of security in the current IoT communication protocols of choice coupled
with the inability of current tools to identify rapid changes in malicious code,
the characteristics of malicious code use have inspired the creation of a flexible
approach to monitoring and analysis. Community structure describes data by
evaluating trends within data which are not directly related. To demonstrate how
community structure analysis can be used to enhance the security of Internet-
enabled devices, we present a framework which was designed to identify threat
actors involved in operating a peer-to-peer (P2P) botnet. Botnets are currently
the attack platform of choice for cybercriminals targeting and compromising IoT
devices. In this example, traffic was captured and analyzed using a honeynet.
The framework has five components; traffic and log collector, traffic processor,
flow correlation, bot master, and C&C detector, botnet behavior monitor, and flow
correlator.

7.3.1 P2P Botnet

A P2P botnet is a network of compromised devices connected to the Internet.
Typically, the owner is unaware that the device(s) have been compromised. The
term P2P refers to the command and control structure, where control of the botnet
is peer-based and not centralized to one command and control host. This approach
is flexible and robust since any device in the network architecture can be used to
manage the botnet. Utilization of this command structure has traditionally been hard
to analyze and prevent due to the unstructured nature of P2P.

7.3.2 Honeynets

A honeynet is a network of Internet-enabled devices which are designed to attract
and study Internet threats. To attract threats, a honeypot (a single device in the
honeynet) is designed to emulate the services of a user device. For example, as
mentioned earlier, Telnet is a protocol which is used extensively to gain access
to many IoT devices. In an attempt to study and analyze how cybercriminals
are exploiting Telnet, a honeypot is set up with the Telnet port open. When
attackers connect to the honeypot, all interactions are recorded and visualized using
specialized analysis tools. Adding more than one honeypot creates the honeynet.
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7.3.3 Traffic and Log Collection Module

The traffic and log collection module is the entry point to the network science-
based analysis framework. This module captures and monitors network traffic at the
edge of networks and at each sensor of installed honeypots within the honeynet.
This module has two modes: live traffic capture from a network in the form of
packets using the packet capture (PCAP) library, and loading captured files stored on
a file system. Currently, the types of stored traffic that can be read with this module
are PCAP, Netflow, Argus, and Sebek. Other forms of log data can be formatted
to be included in the framework. Once collected, data is forwarded to the traffic-
processing module.

7.3.4 Traffic-Processing Module

The traffic-processing module preprocesses the traffic for flow correlation. The
traffic separator module within the component separates the network traffic into 10-
minute time windows in order to illustrate the changes in the behavior over time. The
time window in this experiment was set to 10 minutes because it is the default time
programmed into the malware for connection intervals. Future work will modify
the time window and evaluate whether or not 10 minutes is the optimal value for
community detection. The packet parsing module extracts header level information
from the network traffic such as source IP (SrcIP), destination IP (DstIP), source
port, destination port, TCP/UDP payload size, source to destination packet count
and data size, destination to source packet count and data size, and session interval.
This module also generates plain text and comma separated value (CSV) files based
on above parameters. The flow aggregation module generates an input file for flow
correlation.

7.3.5 Flow Correlation Module

The flow correlation module creates communities from the normalized data inputted
from the flow aggregation module located in the traffic-processing component.
A clique-based method is used to generate communities. In order to discover
communities using cliques, the nodes and edges must be identified. The original
k-clique percolation algorithm (Xie et al. 2012) is modified to perform the analysis.
Instead of identifying one entity to be a node, secondary node is added. For
the analysis, each IP address was equal to a “primary” node, and the message
size was equal to the “secondary” node. The link between nodes is a tuple of
{Time,SrcIP,DstIP,MsgLen}. For the purpose of constructing the communities,
direction was not considered. Once the communities were formed the tuple {SrcIP,
DstIP} was used to add direction in order to identify the role of each primary
node. The purpose of the secondary node is to identify all relevant communications.
For instance, many botmaster communications only include the bot master and the
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command and control node. By including the message size as a secondary node, we
are able to separate each meaningful communication into a community even if it
only contains two nodes.

7.3.6 Botnet Behavior Monitoring Module

In the botnet behavior monitoring module, a custom python script is used to analyze
the current community graph and then compare it to previous graphs to determine
changes that have occurred over time. Here, the evolution of nodes and fluid
relationships within the same community and across multiple communities can be
observed.

7.3.7 Bot Master and C&C Detection Module

The bot master and C&C detection module is where the results from the other
modules are combined and correlated to produce pre-imminant cyber security
intelligence. The botnet behavior modeling results component gives a display of
what has changed over time within the community graphs.

The packet parsing results module captures and displays parsing results from
each data source that was used in the analysis. This module is included to provide
the analyst with a lens into the lower level data in the event that there is a question
regarding the validity of the monitoring results. For instance, the full packet from
PCAP data is available here. By including the payload of the monitoring results,
which is based on flows, context is added to the analysis by being able to inspect
the payload content. The analyst can also manipulate the data before correlation is
facilitated.

The correlation module adjusts the output of the behavior monitoring results
depending on what has changed in the packet parsing results. If no change has been
made, the correlation results will be identical to the input for the behavior moni-
toring results. If a change has been made, the results will change accordingly. An
example change would be an inaccuracy that the analyst notices. The significance
of this module is, if there are minor issues with the analysis, they can be corrected
at this point instead of having to render the entire analysis useless.

7.3.8 Framework Evaluation Results

The honeynet used captured live PCAP traffic to and from the command and control
servers. In the initial experiment, connections between nodes were identical for each
of the collection components. Because of this, the results will only be discussed in
terms of PCAP traffic. After capturing and processing the data in the traffic and
log collection module and the log-processing module, respectively, the data were
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Table 1 Community graph
metric values

Metric Value

Analysis period (hours) 168
Community graphs 1008
Communities 3120

Table 2 Community graph 168

Community Nodes Overlap

128.1 3 {128.1.1:128.2.1;128.4.1},{128.1.2:128.2.2;128.3.2;128.4.2}
128.2 3 {128.2.1:128.1.1;128.4.1, {128.2.2:128.1.2;128.3.2;128.4.2}
128.3 24 {128.3.2:128.1.2;128.2.2;128.4.2}
128.4 3 {128.4.1:128.1.1;128.4.1, {128.4.2:128.1.2;128.3.2;128.2.2}

analyzed by the flow correlation module, and full PCAP data were sent to the Bot
master and C & C detection module.

As a component of the flow correlation module, the botnet community graph gen-
erator runs the community detection algorithm to discover graphs of communities
within the data. Table 1 contains the details of the results.

As shown in Table 1, the analysis period was approximately 168 hours, which is
7 days of analysis. Since the flow correlation module generates community graphs in
10-minute increments, 1008 community graphs were generated. Within those graphs
3120 communities were observed.

The botnet community graph module then analyzed the details of the communi-
ties in each graph using the analyze community graph component. Table 2 shows the
details of one of the community graphs. Communities and each node within every
community are delineated using a period. Table 2 shows the details of community
graph 128. There are 4 communities within the 10-minute community graph.
Communities 128.1, 128.2, and 128.4 each have 3 nodes within them. Community
128.3 has 24 nodes within it.

The overlap of communities 128.1, 128.2, and 128.4 show that they are closely
related. For instance, node 128.1.1 is the same node as 128.2.1 and node 128.4.1.
The second component within the botnet community graph module is the compare
botnet community graph component. In this component, the current incoming
community graph is compared with all the previous community graphs. The overall
node overlap is significant within the botnet (84%). This was an expected finding
since most attacks and other communications between bots and the command and
control server are coordinated. Previous research found that most connections on the
Internet have a very low overlap rate among nodes (Perry and Wolfe 2012). Since it
was discovered that botnets have a high overlap rate, the findings could prove to be
significant if the presence the high overlap is applied as a detection tool.

The botmaster and C&C detection module attempts to discover the role of each
node within the communities. In the botnet behavior monitoring results component,
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Fig. 3 G-test of top 15 actors based on aggregate message sizes

relationships in the flow data that were collected were observed. Each node is
grouped based on overlap. The packet payloads within the packet parsing results
component were then used to discover the relationships between overlapping nodes.

To evaluate the significance of community overlap, the g-test is applied to the
15 most active actors in the botnet that sent messages to a command and control
server. A g-test is a measure of fitness to a distribution of data. The g-test was used
to discover correlations between actors and the overlap nodes. In the experiment,
active actors refer to aggregated IP length sizes. Figure 3 displays the g-test results.
The results showed that the 15 most active actors only sent 4 message types of sizes
(188, 228, 300, 48). The varying activity of the actors highlight their roles. The IP
length size 228 was only sent by actor (192.168.101.4) and size 300 was only sent
by actor (192.168.101.5). This suggests a lack of coordination, which leads to the
belief that these two actors are bot masters. IP length size 188 was used by the other
13 actors equally. This suggests that the activity was coordinated which leads to
the belief that these actors are bots. Length size 48 was correlated with each of the
actors, but actors (192.168.101.5 and 192.168.101.6) had uneven distributions while
the other 13 actors had an equal amount of data sent. This is further evidence that
the 2 uncoordinated actors are bot masters and the 13 coordinated actors are bots.

To evaluate the ability to discover the overall purpose of the botnet using this
framework, the content of the overlap node messages was investigated. Message 48
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was the basic “GET // HTTP” message sent when a node refreshes its command and
control administration information. Message 228 and message 300 are distributed
denial-of-service commands being sent to the command and control server. When
the bots check back with the server, they get the command to attack a target. These
four overlap nodes represent ~85% of the data in the dataset. By correlating these
nodes it can be reasonably assumed that this botnet is being used specifically for
DDoS attacks.

8 Conclusion

In this chapter, we discuss security concerns which need to be addressed before the
wide-spread adoption of deploying medical devices on IoT networks. In particular,
medical devices connected to the IoT ecosystem will undoubtedly contain highly
sensitive information about the people they are monitoring. This data is extremely
valuable to a cybercriminal, which means IoT medical devices will need to be
created with security at the forefront of the development process in order to have
any chance of protecting them. We present suggestions, such as implementing
a zero-trust methodology for device development. In reality, many medical IoT
devices have already been developed and are being sold today, and as mentioned in
Sect. 5, the typical communication protocols of IoT devices are insecure. Because of
this, new monitoring and analysis tools are required to complement IoT ecosystem
security. To address this deficiency, we discuss a novel approach to identify
components in a botnet attack, which has become the attack structure of choice
for cybercriminals that compromise IoT devices. This approach is based on network
science and provides a highly accurate way to detect malicious activities without
using the standard signature or behavioral-based tools which can be subverted by
changing the malicious code base or model of the attack. We believe that further
development of this method will improve attack attribution, which will serve as
another deterrent for would be cybercriminals.
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Mosquitoes and Public Health:
Improving Data Validation of Citizen
Science Contributions Using Computer
Vision

J. Pablo Muñoz, Rebecca Boger, Scott Dexter, and Russanne Low

1 Introduction

Billions of people around the world live in areas where mosquito-borne diseases
such as malaria, dengue fever, and West Nile virus are endemic. Each year, over
a billion people are infected, and more than one million people die from these
diseases (WHO 2014). While many species in several genera can carry diseases,
there are three genera that are the most common disease bearers, Anopheles, Culex,
and Aedes. Anopheles species spread malaria, while Culex species are important
vectors for West Nile virus (WNV). One species in particular, Aedes aegypti, spreads
several diseases that include dengue fever, Zika, and chikungunya. A close relative,
Aedes albopictus, also spreads these diseases but to a lesser degree than A. aegypti.
These two species are found in almost all the countries in the world (Leta et al.
2018).

Given the immensity of the public health problem, a variety of methods are being
used to control the mosquito populations and spread of diseases. The challenges are
difficult to overcome. Climate change, land-use patterns, and the large numbers of
people and goods moving from place to place over short and long distances all
contribute to exposing people to mosquito-borne diseases. Furthermore, there are
many species with different habitat patterns and behaviors. For instance, some are
dusk and dawn biters while others prefer their blood meal during the day. While all
species require standing water for the early life stages of eggs, larvae, and pupae,
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different mosquito species prefer different habitats to lay their eggs. Some like
wetlands, ponds, and other natural water bodies. A. aegypti likes small patches of
water created by container trash and other artificial artifacts of human activities (e.g.,
tires, bases of flower pots, and water tanks).

Public health officials, entomologists, epidemiologists and other researchers
modeling disease are always in need of data to better predict potential disease
outbreaks and identify communities at risk. Public health officials do not have the
resources to fully monitor and track the mosquitoes that transmit the diseases. When
an outbreak does occur, public health officials may not have the capabilities to
effectively react, mitigate and warn the public.

One way to increase data collection, increase communication among the public,
mosquito scientists and public health officials in order to avoid or mitigate disease
outbreaks is to involve citizens in addressing the problem and to make them part
of the solution. Participation in citizen science projects is rapidly growing both in
the number of people participating and the different types of projects offered. For
mosquito monitoring, citizen scientists can collect data on adult mosquitoes or the
early life stages (egg, larva, pupa), where they are found, and the type of water habit
for the early stages and perhaps more importantly report or remove the standing
water. As part of the data collections, photos are submitted of the mosquito larvae.

State-of-the-art image understanding techniques can assist communities in
detecting dangerous specimens. We describe a system and the implementation
of a prototype that combines image classification techniques, citizen science, and
mobile applications to respond to mosquito-borne epidemics. Furthermore, the
architecture of our system can support a variety of applications that involve a
combination of image understanding and citizen science.

Citizen science and crowdsourcing are important means of deterring the spread of
disease. With the state-of-the-art technology, these approaches can greatly increase
and improve their positive contributions. One of our goals is to provide citizen
scientists with access to the latest technologies for mobile communication, image
classification, and object recognition, in addition to information about their potential
uses, so they can better help their communities. The optical recognition system
described here is an important element for streamlining the data quality/data
assurance process. This is particularly important for a citizen science project that
is global in scope with the potential to have thousands of people submitting photo
data.

The prototype of our system described later in this chapter is an innovative
solution that follows the premises of the Design Science paradigm (Hevener
https://aisel.aisnet.org/misq/vol28/iss1/6/), in which novel artifacts help improve
Information Systems (IS). In brief, our prototype allows anyone with a smartphone
and an Internet connection to submit images of mosquito larvae that are then
identified using artificial intelligence, creating conditions for an arbovirus outbreak
to be recognized very early. With additional improvements, this prototype system
will have obvious utility in real-world applications. The ongoing improvement of
the system can also benefit from Action Design Research (ADR) (Sein et al. 2011)
in which iterations of concurrent development and user evaluation of the system will

https://aisel.aisnet.org/misq/vol28/iss1/6/
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help us identify emergent behavior of the system that may not have been anticipated
during the design of our prototype.

This chapter is organized as follows: Sect. 1 provides an overview of trends in
citizen science; Sect. 2 discusses applications of computer vision techniques in
support of citizen science; Sect. 3 introduces the particular computer vision
technique (image classification) used in our proposed system; Sect. 4 describes
the general structure of our proposed system; Sect. 5 describes our first proof-
of-concept implementation of the system; Sect. 6 shows the initial results of our
experiments with the first prototype of the system; and Sect. 7 presents some
possible directions for improving our prototype. This chapter is an extension of
the conference paper Image Recognition of Disease-Carrying Insects: A System for
Combating Infectious Diseases Using Image Classification Techniques and Citizen
Science presented at HICSS-51 (Munoz et al. 2018).

2 The Growth of Citizen Science and Data

Over the past 20 years, citizen science has become increasingly popular, with
growth in the number of citizen science projects, the number of citizen participants,
and the number of formal institutions supporting citizen science specifically. As
a result, the number of publications about or using citizen science data has risen
dramatically (Bonney et al. 2014; McKinley et al. 2015). The phrase “citizen
science” now has its own dictionary entry: Oxford Dictionaries defines citizen
science as “[t]he collection and analysis of data relating to the natural world by
members of the general public, typically as part of a collaborative project with
professional scientists”.1 Worldwide, three professional organizations have been
established: The Citizen Science Association (CSA) in the USA, the European
Citizen Science Association (ESCA) in Europe, and the Australian Citizen Science
Association (ACSA) in Australia. Nascent regional citizen science organizations
are forming in Asia and Africa.2 A new journal, The Theory and Practice of Citizen
Science, was launched in 2016. In 2017, the United Nations in collaboration with the
Wilson Center and other organizations launched the Earth Challenge 2020 Citizen
Science Initiative whereby millions of people around the world are challenged
to collect one billion data points for air and water quality, pollution, and human
health.3

This rapid growth of citizen science has been enabled by the use of the Internet
and smartphones (Land-Zandstra et al. 2016; Mazumdar et al. 2017), but also
indicates that millions of people around the world want to participate in some

1https://en.oxforddictionaries.com/definition/citizen_science
2Co-author Boger participates in Global Mosquito Alert, a UN sponsored consortium.
3https://www.earthday.org/earth-challenge-2020-a-citizen-science-initiative/

https://en.oxforddictionaries.com/definition/citizen_science
https://www.earthday.org/earth-challenge-2020-a-citizen-science-initiative/
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manner. Various websites such as SciStarter4 have been created to help people
learn about the different citizen science opportunities available, connect people with
projects, and even help people design new projects. A US government website5

provides federal practitioner information about citizen science projects across the
country in order to identify ways to leverage the citizen science movement.

Citizen science projects can be classified by different typologies (Wiggins
and Crowston 2011). Projects can be defined by the level of engagement of the
participants in the science process (Bonney et al. 2009). At the less involved
end of the spectrum, citizen scientists may contribute to data collection of a
scientist-sponsored project. In “extreme citizen science,” participants collaborate
in the science process from problem definition, data collection, to analysis (Haklay
2013). Subject matter spans many different scientific disciplines such as astronomy,
mapping the human brain, bird counts, rain data, and many more. The majority
of natural science citizen science projects are biological in nature, such as Cornell’s
long-standing eBirds project,6 although the types of projects are expanding in health
and virtual projects such as Galaxy Zoo (Follett and Strezov 2015).

Participation in citizen science projects can be an effective vehicle for enhanced
science literacy and knowledge; strengthened connections between people, nature
and place; increased community-building, social capital, social learning and trust;
and motivation by citizen scientists to influence policy and/or improve living
environments (Haywood et al. 2016; Lawrence 2006; Jordan et al. 2011), However,
the types of impacts vary with the way the citizen scientists participate. Bonney
et al. (2016) use a typology that includes four citizen science project categories
based on the broader public participation science framework – data collection,
data processing, curriculum-based, and community-based. Within this framework,
Bonney et al. (2016) review the literature on impacts on people participation
and conclude that there is limited but growing evidence of participant gains in
science knowledge and process, participant attitudes toward science, along with
other measures. As regards the data collection category, in which participants are
primarily data gatherers, small to no change is evidenced in content knowledge,
understanding of science process, and change in attitude. This lack of change may
be attributed to the fact that citizen scientists who self-select to participate in science
activities already have positive attitudes to science. Data processing projects show
even less evidence for science impacts on participants despite the fact that there are
many scientific publications based on the data. Furthermore, although there is a large
amount of data processed by citizen scientists, the bulk of this is done by relatively
few contributors (Sauermann and Franzoni 2015). Curriculum-based projects like
GLOBE and BirdSleuth generally do show increased understanding of science
content and process, although not always increased interest in science. The last
category that (Bonney et al. 2016) discuss is the community, or co-created, science.

4https://scistarter.com
5https://www.citizenscience.gov/
6https://ebird.org/home

https://scistarter.com
https://www.citizenscience.gov/
https://ebird.org/home


Mosquitoes and Public Health: Improving Data Validation of Citizen Science. . . 473

This type of citizen science is thought to have the strongest impact on participants’
understanding of the science process since participants are intimately involved in the
entire process from framing questions, designing methods, collecting, analyzing, to
presenting results. The longest record of projects of this type is in the biological
sciences.

The benefits for science and community-based researchers are well established,
including the potential to gain spatial and temporal data that would not be collected
otherwise (Chandler et al. 2017; McKinley et al. 2017). Many scientists/researchers,
though, have viewed citizen science collected data with skepticism, believing that
the data do not have the scientific rigor necessary for research, resource manage-
ment, or policy decisions. Rather, it has been treated as a means for education and
outreach, as well as to make people better stewards for their communities, wildlife,
or biomes.

This attitude toward the use of citizen science data is changing. Over the
past 1015 years, there has been a sharp rise in the number of peer-reviewed
articles that have used or studied citizen science (Duncan https://onlinelibrary.
wiley.com/doi/full/10.1111/iej.12590). The types of articles vary with an increasing
number of them addressing methodology and validation indicating that scientists
are addressing concerns over data quality and being confident that the data can
be used for research (Follett and Strezov 2015). There is currently a focus in the
literature on ensuring data quality and the steps that need to be taken within the
project design to assure sufficient data quality for project needs (Bonney et al.
2014; Hunter et al. 2013). Citizen science has shown to help improve conservation
science, natural resource management, and environmental protection and can be
indistinguishable from conventional science (McKinley et al. 2017). Steps taken
for Quality Assurance/Quality Control (QA/QC) vary and depend on the types of
questions being asked, methods used, and the accuracy and precision of the data
collected. These are the same considerations for all research, whether or not citizen
scientists are involved. Organizations and individual scientists need to design their
research thoughtfully to clearly identify their research needs and goals as well as
the ways the public can contribute and are motivated to be involved (McKinley et
al. 2015; Shirk et al. 2012).

The design of our project follows best practices in QA/QC for citizen science.
Most if not all projects that involve the public will provide instructions on how
to collect the data including types of equipment used to make measurements or
observations, when and where to collect, and other information deemed important
for QA/QC. Some citizen science organizations require or encourage training before
collecting data. The curriculum-based GLOBE program, for instance, requires
teachers to participate in either face-to-face or online training before implementing
citizen science activities in their classroom. The new GO platform does not require
certification through training, but does provide background information and ways to
practice before collecting and submitting data on the mobile-based app.

When designing a citizen science project, one needs to consider the geographic
scope, number of participants, and frequency of data collection. GO and GLOBE
are global, while others are national, regional, or local in scope. The number of

https://onlinelibrary.wiley.com/doi/full/10.1111/iej.12590
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data observations could be large, and if expert validation is required, could quickly
become overwhelming for the researchers leading the project. With the rise of
technology, there are various ways that large amounts of data can be checked
after submission to the cloud, and the exact ways are dependent on the types of
data. One way is to establish minimum and maximum values to be included in the
database. For instance, if air temperature is being collected and degrees Celsius are
required and a participant submits a value of 90, it might be rejected or flagged
as a questionable value; follow-up to the participant may be needed to establish
correctness. It may be a correct value for degrees Fahrenheit and the participant
could revise the submission.

3 Computer Vision and Citizen Science

Many citizen science projects use photos for identification of objects. iNaturalist7

and Leafsnap,8 for instance, ask participants to collect and submit photos of wildlife
and trees respectively. Other projects use photos collected by other methods;
Snapshot Serengeti9 collects photos of wildlife using a network of over 200
automated camera traps while Galaxy Zoo10 provides photos of galaxies taken by
the Hubble Space Telescope and the Sloan Digital Sky Survey. Citizen scientists are
asked to identify objects in these photo collections. In projects such as Snapshot
Serengeti and Galaxy Zoo, thousands and even millions of photos have been
collected while new ones are being collected on an ongoing basis (Willi et al. 2018).
Projects that involve citizen scientists in collecting new data through photos may
not have millions of photos, but in the hundreds and thousands and could reach
millions in the near future. Photos submitted by citizen scientists can be used as part
of the QA/QC process. GO Mosquito Habitat Mapper (GO MHM) photos are used
as validation for the type of mosquito habitat, identification of mosquito larvae,
and lastly for identifying the genus or species of the mosquito larvae. At present,
experts have to manually verify the photos to confirm or not the citizen scientist data
submitted. Since GO MHM is a global effort, this means that there could quickly
be thousands of photos submitted that need expert validation. Without a team of
experts who either devote their time and the lack of funds to maintain a team of
experts, the project can quickly become overwhelmed, and the data submitted could
be excellent, but this may not be known or certain. Scientists and public health
officials who may want to use the data will be hesitant to use the data. Image
recognition, thus, can be a means to greatly reduce the need for experts to validate

7https://www.inaturalist.org/
8http://leafsnap.com/
9https://scistarter.com/project/646-Snapshot-Serengeti
10http://zoo1.galaxyzoo.org
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every photo by removing those photos that are obviously incorrect when examined
by eyesight.

Having expert validation is seen as an important step for data usage. A related
project, Mosquito Alert11, has three or four independent entomologists examine
submitted photos of adult Aedes albopictus (Tiger Mosquito), an aggressive invasive
species that can carry many diseases like dengue fever, Zika, and chikungunya.
Mosquito Alert started in Spain and this helps to maintain the quality of the dataset
through the network of entomologists in Spain. Other countries, such as Pakistan
and France are adopting the Spanish app.12

With the rapid developments in computer vision algorithms based on artificial
neural networks, many citizen science organizations have developed or are in
the process of developing computer vision systems to increase the rate of photo
identification as part of the QA/QC. Many are for wildlife identification (Horns et al.
2018; Willi et al. 2018; Kress et al. 2018; Mattos et al. 2014; Von Alan et al. 2004;
Berger-Wolf et al. 2017), although there are several other foci including galaxies
(Dieleman et al. 2015; Dhami et al. 2017) and neuroimaging (Keshavan et al. 2018).
For the project Leafsnap, citizen scientists use the camera on a smartphone to collect
photos of leaves. A shape-matching algorithm matches the shape of the leaf in the
photo with reference photos in a database housed in a remote server. Within 5–
20 seconds, the top matches are identified, and the app shows high-resolution images
and background information of the species matched. It is up to the citizen scientist
to identify the tree species. The high-resolution photo repository contains over 9000
photos taken by botanists using high-quality photographic equipment (Kress et al.
2018).

Our proposed system relies on a technique – image classification – which is
slowly being incorporated in image-based citizen science projects. Image classifica-
tion refers to the general problem of having a computer accurately assign a label to
a provided image. Image classification techniques have reached very high accuracy
in the past few years. Until 2011, the error rate in the ImageNet Large-Scale Visual
Recognition Challenge – one of the most popular international image recognition
competitions – was about 25%. In 2012, Krizhevsky et al. won this challenge using
an approach known as Deep Learning (LeCun et al. 2015), obtaining an outstanding
error rate of 16% (Krizhevsky et al. 2012), significantly outperforming traditional
methods for image classification. Since that time, more researchers using Deep
Learning approaches have entered the competition, reducing the error rate to the
single digits (Russakovsky et al. 2015).

Broadly speaking, Deep Learning refers to the use of artificial neural networks
(ANN) with multiple nonlinear layers. Each layer in the network is composed of
neurons, i.e., the nodes of the network. The values computed at each of these
neurons are transformed using nonlinear activation functions (e.g., sigmoid, rectified
linear unit), and are weighted when passed to the next layer. Deep Learning

11https://www.gbif.org/dataset/1fef1ead-3d02-495e-8ff1-6aeb01123408#geographicCoverages
12Personal communication with the Global Mosquito Alert Consortium.

https://www.gbif.org/dataset/1fef1ead-3d02-495e-8ff1-6aeb01123408#geographicCoverages
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algorithms for image classification follow a supervised learning approach, that is,
they “train” on a large number of labeled images, slowly adjusting the classification
model’s parameters using a method known as backpropagation until the algorithm
correctly classifies most of the images in the training set. The particular kind of
network used for image classification is called a Convolutional Neural Network
(CNN).

Deep Learning has been applied to many problems over the last few decades: in
one early example from the late 1990s, Deep Learning was applied to document
recognition (LeCun et al. 1998). The revival and relatively recent success of
Deep Learning algorithms is due mostly to the exponential increase in computing
power known as Moore’s Law (Schaller 1997), and the widespread availability
of computers with powerful Graphics Processing Units (GPU). In addition to the
improvements in GPUs, ongoing refinement of artificial neural network implemen-
tations has resulted in better classification schemes (Srivastava et al. 2014; Donahue
et al. 2014).

The need for a large dataset of training images – often training requires thousands
of images, or more – is one of the most challenging aspects of these state-of-the-
art image classification algorithms. In some cases, public datasets are available to
researchers and developers that want to train their algorithms. In others, such as
the prototype for larvae recognition described below, there is no public dataset that
is adequate for this kind of training. In the past few years, several projects, e.g.,
iNaturalist mentioned above, have created a variety of new datasets with the help of
citizen scientists. For this project, we collected hundreds of images of larvae, and
will make this available to the public for future applications and research.

Several other projects have or are developing computer vision systems using
state-of-the-art techniques for object identification. A project similar to Leafsnap,
LeafNet, is developing a Deep Learning system using CNNs to identify plant species
in photos (Barré et al. 2017). The code used in LeafNet (Flavia13) has been made
available to the public. Datasets, e.g., Foliage14 and Leafsnap, are also publicly
available to further develop and evaluate identification systems. These repositories
of plant photos are two of several others around the world that have been developed
for various leaf identification techniques (e.g., shape, texture, and color) using Deep
Learning methods.

Zooniverse and iNaturalist have developed automated identification with CNNs
with varying levels of success (Willi et al. 2018; Horns et al. 2018), and this is
largely due to the large datasets used to train the CNNs. Hundreds of thousands
and millions of photos for 40–55 species were used in the development of CNNs
for the different citizen science projects (e.g., Snapshot Serengeti and Snapshot
Wisconsin) in the Zooniverse platform (Willi et al. 2018). While iNaturalist has
a dataset of over 850,000 photos, there are over 5000 species of plants and animals
with large differences in the number of photos per species. The species with fewer

13http://flavia.sourceforge.net/
14https://www.researchgate.net/publication/235189451_Dataset_Foliage_-_Introduction

http://flavia.sourceforge.net/
https://www.researchgate.net/publication/235189451_Dataset_Foliage_-_Introduction
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photos had poorer identification results. While promising, the results for iNaturalist
illustrate many challenges in adopting Deep Learning methods to other citizen
science projects with user generated photos and hence less controlled and consistent
photo quality, and species with a limited number of photos. Here, we describe
the prototype for image recognition for mosquito larvae that, like iNaturalist, has
relatively few photos.

4 System Overview

The core of our system is a computational process that “recognizes” objects of
interest, e.g., mosquito larvae. That is, users of our system provide an image and
ask the system to assign one of a set of predetermined labels (such as mosquito
genera) to that image.

The system is composed of a suite of applications. Each application plays a
crucial role in the different phases of the system, as illustrated in Fig. 1. In Phase
1, we train an image classifier using images collected by our collaborators – trained
entomologists – who carefully label the images. These researchers use a mobile
application, the Image Collector, to label their images. We use these images to train
a classification model. In Phase 2, citizen scientists use a mobile Recognition Client
to upload images captured in the field and receive recognition results. Finally, in
Phase 3, the system presents inconclusive images submitted by citizen scientists to
entomologists who review and verify the presence of larvae in these images. The
system sorts these inconclusive images in ascendant order based on their confidence

Fig. 1 Phases of the system
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value assigned by the classification algorithm. Once inconclusive images have been
validated, the system can be used to alert experts in infectious diseases about
geographic concentrations of dangerous larvae. Expert users, such as public health
authorities, have access to all of the results produced by the recognition module,
which allows them to confirm and oversee the whole recognition process.

At the end of Phase 3, our working prototype produces data that can be used
by external analytics tools. Currently, we are visualizing this data using Google
Maps. However, future iterations of this software, intended for actual field work,
will include a fourth phase, in which a more sophisticated statistical analysis of
user-submitted images will be used to provide public health experts with real-time
information about developing or ongoing outbreaks of dangerous mosquitoes.

The different applications that compose the system streamline the processes of
collecting and labeling the images; training classifiers with the collected data; and
using these models for recognition of images submitted by citizen scientists. Raw
image data as well as results of image analysis are stored in the cloud and are thus
available, through the Internet, to all modules of the system. This data takes the form
of text files, or small binary files that store recognition results.

5 Working Prototype

In this section, we discuss the details of the prototype implemented as a proof-of-
concept of the system. We begin our discussion with the process of training the
classifier for the image recognition approach currently used by the system, and
then discuss the set of applications that we have implemented for our first working
prototype.

5.1 Training of Classifier: Image Collection

The process of training the classification model is a three-step process. First, we
must collect training images – already labeled, e.g., as larva, pupa, or mosquito –
from expert entomologists. Second, the system executes data augmentation and
image processing routines on the collected images to generate multiple different
versions of the received images with the objective of increasing the variety and size
of the training data. Finally, the set of images is given as input to the Deep Learning
network. Using these labeled training images, the neural network learns to recognize
the images, adjusting its internal weights until it produces satisfactory results on
a test dataset. At this point, the classifier has been trained, and we can make it
available to the recognition module. Later, once the system has received images
from citizen scientists, it can also use those images for improving, i.e., retraining,
the classification model.



Mosquitoes and Public Health: Improving Data Validation of Citizen Science. . . 479

Fig. 2 60× Clip
light-emitting diode (LED)
microscope attached to a
collaborator’s smartphone

Image Collection: Deep Learning approaches require an immense amount of
training data. For instance, in the ImageNet challenge mentioned in Sect. 3,
1.2 million hand-labeled images are used for 1000 different classes. We have
developed a standalone mobile application, Image Collector, through which experts
can feed the system with training data. First, the user identifies a training image,
either retrieved from the device’s storage or taken with the device’s camera. For
photographing mosquito larvae and pupae, users can attach a mobile microscope,
such as the 60X Clip light-emitting diode (LED) microscope shown in Fig. 2.
Then, the user labels the image. Currently, this application has been tailored to
those genera known to transmit diseases to people, so the user can choose among
Aedes, Culex, Anopheles, and Unknown. Each image must also be labeled with its
metamorphic phase – Egg, Larvae, or Pupa – and whether the image contains a
Head, Tail, or Whole body, or if it is a Side view of the insect. Close-up photos of
the head and tail are necessary to correctly identify the genus of the larvae.

The application uploads the labeled image to our cloud storage, and that image
is later used to train the recognition model.

Figure 3 shows a screenshot of the data collection mobile application, Image
Collector. If the expert submitting the image is not sure about the correct label,
she can simply use the last option, “Unknown,” allowing other experts to address
the labeling of the image. This application also collects the user name of our
collaborator and a timestamp of the image, allowing the system to keep track of
each collaborator’s contributions. In Phase 1, the goal is to collect images from
our collaborators to train the classification model for the first time. Once citizen
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Fig. 3 Image Collector: a standalone mobile application for image collection, labeling, and
uploading to our cloud storage

scientists use their mobile application (Phase 2), their images can also be used to
retrain the model with the expectation of making it more robust and accurate.

Image Processing and Data Augmentation To increase the variety in the data
received by our collaborators, and to increase the size of the training dataset, we
execute a data augmentation process on the collected images. First, each image
received by our collaborators is manually processed to remove extraneous additional
information contained in the image. For instance, borders are cropped since they do
not usually contain any useful information for the classifier. The resulting cropped
image is subject to the automatic data augmentation procedure that creates new
images at different scales and orientations. Figure 4 shows an example of the data
augmentation procedure. The transformed copies of the original image are generated
using:

• Random rotation of the original image in a range of 0–60◦
• Random horizontal and vertical shift in a range of 0–1/10 of the size of the image
• Random shear in a range of 0.20 radians
• Random flip either vertically or horizontally

In addition, as shown in Fig. 5, we perform histogram equalization to enhance
the contrast of the images.

Model training Once we have increased the size of our training set of images,
we proceed to train the Deep Learning model. We currently use the CaffeNet
network from the Caffe Deep Learning Framework (Jia et al. 2014), which is an
implementation of the AlexNet neural network, with some minor variations. AlexNet
has historic importance in image classification, as it was the first Deep Neural
Network to win the ImageNet classification competition in 2012. Details about the
inner workings of our current selected neural network architecture can be found in
(Krizhevsky et al. 2012). AlexNet was developed to classify images based on the
1000 classes of the ImageNet competition. This means that this network is over-
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Fig. 4 Data Augmentation Step. Each processed image is transformed to create multiple different
versions of the original image. On the left is the original image, and on the right are samples of the
new images generated from transforming the original image

Fig. 5 Histogram equalization

specified for our problem, since, for now, we only need to discriminate among
48 different classes. In the future, we plan to simplify the network to improve
performance without losing accuracy.

We trained the model using 80% of the augmented dataset (original plus
transformed images). The remaining 20% of the images are used for validation of
the model. Once we have a trained model, we proceed to deploy it in the system’s
recognition module, which is explained later on in this paper.
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5.2 Citizen Scientist Mobile Application: Recognition Client

Once the system has learned how to recognize larvae, citizen scientists can use a
mobile application, Recognition Client, to submit their images and get immediate
feedback from the system. The mobile application for the prototype runs on any
smartphone with the Android Operating System. The application first collects
the citizen scientist’s email address to manage all communication between the
system and the user. Once the system has collected this basic information from the
participant, the citizen scientist can submit pictures, either by using a smartphone
camera or by retrieving a picture previously stored on the device, similar to how
experts provided training images during the training phase. In both cases, the image
is sent to the system’s cloud storage, along with a text file containing metadata such
as the geolocation of the image. Separating this metadata from the image file can be
used in the future to prevent unauthorized actors to identify the user that provided
the image. This process is helpful for implementing user privacy settings, but it will
also allow the system to receive other kinds of information from the user – e.g.,
additional descriptions of the environment where the image was collected, either
collected from the device’s sensors or manually entered by the citizen scientist.

After the user has submitted her picture to our cloud server, the system will send a
confirmation that the image was received. The user can now proceed to open another
view in the application where the recognition results will be displayed. These results
are retrieved from the cloud by the user’s application. Figure 6 shows a screenshot
of this functionality. The recognition results include the top classes detected by the
system and the corresponding confidence probability of the classification. Currently,
the user’s email is the only identifier used by the system, but in future versions of
the system, a random unique ID might be generated for each new user.

Overlay guidelines to assist the end user in taking a picture To further assist the
user when taking the picture of the specimen, we have included an overlay with

Fig. 6 Screenshot of the list of images submitted by the user with their respective recognition
result
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Fig. 7 Example of the overlays used to assist the user when taking a picture

transparencies that guide the user and assist her positioning the mobile device.
In the particular case of mosquito-borne diseases, and as shown in Fig. 7, the
overlays include pictures of eggs, larvae, and pupa obtained from the Centers for
Disease Control and Prevention (CDC) website. The purpose of the overlay feature
is to improve the quality of the image taken by the user, and also to improve the
positioning of the specimen to be recognized. The overlays implemented in our
prototype range from a simple water line to help the user align the specimen if
hanging on water and on side view, to more complex overlays, such as mosquito
species in different stages (egg, larvae, or pupa). (The overlays are not part of the
image, and are not transmitted to cloud storage.)

5.3 Recognizing New Images: Classifier Prediction

Classifier Prediction is at the heart of the running system. Once the classifier
has been trained, the system can be deployed in area at risk for an outbreak.
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This component interacts with our cloud storage, retrieving new images that have
been uploaded for recognition by citizen scientists and using the trained CNN to
recognize the images – that is, to predict what type of mosquito is represented in
the image. Once the classifier/recognizer has processed a new image, it uploads its
predictions to the cloud so the end user’s application, i.e., Recognition Client, can
access the prediction results.

The classifier has been conceived to be portable and efficient. We envision this
module to run on a workstation by public health authorities. In the case of an
outbreak, this module can be used anywhere with an Internet connection. This
module also maintains a copy of the results locally so that they can be used later
for analytics without the need for an Internet connection. Centralizing the classifier
on one workstation makes it very easy to upgrade the classification model. Once the
system has received new images, either from our research collaborators or citizen
scientists, we can retrain the classifier to improve its prediction accuracy. Existing
results of images already submitted by end users can be reprocessed to provide a
more accurate label. Since the classifier runs on the manager’s computer, we can
quickly deploy the upgraded classifier to obtain better predictions immediately.

5.4 Image Validation by Expert Entomologists

Despite all the recent successes in image classification, there is always the possi-
bility of an erroneous classification (Nguyen et al. 2015). To confront this issue,
we anticipate the use of human experts to monitor the recognition results of the
system. We have created a mobile application that we term Expert Validator for
image validation (Phase 3 in Fig. 1). This application connects to the cloud storage
and allows experts to review the classification results. Images are presented to the
expert, sorted by the confidence value of the classification. The user can click on
the image to get a complete set of results if the list of results is too large. Figure 8
shows a screenshot of the image verification process. First, the images submitted by
end users are marked as pending validation. Second, experts confirm that the label
assigned to the images is correct. Finally, the end user is notified that an expert has
validated the image.

On the end user’s application, images that have not undergone validation show
a Pending Validation label next to the prediction results. Those images that have
been validated by an expert show either the Accepted or Rejected label next to the
prediction results.

6 Pilot Evaluation of the First Prototype

We tested the system to determine its recognition performance on random images
obtained online. We also tested the whole application pipeline simulating an
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Fig. 8 Top: End-user
interface showing two images
that have not been verified by
an expert. Middle: The Expert
Validator application is used
by experts to verify images
that have been flagged by the
system. Bottom: The user is
notified whether a submitted
image has been accepted or
rejected by an expert, despite
of its recognition result

outbreak in the vicinity of our campus. We used a Dell Precision 5510 laptop
computer with 8GiB of RAM, an Intel Core i7-6700HQ processor and an Nvidia
Quadro M1000 M GPU. The recognition module runs on Ubuntu 14.04. The mobile
components of the system were tested using three Android smartphones: a Samsung
Galaxy S5, a Samsung Galaxy S6, and a Google Pixel.

We first tested the recognition performance of our classifier to discriminate
between larvae and non-larvae. We used a random set of 550 images from the
website Flickr.15 These images were obtained by implementing a web crawler
that downloaded random images of anything other than larvae, and 100 random
images with the words “mosquito larvae” in their description. Figure 9 shows some
examples of the images in this dataset. The images were then labeled to indicate
whether they were considered to be Larvae or Other than larvae based on the label
assigned by each Flickr user. We trained a classifier using the images received by
our research collaborators in other labs and universities. We then ran the trained

15www.flickr.com

http://www.flickr.com
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Fig. 9 Samples from the test dataset downloaded from the Internet

recognition module on the Flickr images. The classifier produced the following
results: Precision 100% and Recall 47.4%.

One hundred percent precision means that every single prediction that an image
does mosquito larvae was correct, i.e., the system’s prediction did not include
any false positives. The system did, however, have a few false negatives, where
the system failed to detect some images containing larvae. Of the set of 550
images collected randomly from the web, 57 images contained mosquito larvae.
The recognition module recognized 27 of these 57 images or 47.4 percent. This
relatively low recall rate is primarily due to the fact that the online dataset contained
features that didn’t appear in the training data, such as images containing multiple,
sometimes overlapping, specimens. Figures 10 and 11 show examples of these
images. The recognition process was unable to recognize the arrangement and
quantity of the specimens in the picture as containing larvae. We are currently
exploring the use of object proposal algorithms (e.g., Dollár and Zitnick 2013;
Zitnick and Dollár 2014) to help the system improve its performance in these kinds
of images. Additionally, we expect citizen scientists will use overlay guidelines to
take better pictures than the images gathered randomly from the Internet to test our
first prototype. In any case, the precision and recall values obtained from this dataset
are interesting when looked at from the perspective that they reflect the behavior of
the recognition module in the “wild.” In future iterations of the system, with further
training, the recall value will be greatly improved.
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Fig. 10 Examples of false
negatives. Larvae are present
in the images, but the
classifier does not recognize
them as containing larvae,
likely due to the arrangement
and quantity of the specimens

Table 1 Execution time of
procedures in the recognition
module

Execution time
Procedure Milliseconds

One time

Setup classifier 3940
Per image

Load image 0.94
Resize image 1.30
Histogram equalization 3.24
Prediction 6.47
– (Forward Pass – GPU enabled)

Table 1 lists the execution time of procedures executed in the recognition
component. Once the classifier is running, it can process approximately 83 images
per second in GPU-enabled mode.

6.1 System Response to Low-Quality Images

Based on our tests, we expect that if a citizen scientist uploads low-quality images,
the recognition module, which has been trained using high-quality labeled images,
will reject them by giving them a low probability value for the class in question.
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Fig. 11 True positives. Images correctly identified as mosquito larvae by the system

In such cases, the second line of defense is in the expert validation phase, in which
experts could reject low-quality images that have been flagged by the system.

6.2 Outbreak Simulation and Sample Visualization
of Geographical Regions of Interest

In the event of an outbreak, we expect citizen scientists to upload their observa-
tions and receive recognition results in return. The recognition module will be
continuously updated with every batch of images received from citizen scientists.
Epidemiologists will get precise information about geographic regions where
relevant specimens have been spotted. This information will help them organize
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Fig. 12 Testing the system and visualizing the locations of the positive recognition results

a response to the crisis. The system will help experts filter information received
from citizen scientists, and this filtering will help them efficiently process more
information than if they had to manually classify the images received from the users.

We tested the system in the vicinity of Brooklyn College. Volunteers walked
around campus with the end user application installed on their smartphones. These
volunteers chose places where mosquito larvae could be present in warmer months.
Instead of using pictures taken from the camera on the device, they used images
that were previously stored on the devices. The end-user applications uploaded the
images to the cloud server and these images were later classified by the recognition
module. The system correctly identified the images that contained larvae and
passed the information to a Google Maps visualization script. Figure 12 shows a
visualization produced from the exploration of the volunteers. Further analytics can
be performed with the data collected (geolocation and classification results). The
modularity of the system makes it easier to streamline the resulting data to other
visualization tools, e.g., Google Maps. In the event of a real outbreak, experts could
use these types of visualizations to identify regions that may require urgent attention
from public health experts.

7 Discussion and Future Work

As exciting as we find this prototype, we believe that the system can further be
improved with contributions from external developers. We have made our software
public so others can continue building on the work we have done. Below are aspects
of the system where we would like to see further improvements.

• Deploying the model to the end user’s mobile device. Our current prototype
carries out image recognition on a central device, communicating results back
to the citizen scientist. Deploying the model and executing the classification
algorithms on the citizen scientist’s device (e.g., a smartphone) may be possible.
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New software solutions, e.g., Intel’s OpenVino,16 and TensorFlow Lite17 present
opportunities for moving the recognition process closer to the end user. This
would result in a nearly instantaneous recognition of the image, which would
improve the end-user’s experience, but deploying improved versions of the
classification model would be more complex, as the updates would need to be
pushed to each device. Our current prototype model requires 228 MB, which
could be a storage burden for older devices.

• Addition of complementary computer vision algorithms. The nature of the
problem of recognizing species of insects in images requires other approaches
that are specific to the behavior of these insects and how that behavior is
captured by the images. We believe that using other complementary approaches
to image segmentation and recognition can refine the suggested classifications
obtained from the Deep Learning algorithms. Another idea is to include video
capturing functionality in the citizen scientists’ applications, which can allow
us to determine the species of mosquito based on their movements. We have
considered including an object proposal algorithm (e.g., Dollár and Zitnick
2013; Zitnick and Dollár 2014) in future iterations of the system to facilitate the
selection of the specimens on the training images. These algorithms analyze the
image and suggest possible locations of objects. These approaches use features
in the images, e.g., edges, saliency, or color variation, to make predictions about
the location of objects in images.

• Simplification of current Deep Learning network. The current architecture used
by our recognition module, Caffenet/AlexNet, was developed to classify images
based on the 1000 classes of the ImageNet competition. This means that this
network is over-specified for our problem since, for now, we would only need
to discriminate between a few different classes. Future work will include the
simplification of the network to meet the needs of our problem. This reduction
in the complexity of the network will improve performance without sacrificing
accuracy.

• Multiplatform end-user application. Future work includes expanding the sup-
ported software platforms for the system. Even though the Android Operating
system is used by a large number of end users, we believe that our prototype
must also include versions that run on other operating systems, including iOS,
the operating system used by Apple devices.

• Privacy considerations. It is important to mention that the goal at this stage of
our research is to use the prototype as a proof-of-concept. We must develop
a more secure and robust system in future development iterations, particularly
if the proposed system is going to be deployed on a large scale. A system
deployed to the public must make sure that any information that can possibly
link images to the user must be very carefully handled, particularly, when
geolocation is included. Future work must include the generation of secure user

16https://software.intel.com/en-us/openvino-toolkit
17https://www.tensorflow.org/lite

https://software.intel.com/en-us/openvino-toolkit
https://www.tensorflow.org/lite
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IDs. Actions must be taken to prevent malicious people from gathering data on
citizen scientists.

• Providing additional information to the user. In addition to recognition results,
citizen scientists could receive other information that is tailored to the recognition
results and the disease that the system is helping to combat in the future on their
mobile applications.

• Training the system with images that the system may recognize as false positives.
To make the recognition module more accurate, we are currently collecting
images of Chironomidae Larvae, Oligochaeta, and Planaria. Since these spec-
imens can sometimes be confused for mosquito larvae, we plan to train the
system using those images as negative samples. We hope to make the system
more accurate and reduce misclassifications.

• Real-time analytics and management applications. In the case of an outbreak,
the system could benefit from new applications that display real-time analytics
of the state of the system. More sophisticated Graphical User Interfaces (GUIs)
can also be developed to better assist the users of the system.

• Large-scale simulation of an outbreak. Future iterations of the system must be
evaluated to determine its capacity to handle a large number of submissions
from citizen scientists. This evaluation will allow us to better estimate the
necessary amount of computing power required and the level of organizational
and governmental commitment in case of an outbreak. This evaluation must also
include varying configurations for the number of image uploads per user with the
goal of making the system more robust.

8 Ending Remarks

Current state-of-the-art technology allows for high-accuracy classification of
images. In this paper, we have presented a modular system and its first prototype
that is capable of leveraging computer vision techniques to empower communities
affected by an arbovirus epidemic. The proposed system can provide valuable
information to experts in charge of coordinating solutions. Our modular system
provides a suite of applications that are capable of recognizing mosquito larvae in
images with great accuracy. Future iterations of the system can be deployed to the
citizen science community and help in the fight to control potential epidemics.
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Part IV
Applications of Portals in Healthcare

Contexts

As with the developments of mobile and sensors, the adoption of portals to support
healthcare delivery has grown rapidly in the last 5 years. While it is not possible
to cover all areas, what we have tried to achieve in this section is to present a
representation of key areas where portals are being embraced with success as the
following eight chapters illustrate.

Chapter 23: Using Responsive Web Design to Enhance the User Experience of
Chronic Disease Management Portals for Clinical Uses by Gunawardane and
Wickramasinghe

Chapter 24: Older Adults Empowerment Through Training and Support and Its
Implication on Proactive Self-Monitoring, Patient Engagement, and Connected
Health by Bozan and Mooney

Chapter 25: An Evaluation of a Point-of-Care System Implementation and Adoption
in a Multi-Campus Private Hospital in Melbourne by Muhammad and Wickra-
masinghe

Chapter 26: Leveraging the IOT to Enable the Guided Self-Determination Method
by Wickramasinghe et al.

Chapter 27: Determining Missing Key Elements in OIS to Improve the Patient
Experience and Clinical Care by Shaukat et al.

Chapter 28: Toward Actionable Knowledge: A Systematic Analysis of Mobile
Patient Portal Use by Noteboom and Abdel-Rahman

Chapter 29: A Lazy User Perspective to Patient Adoption and Use of Personal
Health Records by Kunene

Chapter 30: The Australian PCEHR or My Health Record: The Journey Around a
Large-Scale Nationwide Digital Health Solution by Wickramasinghe and Zelcer

On reading these chapters, what should be evident is that portals can be used to
support micro-level, meso–level, and macro-level health and wellness issues both
within an acute care context, to facilitate better and on-going chronic condition
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support or even to provide a national e-Health solution. Thus, the versatility and
adaptability of portals is evident. Once again however, as noted with the presentation
of the chapters around mobile and sensors, it is important to note that successful
solutions depend on technical and clinical outcomes being appropriate as well as
high levels of clinical and patient user satisfaction.



Using Responsive Web Design to Enhance
the User Experience of Chronic Disease
Management Portals for Clinical Users

Ranganath Gunawardane and Nilmini Wickramasinghe

1 Introduction

In general, four major disease groups, cardiovascular diseases, cancer, chronic
obstructive pulmonary disease and diabetes, are discussed as chronic diseases
(Australian Institute of Health and Welfare 2015a, b).

1.1 Disease Burden

In a global study of the Australasia region in 2010 on the burden of disease, a
measure that simultaneously compares the nonfatal burden (impact of ill health)
and fatal burden (impact of premature death) of a comprehensive list of diseases,
chronic diseases accounted for close to 85% of the total burden (Australian Institute
of Health and Welfare 2014) (Fig. 1).

Cancer tops the list of the largest contributors to the total burden, while cardio-
vascular diseases come at a close third. These numbers are worse when considering
only the fatal burden. Cancer contributed 33% and cardiovascular diseases 26%
amounting to more than half of premature deaths in the region (Australian Institute
of Health and Welfare 2014) (Fig. 2).

In addition, chronic diseases are a significant economic burden due to the
combined effects of healthcare costs and lost productivity from illness and death.
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Fig. 1 Contributors to the burden of disease in Australasia 2010 (Australian Institute of Health
and Welfare 2014)
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Fig. 2 Largest contributors to the total burden and fatal burden of disease in 2010 (Australian
Institute of Health and Welfare 2014)

Cancer is responsible for about one in every ten hospital admissions in Australia
(Willcox 2014). Chronic diseases consume billions of dollars in avoidable health
expenditure every year. The Business Council of Australia has estimated that if
chronic diseases were totally eliminated, workforce productivity could increase by
10% (Willcox 2014).

As highlighted above, the burden of chronic diseases is multifaceted and massive.
Moreover, these diseases are comparatively complex, and traditional methods of
healthcare delivery, where the care is frequently fragmented, disorganized and
duplicated, are inapt in managing them (Norris et al. 2003). Also, health systems that
maintain current disease management practices cannot afford to continue caring for
the ever-increasing numbers of people with chronic diseases (Singh 2008), which
beseeches a new and improved disease management methodology.

1.2 Chronic Disease Management

Chronic disease management is an organized, proactive, multicomponent, patient-
centred approach to healthcare delivery (Norris et al. 2003; Barr et al. 2003; Lorig
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et al. 2001; McCorkle et al. 2011; Pincus et al. 2001; Thompson 1986). Such an
approach also facilitates a strong coordination across care settings and providers,
and there is mounting evidence to suggest that it is more effective than single or
uncoordinated interventions (Singh 2008).

Essential components of a chronic disease management system include the
following (Norris et al. 2003):

1. Identification of the population
2. Implementation of clinical practice guidelines or other decision-making tools
3. Implementation of additional patient-, provider- or healthcare system-focussed

interventions
4. Use of clinical information systems to measure and manage the outcomes

1.2.1 Importance

Compared to other illnesses, the disease management plays an important role in
chronic diseases due to a number of reasons.

Chronic Diseases Last Longer

Chronic diseases have no cure, and also, with improved treatment methods and facil-
ities, people with chronic diseases have a better chance of survivorship (Australian
Institute of Health and Welfare 2015a, b). Patients have to live with, through and
beyond the disease, making the chronic disease management an ongoing process,
not a one-off event.

It is important to have a capable disease management to lead survivors to adjust
to physical and emotional changes after treatment, to help them cope with fear of
recurrence, to supply follow-up medical care and to guide them through post-illness
socioeconomic hardships (National Cancer Institute 2014).

Chronic Diseases Are Preventable

Although chronic diseases are among the most common and costly health problems,
they are also among the most preventable and most effectively controllable (Center
for Managing Chronic Disease - University of Michigan 2011). This is largely due
to the fact that many chronic diseases not only share common risk factors but can
also be risk factors for each other.

One worthy example is cancer, which currently places the largest and a growing
burden on patients, families and the health system in Australia. It is also potentially
one of the most preventable and treatable of all diseases. Almost one-third of all
cancers may be avoidable, with more than a quarter attributable to just three risk
factors: smoking, alcohol misuse and obesity (Department of Health, Australia
2015a, b).
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Hence, when correctly managed, risk of many chronic diseases will decrease,
healthcare costs will go down and overall quality of life will improve. This again
highlights the importance of having a proficient chronic disease management.

1.2.2 Role of Technology

Today, we are witnessing more and more adoption of technology to support
healthcare delivery especially technologies which make up the Internet of Things
(Georgeff 2014).

Web Portals

As discussed earlier, one of the key features of chronic disease management
methodology is the use of information technology – Internet portals, in particular,
to facilitate tracking and monitoring interventions and outcomes and also enable
regular measurement and collection of patient information, allowing clinicians to
revise the treatments proactively. Known as chronic disease management portals,
these portals allow patients to interact and communicate with and receive coaching
from their healthcare providers, empowering the patient and increasing the patient
contribution in the disease management.

Chronic disease management portals have come a long way from the early stand-
alone computer applications that were confined to an intranet, often a supplement
to an electronic health record system (Goldberg et al. 2003). Over time, with the
rapid advancement of the World Wide Web, almost all these portals have moved
onto become online web solutions. Web-based disease management portals have
since become the de facto standard allowing clinicians and patients to communicate
and share health information remotely, increasing the patient involvement in care
planning and facilitating an ongoing doctor–patient dialogue.

This transition from stand-alone applications to the web has increased the reach
of disease management portals.

One of the prominent features these portals provide is the patient self-
management. Self-management is defined as a person’s ability to manage the
symptoms and the consequences of living with a chronic condition, including
treatment, physical, social and lifestyle changes (Barlow et al. 2002). This
with a collaborative and interactive relationship between patients and healthcare
professionals empowers patients to take on responsibility for their condition with
the appropriate clinical support (Davies and Batehup 2010; Kruse et al. 2015;
Gardener 2011).
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Mobile Web

In the past decade, there has been an explosive growth in the use of mobile phones.
The number of people using mobile phones is steadily increasing. In 2015, a record
4.8 billion mobile phones (out of which close to 2 billion are smartphones) are in
use worldwide.

Australians, in particular, have embraced this digital phenomenon. An estimated
12.5 million adult Australians (70%) used a mobile phone to access the Internet
for personal use in the 6 months to May 2014, up eight percentage points on the
previous year. This proportion is larger than those who specified a laptop (68%) or
desktop computer (62%) as a way to access the Internet for personal use. Tablets are
not far behind either – 50% of Australians used a tablet to go online in the 6 months
to May 2014, up eight percentage points from the previous year. Notable growth
occurred in the volume of data downloaded to mobile devices, which almost doubled
from the year before (Australian comminucations and media authority 2015).

The rise of wireless Internet has played a major role in mobile revolution.

Responsive Web Design

The popularization of handheld communication devices and the rise of wireless
Internet access have created a new paradigm in the way the web is accessed. For
the past few years, mobile digital media time is fast overtaking static desktop-based
media time. In fact, in 2015, in the USA, the mobile digital media time is now
significantly higher at 51% compared to desktop (42%) (Meeker 2015).

All these numbers point to one clear fact; the future of web is through mobile
devices. As more and more people start browsing the web through their smartphones
and tablets, website publishers are now challenged to focus not only on better
content and high discoverability but also on better presentation of that content over
multitude of devices. The obvious answer to this is the responsive web, which
enables a user to consume content on a website through the device of his/her choice
and preference irrespective of the size of the screen or the method of input of that
device.

While this transformation has made the web immensely popular, the growing
use of mobile devices has posed quite unique problems to the web. The small form
factor of these devices has shrunken the screen real estate and rendered the usual
input devices such as keyboards and mice unusable. So in order to maintain and
possibly improve the user experience, web designers improved their approach to
web design, to provide an optimal viewing and interaction experience – easy reading
and navigation with a minimum of resizing, panning and scrolling – across the full
range of devices from desktop computers to mobile phones. This design approach
is known as responsive web.

Known sometimes as Web 3.0, responsive web design is now an integral part
of any decent website (Natda 2013). When designed to be responsive, the user
experience across different devices of varying form factors becomes seamless and
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predictable. Responsive websites are agnostic to devices and their operating systems
(ibid). A responsive web design ensures that users get the best and consistent
experience of a website on any device of the user’s choice and preference – be
that the iPhone, the iPad, the smartphones running the Android OS or the Windows
OS and several others (ibid). As a result, website owners and content publishers
can need not exercise the option to build versions of their website for every popular
device platform which they expect their audience might be using.

Even though the advantages of being a responsive website are glaringly obvious,
most of the websites today are still not mobile friendly. A research testing the top
100,000 websites for responsive indicators shows that only about 12% of them are
actually responsive (Podjarny 2015).

These figures are far worse for specialized fields such as health web portals. Even
though there is a lack of such quantitative research specifically for health portals, a
cursory look at the existing disease management portals, and disease management
portals in general, suggests that they have not enjoyed the same amount of attention
compared with other market segments such as social media – which have thrived on
the ability to provide a responsive website to its users.

It must be noted that there has been a considerable amount of attention and
research around the application of earlier web trends. Among them, a more prevalent
topic is the use of Web 2.0, which represents the transition of the static web into a
more interactive user experience. Web 2.0 is widely discussed as a way to engage a
broader audience towards disease management portals and to empower the patient
for a better self-management of the conditions (Haddad 2013).

The underlying idea of the responsive web design is that a website should grace-
fully ‘respond to’ every size of screen or display of devices, such as smartphone,
tablet, notebook or any size desktop monitor (Natda 2013).

Studies have identified three major components of a responsive web design
(Marcotte 2011).

1. A fluid layout to ensure a website can scale to the form factor of the browser
2. Images that work in a flexible context
3. Media queries, which optimize the design for different viewing contexts

2 Literature Review

This section starts by examining the prominent role the information technology
plays in chronic disease management. Then, it examines the emergence and
application of the responsive web design. Finally, it argues for the significance of the
proposed research – to enhance the user experience of chronic disease management
portals for patients and clinicians by using responsive web design.
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2.1 Information Technology in Chronic Care

Information technology features prominently in every aspect of healthcare today,
and chronic disease management is no exception. A clinical information system is
one such element, which is established as one of the core components of an effective
chronic disease management.

Every chronic disease management model, from the well-established Wagner
care model (Thomas Bodenheimer et al. 2002) to more recent and refined models
such as integrated chronic disease management (ICDM) model (Department of
Health & Human Services 2015), emphasizes the importance of such clinical
information systems.

Clinical information systems are often a combination of subsystems (Ahmed et
al. 2011). One of the major components among them is disease management web
portal, providing electronic patient self-assessment and management.

2.2 Web Portals in Chronic Disease Management

Disease management web portals have now become a central part of healthcare
facilities, especially in the treatment of chronic diseases. The ability to engage
patients and clinicians in a more customized, dynamic and longitudinal manner –
sending a reminder saying ‘It has been one year since surgery, you should have a
PSA test’ instead of mentioning at baseline that ‘A PSA test is recommended one
year after surgery’, for example (Vickers et al. 2010) – is what makes these web
portals so effective.

The disease management portals in chronic care are designed to solve three main
problems which are more critical in the context of chronic diseases (Vickers et al.
2010).

1. Patients typically do not know how they are doing.
2. Healthcare providers frequently do not know how their patients are doing.
3. Patients often do not receive the services that they should.

To solve the above problems, these chronic disease management portals attempt
to implement the key elements of chronic care models such as (Georgeff 2014):

1. Better integrated and coordinated care
2. Collaboration across a multidisciplinary team of care providers
3. Planned care with regular follow-up and review
4. Support for patient self-management

There are a number of studies on the effective use of such portals in chronic
disease management, especially related to high impact diseases, for example, cancer
or diabetes. These studies focus on supplementing chronic care with web-based
portals and measuring the impact.
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Aforementioned researches in this area dissect in detail how the traditional one-
way passage of information – a typical website dealing with recovery after cancer
surgery, for example – provides little more information than an online brochure and
how effective the portals can be by facilitating interactivity in real time, personalized
information, longitudinal follow-up or data analysis (Vickers et al. 2010).

Most of these studies, in addition, have developed a working prototype of a
chronic disease management web portal based on the theoretical mode. And the
findings on both the theoretical and the practical points of view are undeniably
encouraging.

One such study involves the development of a novel multimodal diabetes model,
which then implements a smart Web 2.0 portal based on the proposed multimodal
diabetes model. The study has found that on average 87% of the patients and 98%
of doctors agree on the usefulness of such web portals (Haddad 2013).

Another trial has subjected a set of type 2 diabetes patients to a web-based
portal in addition to the usual care. The portal included patient access to electronic
medical records, secure e-mail with providers, feedback on blood glucose readings,
an educational website and an interactive online diary for entering information
about exercise, diet and medication. The results have indicated that the GHb
levels declined by 0.7% (95% CI 0.2–1.3) on average among intervention patients
compared with usual-care patients (Ralston et al. 2009).

Another such clinical trial measuring the effectiveness of Internet-based asthma
management has concluded that by using web portals to provide feasible electronic
monitoring, easily accessible information, e-mail communication and use of an
electronic action plan improves the ability to react to change and to optimize asthma
control (Victor van der Meer et al. 2007).

2.3 The Gap

As highlighted in the previous subsections, a considerable amount of research has
been conducted to discuss the importance and the effectiveness of the use of web
portals in chronic disease management. They have developed both theoretical and
working models, and the results are significantly positive.

One aspect that has not been received much attention though is the user
experience of these web portals. Especially, there is no inclusive study to date on
the use of responsive web design to improve the user experience of chronic disease
management. With the huge transformation in the way we access web caused by
the development of mobile technologies and wireless revolution, responsive web
has become one of the buzz words of the past decade. Other ecosystems, social
media in particular, have embraced the change and in the process have attested the
importance of using the responsive web design to provide a better user experience.

The proposed research aims to address this gap, by proposing an improved
approach to developing disease management web portals using responsive web
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design. In addition, the research attempts to develop a proof of concept working
model based on the discussed theoretical framework.

3 Theoretical Framework

This section introduces the initial theoretical framework (Fig. 3) upon which the
proposed research is built. The proposed research which focusses on enhancing
the user experience of chronic disease management portals using responsive web
design incorporates the interactions of three major entities: the web portal, its user
interfaces and the potential users.

Based on the review of the exiting literature and around the gap identified, the
development of the research is phased out as follows:

1. Identify the key features presented by relevant care models.
Critically review the key features presented by each care model and discuss

how they are already used and can be used in web portals. This review will help
set the scope of the research.

2. Review existing chronic disease management models and their characteristics.
Discuss both the well-established chronic care models such as Wagner chronic

care model (Thomas Bodenheimer et al. 2002) and more modern and locally
adopted models such as the integrated chronic disease management (ICDM)
model (Department of Health & Human Services 2015).

3. Study the principals of responsive web design.
Review the basics of responsive web design and its use in portals. The

purpose of this study is to draw comparisons and learn lessons from other portal
ecosystems with rich user experience, especially social media.

4. Construct a model to utilize the responsive web design in chronic disease
management portals.

Apply the reviewed body of knowledge to construct the proposed model.
5. Develop a proof of concept oncology management web portal with enhanced

user interfaces for mobile web.
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Fig. 3 Overview of disease management web portals
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As a proof of concept, design and develop a disease management web
portal for oncology treatment management following the proposed model. This
prototype portal will be used to evaluate the validity of the proposed model.

3.1 Technology Brief

The key technology component of the research is the responsive web design. The
underlying idea of responsive web design is that a website should gracefully respond
to every device, i.e. smartphone or tablet. This study employs responsive web design
to enhance user experience, with special focus on usability and findability – two key
features of the Morville’s user experience honeycomb.

3.2 Implementation Processes

In developing the theoretical component, the study employs grounded theory
(Charmaz 2006) to analyse data collected using single-case study strategy. To
construct the prototype technology solution iteratively in a build-and-evaluate loop,
design science research principles are used (Hevner and Chatterjee 2010).

An initial prototype of the web portal is developed after a systematic synthesis
of the extant literature is completed. This portal is then demonstrated to the clinical
users of the target data site to collect feedback. This user input, combined with
other data collected from interviews and the literature, is analysed to develop the
theoretical model. These results and the responsive indices as reported by responsive
web analytical tools are also fed back to update the portal. This process will
iterate a several times as necessitated by design science research strategies until
no significant improvements are requested by users.

4 Discussion and Conclusions

Improved user experience of web portals will empower the clinical users to
overcome the barriers in effectively managing chronic diseases, enabling effective
communication among the care team and with the patient and extended support for
patient self-management. In addition, it will enable patient users to enjoy a better
patient experience receiving critical data and information when they want and in a
form that is best for them.

Chronic diseases are a leading burden on health, economy, culture and pro-
ductivity. They need to be managed proactively, but are proven to be complex,
mainly due to difficulties in care collaboration and communication. Chronic disease
management web portals have emerged as a prospective solution to these problems,
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facilitating a collaborative and interactive relationship between patients and health-
care professionals to assist better patient-centred care. This chapter has served to
proffer a framework to ensure maximum benefit of web portals by enabling them to
be as usable and beneficial whether accessed on a PC, mobile device or tablet. Given
the trend for more and more portals to support healthcare delivery especially in
the domain of chronic and non-communicable diseases, this becomes an important
issue and we urge for more research in this area. The proposed research aims to
enhance the user experience of these portals on mobile devices for clinical users
and patients using responsive web design, thus maximizing the reach and the overall
effectiveness.
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Older Adults Empowerment Through
Training and Support and Its Implication
on Proactive Self-Monitoring, Patient
Engagement, and Connected Health

Karoly Bozan and David Mooney

1 Introduction

In the age of digitization and government regulations, patient health information that
was once stored on paper is now stored digitally. Many studies have investigated the
advantages and challenges of electronic medical and health information and have
found that efficient access to relevant health information is one of the major benefits
of electronic health information (Chrischilles et al. 2014).

Communicating with healthcare providers is a concern of patients, as they
often feel that their communication is restricted to their face-to-face appointments,
during which they often feel rushed and sometimes intimidated (Chrischilles et al.
2014; Kronish et al. 2012). Importantly, electronic health records (EHR) software,
specifically, patient portals, includes the capability to provide patients with access
to their health records and laboratory and diagnostic results and to schedule
appointments, request medication refills, make payments, download and complete
forms, view educational material, and send secure messages to providers (Krist et
al. 2012). Portals are defined as a “single door to [health] information” (Davey
and Tatnall 2007, p. 690). They increase administrative efficiency and accessibility
as well as communication between patients and providers. These portals are also
viewed as a tool to increase patient satisfaction and to involve patients, especially
elderly patients, in their own care (Bierman 2012).
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While patient portals are mainly viewed as a display of patient records, portals
are also becoming more widely available and viewed and are expected to promote
patient engagement. There is also a growing evidence that patient engagement
improves health outcomes and reduces healthcare costs (Forbat et al. 2009; Ferman
2010). As patient portals are considered to increase patient engagement, numerous
large-scale surveys found that older adults, those of over the age of 55, are less
likely to use the patient portals even though this demographic utilizes most of
the healthcare resources (Sarkar et al. 2011; Graetz et al. 2016). Some studies
investigated the driving forces that promote the use of portal by the older generation.
For example, Bozan et al. (2016) found that the healthcare providers’ directions are
the most powerful drivers for the elderly’s patient portal “use behavior” and the
older users’ peers also have an influence on their behavior intention.

The low adoption rates among the elderly is found the most pronounced among
those with low health literacy, less access and experience with technology, and
less education (Gordon and Hornbrook 2016; Nahm et al. 2016). Numerous studies
investigated the possible barriers to adoption, and the technical support and initial
training were two of the main reasons the elderly have a positive experience and
attitude toward the technology use for healthcare and portal adoption (Irizarry et al.
2017).

Elderly people have varied levels of experience with computers and the Internet.
The Pew Research Center (Anderson and Perrin 2017) found that, in the United
States, individuals 65 years and older have shown an increase in regular Internet
use from 12% in 2000 to 67% in 2017. Nevertheless, approximately half of these
elderly users indicate that they need help with using technology. This “barrier to
adoption ranges from physical challenges to lack of comfort and familiarity with
technology” (Anderson and Perrin 2017, p. 3). Only 26% of Internet users aged 65
and over state that they are very confident about using computers or other devices
to do what they need to online. Older people are more likely to say that they need
someone to initially show them how to use devices or the Internet. Three-quarters of
seniors who go online use the Internet daily, indicating that after initial help, older
users have the interest to use the technology regularly after they got familiar with it.

This intervention study investigates the effect of training and support for older
people in regard to their perceived ease of use of a patient portal. The training was
based on Bandura’s self-efficacy model. Computer anxiety, confidence, and self-
efficacy were measured, using corresponding subscales from the Computer Attitude
Scale and Computer Self-Efficacy Scale. The questionnaire was administered before
and immediately after the training and then 6 weeks after the training. We used a
pre-post repeated measures design that involved 108 participants who were 65 years
and older in a training-and-control group setting, with randomized assignment of
participants. This study expands the understanding of older IS users’ training needs
for the use of patient portals and adds to the literature on the various technology
acceptance models.

Furthermore, this study aims to enhance the understanding of the determinants of
patient empowerment among the elderly by technology use. We also intend to better
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understand the precursors of connected care, which is recognized as a technology
enabled model of healthcare delivery.

2 Background and Literature Review

Hospitals and providers’ offices are digitizing their patients’ health records and
information to enhance quality of care and reduce risks, as provided through timely
access to relevant health information. In the United States, certified EHR systems
provide patients with access to their personal health information. Studies suggest
that patient engagement increases patient satisfaction and health outcomes and
reduces cost (Forbat et al. 2009) and that providers offer patient portals to enhance
communication between themselves and patients (GPO 2016). Studies also indicate
that older adults are less likely to use patient portals (Smith et al. 2015; Sarkar
et al. 2011; Graetz et al. 2016). The characteristics of older adults who are less
likely to use patient portals included having less education, low health literacy,
less experience with technology, and low computer confidence and self-efficacy
(Gordon and Hornbrook 2016; Nahm et al. 2016). Recent multiple focus group-
based research (Irizarry et al. 2017) found the following themes among older people
in regard to technology use for healthcare, specifically, patient portal adoption:

• Having limited or poor relationship with technology: “Difficulty troubleshooting
without having access to live technical support,” “no prior experience and
training using computers,” “afraid of making a mistake,” and “lack of knowledge,
which caused avoidance of portals or reliance on family members”

• Experiencing fear and frustration with technology and portals: “not understand-
ing the security risks but afraid of them”

• Being willing to adopt portal with support: “Lack of confidence in their own
abilities but interested in someone’s accessing the portal on their behalf,”
“indicating that task-specific training would help them to learn the purpose of
each function”

• Viewing portals as beneficial: “Interested in finding personal information and
results and communicating with providers”

The above themes clearly indicate that older people have an interest in portals but
that their lack of confidence and self-efficacy as well as computer anxiety hinder
their perceptions of the effort that it takes to use a patient portal. It is clear that
there is demand for training in the use of patient portals, and accessible support
may increase confidence and reduce anxiety, resulting in older individuals’ finding
portal use to be easier. The literature includes several empirical studies in which
technical and user support is given to healthcare stakeholders, rather than patients,
in the use of electronic patient records (Michel-Verkerke and Hoogeboom 2012; Yu
et al. 2008). Thus, the role of technical support on the perceived ease of use of a
patient portal, especially for older uses, warrants research.
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Although much attention has been paid to the characteristics of older adults who
do not adopt patient portals, little has been given to how older people’s perceptions
of ease of use of patient portals changes when they receive customized training and
on-demand support. To this end, our research was guided by the following research
question: To what extent do computer self-efficacy, computer anxiety, and computer
confidence change due to training the elderly, and how does this change affect the
perceived ease of use of patient portals?

Furthermore, we investigate the motivation of self-monitoring and the sharing
self-generated health information with providers among those who received training
and support and compare this data with those in the treatment group. We seek to
understand the possible antecedents of self-monitoring and willingness to sharing
that information with the providers with the intent that patients better engage with
their own care through connected health. It is found that empowered patients are
more likely to participate in a connected health system (Caulfield and Donnelly
2013), which supports an enhanced preventative and predictive health decision-
based care. It is mainly driven by the pervasive and participatory effect of patients
to drive a more personalized care (Poon and Zhang 2008).

Caulfield and Donnelly (2013, p. 704) defined connected care as “Connected
Health encompasses terms such as wireless, digital, electronic, mobile, and tele-
health and refers to a conceptual model for health management where devices,
services, or interventions are designed around the patient’s needs, and health
related data is shared, in such a way that the patient can receive care in the
most proactive and efficient manner possible. All stakeholders in the process are
‘connected’ by means of timely sharing and presentation of accurate and pertinent
information regarding patient status through smarter use of data, devices, commu-
nication platforms and people.” This definition highlights the shift from reactive to
proactive care, and our focus is on the elderly patients sharing their self-generated
health information with their physicians using advanced information technology.
Currently, manually entering information is a more feasible approach, but the focus
must shift toward smart devices, which automatically upload measurements of their
users. As a first step, we need to find a determinant of the willingness of elderly
users to share this information using a more advanced technology that they are
comfortable with. We propose that computer training and provided support will
increase the confidence in self-ability among the elderly to a level which will
enable them to share their information with their physicians using current pervasive
technology, which they can use. This may also enable elderly patients to adopt smart
devices, which will automatically upload their information. But that is a farfetched
goal, and this study hypothesizes that a targeted training to increase comfort and
confidence with computers and reduce anxiety for the purpose of accessing health
records through a patient portal is the first step in this process. Once the elderly
users are comfortable with the concept and purpose of accessing health information
through a portal and have a better understanding of the way technology used to
display and capture health information, they will better engaged through the use of
technology.
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2.1 Theoretical Background

Organizational software users usually receive training on how to use a new
information system (IS) effectively and efficiently to increase productivity (Lamb
and Kling 2003). Consumers, in contrast, are less likely to receive training when
considering to use a new IS for personal use and are motivated by a balance of
utilitarian and hedonic factors (Agarwal and Karahanna 2000; Shiv and Fedorikhin
1999). Utilitarian factors are objective in nature and refer to the usefulness or cost
benefit of the IS. Researchers have found that technology acceptance is greatly
influenced by these objective factors, which, in technology acceptance models,
comprise perceived usefulness (Davis 1989; Venkatesh and Bala 2008). Hedonic
factors concern the enjoyment and ease of use of the technology; more recent
acceptance models refer to this as perceived ease of use (Agarwal and Karahanna
2000; Dabholkar 1996; van der Heijden 2004; Venkatesh 2000; Venkatesh et al.
2012).

A variety of acceptance models have evolved in recent decades, but all grew
out of the Technology Acceptance Model (TAM), introduced by Davis (Davis
1986), which evolved from the Theory of Reasoned Action (TRA) by Ajzen and
Fishbein (1980). Both of these powerful and parsimonious theories (Lucas and
Spitler 1999; Venkatesh and Davis 2000) assume that an individual’s acceptance
of IS is determined by the following two major variables:

• Perceived usefulness (PU)—utilitarian factor: “The degree to which a person
believes that using a particular system would enhance his or her job performance”
(Davis 1989, p. 320).

• Perceived ease of use (PEU)—hedonic factor: “The degree to which a person
believes that using an IT will be free of effort” (Davis 1989, p. 320).

This study explores the PEU of patient portals by the elderly through the lens of
the PEU construct in acceptance models. It has been shown empirically that PEU
has a direct positive effect on behavioral intention, which, in turn, has a direct effect
on use behavior. Therefore, a better prediction of the driving forces of PEU will
increase understanding of the intention to use and actual use of patient portals.

More recent acceptance models have the same underlying constructs, which
have been proven to affect intention and use. Social influence processes and
cognitive instrumental processes, such as job relevance and output quality, were
incorporated into later acceptance models, such as TAM2 (Venkatesh and Davis
2000). Venkatesh and Bala (2008) further identified PEU determinants in TAM3,
namely, anchor determinants (computer self-efficacy, perception of external control,
computer anxiety, computer playfulness) and adjustment determinants (perceived
enjoyment, objective utility). Venkatesh (2000) suggested that perceived enjoyment,
computer self-efficacy, and perception of external control play a strong role in PEU
even after individuals gain experience with a new system. In contrast, computer
anxiety and playfulness were found to diminish over time.
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PEU of an information system is supported by Bandura’s self-efficacy research
(Li and Kishore 2006) and defined as “judgement on how well one can execute
courses of action required to deal with prospective situation” (Li and Kishore
2006, p. 122). Davis (1989) drew the association between self-efficacy and PEU
as proximal determinants of behavior. Our intervention study is based on Bandura’s
self-efficacy theory as applied to computer training.

Bandura’s self-efficacy theory (Bandura 1977) is a major part of his social
learning theory. According to Bandura’s self-efficacy theory, combining the four
indicators of efficacy expectations in a training program will increase computer
self-efficacy, and based on the literature, we argue that it also will increase
computer confidence and lower computer anxiety. These determinants, coupled with
accessible support, will increase PEU.

Infrastructural and user support after training is comparable to the facilitating
conditions in the unified theory of acceptance and use of technology (UTAUT)
model and has been shown to affect technology use and trust in users’ own abilities
(Venkatesh and Bala 2008; Venkatesh and Davis 2000; Lu et al. 2005; Ratnasingam
et al. 2005; Rensel et al. 2006; Winter and Chudoba 1998).

3 Conceptual Framework and Hypotheses

We empirically measured the effect of training on these constructs and on elderly
people’s PEU of their patient portal. We measured training effectiveness, using
computer self-efficacy, computer anxiety, and computer confidence scales. Self-
efficacy, anxiety, and confidence were found to be strong determinants of PEU. The
conceptual model is shown in Fig. 1, which indicates the theoretical model of PEU
and its constructs that are affected by computer and patient portal training.

Computer anxiety is defined as the degree of “an individual’s apprehension, or
even fear, when she/he is faced with the possibility of using computers” (Venkatesh
2000 p. 349, drawn on Simonson et al. 1987). Empirical studies have found that
computer anxiety is negatively related to confidence and comfort with computer use

Fig. 1 Conceptual framework
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(Harrington et al. 1990) and positively related to poor computer use and resisting
the adoption and use of computer software (Torkzadeh and Angula 1992; Heinssen
et al. 1987). Therefore, we posit:

Hypothesis 1 Training decreases computer anxiety and will increase the PEU of
patient portals by the elderly.

Computer self-efficacy is defined as the degree to which an individual believes
that he or she has the ability to successfully perform a specific task/job, using the
computer (Compeau and Higgins 1995a, b; Doll and Torkzadeh 1989). Bandura’s
self-efficacy concept has been used in the computer use context in many studies and
empirically shown to be positively related to users’ perception of software ease of
use. Therefore, we propose:

Hypothesis 2 Training increases computer self-efficacy and will increase the PEU
of patient portals by the elderly.

Computer confidence is defined as “one’s ability to do well in activities that
involve the computer” (Gardner et al. 1993, p. 429). Confidence has been measured
in several empirical works to evaluate user characteristics that influence computer
use (Rovai and Childress 2002; Yildirim 2000) and perception of effort it takes to
use computers (Davis 1989). Hence, we posit:

Hypothesis 3 Training increases computer confidence and will increase the PEU of
patient portals by the elderly.

Technical support is used directly as a predictor of IS ease of use and is part of
a group of perceived resources (Ngai et al. 2007). Perceived resources are similar
to perceived behavioral control construct in the theory of planned behavior: “... the
presence or absence of requisite resources and opportunities” (Ajzen and Madden
1986, p. 457).

Ralph defined technical support as involving “people trained to help users in
solving problems related to computer hardware and software” (Ralph 1991, p. 57).
It can be in a variety of forms, such as in person, over the phone, through instant
messaging, and so forth. Numerous empirical studies have identified technical
support as one of the most important factors in technology acceptance and user
satisfaction with ISs in multiple industries (Hofmann 2002; Sumner and Hostetler
1999; Mirani and King 1994). Commercial or consumer IS support, including
technical support, results in more favorable attitudes that should lead to greater
acceptance and the success of personal computing systems (Igbaria 1990). Lack
of technical support, however, has been shown to be a barrier to adopting an IS in
the field of healthcare (Igbaria 1990; Jha et al. 2009) as is a lack of help from peers
(Randeree 2007; Vishwanath and Scamurra 2007) Hence, we propose:

Hypothesis 4a An increase in the perceived level of computer technical support will
increase the PEU of patient portals by the elderly.

Adult and elderly learners are often characterized as having a lack of con-
fidence when learning the use of new software and require support (Russell
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1995). Infrastructure and technical support were found to positively influence IT
usage perceptions and increase user confidence and comfort with the software
(Bhattacherjee and Hikmet 2008). Researchers have studied technical support as a
subconstruct of other variables (Bhattacherjee and Hikmet 2008; Yiong et al. 2008)
or as a construct of its own that directly affects technology ease of use (Abbad et
al. 2009; Gazinoory and Afshari-Mofrad 2011). To enhance technology learning
outcomes and satisfaction, technical support should be provided, as it increases
confidence in users’ abilities to perform the tasks learned in training (Kidd 2010).
Thus, we hypothesize that technical support is also a subconstruct of computer
anxiety, computer self-efficacy, and computer confidence:

Hypothesis 4b An increase in perceived level of computer technical support will
decrease computer anxiety among the elderly.

Hypothesis 4c An increase in perceived level of computer technical support will
increase computer self-efficacy among the elderly.

Hypothesis 4d An increase in perceived level of computer technical support will
increase computer confidence among the elderly.

4 Methodology

This randomized, control-group, repeated-measures intervention study involves the
measurement of context- and learner-specific training’s effect on comfort of using
a computer and, ultimately, on PEU of a patient portal. Computer confidence,
self-efficacy, and anxiety were measured, and the results between the training and
control groups were compared three times: (1) before training, (2) immediately after
training, and (3) 6 weeks after training. The control group received training after the
final assessment was taken.

4.1 Participants and Setting

Computer training was offered to a group of volunteers aged 65 years or older who
identified themselves as uncomfortable with computers yet interested in accessing
their own personal health records through a patient portal. We recruited participants
from health fairs in the United States and retirement homes as well as asked
volunteers to encourage their qualified acquaintances to sign up. An informed
consent form was provided to all participants.

The training also included a detailed printed manual that consisted of screenshots
of five patient portals from the large providers in the area and short explana-
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tions of what each field and button represent. Registration, appointment schedul-
ing/modifying, messaging doctors, and prescription refill requests were detailed step
by step for each portal. This manual and the purpose of the patient portal were
covered after a basic computer and web browser skills review. The training was
delivered face to face by qualified instructors, who covered pre-established material
in an agreed way that followed Bandura’s self-efficacy expectations. Participants
engaged in training until they felt that they could comfortably log into a test account
on a portal and perform basic transactions. Most participants needed only one
session.

4.2 Instrumentation

Subscales from Gressard’s Computer Attitude Scale (Gressard and Loyd 1986) were
used to measure computer anxiety (CA) and computer confidence (CC). The 10-item
Likert scale answers for CA ranged from “strongly agree” to “strongly disagree,”
with higher scores’ indicating lower levels of anxiety. Similarly, CC also was
measured by 10 items, with higher scores’ indicating higher computer confidence.
The computer self-efficacy (SE) construct was measured through Compeau and
Higgins’ 10-item instrument (Compeau and Higgins 1995a, b), with questions that
started with “I could complete the job, using the software package . . . ” and 10
response items that included statements such as “ . . . if there was no one around to
tell me what to do as I go along.” Answers were yes or no, and respondents chose
from a 1 to 10 scale that ranged from “not at all confident” (1) to “totally confident”
(10). Only yes answers and their corresponding answers were counted for scoring,
and, again, higher scores indicated higher SE.

Content validity was reviewed by experts who worked with older adults in a
validity survey and were based on six responses. The content validity indexes ranged
from 0.89 to 0.98 for representativeness and 0.85 to 0.94 for clarity. Reliability
coefficients were 0.92, 0.90, and 0.89 for CA, CC, and SE, respectively. Other
studies also found high internal consistency scores for these scales (Nash and Moroz
1997).

4.3 Data Collection

Eligible participants were randomly assigned to the training (intervention) group or
the control group, which did not receive training until the study was concluded. The
survey, including the CA, CC, and SE items, was administered prior to training,
immediately after training, and 6 weeks after training.



520 K. Bozan and D. Mooney

5 Results

Initially, there were 126 participants, but multiple people discontinued their involve-
ment during the study. A total of 109 participants of a variety of ethnicities finished
all three surveys. The mean age was 70.4 years, 68% of the participants were
female, and all participants had some kind of formal education. In addition, 48%
of the participants defined themselves as unfamiliar with computers, 32% defined
themselves as somewhat familiar, and 20% indicated that they are fairly familiar
with computers. Further, 62% of participants revealed that they have no Internet
access, and 82% of participants indicated that they feel that patient portals are good
idea even though they are accessed through computers.

5.1 Analysis of Variance

We analyzed the repeated measures analysis of variance (ANOVA) of the mean
scores across participants at the three time intervals (before training, immediately
after training, and 6 weeks after training). A total of 48 participants completed the
training, and 61 were in the control group. We chose a repeated-measures ANOVA
versus an independent (between-subject) ANOVA because the repeated-measures
ANOVA further divides the within-group variability (that is, the error term in an
independent ANOVA) into subject variability and a smaller error term. We used
SPSS statistical software for the pairwise, repeated-measures ANOVA analysis.

Table 1 summarizes the mean scores of the CC, CA, and SE questionnaire across
participants in the treatment group and their F-score across the three measurement
points: before training (T1), right after training (T2), and 6 weeks after training
(T3). The control group maintained a relatively similar level to the baseline across
the measurement points; their score is decreased but not significantly.

5.1.1 Computer Anxiety

The CA scores increased compared to the baseline scores. This indicates reduced
anxiety related to using a computer and to accessing the patient portal after training.

Table 1 Mean scores of
treatment group

T1 T2 T3

CA (Mean/SD) 24.68/4.67 36.18/6.13 32.81/5.91
CC (Mean/SD) 27.11/5.41 36.18/6.13 32.81/5.91
SE (Mean/SD) 38.81/6.93 67.43/8.07 61.83/7.63
F (dftime/dferror) 34.71*** 19.95*** 26.42***

∗∗∗ p < 0.001
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Baseline CA score mean (M) = 24.68 (SD = 4.67);
After training, M = 36.18 (SD = 6.13);
6 weeks after training, M = 32.81 (SD = 5.91).

The change in CA level was statistically significant over time, F (2, 94) = 34.71,
p < 0.001.

5.1.2 Computer Confidence

The CC scores also increased compared to the baseline scores. This indicates
increased confidence in computer and patient portal use after training.

Baseline CC score mean (M) = 27.11 (SD = 5.41).
After training, M = 41.93 (SD = 7.03).
6 weeks after training, M = 38.39 (SD = 6.61).

The change in CC level was statistically significant over time, F(2, 94) = 19.95,
p < 0.001.

5.1.3 Computer Self-Efficacy

The SE scores increased compared to the baseline scores. This indicates increased
computer self-efficacy after training.

Baseline SE score mean (M) = 38.81 (SD = 6.93).
After training, M = 67.43 (SD = 8.07).
6 weeks after training, M = 61.83.81 (SD = 7.63).

The change in SE level was statistically significant over time, F(2, 94) = 26.42,
p < 0.001.

5.2 Partial Least Squares

Partial least squares (PLS) is a second-generation regression model that combines
a factor analysis with linear regression, making only minimal distribution assump-
tions (Gefen et al. 2000). We chose to measure the path coefficients in the conceptual
model to see the determinants of PEU of patient portals before training (T1), in
immediate response to training (T2), and 6 weeks after training (T3). Venkatesh
and Davis used stepwise regression analysis when empirically testing their TAM2
model (Venkatesh and Davis 2000); they opted against structural equation modeling
due to the two-item scales in the measurement model that can cause instability in
the parameter estimates. Our conceptual model has far fewer constructs, and the
number of measurement items is sufficient for the model; hence, PLS appears to



522 K. Bozan and D. Mooney

be a reasonable choice for path analysis. Gefen et al. (2000) tested TAM using
four different methods, and PLS was found to provide strong predictive power
in construct relationships. Several researchers regard PLS to be superior to more
rigorous covariance-based structural equation modeling (SEM) (Thompson et al.
1995; Chin 1998a, b).

5.2.1 Instrumentation and Measurement Model

The same measurement scales were used for CA, CC, and SE across the three time
periods, and we used Venkatesh’s scales for PEU (Venkatesh and Davis 2000). The
Cronbach alpha for internal consistency across the three time periods were 0.82–
0.92 for CA, 0.84–0.93 for CC, 0.81–0.91 for SE, and 0.86–0.97 for ease of use;
therefore, high reliability could be assumed for all measurement scales. Principal
component analysis, with direct oblimin rotation exhibited, strongly supported
construct validity and showed low cross-loadings. Measurement items came from
the literature (Davis 1989; Ngai et al. 2007; Davis and Venkatesh 1996; Mathieson
1991; Taylor and Todd 1995), and the high reliability and validity are consistent
with earlier empirical studies that use these items.

The measurement was created in structural equating software, SmartPLS, to
assess the properties of the latent constructs. Sample covariance matrices were
utilized to test the explanatory power and overall fit of the research model and,
ultimately, the relative strengths of the causal paths between the variables described
in the model. Common model-fit measures were used to evaluate the model’s
goodness-of-fit using pooled data, and all measures were within the tolerance limits
found in the literature. Non-normed fit index (NNFI) = 0.927 (>0.90), compar-
ative fit index (CFI) = 0.931 (>0.90), root mean square error of approximation
(RMSEA) = 0.077 (<0.10), normed chi-square = 2.014 (<3.0), and GFI = 0.935
(>0.90).

5.2.2 Explaining Perceived Level of Patient Portal Ease of Use

Table 2 provides a summary of the effect of CA, CC, and SE and perceived level of
technical support (TS) on perceived level of patient portal perceived ease of use. SE
was shown to be a strong determinant of perceived ease of use, which is consistent
with the literature (Davis and Venkatesh 1996). CA was a significant secondary
determinant. Perceived level of TS had a somewhat strong effect on perceived level
of patient portal ease of use among the elderly, but its effect weakened as time passed
after training, also consistent with longitudinal technology acceptance literature
(Venkatesh and Davis 2000).
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Table 2 Regression results
explaining PEU

Time of measurement R2 ß

Before training (T1) 0.46
Computer anxiety 0.39*
Computer self-efficacy 0.48**
Computer confidence 0.12*
PL of technical support 0.24*

Right after training (T2) 0.56
CA 0.34**
SE 0.45*
CC 0.19**
TS 0.33**

6 weeks after training (T3) 0.48
CA 0.41*
SE 0.45**
CC 0.23*
TS 0.18*

∗ P < 0.05, ∗∗ P < 0.01

6 Factors Affecting Willingness to Share Self-Generated
Data

In this study, patient portals were mainly viewed as display of health information
generated at the time of healthcare visit. While this is important to enhance patient’s
awareness of the information, it can also enhance adherence (McInnes et al. 2013;
Bozan 2017), trust (Lyles et al. 2013), and satisfaction with care among the elderly
(Otte-Trojel et al. 2014). However, it is not well understood whether patients are
willing to share their own, self-generated data with the providers and what factors
affect this willingness. In this regard, we had an interview-live discussion with each
participant after the training and asked few open-ended questions in regard to their
routine on self-monitoring, such as vital signs, medication adherence, etc., and their
willingness to share this information electronically with their provider. In order
to better understand the determinants for patient engagement, we categorized the
motivating and contributing factors and their proposed effect on willingness to share
self-generated data with providers.

The interviews were relatively short during the discussion after training with
the treatment group and before the actual training of the treatment group. Only
those participants who stayed after training were asked, and out of the 48 who
received training, 12 discussed their perceptions of sharing self-generated health
information through patient portal or other application with the their providers. Out
of the 61 people in the control group, 14 discussed the same before they received
the actual training. The discussions were recorded and analyzed using qualitative
clustering method, where we grouped and conceptualized the excerpts with similar
characteristics (Miles and Huberman 1994). The object of this investigation was
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to see the willingness and determinants that enhance or hinder the sharing of self-
generated health information with health professionals using technology among the
elderly. As no developed methods were demonstrated, the discussions concerned the
adoption intention of such process, considering the identified determinants.

6.1 Results

The average experience with computers and the Internet was similar among the
respondents, except the fact that those who went through patient portal training
exhibited increased computer confidence and self-efficacy and reduced anxiety. This
was not evident at the time of data collection as the analysis of the survey following
the training took place later in time.

6.1.1 Perceived Advantage

The perceived advantage of self-monitoring and sharing the information with health-
care providers included keeping the physicians “up-to-date” or “in the loop” as some
respondents described it. Generally, all respondents agreed that the appointment-
based face-to-face meeting is the preferred method of their healthcare, but it limits
the interaction and health data collection to a small segment of the possibility. As
one respondent puts it:

I have been measuring my own blood pressure for many years and noticing some irregular
readings, which makes me wonder. When I see my doctor and they take my measurements
there, it never shows those irregularities that concern me.

Other said:

I feel more comfortable if my doctor sees my glucose numbers even before I have an
appointment. I don’t always know what measurement is alarming and which one is OK.

The idea of adding notes was important to some respondents:

I don’t think my measurements always give the full picture. I have the best blood pressure
numbers but I feel dizzy and fatigued. I would like the doctor know these episodes rather
than just have occasional readings and have a quick recap of my past few months. I may
forget to mention specific situations.

The interviewers mentioned the possibility of manual data entry to an application
that is connected to the personal or electronic health records systems and also
described a hypothetical scenario, where the self-monitoring device would auto-
matically send the reading information to the physicians’ system. The difference
between confidences in the ability to perform such submission was clear in the
manual type of data entry, while the automatic data upload scenario seemed equally
attractive to respondents from both the treatment group, which just finished the
training and the control group, which was about to receive the training.
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6.1.2 Learnability

The main concern from respondents was clustered together in the effort it takes
to learn a system that would be used to capture and transmit self-generated
health information. When the patient portal was mentioned as a possible medium,
respondents from the treatment group felt much more confident in their responses
about their perceived ability to learn and use that platform.

I like this portal and if I am shown where to enter my glucose numbers and blood pressure
measures, I am sure I could get used to it quickly.

Respondents from the treatment group showed some extent of apprehension when
they discussed their ability to enter information into an application.

I am confused about where to write what and what to click. Calling my doctor is just much
easier.

It is clear that those who went through the training had increased confidence to use
the portal and they also felt that other applications would be easy to learn as long as
they get some training in that as well.

6.1.3 Security

We received a harmonious response from both groups in regard to the perceived
security risk of entering and sending their health information through an application
to their physicians. It is understandable as the training was not covering such topics.

I don’t know where my data will end up and who will read it. How do I know it goes directly
to my doctor? I feel more comfortable telling certain issues in person.

What if the system breaks and never send my message?

This signals that not only the user interface usability but also the medium used and
network provider contribute to the perceived security formation.

6.1.4 Trust

Trust can be a barrier to sharing electronic data; existing research found that it is not
always supported when patients voluntarily share their heath information with their
physicians using electronic medium (Goel et al. 2011). This is especially holding
to older patients. The application needs to be affiliated with the hospital in order to
gain older patients’ trust entering their health information.

If I see my doctor’s name or her office on the webpage, I would feel better about entering
my information.

. . . (the application) needs to show me that it is associated with the hospital I usually go
to. I don’t think I would enter anything into a website, who knows where my information
would end up.
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This apprehension is lightened by those respondents who went through the training.

I like how I can see my information on the portal and if I could just send in my blood
pressure and glucose readings, it would be great.

Some respondents expressed their unease with the personnel who may have access
to the information that they send to their physicians. The concern was around if
other physicians, nurses, or support staff has access to the information.

I wouldn’t want my information and notes to my doctor accessed and reacted by others.
I need to make sure it is read, understood and responded on by my doctor who has been

seeing me for quite some time.

6.1.5 Effort

Most websites and patient portals are created for “digital natives,” those who have
extensive experience using the Internet and websites, and the “digital immigrants,”
those elderly who have not used the Internet and computers during their work years.
Many cognitive and physchomotor functions make it challenging to the elderly
physically perform the tasks to manually enter information into applications for
sharing with their physicians. Accessing information seems less on an effort but
the responses touched on entering information into fields and the effort it takes to
learn what to enter where and how to access the particular application. Overall, it
was obvious that the effort it takes may outweigh the perceived benefit to some
respondents.

I was just fine talking to my doctor and going to appointments and why should I change
that?

I will just bring in my blood pressure numbers on paper and my doctor will review it during
my appointment.

Those who just finished training found the perceived effort to capture their self-
generated health information more manageable but counted on technical support.

I think it is not much more difficult than accessing my information on the patient portal.
With some training or support, I am sure I can learn it and I would want see if it helps my
doctor better diagnose me with that information.

7 Discussion

Intervention studies have found training to be an important factor in technology
acceptance. Nevertheless, the design of the training and its specific psychological
effect on users’ perceptions have not been studied. Based on Bandura’s self-efficacy
theory, context- and trainee-specific training have a significant effect on computer
comfort among the elderly.
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The limited understanding of meaningful training design to enhance acceptance
is evident in literature (Davis and Venkatesh 1996). Although computer self-efficacy
is empirically proven to enhance perceived ease of use, as is objective usability, other
psychological factors have not received attention. Following the literature, this study
hypothesized that computer anxiety and computer confidence, along with perceived
level of technical support, have positive effects on perceived ease of use of patient
portals among the elderly.

The repeated-measures ANOVA showed statistically significant changes in the
mean scores of computer anxiety, computer confidence, and computer self-efficacy
across the temporal measurements. In addition, the results indicated that the control
group did not experience an increase in CA, CC, or SE. The training was shown to
increase computer self-efficacy and computer confidence and to reduce computer
anxiety in the context of patient portal use among the elderly. The significant
changes in the above scores were maintained 6 weeks after training, even though
no additional training was provided.

PLS found SE to be the strongest determinant across all three measurement
points. This can be attributed to the fact that elderly people find it important
to acquire skills that enhance their ability to perform tasks and actions using
computers. Elderly users are enthusiastic learners, and we found that the training,
based on Bandura’s self-efficacy model, worked well with their learning style. The
sense of accomplishment, coupled with a positive emotional response and peer-
related hands-on training, increased older individuals’ perceptions of self-efficacy
in regard to patient portal ease of use.

The increasing coefficients of SE and CC may be due to the realization of
newly acquired skills and the enjoyment that they generate. Older computer users
appreciate the confidence, self-esteem (Gatto and Tak 2008), and accomplishments
that they gain through training (Reed et al. 2005).

The perceived level of TS showed an interesting result. TS, as a determinant
of PEU of the patient portal by the elderly, was shown to be less significant prior
to training. This may be due to the fact that elderly people do not know what
to expect from TS and initially perceive it as not beneficial. As the training took
place, however, elderly users realized that technical support would benefit them, as
they may need only minor assistance to move forward. Hence, the strength of TS
increased after training, and the increase in the other constructs (SE, CC, and CA)
may be attributed to having TS available, providing peace of mind. Although the
literature often uses TS as a precursor of self-efficacy and computer confidence, we
opted to test its effect on ease of use directly as well. First, the perceived level of
TS is considered when the ease of use of a software is consciously or unconsciously
assessed. Having a resource to depend on should have a direct effect on the level of
PEU. This is especially the case among the elderly, who may be less resourceful and
creative with software use during their initial phase of learning it (Roskos-Ewoldsen
et al. 2008; Salthouse 2004). In addition, the large amount of new information
may leave elderly users confused, and they are comforted by knowing that TS is
available. The decline of the perceived importance of TS at 6 weeks after the training
indicated that TS seemed more important immediately after training but that, once
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the regular tasks that involve the use a patient portal became a habit, the importance
declined.

Understanding the key constructs of patient portal PEU for the elderly can help
with effective training design and intervention (Davis and Venkatesh 1996). The
constructs that this study theorized and empirically tested proved to be strong
indicators of patient portal PEU and the effect that training had on them.

This study contributes to existing acceptance theories by including a learner- and
software-specific training intervention. The existing literature has examined mainly
software acceptance in an organizational setting in which software use is mandated.
Therefore, PEU has not been properly investigated, as the focus was mainly on
perceived usefulness. The voluntariness of software use is greatly dependent on
the usability of the software, and this study addressed this issue and identified the
constructs of PEU and the effect of training among the elderly.

Future research should investigate how peers influence elderly people to use
patient portals. Feedback from this training indicated that some attendees took the
training because they were “jealous” that some of their friends were able to log in
to their own health information. Others said that their doctors recommended the
patient portal or that they had received mail that indicated the availability of their
information online. They indicated that their PEU of the portal and their lack of
skills prevented them from exploring all that the patient portals had to offer.

The purpose of the interviews was to identify the willingness of the elderly
people to share their self-generated health information, such as vital signs, glucose,
etc., with their physicians using an information system application. The respondents
from the group, which just finished the training showed an increased confidence in
the technology and in their own ability to enter such information into an application.
They also showed increased trust in technology.

The other group has not yet received the training and their responses showed
lower level of confidence and increased computer anxiety.

Respondents from both groups found the sharing of self-generated data advanta-
geous and to their benefit and felt that the doctors would be better informed this way
to provide better diagnosis. The answers were grouped into five major themes based
on the qualitative clustering method and identified as the determinants of willingness
to share user-generated data. We labeled them as perceived advantage, learnability,
security risk, trust, and effort. Table 3 summarizes the contributing aspects of these
determinants and the proposed effect of these determinants on the willingness to
share user-generated data. Positive indicates the aspects impact on the willingness
to share user-generated data, while negative effect indicates a possible barrier. We
also noted the difference we found in the responses from the respondents between
the treatment and control group.

The study is aimed to increase elderly users’ confidence with technology in
order to access patient portal through a training and technical support. We also
qualitatively measured the training’s impact on the willingness to share self-
generated data in order to shift the reactive care toward a proactive care. While the
feedback is encouraging and we found empirical evidence that the training helped
the elderly users to better understand the purpose of sharing their self-generated
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Table 3 Summary of qualitative clustering of willingness to share self-generated health informa-
tion by the elderly using information technology application

Determinant of
willingness to share
user-generated data Contributing aspect

Proposed effect on
willingness to share
user-generated data

Difference evident
between treatment
and control groups

Perceived advantage Keeping doctor
up-to-date
Peace of mind
Irregular readings are
noticed by physician
real time
Counting on
physician to let them
know when
appointment is
required based on
data reading
Having a “second set
of eyes” on the results
Have a chance to
share how patients
feel and not only the
actual measurement

Positive

Positive

Positive

Positive

Positive

Treatment group was
comfortable with
entering their own
data manually
Control group liked
the idea but did not
think it is possible
unless data is
uploaded
automatically

Learnability Enter data in patient
portal
Logging into a new
application
User interface
complexity
Support provided
Easy to follow
training material

Negative

Negative

Negative

Positive
Positive

Clear difference
between control and
treatment group

Security risks Unauthorized access
to data
Privacy
Device reliability
Error in transition

Negative

Negative
Negative
Negative

Both groups had the
same concerns

Trust In physicians
In other healthcare
stuff
In technology
Worries about
information is stolen

Positive
Negative

Positive/negative
Negative

Treatment group had
much higher
confidence in
technology

Effort To learn
To access
To enter information

Negative
Negative
Negative

Treatment group
found it less of a
perceived effort

health information that empowers them and be a part of connected health care to
receive proactive and personalized care.



530 K. Bozan and D. Mooney

8 Limitations

We designed one training session to reduce the chance of participants’ not coming
back and completing the survey; however, some participants did not show up or did
not complete the follow-up survey at 6 weeks after training. This reduced the power
of significance. Nevertheless, because we trained the control group after the study
concluded and collected the same longitudinal samples, the major findings in this
study were confirmed by their responses as well.

We did not include actual use to control for variations of SE, CC, CA, and TS
between those who used the patient portals during the 6 weeks between the second
and third measurement points and those who did not log in after training. Self-
reported confidence and actual skills to perform an action in a patient portal may
yield different results, and self-reported measures have been debated in IS research
(Straub et al. 1995).

This study did not control for the actual level of TS, which may have resulted in
a more granular elicitation of the phenomenon if the study had considered whether
the comfort of knowing that help is available is sufficient to increase SE, CC, and
CA or whether the actual use of such support has a different effect.

The comfort that users developed in a patient portal during training may not be
the same when they are faced with a different user interface or menu layout. The
perceived level of technical support may comfort users to rely on and users may
lose confidence without the presence of support. Although being resourceful was
outside of the scope of this study, it would be worth to measure older users’ self-
efficacy and creativity when faced with an unfamiliar portal.
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An Evaluation of the Point-of-Care (PoC)
System Implementation and Adoption
in a Multi-Campus Private Hospital
in Melbourne

Imran Muhammad and Nilmini Wickramasinghe

1 Introduction

Most if not all countries today are investing heavily in health information technology
in general and e-health in particular. One of the key reasons for this is the
immense pressures currently facing healthcare delivery caused by a confluence of
factors including changing patient demographics, financial implications, work force
shortages, advancements in medical technologies and the need to provide efficient
and effective patient-centric healthcare delivery. Due to an ever-increasing need for
effective and efficient healthcare services and delivery, healthcare organizations are
now trying to find integrated point-of-care health IT solutions to gain a strategic
advantage (Ives and Jarvenpaa 1991).

The complex nature of healthcare services is compelling healthcare organizations
to adopt best available technologies; in doing so healthcare organizations are
facing many problems. Thus, healthcare organizations need to adopt technologies
according to their requirements and best fit having considered their environment,
infrastructure, government regulations, and scope of their business, availability of
funds, and local culture and norms (Ignatiadis and Nandhakumar 2007). Healthcare
organizations are inclusive organizations, involving different stakeholders, partners,
customers, and suppliers from different cultures and different systems; they need
more sophisticated means of communication and interaction.
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Healthcare globally is at a crossroads. E-health is being seen as a vital necessity
to address escalating costs and yet provide quality healthcare. This in turn means
that the successful assimilation of these e-health solutions into their respective
healthcare contexts is vital so that the technology-mediated collaborations in
healthcare which serve to provide quality patient care and life-saving treatments
must not only be understood but also be facilitated and supported by these e-health
solutions.

Health information technology implementation is not limited to just installing
software; i.e. it is much more than a technology adoption. Rather, it involves
people issues more than technological issues (Cresswell et al. 2011). Research
indicates that people issues are more to blame for the unsuccessful efforts of e-
health implementations (Mukesh and Betsy 2009). The effect of sociotechnical
issues such as macro level or external factors including political, social, economic,
environmental infrastructure and technology, and laws and regulations; meso level
or organizational factors such as leadership, management style, policies, and
structure; and micro level or tactical factors such as information sharing, training
and learning, technical staff or user behaviour has been less widely studied (Nguyen
et al. 2015). Yet, it is precisely these issues that separately or in combination derail
numerous HIS implementations (Nguyen et al. 2015). To examine this dilemma, we
proffer a unique application of the fit-viability model (FVM) (Liang et al. 2007)
to facilitate a better understanding of key issues pertaining the implementation
and adoption of a point-of-care (PoC) system at one of the not-for-profit private
hospitals in Australia. In so doing, we answer the research question: ‘How can
an FVM assist in unpacking the varied sociotechnical issues in the adoption and
implementation of PoC system?’. This will help the decision-makers in hospital to
understand how the new system fits within the different departments and also if
it is a viable option to install such a new system. This study deals with just two
departments of the hospitals, namely, Food Services and Environment Services. An
exploratory single case study methodology is adopted. From such an analysis, we
believe it will be possible to identify optimal PoC solutions and opportunities to add
value. The remainder of this paper is structured as follows: the following section
presents a brief literature on point-of-care solutions followed by the theoretical
underpinning, methodology, and research design including data collection and
data analysis phases, as well as describing the examined point-of-care system and
its main elements. Section 5 presents and discusses the results, followed by a
conclusion that summarizes the research, its implications and limitations, and future
research directions.

2 Literature Review

Today, there exist various studies that investigate the impact of IS/IT on specific
aspects of healthcare delivery such as patient outcomes (Goldzweig et al. 2013;
Tucker et al. 2014), patient safety (Farley et al. 2013; Middleton et al. 2013),
quality of care (Kellermann and Jones 2013), the efficiency of healthcare delivery
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operations (Goldzweig et al. 2013; Lee 2013), and the cost of these operations
(Balabanova et al. 2013). That being said, the majority of the reviewed studies,
however, share two types of limitations: (1) they tend to study specific systems
and their impacts on a particular output, and (2) most of these studies lack
adopting sociotechnical aspects to cover the different levels of healthcare delivery,
which makes their findings questionable, especially when issues around patient
outcomes and safety are of concern (ibid). Moreover, they focus narrowly on cost
containment rather than how to support value-based care delivery. In addition, the
current literature shows contradictory results from different studies on the impact of
IS/IT on different outputs such as quality of care, patient safety, patient outcomes,
cost, and efficiency (Chaudhry et al. 2006; Jones et al. 2014) which calls for a
deeper examination of IS/IT in healthcare to investigate the impact of IS/IT on the
organizational performance of healthcare providers.

Patient-centric care, an emerging key success factor for healthcare delivery, pro-
vides customized precision care to each patient’s individual needs and requirements
(Reynolds 2009). The literature identifies several components of patient-centric care
delivery, including; patient participation and involvement and the context where care
is delivered (Kitson et al. 2012). Hence, investigating the role of IS/IT in delivering
patient-centric care is vital for today’s healthcare systems and structures, and to date
is not well studied.

Many healthcare information systems have been implemented around the globe
with mixed results, despite the claims that HIS can play a significant role in
efficiency and effectiveness of healthcare service delivery (Muhammad and Wickra-
masinghe 2014) The literature provides evidence of failed clinical systems and lack
of adoption by users (DesRoches et al. 2008; Protti et al. 2009). Challenges and
barriers to implementation and adoption of bedside PoC systems in hospital wards
have been extensively debated (Brailer 2005; Choi et al. 2004; Yao et al. 2005;
Nguyen et al. 2015).

Researchers have divided these barriers into different categories ranging from
environmental, social, technical, and organizational (André et al. 2008). These
factors can play a very crucial role in the decision-making process of technology
adoption (Huang and Palvia 2001). In a healthcare service context, where orga-
nizations are now required to work as a networked framework, health information
technology implementation and adoption would be a more complex and challenging
endeavour because of the different business processes, the available infrastructure,
compatibility issues, decision centres, authorization mechanisms and hierarchies,
enterprise systems, and data semantics (Avgerou 2008; Liu et al. 2011; Trudel
2010). IT implementations can cause serious disruptions in service deliveries, and
in result, at productivity and healthcare services are one of the very critical areas of
services that cannot afford disruptions (Kralewski et al. 2010; Scott et al. 2005).

There are many organizational barriers to the implementation and the adoption
of e-health technologies, for example, poor governance, organizational culture,
and proper management of the change process, that could harm the flow of
transformation (Greenhalgh and Stones 2010; Kennedy 2011). These issues can
aggravate the resistance to the change process and complicate the dissemination of
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the e-health technology. Technological issues can also exacerbate the resistance to
the adoption of health information technology (Muhammad and Wickramasinghe
2014). The lack of infrastructure and standards results in a fragmentation of
healthcare information systems and this contributes to creating a very complex
situation for coordination (Kennedy 2011; Trudel 2010). Pre-implementation and
post-implementation vendor support is another key concern for organizations
(Kennedy 2011; Liu et al. 2011). Lack of technical resources and experience
with information technology implementation within healthcare settings are other
problems faced by many (Trudel 2010; Liu et al. 2011; Kennedy 2011).

People issues, ranging from user acceptance (Trudel 2010), perceived ease of
use (Al-Azmi et al. 2009), lack of knowledge about the system (André et al. 2008;
Liu et al. 2011), lack of training, lack of stakeholder consultation (Showell 2011),
lack of willingness to assimilate the technology in to daily routines and processes
(Greenhalgh and Stones 2010), conflict between system and user-embedded values
(Greenhalgh and Stones 2010), complex and complicated user interfaces, conflict
between physician activities and training schedules (André et al. 2008), and
complications in patient-provider communications are some of the major concerns.
Further, it is paramount that the systems are user-centric and have a good fit with
user values as well as existing healthcare systems (Liang et al. 2007).

2.1 The Point-of-Care (PoC) System

The point-of-care system is an integrated care coordination platform that sits at
the patient’s bedside consisting of various modules which all work in concert to
provide integrated care and support functions in an acute care context. A point-of-
care solution is distinct from an electronic medical record as it does not support all
medical and clinical input and primarily is tailored around nursing and patient care
activities. Many healthcare organizations are turning to point-of-care solutions as
they enable more tailoring and are not as expensive and disruptive as large- scale
EMR adoptions. As a system, PoC consists of 4 tiers as described in Table 1.

2.2 Fit-Viability Model

Tjan (2001) proposed fit-viability dimensions for evaluating Internet initiative
projects. Liang and Wei (2004), by taking these two dimensions and adding task-
technology fit (TTF) theory, proposed a fit-viability model to study m-commerce
applications as shown in Fig. 1.

In this framework, viability measures the readiness of the organization for
the technology adoption and implementation, and fit measures capabilities of the
systems to optimally perform the required tasks. These two dimensions make a
simple matrix with fit on horizontal and viability on vertical axis. By using the
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Table 1 The four tiers of the point-of-care system

Tier Description

Core
platform

This is the core foundation of all services and applications that may run on top of
the system. The main features of this core platform are:
1. Centralized content management
2. Hospital systems integration through HL7 to provide real-time information at the
point of care
3. Highly secure environment with 256-bit encryption for all patients’ information
4. Multimedia for patients, including IPTV, internet access, and video streaming on
any connected terminal
5. Customized branding to provide a consistent experience as possible for both
patients and clinicians
6. Proactive management for patient satisfaction through real-time surveys about
various aspects of their care, stay, or treatment

Feature
packs

This tier addresses three areas:
1. Enhancing patient experience through personalized treatment plans, better
communications with their clinicians, as well as providing a wide range of
entertainment choices
2. Improving clinical workflow by assuring the access to valid information and/or
valid real-time data
3. Engaging patients in their care plans, education programs, and communicating
with their clinicians through efficient and easy to use patient portals

Add-on
items/
modules

This tier aims to provide patients with help and support for their orientation and
introduction to available services. This is enabled through providing digital
signage, way finding, accessibility options (screen readers, eye-tracking, speech
recognition and so on), and presence (Who’s done what)

Third
party
content

This tier is designed to provide third-party contents for both patient entertainment
and patient education. While the former is based on personal choices, the latter is
based on a patient’s profile, age, or cognitive ability. The care team can also assign
personalized/customized content based on their judgement/ assessment for
patients’ individual health conditions.

Low

Find Alternative
Technology

Organizational
Restructuring

Good Target

Forget it
Low

Viability

High

High

Fit

Fig. 1 The fit-viability framework. (Adopted from: Liang and Wei 2004)

four corners of the matrix, organizations can understand the feasibility of system
implementation based on its viability and fit and thus make an informed decision
for technology adoption and implementation.
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2.3 Task-Technology Fit

The theoretical basis of the fit construct is derived from the task-technology fit
model which according to Goodhue (https://pdfs.semanticscholar.org/668e/58d4e
3479317257a41ce66c688a8aa663399.pdf) argues that a fit between task charac-
teristics and system features need to be high for the better performance and
success, and this will have effect on the decision-making process of an organization.
Research (Soh et al. 2000) has indicated that if a system is more aligned with the
requirements of the users there are greater chances of system success which leads
to better performance. It means that if the features offered by the system fit with the
task requirements the users will be more incline to use it.

2.4 Viability

Viability refers to the degree of impact of environment and organizational factors
on a system adoption and implementation decision. These factors at the macro
level include political and social, economic, environmental, as well as infrastruc-
ture/technology factors. At the organizational level, literature has proposed many
factors at the strategic and tactical levels (Umble et al. 2003). These factors include
leadership, management style, polices, information sharing, training and learning,
technical staff, and user behaviour. Taking the example of PoC, economic and
technological factors are crucial factors in HIS implementations; and ignoring these
factors could lead to unsuccessful projects. Management support, physical and
IT infrastructure create stronger desire of system implementation and innovation
adoption, that positively impact viability of the system.

3 Research Framework

The research framework shown in Fig. 2 is used to identify the key constructs
and factors affecting point-of-care (PoC) system implementations. The PoC is a
patient bedside solution that can be accessed across the hospital by health service
providers and also has a patient portal component. It is not an EMR (electronic
medical record) but has many features and capabilities similar to an EMR. It also
has a patient entertainment component. The PoC system was implemented into the
not-for-private tertiary hospital system (the chosen case study) gradually starting in
late 2015. Primary objectives for its implementation included to enhance the patient
experience and provide value-based patient-centred care. The PoC system is consist
of many integrated modules, but this paper will only focus on two modules, namely,
catering/food services and environmental services.

http://dx.doi.org/https://pdfs.semanticscholar.org/668e/58d4e 3479317257a41ce66c688a8aa663399.pdf
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Fig. 2 FVM

Fit is measured by matching the requirements of the organization with the
functionalities offered by the PoC system e.g. data format, operating procedures, and
output format while viability is measured by assessing the impact of national and
organizational factors on the adoption decision of the organization and individual
user adoption.

Considering that the PoC has many similar factors to other e-health solutions
such as political and sociotechnical factors identified by Muhammad and Wick-
ramasinghe 2017 in evaluation of MyHealth record in Australia (the Australian
national e-health solution) and smart card solution in Germany (the German national
e-health solution), thus, it is logical to use these factors as the basis of the model.
This conceptual model serves to capture the important aspects of the barriers and
facilitators for the prediction of the successful adoption and implementation of the
PoC. The proposed model identifies a network of different actors interconnected
to each other. It further illustrates that a central issue with the evaluation of IT
based healthcare is influenced by the complexity of the evaluation objects and
includes both social and technical considerations (Greenhalgh and Stones 2010).
For instance, the nature of the integration of healthcare information systems with
the culture and business processes of healthcare organizations puts more emphasis
on the evaluation methods and goes beyond the technology aspects of hardware
and software; furthermore, external and internal environmental factors as well
as an understanding of the diverse nature of system effects in the healthcare
settings are required (Greenhalgh and Stones 2010). This emphasis is on creating
a better fit between human, contextual, and technological factors for the successful
implementation and adoption of health information systems (Yusof et al. 2008).
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4 Methodology

Based on the criteria given by Yin (2014); the appropriate choice of methodology
to test the use and usability of the proposed framework (Fig. 1) is a qualitative
case study research because this is an exploratory study of a new phenomenon of
bedside PoC information system’s implementation. Further, we wish to explore how
the PoC solution at different sites of the hospital can be implemented successfully
and what are the factors that impact on the implementation and adoption of this
HIS based intervention. Qualitative research is holistic, humanistic, and interactive;
it can provide more support to focus on the study of a complex phenomenon of
human and system interaction and relationship, as in our case multisite bedside PoC
system implementations. Qualitative research can provide deeper understanding
of the phenomenon as compared to quantitative study because of the exploratory
nature of the study and focus which would not be on quantitative measures (Yin
2014). For this study, several archival records and documents relating to the
health information and communication technologies implementation and adoption
in healthcare service delivery settings along with hospital and OneView reports
and evaluations were critically analysed. These documents were of great value in
developing an understanding of the need for a PoC system and factors important for
the implementation and adoption of this system. This analysis assisted in developing
the theoretical re-search framework and in planning the primary data collection
strategies for the larger study. A priori themes were developed through a pilot study
and then literature was analysed using thematic analysis and hermeneutic analysis
(Boyatzis 1998; Kvale 1996), then we performed a gap analysis. The analysis led us
towards the development of FVM for this study.

5 Analysis and Results

Data for this piolet study was collected using unstructured interview and analysis
of archival material. As far as possible, the multiple stakeholder views (i.e.
service providers, regulator, payer, food and environment services, and hospital and
patient perspectives) in healthcare were captured. Data analysis included standard
qualitative techniques such as thematic analysis where a priori themes were derived
from the components in the conceptual model. The case studies all exemplify
various aspects of the proffered conceptual model in this way serving to validate
the model and demonstrate its usefulness in unpacking critical aspects with HIS
implementation.
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5.1 The Context Before and After OneView PoC System

This section presents a process map for two departments of the hospital before and
after the implementation of the OneView PoC system. It must be noted here that
prior to the PoC system, there was another system known as Infotainment. This
system had many problems concerning poor technical support, frequent hardware
and software failures, smaller screens, and usability issues especially with the
user interface and the biometrics registries. That system really did not fit with
in the hospital quality services environment; thus, the change was impending.
This section will explain the process before and after OneView PoC system
within two departments, namely, Food Services and Environmental Services. These
departments are chosen as they are fully transitioned to the new PoC system now.

5.1.1 The Context of Food Services

Prior to the current PoC system, the processes in the Food Services were facilitated
using an application called Delegate. This application had been in use since the
opening of Epworth Eastern and has been replaced by OneView PoC system. Hence,
the old PoC system was not used by the staff from Food Services.

5.1.2 The Context of Food Services Prior to OneView PoC System

Managing patients’ meal orders was handled by the Department of Food Services.
The contact point was the menu monitors, who take the meal orders 24 h prior
to the actual delivery of meal. A computerized system called Delegate Prior to
OneView PoC system was used for the order and delivery services. Delegate system
was installed on a number of computers on wheels (mainly laptops). Taking orders
and delivery meals to the patient includes discussing the options and personal
preferences for the breakfast, lunch, and dinner for the next day. This process would
usually consume nearly 70% of the Menu Monitor’s work time with a rate of 14
patients per hour. That is 3–4 min per patient. Patients can choose three full courses
for the next day from a menu that changes every 3 years hospital wide. The gathered
information about the meal preferences was then entered by the menu monitors into
Delegate, and then spread sheets were printed off this system to circulate to kitchens.
These sheets were then assigned to different chefs as ‘Production Lists’. Throughout
the day, three production lists were prepared, one in the morning (7:00 am), the
second is after breakfast (10:00 am), and the third is at 3:30 PM for the evening as
Fig. 3 below illustrates.

Two main issues were found in this way of handling patients’ meals. The
first relates to the information collection, and the second issue about Delegate
performance and functionality.



544 I. Muhammad and N. Wickramasinghe

Fig. 3 A flow chart for ordering meals before PoC

Although preparing the production lists was time consuming and required loads
of time for the interaction between patients and menu monitors, still four types of
information were not possible to capture using Delegate and the process around it.
Those are:

I. Late orders: Meal orders for patients admitted after 8 pm during week days and
after 7 pm during weekends were not attended. This group of patients did not
have a choice of food for the first day of their admission because they could not
see the menu monitors. Rather, they would have the default meal for the day.

II. Food allergy for visited patients: Delegate did not have any capability to record
any food allergy patients may have. This piece of information normally comes
from iPM. In many cases this information was then not passed on to the chefs,
so they make meals without taking that into consideration.

III. Discharged people: Depending on the time patients are discharged, many cases
reportedly happened where meal orders were made, but patients had been
discharged. Again, this piece is coming from iPM, and not passed on to the
Food Services staff at the right time.

IV. People with changed diet codes: As treatment plans progress, patients may
change their diet codes, such as changing from ‘not eating’ to ‘eating’ and from
‘soft’ to ‘hard’ food. These changes were also managed by nurses using iPM;
however, the cooperation between nurses and Food Services was not maintained
at all times, which resulted in many cases meals were not made according to
these changes.

These issues had direct and indirect impacts on the cost and quality of provided
services as Table 2 summarizes.
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Table 2 Issues resulting from the conventional way to handle meal orders prior to OneView PoC
system

Issue Impact on cost Impact on quality

Late orders None, as patients receive the default
meal for the next day

Negative impact on patient
satisfaction

Food allergy
for visited
patients

Wasted food, unplanned care for the
resulting allergy which may result
in implications on patients’
insurance cover

Negative impact on patient
satisfaction and safety as well as trust
in the hospital

Discharged
patient

Wasted food More pressure on chefs

Patients with
changed diet
codes

Wasted food Negative impact on patient
satisfaction

Delegate has a number of issues as the interviewees from the Food Services
agreed. These issues include:

I. It was perceived to be a slow system.
II. System was not really fit for the task.

III. Long-term viability of the system was really doubtful even though infrastructure
and management support were available.

IV. The system had many technical problems, and fixing these problems took long
times as described by this interviewee: ‘If there is some technical problems with
Delegate this would take long time to fix. I mean when the system goes down it
really goes down and takes a while to fix’.

V. As mentioned before, Delegate did not have the capability to capture food
allergy data, which forced the staff at the Food Services to look up these data
from iPM. This was not possible all the time, which resulted in a number of
cases where patients had food that they were allergic to; as a consequence, this
had negative impact on patient satisfaction and healthcare services and delivery
of the hospital.

While some issues with Delegate had negative impacts on the users, thus they
became dissatisfied about the system; but few problems were really serious problem
with real consequences on patient’s health and safety. Not only did it negatively
affect patient satisfaction and experience, but it also represented a real risk factor
and caused safety issues to the patients and the hospital at the same time.

5.1.3 The Context of Food Services After OneView PoC System

Using OneView PoC system, patients can place their orders of meals through their
user interface. The arrival of this function to the PoC system has partially solved the
issues faced by the conventional system, namely, late patients (after 8 pm weekdays
and after 7:00 pm weekends), allergy data, and patients with changed diet codes.
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Late patients can order their favourite meals for the next day if they want to, they
can state their allergy status through the admission form, and nurses can change
patients’ diet codes right from OneView PoC system.

Currently, no more than 10% of the patients are using the PoC system to order
their meals. On asking on the reasons behind that, two main reasons were identified.
The first is some issues with the user interface, especially with elderly patients, as
patients need to scroll down to the bottom of the screen to reach the meal ordering
function. During the scrolling down, a number of pop-ups will appear and may
disrupt their endeavour: ‘We go up and introduce the system to them. When you go
into the system at the minute, the way they implemented it, it is hard to use. You’ve
got to scroll down to find the ordering’ (Fig. 4).

The other reason relates to the conceptual resistance by some patients to rely on
a ‘machine’ to order their meals, preferring human-human interaction more than
human-machine interaction. This was agreed upon by both interviewees from the
Food Services.

As a result of being in a hybrid environment, i.e. a minority of patients are using
the PoC system to order their meals, and the majority are still using conventional
way to order their meals, Delegate now has coloured dots to indicate the patients
who used the PoC system to order their meals. Hence, the menu monitors do not
need to visit them to organize their meals.

With the expected increase of the uptake of this function in the PoC system,
more patients will adopt this function, and more time required to see patients by
their menu monitors will be freed-up. This is expected to have positive impacts on
the hospital and its patients. In addition, it is expected that there will be a significant
saving regarding food wastage.

Fig. 4 A flow chart for ordering meals after PoC
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5.2 The Context of Environmental Services

The Environmental Services is a dedicated team whose two main responsibilities
are (1) providing all types of cleaning (steam cleaning, buffer cleaning, advanced
cleaning, curtains cleaning, etc.), and (2) patient transportation. In terms on human
resources, the Environmental Services team comprises about 60 staff. Of this figure,
about 40 work in cleaning, and the reminder work in patient transportation.

Unlike the Food Services, which had Delegate as a computerized system to
facilitate food-related processes prior to the OneView PoC system, the operations
of the Environmental Services at the hospital were based on over-the-phone and
face-to-face communications. Introducing the OneView PoC system and integrating
the Room Ready Module into it have made considerable change in the processes
of this vital department. The following is a summary of the process map of the
Environmental Services at the hospital before and after OneView PoC system.

5.2.1 The Context of Environmental Services Before OneView PoC
System

The process of performing jobs by the Environmental Services before the PoC had
three main steps: (1) initiating the job by nurses and specific cleaners; (2) receiving
job orders by the supervisors within the Environmental Services; and (3) assigning
tasks to cleaners as Fig. 5 depicts.

Nurses normally initiate job orders when needed. This includes preparing rooms
before admitting new patients to these rooms, cleaning rooms after patients have
been discharged, and as needed if a patient had an incident such as bleeding or

Clinical Services

Nurses

Environmental Services

Environmental Services

Yes

Urgent? No

Supervisors

Buffer and
permanent cleaners

Environmental Services

Cleaners

Fig. 5 A map for the Environmental Services before OneView PoC
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vomiting. These job orders go to the supervisors from the Environmental Services
using face-to-face or phone-to-phone communications tools. The supervisors in turn
convey these orders to the cleaners across the hospitals using same communication
means, i.e. phone and face-to-face. Apart from nurses, buffer cleaners and per-
manent cleaners can initiate job orders if need be. This normally happens when
one of these cleaners realizes, while doing their jobs, there exist some curtains or
carpets that need to be cleaned, and they do not have the required equipment to
do so. Once the need of a cleaner has been established, the path of this order in
dependent upon its urgency. If the job was of a higher urgency, then these cleaners
inform their supervisors either by phone calls or by handwritten notes. Then the
supervisors assign the tasks to different cleaners on floor accordingly. If the job
was not considered urgent by these cleaners, then they will wait till the next shift of
cleaners has come to do the job based on hand written notes, which caused extended
times to do specific jobs. The level of urgency was left to the cleaners to decide.

This system had caused many problems, which can be summarized as follows:

1. Over-reliance on human factors: As can be seen, the whole processes of
the Environmental Services team are centred on human communications and
judgement. This resulted in many cases where jobs were not done or took longer
time to be addressed. This is particularly acute in the cases where patients had
to wait outside their rooms while the room is being cleaned, which resulted in
unsatisfied patients and nurses.

2. Lack of coordination in the multi levels of communications: Given that nurses,
supervisors, and permanent and buffer cleaners could initiate job orders, cleaners
in many cases were confused about their tasks and what tasks had higher
priorities. This lack of coordination was due to adopting phone calls, handwritten
notes, and face-to-face means.

3. Inability to address language barriers: Given that a considerable portion of the
cleaners had language barriers, their understanding of their assigned tasks over
the phone or handwritten notes was reportedly limited in many cases, which
caused many jobs not done properly.

4. More effort by cleaners: As the job orders did not have enough information about
their jobs (locations, level of urgency, and required equipment), the cleaners had
to go to the site to manually collect all of this information and come back to
their workplace to collect the right equipment for that specific job. This caused
them to walk back and forth many times, which reduced their productivity and
the quality of their jobs, and increased their fatigue.

5. Lack of accountability: As the majority of the needed jobs were verbally con-
veyed from one stakeholder to another, the possibility of creating accountability
and tracking the performance of different units and individuals were almost
impossible. This is especially acute in the case of cleaners with limited literacy, as
well as the communications between nurses (Clinical Services) and the cleaners
and their supervisors as Fig. 4 depicts.

These issues had direct and indirect impacts on the cost and quality of provided
services as Table 3 below summarizes.
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Table 3 Issues resulting from the conventional way to handle environmental services prior to PoC
system

Problems Impact on cost Impact on quality

Over-reliance
on human
factors

Double work resulted in many cases, which implied extra cost and less quality

Lack of
coordination:
Multi levels of
communica-
tions
Language
barriers

As many jobs needed to be repeated, double works resulted in many cases,
which implied extra cost and less quality

More effort by
cleaners

Given the missing information on the
nature of their tasks, cleaners had to
survey the location of their jobs in
person, which resulted in them
walking for extended times/distances

Due to the unneeded increased
workload, the quality of cleaning
services was negatively affected

Lack of
accountability

Tracking the performance of individuals and different unit was almost
impossible

5.2.2 The Context of Environmental Services After OneView PoC System

Introducing the OneView PoC system, particularly the Room Ready Module, has
notably streamlined the cleaning-related processes of the Environmental Services,
while the other vital role of the Environmental Services, namely, patient transporta-
tion, is still conducted using the conventional way, with a vision to integrate this
function into the OneView PoC in later enhancements.

The Room Ready Module enables nurses, permanent cleaners, and buffer
cleaners to log into the system and place cleaning orders with enough details about
the job, its location, requirements and level of urgency. This information is then
conveyed to the cleaners on floor as short text messages on their PoC phones. Based
on the nature of the jobs, cleaners can choose the jobs of higher urgency, closer
to their geographic location, and/or achievable using their current equipment. This
has resulted in saving cleaners’ times and efforts, which in turn has shown faster
responses to the cleaning needs initiated by different wards, units, and individuals.
Not only has the Room Ready module enhanced quality and productively of
cleaners, but it has also resulted in a simpler map of cleaning processes performed
by the Environmental Services as Fig. 6 depicts.

The initial findings from the interviews show that the use of OneView PoC
system to support the cleaning processes at Epworth Eastern has addressed most
of the problems faced by the conventional way to manage the cleaning needs for the
hospital. Table 4 summarized these findings:

The initial results suggested that the PoC system for food and environment
services is fit for task and very much viable to implement. Almost all sites of hospital
were ready for implementation. IT Infrastructure was fit for the purpose while
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Clinical Services

Nurses

OneView Point of Care

Room Ready

Environmental Services

Cleaners

Environmental Services

Buffer and
permanent cleaners

Fig. 6 A map for the Environmental Services after OneView PoC

Table 4 The impact of Room Ready Module from the OneView PoC system

Problems
How has OneView PoC addressed the
problems

Impact of OneView
PoC on
Quality Cost

Over-reliance on
Human Factors

This problem has been partially solved, as
human still need to log in and place job
orders. The existence of Room Ready
though has increased the ability to place
jobs and track them.

Positive
M

Positive
M

Lack of coordination: The introduction on Room Ready Module
has eliminated one layer of
communications in the process map of
cleaning services. That is the supervisors,
which has freed up their time, and has
rebuilt their roles around coordinating
different tasks and following up with
different stakeholders.

Positive
H

Positive
M

Multi levels of
communications
Language barriers As job orders come to cleaners in a form of

short text messages on their PoC phones,
this problem has been partially solved.

Positive
L

Positive
L

More effort by cleaners As the jobs orders come with a relatively
comprehensive set of information, cleaners
don’t need to go and assess the job before
actually doing the job, which resulted less
effort from them, and more tasks
performed every day than before

Positive
H

Positive
M

Lack of accountability All job orders are now documented and
stored in the system. Hence, tracking
different jobs and their progress and the
responses from different stakeholders is
always possible.

Positive
H

Positive
H

Legends: L low, M medium, H high
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physical infrastructure needs changes for one site. Environment was favourable, and
project has full support from top management. Appropriate budget was allocated for
the project. Our initial analysis suggests that the use of system will depend on the
fitness of the system for the tasks. Users were very positive in its very early stages
of deployment. We contend that a large-scale study is prudent to further understand
the capacities of implementation and use of this system for clinical services.

6 Conclusion

The purpose of this research paper is to conceptualize a framework to investigate
the implementation and use viability of a bedside PoC health information and enter-
tainment system for food and environment services for patients in private hospital
wards, since we recognize that with e-innovations not only the technology solution
is necessary but it is also critical to look at organizational and societal aspects
concurrently especially in today’s global business environment. E-health system
implementations comprise of technology as well as human involvement. In view
of this, it is important to investigate the impact of political and social, economic,
environmental and infrastructure/technology factors on the organizational decision-
making. We underscore the importance of studying the system viability and fit
before making any decision about system adoption and deployment. Technology
needs to have a good fit to perform the required tasks, only then can system viability
and fit have positive effects on the organization’s performance and that can be
measured by system use and user satisfaction and thus ensure the full potential of a
solution is realized.

The theoretical contribution of the paper is the use of fit-viability model for
the evaluation of health information technology (HIT) implementation in private
hospital settings. This model has never been used of HIT implementations, thus
we believe the model will present more informed lens for decision-makers to
understand HIT implementation. The practical implication of the fit-viability model
presented can be realized by using the developed model to measure the fitness and
viability of implementing health information technology in hospital settings. This
should be able to envisage the possibility of success.

There are also limitations of this study. First, the theoretical generalizability
of the FVM needs critical testing in future studies. Second, the findings of this
paper are based on just two segments of the hospital, namely, Food Services and
Environmental Services; thus, more extensive studies including more segments of
hospital may be necessary.
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Leveraging the IoT to Enable the Guided
Self-Determination Method

Nilmini Wickramasinghe, Bodil Rasmussen, Freimut Bodendorf,
Vibeke Zoffmann, Lars Kayser, and Judy Currey

1 Introduction

Chronic conditions also referred to as non-communicable diseases (NCD) are
the largest causes of death in the developed world (AIHW 2017; WHO 2014).
Moreover, due to their very nature, individuals who develop one or more chronic
conditions must continue to live their lives being challenged by both the burden
of their condition and treatment. The burden of living with a chronic condition is
well established (AIHW 2016, 2018a; WHO 2014). According the WHO Global
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status report on non-communicable diseases report 2014, of the 38 million deaths
due to NCDs in 2012, more than 40% were premature, affecting people under
70 years of age. The majority of premature NCD deaths are preventable. Four
major NCDs (cardiovascular diseases, cancer, chronic respiratory diseases and
diabetes) are responsible for 82% of NCD deaths (WHO 2014). In Australia, 50%
of individuals have one chronic condition such as cancer, obesity, diabetes or
depression; 20% have at least two chronic diseases (AIHW 2017). An estimated
1.2 million (6%) Australian adults aged 18 years and over have diabetes, with the
prevalence tripled between 1989 and 2015 (AIHW 2018b). Given the increasing
numbers of individuals presenting with one or multiple chronic diseases today, there
is an imperative to develop superior approaches for supporting people in managing
chronic conditions so that they enjoy a high quality of life. Correspondingly, there
is also an imperative to stem the rising economic burden to healthcare systems and
society (WHO 2014).

People living with one or more chronic conditions, their families and their
extended social networks experiencing burden of symptoms with severe social
and economic consequences that can impact on peoples’ quality of life (AIHW
2018a). However, they are also experiencing a burden of treatment related to having
to drastically change their behaviours to accommodate recommended lifestyle
changes; monitor and manage symptoms at home; and accessing, coping and
navigating complex health services. For many people this level of accommodation
is overwhelming and time consuming, and it requires a high level of health literacy
and often technical skills (Mair and May 2014). The burden of treatment dramat-
ically changes the relationship between people with chronic conditions and health
professionals (Mair and May 2014) and demands on health services. The healthcare
changes are associated with a higher number of primary care consultations, hospital
outpatient visits and hospital admissions (Mclean et al. 2015).

These demands or health service changes required in order to provide safe quality
care and treatment inversely vary with the need in the population it serves. This
phenomenon is known as the inverse care law which states that the availability of
good medical care tends to vary inversely with the need for it in the population
served (Hart 1971). Despite the importance of ensuring that resources are allocated
in line with the health needs of practice populations, there is evidence that people
with chronic conditions are not well served as the system is not geared into the
required changes (O’Connor et al. 2016; May 2006; Paterson 2001). Innovative,
cost-effective, patient-centred care models are called for to meet these changes.

In this chapter, a research stream that is embarking on identifying a new approach
to chronic condition management by focusing on developing the life skills and
ability to co-manage their condition, using Guided Self Determination (GSD) is
presented. Supported by positive results from Danish studies, the GSD method can
alleviate the burden of treatment through creation of provision of insights into one’s
own challenges and problems and, by empowering citizens/patients, will contribute
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to the ongoing paradigm shift towards co-production of health and well-being for
people living with one or more chronic conditions (WHO 2016).

Guided self-determination may contribute to this ongoing paradigm shift in how
chronic disease management is addressed (Rasmussen et al. 2017a, b). Zoffmann
and Kirkevold (2012) explain how GSD can overcome barriers to empowerment
which were seldom overcome in usual diabetes care. Zoffmann argues that to realise
empowerment, health professionals need detailed knowledge of the barriers, their
own roles in these barriers, ways to overcome them, and recognisable evidence
of having succeeded (ibid.). Further, through theory-driven, qualitative evaluation,
the GSD method helps health professionals to recognise changes consistent with
empowerment in dyads of health professionals and people with chronic condition.
By completing GSD reflection sheets, clients remarkably improve their ability to
identify, prioritise, express, and share unique and unexpected difficulties related to
living with diabetes (Zoffmann et al. 2015; Rasmussen et al. 2017a, b). As signs
of empowerment, clients and health professionals accomplished shared decision-
making, resolved life–disease conflicts, and established meaningful and effective
relationships (ibid.).

The GSD method is universal and can be used for both distress in relation to non-
chronic conditions and to support treatment/monitoring of conditions. However, the
GSD is mainly intended for people living with one or more chronic conditions who
are having problems coping and managing their overall situation with respect to
physical, emotional or social wellbeing. To illustrate how the method works, we
applied the GSD method in a diabetes population although evidence highlights the
method can be applied to a palette of chronic conditions, even in multi-morbidity,
and can work in most age groups (Zoffmann et al. 2008; Olesen et al. 2016;
Jørgensen et al. 2015).

In the following section, the GSD method in the context of diabetes is presented.
The role for IS/IT (information systems/information technology) is described, and
then key aspects of the diabetes pilot to be facilitated in Australia are highlighted to
assess the potential of this approach for managing chronic conditions in Australia.

2 Background: The GSD Method in Diabetes Context

Living with diabetes requires constant discipline and benefits significantly from
access to timely and targeted information. On average, a person with diabetes will
have contact with health professionals for 10 hours of care per year. For the rest of
the year, people with diabetes manage their condition on their own; hence learning
to self–manage diabetes is vital for good health outcomes.

Less than optimal self-management can result in serious complications in people
with type 1 diabetes. In Australia, 28,036 people with T1DM aged 21–39 years
are registered with 5962 in the state of Victoria in Australia. Many of these live in
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regional and rural areas, often with little access to appropriate health services. A
recent Australian study found this target group reported current health services in
rural and regional Victoria do not meet their information and support needs, placing
them at a heightened risk for developing serious diabetes complications.

Current educational interventions to achieve glycaemic control are not always
successful, particularly in those people who have lost motivation for self-
management. People with low motivation are often also put in the “too hard
basket” by health professionals which exacerbates the risks for negative and severe
physical, emotional and social impacts on people’s lives. Novel strategies are
therefore required to assist those with suboptimal glycaemic outcomes to prevent
complications and adverse events.

The guided self-determination (GSD) program was developed on basic grounded
theory research specifically for people with diabetes by Dr. Vibeke Zoffmann. The
GSD program aims to improve the life skills of people with diabetes, i.e., those
personal, social, cognitive, and physical skills that enable people to control and
direct their lives, and to develop the capacity to live with and produce change in their
environment. It is also a method to enhance communication and problems solving
skill in health professionals as a part of their professional development (Rasmussen
et al. 2017a, b).

Thus the GSD method is designed to guide both people with diabetes having
persistent suboptimal glycaemic control and their health professionals through
mutual reflection, drawing on a number of semi-structured reflection sheets (ibid.).
Participants are prompted to systematically explore and express their personal
difficulties and experiences with diabetes through words, photos and drawings.
Reflections are recorded on worksheets designed to increase participants’ ability
to clarify and express their views and prepare them for active participation in the
care process (Zoffmann and Lauritzen 2006).

Therefore, GSD is a problem-solving and decision-making method designed
to develop life skills and overcome the barriers often occurring in the traditional
dialogue between citizens/patients and health professionals, thereby increasing
the co-production of health and co-management of the condition (Zoffmann and
Kirkevold 2007).

As such, GSD is underpinned by life-skills theory, empowerment theory and
motivational theory of self-determination. The program has been tested and proven
to reduce HbA1c (up to 0.6%) and to improve life skills in adults with persistently
suboptimal glycaemic outcomes of type 1 diabetes (Zoffmann and Lauritzen 2006;
Zoffmann et al. 2015; Husted et al. 2011, 2014). The original method comprises
eight sessions. An overview of the sessions is outlined in the next section.
However, recent studies have shown that GSD can be dosed differently, and even an
intervention providing two to four conversations was shown to be effective among
cancer survivors (Olesen et al. 2016).
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3 Overview of the GSD Course Activities Between Health
Professionals and Client/Patient Eight Meetings
with Activities

Meeting 1: Collaborating about life with diabetes – Conversation 1: One-to-one
conversation, sheet sent to participants prior to meeting, at the meeting discuss three
sheets: (1) two ways to use the long-term test (HbA1c), (2) important events and
periods in your life and (3) what is currently most challenging or difficult for you
living with diabetes?

Activity: Three sheets must be available to health professionals (HP) and patient
(P) at the same time so they can work on them together.

Meeting 2: The collaboration process about life with diabetes – Conversation
2: One-to-one conversation, working on two sheets simultaneously around (1)
Unfinished sentences – about values, experiences and needs (2) Your plans for
making changes in your lifestyle.

Activity: Two sheets must be available to HP and P so they can work on them
simultaneously, however, focus will be on the conversation prompted by questions
on work sheet 1.

Meeting 3: Your life with diabetes – Conversation 3: One-to-one conversation,
working with two sheets simultaneously (1) Pictures, metaphors or automatic
thoughts about diabetes and (2) Space for diabetes in your life.

Activity: HP and P work on the sheets (drawing, showing metaphors etc.) and must
be able to see and work on the sheets at same time.

Meeting 4: Conversation about agreement to make changes – Conversation 4: One-
to-one conversation, working on two sheets simultaneously (1) Agreed description
of main challenge or problem in your life with diabetes and (2) “For and against”.

Activity: HP and P work on the sheets (drawing, showing metaphors etc.) and must
be able to see and work on the sheets at same time).

Meeting 5: Work to make changes – Conversation 5: One-to-one conversation,
working on five sheets simultaneously: (1) ways the described challenge/problem
has been solved until now (four pages) and (2) dynamic problem-solving (one
page) which is a mutual reflection exercise to how patients can expand their current
problem-solving abilities.

Activity: HP and P work on the sheets together and need to be able to read and write
on the sheets at same time.

Meeting 6: Status: your goals in relation to blood glucose and HbA1c – Con-
versation 6: some of the sheets will have been filled out prior to the meeting.
The conversation will focus on (1) blood glucose checks and your reasons for
doing them, (2) your ideal and actual daily blood glucose levels, (3) advances and



560 N. Wickramasinghe et al.

disadvantages of monitoring blood glucose levels, and (4) your plan for achieving
blood glucose control in the short and long term.

Activity: HP and P work on the sheets together and need be able to see and work
(possible write and draw) on the sheets at same time. The HP will teach (talk and
explain sheets).

Meeting 7: New strategies and long-term plan – Conversation 7: One-to-one
conversation, working on one sheet simultaneously.

Activity: HP and P need to be able to read and write on same work sheet.

Meeting 8: Hand-over after consultation being integrated into the course and the
long-term plan – Conversation 8 between P and HP and the third person (HP).

Activity: Conservation and working on one sheet with three communication points
(at least).

Results of a feasibility study (Rasmussen et al. 2017a, b) indicate that the
transferability of the GSD method to an online platform. Further, the GSD online
program provided demotivated and geographically isolated clients with a novel,
inexpensive and readily accessible therapeutic intervention to improve their self-
management of diabetes. The GSD online program improved quality of life of
clients and the communication between diabetes educators and young adults
regarding better diabetes management. Further development and inclusion of new
technologies was required and has now been integrated in a newly developed GSD
platform in order to fully realise its capacity to engage clients in self-management to
improve health outcomes. As with the face-to-face GSD method, diabetes educators
using the GSD online program require education and training in GSD methods to
optimise their professional role in the program and realise the self-management
potential of clients.

The results of the proposed study will be of paramount importance to the future
implementation of the online interactive GSD program in Australia. The use of this
program in other countries has yielded positive results. The systematic, inclusive
and rigorous process of development, modification, refinement and advancement of
the online interactive GSD program is pivotal for its future impact on the quality
of healthcare services. It is expected that this program will be a substantial positive
influence on optimal health outcomes for young adults affected by type 1 diabetes
and better enable them to fulfil their potential in work, study and daily life.

4 The Enabling Role for Technology

Today, information and communication technologies (ICTs) are enablers in many
aspects of healthcare delivery (Wickramasinghe and Schaffer 2018). However,
it has become increasingly recognized as being critical that end users identify,
understand, and apply information provided to them through the growing number
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and range of electronic resources becoming available these systems must be usable
and the content must be understandable (Monkman and Kushniruk 2015). It is also
increasingly recognised that the success or failure of health information systems and
applications designed for laypeople, patients, and consumers depends on factors
related to the match between the demands a system (or application) places on a
user and the end user’s level of eHealth literacy (Monkman and Kushniruk 2015;
Kayser et al. 2015). Norman and Skinner (2006) defined eHealth literacy as “the
ability to seek, find, understand, and appraise health information from electronic
sources and apply the knowledge gained to addressing or solving a health problem”
(p. 3). Identified a new concept for eHealth literacy: a model based on systematic
and inductive methods that sought to identify the full range of elements relevant
to individuals attempting to understand and use eHealth technologies and digital
services. This model, the eHealth Literacy Framework (eHLF), consists of seven
dimensions that describe the attributes of the users (information and knowledge
about their health), the intersection between users and the technologies (their
feeling of being safe and in control and their motivation) and user experience of
systems (they work and are accessible and suit users’ needs). The eHLF provides a
comprehensive map of the individual technology user’s health literacy that covers
his or her knowledge and skills, the system, and how the individual interacts with
the system (Nørgaard et al. 2015) and can be assessed using the eHealth Literacy
Questionnaire (Kayser et al. 2018).

These factors associated with eHealth literacy are important to consider in
development of next step of GSD platform. The study participants will be aside to
fill out a survey comprising validated questionnaires concerning their competence,
self-management and communication with HP. Focus group interviews will add
qualitative data and in-depth information about the participants’ experiences.

The GSD methods aligns with the principle of empowerment. Hence, GSD
has a tool that, through reflection exercises, interacts with HP, the system and
potentially can enhance patients’ eHealth literacy to cope better with their diabetes.
Data collection and analysis, as well as communication within the GSD method,
is strongly based on documents called reflection sheets. A first step to support
GSD by IT (information technology) is to use electronic documents instead of
conversation-based hard copy sheets. As a consequence, HPs as well as patients
(Ps) would edit and handle those documents on digital devices like smart phones,
tablet computers or notebooks. For processing the documents as well as storing,
retrieving and analysing the data contained, there is a document management system
as a backend application which also comprises security and privacy mechanisms.
Document upload and download is done via cellular networks or the internet. There
is a large variety of added applications for document management systems which
can support GSD-course activities. A prominent one is Co-Authoring which is
required in conversations 2, 3, 4, 5, 6, and 7 (HP and P working on the sheets
together/simultaneously/at the same time). Guided Self Determination online is
thereby an enabling role to support the health professionals need to learn which
would be dependent on their specific context but always enabling key lessons and
reflections to be stored for later access by them as required. In addition, social media



562 N. Wickramasinghe et al.

functions can be helpful to comment or discuss on sheets, either synchronously
or independent of time and place. Theory-driven qualitative evaluations have con-
firmed GSD’s ability to realise empowerment in practice in individual conversations
for adults with type 1 diabetes (Zoffmann et al. 2015). The online version of the
GSD would increase the flexibility of the GSD process, taking into account that HP
and patient might be geographically distributed and would like to meet virtually to
collaborate. This will make it possible to reach out to otherwise difficult to reach
populations.

Given the breadth and depth of the tools and technologies afforded to us by IoT,
we anticipate that in the future it would be possible to also include key developments
in AR and VR (augmented reality and virtual reality), sensors, mobile, analytic
capabilities around prediction and prevention as well as advances in AI (artificial
intelligence) and Bots. Clearly, it is important to first establish the approach and
delivery. However, the existence of all these technology developments makes the
future bright and exciting with possibilities that ultimately will ensure that solutions
and strategies can be highly tailored to each individual’s needs, level of health and
technology literacy so that the end result is a program that enables each individual
to manage with critical life skills their chronic condition to ensure they have the
highest possible quality of life.

5 Research Methodology and Design

To assess the likely benefits of the GSD method for the Australian environment a
two state approach is embarked upon. First, an Australian feasibility study to trans-
fer the GSD method to online was conducted with a small number (11) of individuals
with type 1 diabetes and 7 diabetes educators in 2016. Results demonstrated that the
transferability of the GSD method to an online platform provided demotivated and
geographically isolated participants with a novel, inexpensive and readily accessible
therapeutic intervention to improve their diabetes self-management (Rasmussen et
al. 2017a, b). In addition, the study found that translating the GSD program to an
online platform clearly helped these young adults with type 1 diabetes to improve
their capacity to find solution to their pertinent health issues as well as improving
communication processes between diabetes educators and patients (Rasmussen et
al. 2017a, b). It was however clear that further development and inclusion of new
technology were required for the GSD online platform to fully realise its capacity
to engage participants to improve diabetes self-management and health outcomes
(Rasmussen et al. 2017a, b).

Thus, although results of the feasibility study highlighted potential strengths, a
larger-scale proof of concept study was subsequently required. In order to establish
full proof of concept of the GSD method in the Australian healthcare environment,
a larger scale study was designed. To ensure consistency with the feasibility
study outcomes, and building on the feedback from the participants, we chose
the same target population of young adults with type 1 diabetes. A pre- and post-
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interventional study will use a sequential, two-phase design. The first phase is the
delivery of the training program in GSD conversations for diabetes educators to
enable facilitation of GSD online with young adults with type 1 diabetes. The second
phase is client participation in, and completion of, the GSD online program with a
diabetes educator. A strength of this proposed study is the inclusion of patient and
diabetes educator feedback informing the design of the new GSD online platform.
The proposed two-phase study involves training diabetes educators in the GSD
program, and patient completion of the GSD program was conducted over a 6-
month period. Surveys will be used to measure young adults’ self-management
skills before and 3 months after completing the GSD program with their specifically
trained diabetes educator. Findings of this study will inform future implementation
and scalability of GSD online as an official educational tool in Australia for Diabetes
Educators to motivate and assist young adults in self-management of type 1 diabetes,
as well as the provision of the GSD online program with other client and patient
groups.

Clients or patients will have access to the GSD solution via an online portal.
All necessary security and privacy standards are being satisfied and research will
commence after ethical approvals are secured.

The results of the proposed study will be of paramount importance to the future
implementation of the online interactive GSD program in Australia. The use of this
program in other countries has yielded positive results. The systematic, inclusive
and rigorous process of development, modification, refinement and advancement of
the online interactive GSD program is pivotal for its future impact on the quality
of healthcare services. It is expected that this program will be a substantial positive
influence on optimal health outcomes for young adults affected by type 1 diabetes
and better enable them to fulfil their potential in work, study and daily life.

6 Discussion and Conclusion

The preceding has reported on the early stages of a research stream focussed
at designing and developing a new approach to provide superior chronic care
management. A central aspect of this GSD method is to empower and engage
the client so that he/she can actively participate in their treatment and wellness
management. Further, through GSD, clients develop necessary life skills to navigate
their life and ensure they can enjoy a high-quality lifestyle irrespective of their
chronic conditions. Our initial discussions with key clinicians and consumer groups
have been very positive. Based on the strong results from the Danish studies to date,
we are confident that the pilot studies when completed will result in similarly strong
results.

The burden of the growing prevalence of people with chronic and multi-
comorbidities is an enormous burden on our health systems. There is little doubt that
current approaches to address the treatment and management of chronic diseases is
not adequate and that new approaches desperately need to be developed, designed
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and trialled. We contend that GSD is such a method that offers a paradigm shift
in the management of chronic care. Moreover, we contend that GSD will enable a
high-value, client-/patient-centred superior experience to chronic care management.
In this chapter, the enabling role for a web-based platform has been outlined.

Finally, this study has implications for theory and practice, most notably the
following: (1) for theory, designing and developing methods to provide superior
client-/patient-centred high-value care, extending design science research method-
ology and user-centred design to IoT technologies in healthcare and, (2) for practice,
collaborating across countries to design and develop healthcare technology-enabled
solutions and provide clients/patients with a better quality of life, necessary life
skills and empowerment to take an active role in their chronic care management. In
today’s twenty-first century, the tools and technologies that make up the IoT offer us
a great opportunity to design and develop solutions to provide all individuals with
the appropriate level of care, data and information they require to best manage their
health situations and thereby ensure they can enjoy a high quality of life. It is thus
incumbent on us to work together and provide the needed solutions so that chronic
conditions are no longer a limitation to enjoying a high quality life.
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to Improve Patient Experience
and Clinical Care
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1 Introduction/Background

In 2016, the total number of deaths registered in Australia was 158,504 consisting
of 81,867 males and 76,637 females (Australian Bureau of Statistics (ABS) 2017a),
with cancer being one of the leading causes (Australian Bureau of Statistics (ABS)
2016). By the age of 85, one in two Australians will be diagnosed with cancer
and one in five will die from cancer (AIHW 2018a). Males (around 54%) are
more likely to suffer from cancer than females (around 46%), or in other words,
one in three males whereas one in four females will be identified for cancer by
the age of 75 (AIHW 2017a). It is estimated that in 2018 around 138,321 people
will be identified as cancer sufferers (Cancer Australia 2018), and the number of
cancer cases is expected to rise to 150,000 till 2020. Cancer-related treatments
and medicines are extremely expensive; in Australian healthcare system, this is
more than $4.5 billion (6.9%) (AIHW 2018b) and likely to increase at a rate
much greater than inflation over the next 5–10 years because of the availability
of new drugs (Armstrong et al. 2007). Treatment of cancer involves initially the
obtaining of a tissue diagnosis followed by staging to determine the extent of
the cancer and more recently the performance of genomic tests to indicate more
effective targeted treatments (Ramaswamy et al. 2001; Balch et al. 2009). Physical
treatment modalities include surgery, radiotherapy and systemic treatment which
might be chemotherapy, hormone therapy or immunotherapy (Solomon et al. 2014;
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Goldhirsch et al. 2013; Dempke et al. 2017). Analgesia and other drugs are used
throughout the cancer journey particularly in palliative care (Vogelaar et al. 2015;
Cleary 2000). Psychosocial care is also a critical part of the whole cancer journey
(Jacobsen and Jim 2008; Surbone et al. 2010). Given the number of treatment
modalities and number of persons involved in making treatment recommendations,
multidisciplinary meetings are the usual vehicle by which cancer treatment plans
are formulated (Patkar et al. 2011; Kesson et al. 2012).

The total number of cancer cases includes ICD-10 cancer codes C00–C97
(malignant neoplasms of specific sites), D45 (polycythaemia), D46 (myelodysplas-
tic syndromes) and D47.1, D47.3, D47.4 and D47.5 (myeloproliferative diseases);
however, it does not include basal cell carcinoma (BCC) and squamous cell
carcinoma (SCC) of the skin. Both BCC and SCC are the most common skin
cancers, thus not considered as notifiable diseases in Australia and are not registered
in the Australian Cancer Database (Australian Bureau of Statistics (ABS) 2017a;
Cancer Australia 2018b).

Since 2015, along with other diseases cancer remains in the top five leading
causes of death (Australian Bureau of Statistics (ABS) 2017a; Australian Bureau
of Statistics (ABS) 2016). The Australian Bureau of Statistics reported that half
of the deaths (49.4%) for young Australians (aged under 40) was due to suicide
or road accidents while more than half of deaths (50.6%) were because of natural
reasons. It is alarming to note that cancer caused the largest proportion of natural
deaths (12.8%) in 2016 for young Australians (Australian Bureau of Statistics
(ABS) 2018). Even though young Australians only constitute overall a very small
fraction (1.7%) of the total cancer toll, the inclusive impact of social, emotional
and economic is very large and entrenched deep in Australian society leaving
a big footprint (Australian Bureau of Statistics (ABS) 2018). The top 5 cancer
types affecting young Australians (0–39 years) include brain cancer, cancer of the
lymphoid, haematopoietic and related tissues (leukaemia), colorectal cancer, breast
cancer and skin cancer.

Today, there is an increase in general chronic diseases (cancer, coronary heart
disease and diabetes) in Australia which is due to an ageing population, quality of
air and changes in lifestyle, yet the advancements in diagnostic, imaging, medicine
and technology in medical care available today have helped us in living longer with
illnesses and diseases (AIHW 2016). In general, people living in Australia have
a better chance of survival than people living in other parts of the world. This
is because of better awareness and improved facilities for testing and treatment
(AIHW 2018c). Persons diagnosed with cancer in 2009–2013 had 68% chances
of survival (males 68% and females 69%). By the end of 2012, there were 106,340
persons living with cancer, while the number of survivors in the previous 5 years
(2012–2008) was 410,530 and the number of people still living with cancer since
1982 (31 years of survival) was 994,605 (Cancer Australia 2018b). By and large,
there has been a declining trend in cancer in general population (Fig. 1); this can
be attributed to early detection and intervention due to decreased number of cases
for breast cancer and prostate cancer. This is owing to increased perception about
breast and prostate cancer and availability of PSA (prostate specific antigen) testing
for males (Rycaj and Tang 2015) and breast screen for females (AIHW 2017b).
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Table 1 Estimated incidence of all cancers combined, by sex, 2018 (Cancer Australia 2018b;
AIHW 2017b)

Males Females Persons

Number of cases 74,644a 63,676a 138,321a

Age-standardized incidence rate per 100,000 persons (2014) 555 424 484
Age-standardized rate incidence per 100,000 persons (2018) 529 424 472
Number of deaths due to cancer (2016) 45,782 25,910 19,872
Number of deaths due to cancer (2018) 48,586 27,552 21,034
Per cent of all cancer cases 53.8 46.2 100.0
Risk to diagnose for cancer by age 85 1 in 2 1 in 2 1 in 2
Risk to death due to cancer by age 85 1 in 5 1 in 5 1 in 6

Fig. 1 Incidence and mortality trends, 1982–2017 (AIHW 2018c)

2 Burden of Disease

Apart from direct treatment, emotional and psychological burden, there is another
aspect of disease burden which is calculated in terms of disability-adjusted life
years (DALY). This is a technique for determining and comparing the overall effect
on a population for a variety of diseases, conditions/injuries and risk factors. This
includes calculating fatal (dying from chronic disease) and nonfatal (living with
chronic disease) (Goodwin 2017). It was reported that cancer is still the cause of
highest disease burden in Australian healthcare system (19% of total disease burden)
(Cancer Australia 2017). In simple words, DALY estimates the number of Years of
Life Lost (YLL) because of premature death by disease and number of Years Lived
with Disability (YLD) because of disease.
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2.1 DALY (Disability-Adjusted Life Years)

DALY is a measure (in years) of healthy life lost, either through premature death
defined as dying before the ideal life span (YLL) or, equivalently, through living
with disability due to illness or injury (YLD) (Goodwin 2017).

2.2 YLD (Years Lived with Disability)

YLD is a measure of the years of what could have been a healthy life but were
instead spent in states of less than full health. YLD represents nonfatal burden
(Goodwin 2017).

2.3 YLL (Years of Life Lost)

Years of life lost due to premature death is defined as dying before the ideal life
span. YLL represents fatal burden (Goodwin 2017).

DALY = YLD + YLL

2.4 Burden of Cancer in Australia

It was reported that even though cancer survival rates have improved yet, the
burden caused by cancer is mainly due to premature death due to cancer. Therefore,
cancer has been described as the major contributor for the fatal burden in Australia
(around 1.5 times that of cardiovascular diseases and twice that of injuries)
(Goodwin 2017). It was noted in 2011 that cancer was presented the highest disease
burden in Australia (Cancer Australia 2017). In general, Australians lost 833,250
disability-adjusted life years (DALY) owing to premature mortality by cancer or
while suffering from cancer (19% of total DALY) (Goodwin 2017). In the male
population, lung cancer (3.9%) has been identified as the highest proportion of
the cancer burden, followed by after coronary heart disease (9.4%) (AIHW 2016;
AIHW 2018d). Even though the survival rate from cancer is improving, yet almost
all of the disease burden was due to early deaths (94%) while burden of living with
caner is comparatively very small (6%) (AIHW 2017a).
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3 Oncology Information System

3.1 Oncology

According to the Free Dictionary, oncology is ‘the branch of medicine that deals
with tumours’ (Saletti et al. 2018). This encompasses prevention, screening or early
diagnosis, treatment and follow-up either in survivorship programmes for palliative
care (Crowther 1982; Hesketh et al. 2017). Given the rapid development of new
drugs research is becoming increasingly integrated into cancer treatment (Amar-
avadi et al. 2011; O’Connell et al. 2000). An additional important consideration is
that most cancers occurs in elderly people who often have significant comorbidities
that influence their cancer and its treatment particularly their ability to tolerate
intensive treatment (Staples et al. 2006; Chamberlain et al. 2002). This paper will
restrict its scope to the diagnosis and treatment of cancer but be mindful of the
broader healthcare system in which these aspects of cancer treatment operate.

3.2 Oncology Information System

Oncology is an attractive specialty for IT implementation as it is more standardized
than most other medical specialties particularly in diagnosis, staging and treatment
specification with well-recognized protocols (Herre and Heller 2004; Enterline et al.
2012; Lenhard et al. 1983; Siochi et al. 2009). This often led to the development of
oncology information systems in isolation from larger enterprise-wide systems (Yu
et al. 2010).

With increase in and ageing of the general population along with migration from
rural to metropolitan areas for various reasons, the number of patients presenting
themselves at hospitals is increasing day by day (AIHW 2011). To facilitate the
patients, clinicians and healthcare providers, the use of ICT (information and
communication technology) has become a vital tool in managing day-to-day task
(Centre for Clinical Governance Research 2011; Ochs and Casagrande 2008;
Shortliffe et al. 1984). Although it takes a long time for any system to be adopted or
diffused into any healthcare system (Berwick 2003), there is growing evidence that
ICT is necessary to avoid errors and wastage in medicine (Fasola et al. 2008) and
increase overall effectiveness and efficiency (Fasola et al. 2014).

As cancer treatment often involves multiple modalities of treatment that interact
and the difference between a therapeutic dose and a toxic dose is small, meticulous
attention to the details of treatment is critical, and relatively small errors can have
catastrophic consequences. Oncology information systems (OISs) are solutions
providing such benefits for these complicated tasks and facilitate their management
through one system (Ando 2014).

Although oncology information systems do address many of the errors of manual
systems which they replace, they do introduce the potential for new types of errors
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which in some respects are more serious as once the error occurs it is disseminated
widely (Klein et al. 2005; Surbone and Rowe 2015). Traditionally, radiotherapy
has had its own oncology information system developed by manufacturers of the
radiotherapy equipment in part related to the IT requirements for tight control of
radiotherapy doses.

Chemotherapy oncology information systems have tended to be developed
separately from broader drug prescription systems in part related to the complexity
of chemotherapy administration (Bourret et al. 1996). Integration of chemotherapy
prescribing with more general drug prescribing is usually only part of large
enterprise-wide IT systems (Moen 2011).

3.3 Need for OIS (Oncology Information System)

Owing to new advancements in diagnostic and treatment therapies, today we are
in a better position to identify early and better understand diseases and their
management, resulting in longer and healthier life outcomes (AIHW 2017b).
This era of knowledge and easy access to information through Internet, print
and electronic media has made us more demanding of every aspect of health
and well-being (Duckett and Willcox 2015). Overall, it has put an enormous
burden on the healthcare systems (Nutbeam 2008). To cope with these errors
and get up-to-date information about patient history, medication and treatments,
electronic health records and data systems have been introduced in many advanced
countries (Sulaiman and Wickramasinghe 2014; Wickramasinghe and Schaffer
2010; Bernstein 1983; Boonstra and Broekhuis 2010). These electronic healthcare
records (EHR) can help in managing a single record instead of multiple records
for same patient, reducing multiple testing/duplication of treatment or medication
(Duncan et al. 2010; Hillestad et al. 2005). Especially, when it comes to treating of
cancer patients, the need to avoid every possible error becomes even more crucial
due to the toxicity and cost of drugs and radiation therapies (Fasola et al. 2008;
Evans et al. 2014). Therefore, the need to synchronize all treatments, provide instant
access to updated records and information on latest state of tumour/disease and
informed decision making through cancer registry becomes very crucial (Duncan et
al. 2010). No two cancer patients are the same, and even though there might be two
persons having similar conditions and symptoms of cancer, their treatment plan and
recovery will vary depending on a variety of different factors (MesotheliomaGroup
2018; Štambuk et al. 2010). Therefore, their treatment needs to be very personal
and entirely customized to help them recover better and faster (Total Health
2018), thus arising a necessity for incorporating a variety of treatment plans and
multidisciplinary departments within or across the hospitals into one single system
(Herre and Heller 2004; Crawford 2013). The utilization of an oncology information
system (OIS) helps in the integration of radiation oncology, particle therapy and
medical oncology patient data into a single database with multiuser and multiple site
access (Janssen et al. 2017). The OIS seamlessly connects to any linear accelerator
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and treatment planning system (Wickramasinghe et al. 2015). It also helps in the
evaluation and comparison of patients under treatment to existing data in cancer
registries. Development of disease-specific clinical protocols is made easy by OIS,
and it helps in generating standard and consistent care (Krayenbuehl et al. 2015).
By utilizing OIS, clinicians can monitor the amount of dose and review treatment
images in one single system to determine if they need to change the dosing plan
(Cheng et al. 2011).

3.4 Current and Expected Market Share of OIS

At present, the global oncology information system market is valued at US $ 2247
million, and it is expected to attain value of US $ 3755 million (Sajeev and Sumant
2017). The market is expected to continue growing at cumulative annual growth
rate (CAGR) of 7.5% since 2016–2022 (Sajeev and Sumant 2017). There are a
number of elements which contribute in such rapid growth in the usage of OIS,
e.g., an ageing population and thus the increasing rate of cancer, increasing rates
of obesity associated with increased cancer risk (Calle et al. 2003; Calle and Kaaks
2004; Calle and Thun 2004) and the presence of certain infections that predispose to
cancer advancement in research and technology, adoption of electronic health record
systems and funding of governments and corporate sector (Insight Pharma Reports
2018). North America possesses the greatest share of global oncology information
system industry due to advancement in technology and expertise in IT along with
pioneer cancer treatment centres situated in this region (TMR 2018) and incentives
provided by various legislative programmes. The European Union is second in OIS
market share, while Asia-Pacific is still lagging behind but is expected to at highest
rate (11.5% CAGR) (Markets and Markets 2015). The main factors for such a high
growth are large patient population size, involvement of governments for cancer
prevention and treatment, and rising expertise in IT and healthcare sectors (Markets
and Markets 2015).

4 Methodology of Study

The primary focus of current fact-finding study was to compare and identify missing
key elements from the Australian healthcare context with respect to OIS. The point
of view of patients and their care providers, clinicians and healthcare providers was
sought to accommodate leading oncology information systems already developed
and used in the USA, Europe or other parts of the world. Initially, we selected three
leading OIS solutions to perform a hermeneutic analysis on publicly available data.
In addition, group discussions with patients and their care providers, clinicians and
healthcare providers (in private and public sectors) were conducted to gain insight
and useful information about OIS under consideration. It is expected that these
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missing key factors described by different users will help in designing better OIS
for Australian end users in the healthcare industry. The preliminary comparison
and key missing/suggestive elements are detailed in tabular form in the following
sections.

5 Comparing OIS with Australian Point of View

Three different leading international oncology information systems were analysed.
Specifically, their main features as relevant and beneficial for the Australian
healthcare system for cancer care were examined. The summary of the comparison
is presented in Table 4.

Though the clinical process of cancer care is essentially the same in all
jurisdictions, the organizational arrangements differ widely, in particular how care is
funded. Given that the initial primary purpose of many patient information systems
including oncology systems was for administrative purposes including medical
billing, there are substantial difficulties in adapting these systems to jurisdictions
other than the ones in which they were developed (Lenhard et al. 1983; Blum 1983).
Oncology information systems also tend to reflect the interests of the particular
cancer treatment modality craft group of the several involved in cancer care that was
involved in their development, i.e., pharmacy, radiotherapy etc. (Miller and Phillips
2005; Islam et al. 2018).

After completing the comparison for these systems, a focus group discussion
with oncology patients, clinicians and healthcare management administrator was
conducted to further gain important insights. From a comparative point of view,
most of the systems have been designed either in USA, Europe or other advanced
countries, which have different healthcare system to Australia.

The Australian healthcare system has both a public and private component and
ambulatory and inpatient care (Duckett and Willcox 2015; Wilson et al. 1995). The
majority of cancer care is delivered in the ambulatory outpatient setting with about
half in the public sector and half in the private sector.

The system is funded by both the state and federal governments with the
states funding most inpatient public care and the federal government funding most
ambulatory care including drugs either by block grants or on a fee-for-service basis
(Duckett and Willcox 2015; Wilson et al. 1995; Newman et al. 2006). Diagnostic
services are critical to cancer services including medical imaging and pathology
are mostly in the private sector even when located within public sector hospitals
with significant market concentration (Duckett 1999; Forbes et al. 2010). They tend
to have their own in-house IT systems and are usually national or international
organizations. Thus, any system designed overseas needs to be customized to the
Australian healthcare context if its full potential is to be realized.

Almost all the systems have in common inclusion of billing system, image visu-
alization and management, paperless communication and fast data transfer, while
all of them lack the inclusion of PBS/MBS and insurance share calculation. The



Determining Missing Key Elements in Oncology Information System. . . 575

Ta
bl

e
2

M
os

tc
om

m
on

ca
nc

er
s

to
ca

us
e

de
at

h
in

yo
un

ge
r

A
us

tr
al

ia
ns

(0
–3

9
ye

ar
s)

,1
99

7
an

d
20

16
(A

us
tr

al
ia

n
B

ur
ea

u
of

St
at

is
tic

s
(A

B
S)

20
18

)

19
97

20
16

Ty
pe

of
ca

nc
er

R
an

k
N

o.
of

de
at

hs
A

SD
R

%
of

to
ta

lc
an

ce
rs

R
an

k
N

o.
of

de
at

hs
A

SD
R

%
of

to
ta

lc
an

ce
rs

B
ra

in
ca

nc
er

2
13

4
1.

2
13

.9
1

13
3

1.
0

17
.5

M
al

ig
na

nt
ne

op
la

sm
s

of
ly

m
ph

oi
d,

ha
em

at
op

oi
et

ic
an

d
re

la
te

d
tis

su
e

1
23

3
2.

1
24

.2
2

11
2

0.
9

14
.7

L
eu

ka
em

ia
–

14
9

1.
4

15
.5

–
83

0.
6

10
.9

C
ol

or
ec

ta
lc

an
ce

r
5

55
0.

5
5.

7
3

94
0.

7
12

.4
B

re
as

tc
an

ce
r

3
12

8
2.

4
13

.3
4

89
1.

4
11

.7
Sk

in
ca

nc
er

4
74

0.
7

7.
7

5
39

0.
3

5.
1

M
el

an
om

a
–

73
0.

7
7.

6
–

37
0.

3
4.

9
To

ta
lc

an
ce

rs
–

96
2

8.
9

10
0.

0
–

76
0

5.
9

10
0.

0
To

ta
ld

ea
th

s
–

82
72

76
.1

N
A

–
59

18
45

.6
N

A



576 M. N. Shaukat et al.

Table 3 Overall burden of all cancers by sex and as persons, 2011 (AIHW 2017b)

Males Females Persons
Number % Number % Number %

Fatal burden (YLL) 442,228 94.1 340,121 93.7 782,349 93.9
Nonfatal burden (YLD) 27,882 5.9 23,019 6.3 50,901 6.1
Total burden (DALY) 470,110 100.0 363,140 100.0 833,250 100.0

OIS 1 has some features which distinguish it from others including review of dosi-
metric images for IMRT, ability of scheduling appointment, remote image review,
customization of forms and questionnaire, ability to attach images/files/photographs
to documents and continuous data protection while ensuring minimal data loss and
immediate data recovery through HARRP system. Whereas prominent features for
OIS 2 are 3D viewer, RTP, XVI, iView GT integration, stereoscopic and volume
registration and elimination of error-prone work through tight integration that
enables transition of seamless data between different tools, in OIS 3, along with
other features, the most intriguing feature is estimation and comparison of cost,
complications, toxic analysis and even analysis between different practice centres
and clinics.

Table 4 gives comparative details of the OISs under consideration. On initial
inspection, it is obvious that these OISs have been designed to provide a unique
solution for oncology clinicians and healthcare providers to access data regarding
patient history, treatment plan, amount of dose, tracking improvement, image
visualization, medication prescription and other relevant information but with little
emphasis on the patient, carers and patient-reported outcome (Saletti et al. 2018).

In the modern era, the focus has shifted from clinicians and hospitals to patient,
family members and care givers. The patients were desirous of more empower-
ment and access to information and data through psychological surveys, aware-
ness/training, visualization of their treatment and booking/cancelling/rescheduling
their appointments as mentioned in Table 5. Further, having the capacity to
participate in patient-reported outcomes and self-reporting pain and progress of
recovery on a daily and hourly basis was key for them to improve their patient
experience. Many patients also wanted the ability to log their medication, e.g.,
missing and on-time or ordering for repeats.

Australia is one of the most culturally and linguistically diverse countries around
the world. There is a variety within communities in terms of origin of birth, spoken
language, religion and ethnicity (Aboriginal or Torres Strait Islanders descent)
(Australian Bureau of Statistics (ABS) 2017b). According to 2016 census, almost
half (49%) of the Australian population was either born overseas or one of their
parents was born overseas. It was also estimated that over 300 different languages
were spoken in Australia (Australian Bureau of Statistics (ABS) 2017b). This
highlights the need to incorporate major languages of Australia in OIS for patient
informational materials regarding diagnosis, treatment plan, survivor support and
stories and videos. The absence of material in an ethnic language does affect early
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Table 5 Data comparison of feedback for missing elements from different user’s perspective

* Value

* Payment and share calcuation

* Standardization

* Value for OIS and services
provided, efficieny, adoptibility in
existing system and integration for
future planning.

* Seamless calculation and 
transfering data for VMOs, nurses, 
PBS, MBS and insurance company 
share.

* Adherence to different Standards 
e.g., international, Austraian, 
regional systems. The access of 
OIS for VMOs without requiring 
any further licensing.

* Value for treatment, procedures
and services provided, ease of
date/time/place for treatment.

* Seamless payment transfer 
through PBS, MBS and insurance 
company.

* Standardization for different 
organizations e.g., international, 
Austraian, regional systems to 
move across in different systems in 
case patient has to go abroad or 
interstate for procedure / treatment. 

* Value for performing treatment,
procedures and services, increasing
efficieny by reducing paper work,
accessing images and prescibing
medicine and amount of dose for
radiation.

* Calcuation of share for payment
by healthcare providers, medicare
and insurance company.

* Compatible with different
Standards e.g., international,
Austraian, regional systems to
accept and send patient overseas or
interstate.

Healthcare management ClinicianOIS providers Patient and carers

* Appointment

* Medication logging

* User interface

* Encryption

* Real time update on vacant spot
to fill in for another patient in case
of rescheduling or cancelation of an
appointment due to patient / doctor.

_

* Easy access to data for finance,
safety and quality control,
legislation, transfer between
existing and future equipment.

* Encrypted data transfer within
same site and other sites, secure
from cyber attacks and malwares.

* Easy access and realtime for
confirmation, cancellation, and
rescheduling of appointments,
treatment, procedure place, time
and date

* Registering missing, late or
overdosing of medication and
ability to order online for repeats.

* Easy graphical user interface,
accesible from mobile / tablet and
desktop computres with easy login
option to keep privacy and data
security.

* Security and privacy for personal 
data

* Change of plan in case of
cancellation or resheduling of an
appointment due to patient/
equipment failure.

* Ability to check missing, late or
overdosing of medication and
ordered repeats.

* Easy graphical user interface,
with access to from mobile / tablet
and desktop with easy login option
to keep privacy and data security

* Secure access to data keeping 
privacy for personal data for patient

(continued)

Healthcare managementOIS providers Patient and carers Clinician
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* Language

* Videos 

* Survivor supports

*Ability to intergrate appointment
booking/relevant disease or
treatment literature in different
langauges. Possiblity of adding tag
for easy identification of multi-
lingual staff, nurses and doctros.

* Easy access to data for finance, 
safety and quality control, 
legislation, transfer between 
existing and future equipment.

* Connect survivor to the current 
patients to give them emotional, 
psychological and social support.

* Access for booking/relevant
disease or treatment literature in
patient's own langague.

* Ability to watch videos in 
patient's own language to learn 
about prognosis, possible 
treatments and outcomes.

* Connect survivor to the current 
patients to give them emotional, 
psychological and social support.

* Options to tag in as multi-lingual
capabilities.

* In case of multi-lingual ability to 
store guidance in thier language to 
help thier community better 
understand the procedures, course 
of treatment and possible outcome.

* Connect survivor to the current 
patients to give them emotional, 
psychological and social support.

Healthcare managementOIS providers Patient and carers

* Automation

* Pain Grading

* Visual Experience (AR/VR)

* Feedback / Complaint

* Automation of reminder for 
appointments, tests, imaging and 
change in plan for treatment and 
dose amount

-

-

* Acess to log for feedback and 
complaints for improvement and 
correction of system.

* Auto update /reminder on
appointments, tests, imaging and
change in plan for treatment and
dose amount

* Pain time/date, duration grading
and registering

* Visual experiences and training
for clinics location/parking,
treatments and therapies.

* Easy acess to give feedback and 
complaints for improvement and 
correction of system.

* Automation of reminder for 
appointments, tests, imaging and 
change in plan for treatment and 
dose amount

* Acess to pain registery for 
time/date, duration and grading.

* Visual experiences, training 
related to education for clinicians, 
VR/AR for imaging related to 
tumuors.

* Easy acess to feedback for 
improvement and correction of 
system.

* Consistency

* 24 / 7 access

* Available online

* Technical support

* Consistency around treatments
protocols, timelines and cost
forecasting

* Easy access to data for finance, 
safety and quality control, 
legislation, transfer between one 
location to another

*  Always online for prompt 
decision and procedure in case of 
any emergency.

*Around the clock technical 
support for intergration / software 
malfunctioning

* Consistency of treatments
protocols, timelines and cost.

* Easy access to financial matters 
for billing and treatment procedure.

* Online availability through portal
or mobile app for booking /
treatment details.

*24/7 technical support for potral /
app malfunctioning

* Consistency for treatments plans,
procedures and payments of shares
for VMOs and nurses

* Easy access to data for finance, 
safety and quality control, 
legislation, transfer between one 
location to another

*  Always online for prompt 
decision and procedure in case of 
any emergency.

*24/7 technical support for potral / 
app malfunctioning

Healthcare management ClinicianOIS providers Patient and carers

Clinician

Table 5 (continued)
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detection, treatment and decision making for specific treatment. The GP (general
practitioners) from the same ethnic group and material published in the targeted
ethnic language will have definitely a significant impact over early detection and
treatment, hence reducing overall economic, emotional and psychological burden in
the society (Tavasoli et al. 2016; Morrell et al. 2010; McDonald and Kennedy 2007;
Byles et al. 1994; Henderson et al. 2012).

From clinician and healthcare provider’s point of view, it was noted that most
of the providers (public and private hospitals) have had different central systems
of patient data recording and maintaining (as detailed in Table 5). This makes it
challenging for clinicians who must work with multiple systems. Different hospitals
are now collaborating or amalgamating to become a big single healthcare provider
through acquisitions. Therefore, it is becoming increasingly important that OIS can
communicate with existing equipment and infrastructure systems planned for future
within and across different sites. Otherwise, there will be inadequate incorporation
of new systems with old one creating disruption in smooth work flow. Consequently,
variety in user interfaces will result in unwillingness in staff and management
for adoption of any new OISs. The discussions with oncology clinicians and
managers at different healthcare organizations were very fruitful and highlighted
a number of key missing elements for any OIS to be successful and improve
overall performance of OIS and make it acceptable in Australian healthcare context.
Healthcare management pointed out that the central existing equipment, assets
and solutions are equally important as it involves huge investment and had great
willingness for utilization/integration with OIS and future proofing the planning to
make OIS more desirable. Adherence and compliance with regional, national and
international standards was also highlighted as another aspect of the concern.

To increase the overall efficiency of the system especially the oncology, it is
very highly expected that system should be automated to create alert in case of
cancellation of appointment by patient, to fill in the next patient. Systematic alert
on feedback or complaint system would be another element highly important for
healthcare providers’ point of view to achieve higher patient satisfaction. Healthcare
providers also had desire to have a registry for safety and quality control forms
and protocols to avoid any legal or ethical issues. In Australia, a unique concept
of independent visiting medical officer exists, and this warrants the need for web-
based login, to enable specialist to work in different organizations and have access
to patient data/images and treatment equipment. In short, for a system developed
for another country/medical system (as in Fig. 2), it will need to consider these
missing elements to make it attractive and seamlessly incorporate into Australian
healthcare. The point of views of patients and their care providers, clinicians,
healthcare management and finally OIS developers all will have to be considered
to get most appropriate system.
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Fig. 2 Filter to develop
appropriate OIS soluation
using missing elements

6 Conclusion

Cancer is one of the leading chronic diseases throughout the world. Owing to
increasingly costly treatments, the funding of cancer care is coming under increasing
scrutiny by government and other third-party payers which means OIS has to easily
provide the necessary justification for care decisions. OISs have been designed to
integrate imaging, radiation, surgery, recovery and progress data all in one place
and access for multiusers from multiple sites. These systems reduce paper work,
give seamless connectivity to linear accelerator and planning system and attachment
of images to files and prescribe medicine remotely to avoid any system or human
mistake. However, to maximize their true potential, they need to be tailored to
the specific healthcare environment. This study compares three leading oncology
systems along with focus group discussion with patients, patient carers, clinicians
and healthcare management to identify missing key elements in Australian context.
Though this study is in its early stages, it is expected that it will serve as a
key building block for any future study focused on oncology information system
targeting Australian healthcare market. The key missing elements described by
different user participants will also make any oncology system work better for
Australian patients, their care providers and overall healthcare industry.
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Toward Actionable Knowledge: A
Systematic Analysis of Mobile Patient
Portal Use

Cherie Noteboom and Mohammad Abdel-Rahman (Al-Ramahi)

1 Introduction

The American elderly population aged 65 and older is expected to continue to
grow rapidly. This population segment is expected to reach 89 million by 2015
(Dall et al. 2013). The population reports increasing health complexities, due to
increases in chronic disease, and many report suffering from multiple chronic
disease. Estimates predict that by 2030, there will be an additional 27 million
Americans with hypertension, eight million with coronary heart disease, and three
million with heart failure (Heidenreich et al. 2011). Cancer cases are expected to
increase to 27 million (Suzman and Beard 2011). Alzheimer’s is estimated to grow
to 7.1 million, a 40% increase, by 2025 (Alzheimer’s Association 2013).

Healthcare in America costs 2.5 trillion a year and is expected to grow to
4.5 trillion in six years (Clifton 2012). According to the Agency for Healthcare
Quality and Research, automation can improve the quality and safety of care
delivered by healthcare facilities by enabling collaboration among physicians,
medical personnel and patients (Clifton 2012). Understanding the healthcare context
is key to understanding the integration of information systems (IS) into the fabric of
their organizations. According to Fichman, Kohli, and Krishnan (2011):

at the most general level, a striking feature of healthcare industry is the level of diversity that
characterizes patients (e.g., physical traits and medical history), professional disciplines
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(e.g., doctors, nurses, administrators and insurers), treatment options, healthcare delivery
processes and interests of various stakeholder groups. (p. 419)

Patient-centered care is seen to be a natural progression toward greater efficiency
and effectiveness in healthcare provision. This form of care is one in which a patient
actively participates in his or her care, delivery of care takes place from a patient’s
point of view, there is greater communication with the patient, and therapy is tailored
to the needs of the patient (Murphy 2011; Sacristán 2013; Stewart et al. 2000). The
implementation of health information technology (HIT) appears to have enabled
greater patient-centered care through better access to patient data, shorter recovery
through targeted care, and lower cost through fewer tests (Blumenthal and Tavenner
2010; Cliff 2012; Cohen et al. 2010; Fichman et al. 2011).

Patient-centered care implies a paradigm shift in the relationship between doctors
and patients, but also requires the development of self-management practices
(Sacristán 2013). Kane and Labianca (2011, p. 510) note that, “if patients fail
to manage their chronic diseases adequately, escalating conditions can become
extremely expensive to treat and can significantly compromise the patient’s quality
of life.” In order to help patients self-manage their diseases, information is made
available from HIT products, such as home health devices and patient portals.
Patient health records (PHR) technology, often known as patient portal, provides
patients with online access to their health records, which in turn enables better
disease management through tracking of comprehensive health indicators and lower
the cost of care (Cliff 2012; Cohen et al. 2010). Through the potential to provide
continuity of service and better care, and the potential to change the physician-
patient relationship and enable chronic disease self-management, patient portals are
positioned as a central component of patient engagement (McAlearney et al. 2016).

Healthcare organizations in the United States are investing in information
technology (IT) to reduce the associated cost of services and improve the quality of
patient care in a move toward population health initiatives. IT systems in healthcare
organizations must meet requirements, as they positively impact patients. Many of
these initiatives focus on education and the engagement of the patient population.
Internet of Things (IoT)-supported devices and applications, which continue to
experience great growth, are considered a key IT strategy to engage and educate
the healthcare population (Allan and Wang 2017; Sacristán 2013).

Healthcare continues to integrate IT solutions to transform the methods of
patient interaction to support patient engagement and education. These solutions are
transforming how patients participate in their individual care. Seventy-eight percent
of healthcare customers either wear or are willing to utilize wearable technology
solutions to track their lifestyle choices and vital signs. Mobile medical technology
is advocated by 75.5% of physicians who feel that the technology simplifies access
and is one of the greatest benefits of mobile medical technology. Nearly half of
hospitals provide applications (apps) for patient education and engagement; 58% of
hospitals have patient portal solutions (Stewart et al. 2000). The number of health
apps exceeds 165,000 (Microsoft n.d.).
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Previous technology research (e.g., Qureshi and Keen 2005; Qureshi et al.
2005; Qureshi and Noteboom 2006) has investigated collaboration effects and
provides insight to inform the patient portal research in the areas of collaboration,
coordination, communication, and adaptation. In addition, the adaptation insights at
the work, social, and technology levels inform this research. However, up to now,
very few efforts have been made to extract knowledge from online user reviews from
actual use of mobile patient portals to help understand patients’ concerns that deter
effective use of these health technology. Therefore, this research answers the call
for the development of patient-oriented research by investigating the key challenges
relating to the use of mobile patient portals (i.e., determining the gaps in the design
of patient portals) via extracting insights from negative users’ reviews of patient
portal mobile apps. Such insights can improve the partnership and collaboration
between patients and healthcare providers.

The advances of Web 2.0 technologies have enabled consumers to easily and
freely exchange opinions on products and services on an unprecedented scale
(volume) and in real time (velocity). Online user review systems provide us with one
of the most powerful channels for extracting user feedback that can help enhance
patient portals design. In the e-commerce domain, user reviews have long been
widely recognized as a crucial factor that influences product sales (e.g., Chevalier
and Mayzlin 2006) and shapes consumers’ purchase intention (e.g., Yang et al.
2016). In the domain of patient portal systems, analyzing users’ reviews has the
potential to greatly inform developers of patients’ preferences and how they engage
with health portals, and provide opportunities for further enhancing their efficacy.

In this study, we systematically analyze users’ reviews to identify design gaps
from the actual use of mobile patient portal. The question investigated in this paper
is: What are the gaps in mobile patient portal service to enable patient-centered
care? To answer this question, we use an implementation of EPIC’s mychart as an
instance of mobile patient portal and discover design gaps based on a systematic
analysis of users’ negative reviews. Instead of manually analyzing the data, which
is time-consuming, we utilize a text-mining technique, specifically topic modeling,
to analyze the contents of user reviews and identify design gaps for mobile patient
portal systems. The key contribution of this research is in discovering the gaps that
may exist in current mobile patient portal solutions and identifying the opportunities
for mobile patient portal enhancement to achieve improved patient-centered care.

2 Related Work and Background

2.1 Patient-Centered Care

Effective patient-centered care centers on the identification of the best intervention
for every individual patient using personalized medicine and tailored therapeutics
(Sacristán 2013). To provide patient-centered care, physicians will have to collabo-
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rate. Collaboration is a purposeful joint action through the construction of relevant
meanings that are shared among members. Collaboration is needed to (1) determine
what action is required and relevant, (2) identify knowledge to carry out a required
action, and (3) demand for action. To support collaboration, it is necessary to have a
media with which to communicate and a social network or “community of minds.”

In this regard, patient portals have the potential to better inform and engage
patients in their care. Patient portals, now commonly used in ambulatory settings,
leverage integration with electronic health record (EHR) efforts to inform and
engage patients. Healthcare providers feel the information provided by the portal
helps to facilitate patient engagement in care and identification of errors (O’Leary
et al. 2016).

2.2 Patient Health Records (Patient Portal)

With the exponential growth of the communications technologies that allow us
to potentially reach more individuals regardless of their locations, new types of
health intervention have emerged. Smartphone or mobile-based patient portals can
enhance patients’ engagement at a very low cost. Due to the promising influence
of these smartphone-based technologies in supporting healthy lifestyle and self-
care practices, researchers have been inspired to explore the impact and use of
mobile applications. For example, the fact that women widely used mobile apps for
health information during pregnancy, but reported apps as unavailable or invaluable
postpartum, highlights the need for the development of more mobile apps with
postpartum content (Guerra-Reyes et al. 2016). With this respect, Zhang, Ho,
Cassin, Hawa, and Sockalingam’s (2015) study is one of the first few studies
to describe the methodology of developing an online and smartphone compatible
cognitive behavioral therapy intervention program for bariatric surgery patients.

While the results of HIT use by providers are mixed, it appears that motivated
patients can achieve significant improvements in their health outcomes when they
use mobile applications (García-Gómez et al. 2014). There are currently over 3000
mobile applications available through Google Play Store and Apple Store to support
lifestyle changes such as fitness, calorie counter, and body mass index calculators,
some of which are used to control diabetes (García-Gómez et al. 2014; Qureshi et
al. 2015).

Little research, however, has been done to connect the growing mobile appli-
cation use by patients to accessing their healthcare data. From a public health
perspective, patient-centered care requires “a partnership among practitioners,
patients, and their families (when appropriate) to ensure that decisions respect
patient’s wants, needs, and preferences and that patients have the education and
support they need to make decisions and participate in their own care” (IOM



Toward Actionable Knowledge: A Systematic Analysis of Mobile Patient Portal Use 591

2001, p. 7). Robinson, Callister, Berry, and Dearing (2008) also offer an economic
view of the patient as the informed consumer who makes decisions based on
cost and quality of care. They also identify care from a patient’s perspective to
include “respect, courtesy, competence, efficiency, patient involvement in decisions,
time for care, availability/accessibility, information, exploring patient’s needs, and
communication” (Robinson et al. 2008, p. 602). To address these views, patient
health portals will need to be customized for patient-centered care.

The focus of previous studies included providing access to the patient record and
information on the care team through a mobile phone app (e.g., Pfeifer Vardoulakis
et al. 2012), a tablet computer app to view care team profiles and hospital medication
records, and a tablet app with the plan of care, diet and safety information (Dykes
et al. 2012). Providing patients real-time access to health information has been
demonstrated as a positive force for change in the way care is provided (McAlearney
et al. 2016). In this regard, Lu et al. (2017) develop an app to inspect controlled
substances in patient care units. Using a web-enabled smartphone, pharmacist
inspection can be performed on site and the inspection results can be directly
recorded into the HIS through the Internet, so human error of data translation can
be minimized and the work efficiency and data processing can be improved.

While previous studies reported positive findings, including patient reports of
enhanced engagement in the care process and satisfaction with care, none included
patient-centered functionality, such as the ability to send messages to the care team,
allowing patients to input information or record notes—elements that have been
demonstrated to further enhance patients’ engagement (McAlearney et al. 2016).
This is especially true with the proliferation of wearable devices, where data about
an individual’s health state can be collected by real-time sampling and analysis of
a few parameters using noninvasive, inexpensive, and portable devices (Pierleoni
et al. 2014). With this respect, Neubeck et al. (2016) adopted a collaborative user-
centered design process to develop a patient-centered care tool. O’Leary et al. (2016)
concluded that optimizing a hospital-based patient portal will require attention to
type, timing and format of information provided, as well as the impact on patient-
provider communication and workflow. Patients can identify areas of improvement
that could enhance the design of portals. For example, patients suggested inclusion
of a test result feature (O’Leary et al. 2016). Therefore, further research is needed
to work in concert with patients to explore patient-centered functionalities that help
develop a patient-centric portal to increase patients’ engagement in their care.

Leveraging user feedback from the actual use of mobile patient portal, this
research contributes to an understanding of how the technology architecture can
enable patients to interact with patient portal functionality, which is technological
adaptation, to work (work adaptation) together with their physicians and care
providers (social adaptation) using the content available to them and using the
collaboration media to provide patient-centered care.
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2.3 The Impacts of User-Generated Content

Several researchers in the areas of social media and e-commerce have studied the
effects of user-generated content, such as online users’ reviews and rating systems,
on product sales and consumers’ purchase intention. The findings of the existing
research have demonstrated that analyzing and measuring these electronic word-
of-mouth (eWOM) messages is quite valuable in product design, sales prediction,
marketing strategy, and other decision-making tasks (e.g., Al-Ramahi et al. 2015;
Phillips et al. 2016; Yu et al. 2013). In this regard, Guo et al. (2017) adopted latent
Dirichlet allocation (LDA) as topic modeling technique to discover key dimensions
from online user reviews for hotels located in 16 countries.

Recently, few researchers have been attracted to explore the impact of user-
generated content in healthcare domain. For example, Jung et al. (2015) proposed
a text mining approach to identify hospital service quality factors and overtime
trends automatically from user-generated content from online health communities.
Xu et al. (2016) examined the impact of online information on patient choice of
outpatient care doctors. Al-Ramahi et al. (2016, 2017) use topic modeling, LDA
algorithm, to discover design principles for Health Behavioral Change Support
Systems (HBCSSs) from online user reviews of mobile diabetes applications.
However, to the best of our knowledge, no research to date has looked at online
users’ reviews in the context of mobile patient portals. User reviews implicitly
communicate satisfaction/dissatisfaction based on actual usage experience and may
provide a good opportunity for extracting design dimensions that can strongly
influence users’ satisfaction and then informing the design of these systems.

3 Method

This section describes the methodology used to investigate: What are the gaps
in mobile patient portal service to enable patient-centered care? Figure 1 shows
the framework of the text mining-based method, which Al-Ramahi et al. (2017)
adopted. We propose to use an unsupervised topic model, LDA, to extract latent
dimensions (i.e., design gaps) from user-generated data. Below, we first discuss
the data collection and preparation process. We then explain the topic modeling
technique used to extract design gaps from online low ratings users’ reviews.

3.1 Data Collection and Preparation

In this study, our target population is mobile patient portal users. The patient portal
selected as empirical setting of this research is EPIC’s mychart. We selected this
patient portal for study as EPIC is replacing other vendors in the EHR market
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First: Data Collection and Preparation
(Mobile patient Portal Users reviews)

Second: Reviews Analysis Using Topic Modeling

Topic Modeling

Latent Topics

Reviews processing
(stopwords removal)

Reviews representation
(TF-IDF)

Latent Dirichlet Allocation (LDA) algorithm

Mobile Patient Portal Design Gaps

Fig. 1 Architecture of our text mining-based method (Al-Ramahi et al. 2017)

and is beginning to establish a single vendor landscape. Reportedly, EPIC has
at least partial health information for over 51% of the U.S. population (Koppel
and Lehmann 2014). MyChart mobile app is available for Apple and Android
devices. The data were collected from Apple iTunes store, where the online reviews
posted by the users were gathered using the Apple store API. We developed a web
crawler to automatically collect data. Through this process, we obtained our dataset
consisting of 500 reviews. Since the main objective of this research is to identify
design gaps of mobile patient portal, we focused on users’ complaints contained
in 1- or 2-star reviews. In comparison with the high-rated reviews, these low-rated
reviews are more likely to reflect users’ concerns and shed light on gaps that should
be considered, but that, unfortunately, have been ignored in current research and
practice. In total, we analyzed 258 1- and 2-star reviews. When preprocessing the
data, we removed stop words and represented each document using the well-known
term frequency inverse document frequency (TF-IDF) weighting scheme (Haddi et
al. 2013). In order to adopt this weighting scheme, we treated each user review in
the dataset as a document. Specifically, TF-IDF weight of a word i in a user review
j is given by

Fi,j ∗ log (N/DF )

Where Fi,j is the frequency of the word i in the user review j, N indicates the number
of user reviews in the corpus, and DF is the number of user reviews that contains
word i.
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3.2 Topic Modeling: LDA

Topic models are statistical-based algorithms for discovering the main themes (i.e.,
set of topics) that describe a large and unstructured collection of documents. Topic
models allow us to summarize textual data at a scale that is impossible to be tackled
by human annotation. We selected the LDA model, the most common topic model
currently in use, due to its conceptual advantage over other latent topic models (Blei
et al. 2003). The model generates automatic summaries of topics in terms of a
discrete probability distribution over words for each topic, and it also infers per-
document discrete distributions over topics. The interaction between the observed
documents and hidden topic structure is manifested in the probabilistic generative
process associated with LDA. This generative process can be thought of as a random
process that is assumed to have produced the observed document (Bao and Datta
2014). In order to illustrate the results of LDA, let M, K, N, and V be the number
of documents in a collection, the number of topics, the number of words in a
document, and the vocabulary size, respectively. The first result is an M × K matrix,
where the weight wm,k is the association between a document dm and a topic tk.
In our case, the documents are user reviews for patient portal mychart app (i.e., we
integrated the reviews of the app in a data file and treated each user review as a single
document) (M = 258). The second result is an N × K matrix, where the weight
wn,k is the association between a word wn and a topic tk. The notations Dirichlet(·)
and Multinomial(·) represent Dirichlet and multinomial distribution with parameter
(·), respectively. The graphical representation of LDA is shown in Fig. 2, and the
corresponding generative process is shown below:

(1) For each topic t∈ {1, . . ., K},
(a) draw a distribution over vocabulary words

βt ~ Dirichlet(η).
(2) For each document d,

(a) draw a vector of topic proportions
θd ~ Dirichlet(α).

(b) For each word wn in document d, where

Fig. 2 Graphical model of LDA
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n∈ {1, . . ., N},
(i) draw a topic assignment

zn ~ Multinomial(θd);
(ii) draw a word wn ~ Multinomial(βzn).

The notation β t is the V-dimensional word distribution for topic t, and θd is the
K-dimensional topic proportion for document d. The notations η and α represent the
hyperparameters of the corresponding Dirichlet distributions.

4 Results

4.1 Gaps Discovered

In this section, we summarize and discuss the results of the extraction of the topics
of the users’ negative experience (i.e., gaps of mobile patient portal). We apply
LDA to extract and label the topics of users’ concerns across all collected low
rating reviews of mychart portal in our sample. The LDA identified 25 topics
and, within each topic, showed the top-10 words and their relative weight (i.e.,
probability). The naming of topics was first conducted by the first author and
confirmed by the second author. Naming was initially based on the identification
of a logical connection between these 10 most frequent words for a topic. For
example, in Table 1, the topic name “Way to update and schedule appointment” is
based on the words “Appointments,” weighted 1.3%; “update,” weighted 0.9%; and
“Schedule,” weighted 0.7%, which appear at the top 10 words. Once we specified
a candidate topic label, we further tested it via investigating the reviews that are
highly associated with that topic.

Then, we mapped the topics we obtained into 10 design gaps, which Table 2
shows along with examples from user feedback. The mappings between the topics
and the gaps were sometimes one-to-one. For instance, the topic “notifications” was

Table 1 Examples of identifying topics labels

Topic 1: Way to update and
schedule appointment Weight (%) Topic 2: Log in using touch ID Weight (%)

Needs 1.5% ipad 1.0%
Appointments 1.3% Beneficial 0.9%
App 1.0% Available 0.8%
Info 0.9% Log 0.8%
Update 0.9% Id 0.8%
Updated 0.8% App 0.8%
Way 0.7% Touch 0.8%
Unable 0.7% Alert 0.8%
Schedule 0.7% Longer 0.7%
Ability 0.7% Topic 0.7%
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Table 2 Identified gaps, supported by examples from user feedback

Gap Examples from the user feedback

Gap 1: Appointments management
This gap refers to patients’ inability to manage
their appointments over the portal. For
examples, they cannot request, schedule, print,
track appointments and cannot even view their
appointment schedule in an appropriate format

Can’t even schedule or request an appointment
with it. Just downloaded the app, but could not
schedule appointments on iPhone or iPad. You
no longer can read your appointment schedule
or any information in a normal sentence
Appointment layout horrible

Gap 2: Notifications/alerts
This gap pertains to the lack of providing
patients with notifications/alerts when a
doctor has new results or a message for them,
or when they have an upcoming appointment

Needs notifications/alerts. Useless if not
notified of the important messages received
within the app. Unable to find any way to
enable notifications
Please add an email alert option! I can’t even
get new notifications when my doctor has a
new results or a message for me
I can’t believe that there has been another
update and still no push notifications

Gap 3: Integration with other health apps
This gap relates to not having the portal
(Mychart) integrated with other health apps
(e.g., FitBit and Apple HealthKit), so that
patients can synchronize their health data both
ways, from Mychart to health apps (like lab
results) and from health apps to Mychart

No sync with Apple Health
The MyChart app should integrate with
Health on iOS. Ideally, lab results would be
sourced from MyChart and feed into Apple’s
Health. iOS Health data should be read by
MyChart and placed in to a message or a
report for my physician

Gap 4: Communication with health providers
This gap refers to patients’ inability to
communicate well with their health providers
via the portal. In this regard, patients neither
can exchange messages with health providers
nor send them their test results

This app doesn’t give you the option to reply
when you get a msg from your doctor. You
have to send a new msg
No way to send test results to doctors
I cannot send my doctor any messages
Actually makes communicating with your
doctor harder
Need to add the feature of getting messages
from doctors
I want to read sent emails

Gap 5: Security issues
This gap refers to the absence of the “Touch
ID” feature, which allows patients to log in
using their fingerprint, and to patients’
inability to manage their password

Why isn’t Touch ID available
I would really like Touch ID support for
logging into my provider, instead of entering
my password every time
It also lacks integration with popular
password managers, such as 1Password
For many of us who have multiple changing
passwords this app is a nightmare

(continued)
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Table 2 (continued)

Gap Examples from the user feedback

Gap 6: Access and retrieve data
This gap refers to patients’ inability to access
and retrieve health related data like diagnostic
or bloodwork info, weight, bp, medical tests
or history

I have several health data about my sleep,
exercises, and some more that my doctor
would love to have access to
Can’t access any of my diagnostic or
bloodwork info
Cannot access my weight, bp, etc. record
Cannot access to any of the medical tests or
history
Miss a lot of information especially in the
health summary it’s not an exact copy of your
medical records
Cannot retrieve any data since most recent
update

Gap 7: Informative presentation (data to
knowledge presentation)
This gap refers to patients’ inability to track
their health with graphs/charts and to display
their health data at multiple levels of
aggregations, “drill-down” and “roll-up”, on
Dashboard

No ability to track health with graphs or charts
Instead of displaying data on Dashboard in
discussions with doctors, I have to manually
download data to a spreadsheet (unneeded
waste of effort)
Also, the Health Summary: Heath Issues;
section is a weird subset of random one liners,
none of which are clickable to get more
information. I wish it was much more
complete with all the notes my doctors have
written

Gap 8: Update medical data
This gap refers to patients’ inability to
update/correct/upload medical data, such as
blood pressure

Upload updated insurance cards and be able to
indicate which one is the primary and which
one is the second one
It be great if I could update my shots and
other medical issues
Gives no ability to patient/user to
correct/update data. Have to request medical
personnel to make changes
Should be able to upload common health
metrics like blood pressure
Add support to upload pdf files

Gap 9: Install/open the app
This gap refers to patients’ inability to install
and open the app

Haven’t been able to open the app for weeks
now
I can’t open or use this app
Problems downloading and installing
Cannot install on iPhone 7 plus

Gap 10: Communicating with server problems
This gap refers to patients’ inability to
connect to the server sometimes

Keeps saying cannot connect to server
Down more than a week. Can’t communicate
with the server
Will not let me sign in to my chart from
Cleveland clinic, and it keeps saying Problem
communicating with the server
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mapped to the gap “Notifications/alerts” and the topic “information summaries”
to the gap “Informative presentation”. There are also some gaps that correspond
to multiple topics. For example, the “Appointments”-related topics (i.e., “way to
update and schedule appointment”, “Print appointments”, “track appointments with
providers”, and “update appointment”) were mapped into the gap “Appointments
management.”

4.2 Validity of Gaps Discovered

We examined the validity of the extracted gaps by comparing the results of LDA
analysis with that of human analysis (see Table 3). In order to conduct the manual
analysis, we adopted open coding technique for data analysis. Two independent
researchers read the collected 1- and 2-star reviews and then identified the gaps
which were mentioned in these reviews. We compared the gaps derived from the
LDA analysis with the ones the two researchers identified, to calculate the reliability
of the LDA result. The Jaccard coefficient1 is 0.71 and 0.6 between the automated
analysis and the two researchers, A and B respectively. As Table 3 shows, the
manual coding of the data revealed four new gaps: “Export/Import data”, that refers
to the inability to export and save health data to files, “Support multiple health
providers”, “Technical support”, and “Billing issues”.

Table 3 A comparison of gaps between LDA analysis and human analysis

Gap LDA analysis Researcher A Researcher B

Appointments management
√ √ √

Notifications/alerts
√ √ √

Integration with other health apps
√ √ √

Communication with health providers
√ √ √

Security issues
√ √ √

Access and retrieve health data
√ √ √

Informative presentation (data to knowledge
presentation)

√ √ √

Update medical data
√ √

x
Install/open the app

√ √
x

Communicating with server problems
√ √ √

Export/Import data X
√ √

Support multiple health providers x
√

x
Technical support x

√ √
Billing issues x

√ √

1The Jaccard coefficient measures similarity between finite sample sets, and is defined as the size
of the intersection divided by the size of the union of the sample sets.
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5 Conclusion

The rising cost and decreasing quality of healthcare has raised the impetus toward
the use of patient portals and EHRs, in order to overcome these issues with
the increased transparency and efficiency that the technology allows. However,
the challenges of patient portals have tempered efforts to improve efficiency of
healthcare through the technology. This paper aims to investigate the gaps in mobile
patient portal service to enable patient-centered care by analyzing the actual use
of these systems. We adopt a text mining-based approach to leveraging online user
reviews as a primary data source. Given the market prominence of EPIC’s mychart
patient portal, we use it as a problem domain.

The results of this research identified opportunities for improvement from
patients’ perceptions. Several gaps emerged, which reveal opportunities to enhance
the design of portals intended for patient-centered care. These important findings
can inform design decisions to promote use and foster engagement. Overall,
optimizing a mobile patient portal will require careful attention to particular
functionalities to enable collaboration, such as allowing patients to request and
schedule an appointment by “Appointments management” and notifying them
regarding new results and messages by “Notifications/alerts”. It is also paramount
to enable patients to “Communicate with health providers”, “Export/Import” their
health data, and use their fingerprint to log in “Security issues”. Also, the portal
should be “Integrated with other health apps” (i.e., fitness apps). We found also
that patients were interested to having the ability to update their health data (e.g.,
shots and common metrics such as blood pressure) as well as update insurance
information (i.e., insurance cards).

Regarding the portal content, patients described the utility of accessing and
retrieving health data (e.g., test results and prescription) and patient’s information
(e.g., weight and blood pressure). This finding is consistent with O’Leary et al.’s
(2016) research, demonstrating that hospitalized patients have a strong interest in all
types of test results. It is also crucial that the portal provide patients with readable
and informative graphs, reports, and charts of their health-related data, depicting
their improvement patterns and historical trends in “Informative presentation”.
In order to achieve better quality of care, the patient portals can provide the
transparency needed, as patients utilize the technology to support patient interaction,
and enable patients to access the information they need to make better decisions
about their healthcare. These changes will positively influence patient-centered care.

For the future, it is difficult to see anything other than refinements and growth
of current healthcare strategies to utilize technology to improve patient engagement
and support (Cliff 2012; Kane and Labianca 2011). The expansion of patient portals,
chronic disease apps, and educational tools to support patients are expected to grow
at increasing rates (Cohen et al. 2010; McAlearney et al. 2016; O’Leary et al.
2016). The use of connected health solutions is becoming standard practice among
hospitals in the U.S., as 81% of hospitals leverage this type of IT (IOM 2001).
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According to a 2016 HIMSS survey, 47% of respondents emphasized personal
technology to influence patient satisfaction, treatment monitoring, patient engage-
ment, and patient education. These individuals planned on continuing to grow in
these areas (IOM 2001). Patients want to be engaged in their healthcare decision-
making process, and those who are engaged as decision-makers in their care tend
to be healthier and have better outcomes. However, the change from episodic-based
care to life care will be a long transition. The way we pay for healthcare and the way
we deliver healthcare are changing. Technology advancements will play a role in
empowering and engaging people before they become patients. The culture change
will be similar to other health culture changes like smoking and seatbelts.

This study contributes to the design and development of future technologies (Al-
Ramahi et al. 2015). As technological advances continue, healthcare stakeholders
agree: “Prepared, engaged patients are a key stepping stone toward high-quality
care, lower costs, and better health.”

Theoretically, this work contributes to the existing knowledge base of mobile
patient portal design by presenting some existing opportunities for design enhance-
ments and inferring new ones. Methodologically, this study exploits users’ feedback
in form of online reviews. In essence, the design of mobile patient portals requires
understanding of users’ perceptions and concerns. In this regard, user involvement
is key in portal systems design, which can help shift the focus of innovation from
pure technology to the context of daily life (Thackara 2001). Hence, we developed
and presented opportunities for design enhancements based on users’ reviews.
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A Lazy User Perspective to Patient
Adoption and Use of Personal Health
Records

K. Niki Kunene

1 Introduction

The adoption and use of personal health records is expected to benefit the individual
patient, contribute overall to the healthcare system via cost savings and cost
avoidances, and contribute to population health from the potential for a large,
minable, or query-able data set.

Personal health records (PHRs) in contrast with electronic health records (EHRs)
were conceived as patient-controlled records. Personal health records were intended
to give the individual consumer the ability to manage, track, share, and participate
in his/her own healthcare (Jones et al. 2010; Kaelber et al. 2008; Tang et al. 2006;
Vydra et al. 2015). Personal health records, known to many as patient portals, are
regarded as the bedrock of patient engagement.

In practice, we have seen two types of implementations: those records that
are tethered to healthcare providers’ electronic health record (EHR) systems and
those that are untethered. Typically, untethered manifestations allow for the entry
of patient-generated health data (PGHD). Tethered systems may or may not allow
for some patient-generated data. Tethered PHRs are by definition provided and
maintained by healthcare covered entities such as hospitals, doctor groups, health
insurance companies, and even employers. Untethered PHRs are provided by private
vendors who may or may not charge a use fee (Jones et al. 2010).

Policymakers and researchers have written and acted on the understood benefits
of using personal health records. Following the HITECH Act of 2009, five objectives
of the meaningful use (MU) of electronic healthcare records were articulated
in the realization of the act. Three of these objectives (therein numbered 2–4)
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are especially pertinent to PHR benefits: (a) engaging patients and families in
their health, (b) improving care coordination, and (c) improving population and
public health. (The first objective calls for improving quality, safety, efficiency, and
reducing health disparities (Stage 3). Objective 5 calls for ensuring adequate privacy
and security protection for personal health information.) Wynia and Dunn (2010)
also identified the expansion of health education opportunities and strengthening
disease prevention as potential PHR benefits. PHRs also offer patients greater
access to a wide and customizable array of credible health information, data, and
knowledge (Tang et al. 2006). Mobile personal health records (mPHRs) can help
in case of emergencies when a patient sees a new provider, or where the patient’s
primary EHR is not accessible, or interoperable with the new provider’s systems
(Bouri and Ravi 2014). One design researcher suggested the PHR as a landing
solution for overcoming the lack of interoperability between providers’ EHRs that
serve the same patient.

PHRs have been around for some time, and with beliefs in their various potential
benefits holding firmly among policymakers and researchers, efforts to encourage
their adoption were well under way by 2014. As a result, patient access to PHR has
been growing rapidly. Lester et al. (2016) reported that over 70 million consumers
had access to tethered PHRs in the United States. In addition, free access to
untethered PHRs, like Microsoft’s HealthVault, has existed for over a decade.
Legally, the implementation of Meaningful Use Stage 2 mandates providers to use
the technical capabilities offered by PHRs, for example, communicate electronically
with patients and provide patients the ability to view, download, and transmit
their electronic health information within days. Providers have been responding
by creating patient portals (tethered PHRs) where EHR health information can be
viewed but frequently not modifiable by the patient. Some providers may even show
the patient how to log into the portal during patient visits. And yet patient use of
personal health records remains low, despite policy efforts to promote their use
(Vydra et al. 2015; Wynia and Dunn 2010). Google pulled its untethered platform
Google Health in 2012 citing a lack of widespread adoption.

Researchers and policy experts continue to deliberate over whether PHRs will
ever gain the necessary adoption or use rates to make the systems effective (Lester
et al. 2016; Vydra et al. 2015; Wynia and Dunn 2010). Several barriers to adoption
exist. These barriers impact the decision to start using a PHR, the adoption process
and the continued use of PHRs (Showell 2017). Patient-centered barriers to adoption
include concerns for information privacy (Carrión et al. 2011; Lehnbom et al.
2016; Señor et al. 2012), patient awareness, and/or interest (Vance et al. 2014);
patients’ ability to understand medical records (Vydra et al. 2015). From a provider-
centered perspective, the lack of provider reimbursement for time spent in portal
communication (Lester et al. 2016), and the response time required of providers
(Vydra et al. 2015). Furthermore, from a social and economic perspective, a digital
divide (Yamin et al. 2011), socioeconomic status, race, and education are also
important factors in the adoption and diffusion of PHRs (Showell 2017).

A lot of quantitative research has been done on the adoption of PHRs; there
are however few qualitative and recent studies on the adoption of PHRs; there are
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fewer still that have generalized to theory. The purpose of our research project is to
get an in-depth qualitative understanding of (1) how individual healthcare users in
New England, USA currently manage their personal health information, (2) whether
they have adopted an electronic personal health record (PHR) and the factors that
influenced their voluntary adoption or non-adoption of a PHR. This study uses
grounded theory, an interpretive methodology. The data collection strategy is semi-
structured interviews. Two generative open-ended questions formed the basis of the
interview: How do consumers currently manage their personal health information?
Do they use personal health records and what dissuades or encourages them to use
PHRs? Data was collected between spring of 2015 and spring of 2016. Interview
transcripts were coded iteratively through open, axial, and selective coding. Kunene
et al. (2016) reported on the initial thematic categories emerging from the data. In
this study, we use grounded theory to marry axial themes emerging from the data
to a universal central theme or theory. We found the lazy user theory (Tétard and
Collan 2009) has better explanatory capacity from first-level constructs for the low
adoption rates.

The contribution of the study is it presents a new and alternative understanding
of the low adoption rates associated with personal health records. Will legislative
imperatives driving the adoption of these technologies by providers translate to
patient adoption and use? All things being equal, our findings suggest not. Changes
will have to target incentives for user laziness.

The rest of the chapter is organized as follows: Section 2, background literature
where we summarize related prior research in the literature and the role of legislation
particularly the meaningful use of certified electronic health records, and review
theories and models of technology acceptance and adoption. Section 3 presents our
research questions and methodology. Section 4 provides results and discussion and
Sect. 5 presents the conclusion.

2 Background Literature

The first articulation of a personal health record (PHR) in an academic journal dates
back to 1969 (Kim et al. 2011). Early references to a PHR referred to information
about one’s health on some form of paper. In the early 1970s, some studies also
started to reflect the need for personal records to address community or social
needs; for example, the problems associated with data collection in monitoring and
managing maternal and child health in developing countries (Wunsch 1982). By the
1990s, we started to see a shift toward emphasizing the personal health record as
a patient-centered and patient-controlled record. In other words, a patient record as
a patient-held record in contrast to the health record controlled by the healthcare
provider. Later, in Australia, for example, we saw the PHR record first introduced
as a personally controlled electronic health record (PCEHR). In the United States,
personal health records are frequently known as patient portals, and are typically
tethered to a provider’s electronic health record. Commercially produced untethered
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PHRs do exist, e.g., Microsoft’s HealthVault; the low adoption and use rates have
led to private companies like Google and Microsoft to abandon their platform or
reduce their support. On the other hand, belief in their potential has not dimmed
among researchers and policymakers; emerging developments in personal health
records include the advent of blockchain-secured, patient-controlled health records
(Borfitz 2018).

The benefits of using personal health records are based on a clinically well-
understood phenomenon that patient participation in their own care is associated
with better quality of care and patient outcomes. Information sharing between the
clinician and the patient is critical to successful patient engagement (Houston and
Ehrenberger 2001). The use of personal health records is seen as the bedrock of
patient engagement (Ancker et al. 2015). With personal health records, patients
can participate in their own care by tracking, managing, and sharing information
about their care (Jones et al. 2010; Kaelber et al. 2008; Tang et al. 2006). The
capacity to share information by patients can also improve care coordination
among their providers. Further, a widespread use of electronic personal health
records is projected to offer opportunities to strengthen disease prevention, improve
population health, and expand health education (Department of Health and Human
Services 2010). In general, researchers and policymakers seem persuaded about the
potential value of PHRs to patients and indeed the healthcare system as a whole.
Furthermore when asked, studies show many patients do believe that using PHRs
can help them better manage their health and improve care quality (Abramson et
al. 2014; Lester et al. (2016) and that this belief is generalizable, including among
minority racial/ethnic groups and people at low-income levels (Patel et al. 2011).
Yet adoption rates in the United States have remained low even with the now widely
distributed access to personal health records.

2.1 Managing Electronic Personal Health Information (ePHI)

Prior research on PHRs seeks to understand consumer perspectives toward personal
health records within communities, in light of the low adoption rates. A majority
of these studies are quantitative, survey studies; a few are structured reviews
of the literature; fewer still are qualitative studies or experimental trials. The
shared understandings found in the literature include privacy and security concerns
(Abramson et al. 2014; Carrión et al. 2011; Kaelber et al. 2008; Kavoussi et al.
2014; Patel et al. 2011; Señor et al. 2012) as a barrier to adoption; socioeconomic
differences, e.g., the digital, racial/ethnic, and income divide (Yamin et al. 2011;
Zapata et al. 2014), which can divide groups into adopters and non-adopters; and the
intersection of age and comfort with technology that is a factor among middle-aged
and older patients (Taha et al. 2013). Physicians can serve as an adoption influencer,
so that the rate of adoption of electronic health records (EHRs) and the variances in
physician willingness to use technology in managing patient care influences patient
adoption of PHRs (Archer et al. 2011). The interoperability problem, a technical
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challenge that affects both PHRs and EHRs (Lester et al. 2016) may be a barrier to
adoption, where patients are granted access to multiple non-interoperable, tethered
PHRs or patient portals.

Young et al. (2014) looked at the barriers to PHR adoption among older adults in
home-based care. They interviewed adults in the age range of 46–72 years and found
that barriers to adoption were characterized by four factors: (1) privacy and security
concerns; (2) general technological discomfort which made participants view the
idea of electronically communicating with healthcare providers of “dubious value”
(Young et al. 2014); (3) lack of relative advantage, where the use of PHRs or
their equivalent were not perceived to be more advantageous to paper; and (4) an
undesirable user representation – where participants imagined a user of a PHR
as someone infirm or with a chronic condition or someone irresponsible requiring
constant reminders, in other words, someone unlike themselves.

Mitchell and Begoray (2010) also show that patients with serious and/or long-
term illnesses can benefit the most from these systems (Mitchell and Begoray
2010). Yamin et al. (2011) found patients with comorbidity were more likely to
use a patient portal. Wagner et al. (2012), in a cluster-randomized effectiveness
trial with PHR and non-PHR groups, investigated the impact of using PHRs among
hypertensive patients on multiple outcomes. Wagner et al. (2012) observed no PHR
effects on blood pressure (BP). They found that few patients with access to a PHR
actually used one with any frequency. They conclude that merely providing a PHR
had no impact on the defined outcomes: namely, blood pressure, empowerment,
satisfaction with care, or use of healthcare services without additional education, or
the clinical interventions targeted at increasing PHR use (Wagner et al. 2012).

Some studies have looked at the barriers to adoption from a physician perspec-
tive. Vydra et al. (2015) found there was mismatch of the time physicians spent
on portals and the lack of compensation for that time which acted as a barrier to
PHR use. In a structured review of existing literature, Lester et al. (2016) also found
patients’ lack of understanding of medical records, legal liability, as well as the
time required for physicians to respond to PHR-related queries to be a concern and
burdensome to physicians.

2.1.1 The Role of the Meaningful Use (MU) on Certified Electronic
Health Records

Following the imperatives of the HITECH Act of 2009, the Centers for Medicare
and Medicaid Services (CMS) instituted the EHR Incentive Programs, now called
the Promoting Interoperability (PI) Programs, to encourage the so-called eligible
professionals (EPs), eligible hospitals, and critical access hospitals (CAHs) to adopt,
implement, upgrade, and demonstrate meaningful use of certified EHR technology
(CEHRT) in three progressive stages (Services 2018). The first stage establishes
requirements for the electronic capture of patient health information. Stage 2
expands on the first stage and focuses on clinical processes and aligns meaningful
use (MU) of EHRs with the goals and priorities of the National Quality Strategy
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(NQS) of the Patient Protection and Affordable Care Act (PPACA). Stage 3 focuses
on using CEHRT to improve health outcomes. Of significance to our research, both
MU Stage 2 and the National Quality Strategy call for the patient engagement. From
the six NQS priorities, the second priority states, “ensuring that each person and
family is engaged as partners in their care” (Agency for Healthcare Research and
Quality 2017). As hospitals and eligible professionals started implementing MU
Stage 2 requirements, they were explicitly obligated to give patients the ability
to view online, download and transmit their health information within days of an
encounter as well as the ability to interact with the health system electronically. The
adoption of patient portals by providers rose significantly with MU Stage 2. With
regulatory compliance driving the adoption of personal health record by providers
and near global access for patients, will actual use of the technology by patients
follow?

Data from the American Hospital Association (AHA) shows the progressive
increase in adoption rates of personal health records between 2012 and 2016/17
(Association 2018). Figure 1 shows the adoption of technologies that allow patients
to view their health information, download it, and have the capacity to share it with
a designated caregiver (see Fig. 1). What is interesting for our study about Fig. 1 is,
around 2014, the adoption rates by hospitals more than doubled; this is consistent
with the timelines for penalties and incentives associated with the requirements for
Meaningful Use Stage 2. By 2014, even laggards in the adoption of CEHRT were
approaching 2–3 years of having met MU Stage 1 requirements, implying they could
proceed to Stage 2 requirements.

However, this AHA report speaks to the technological capability offered by
hospitals rather than actual use by patients. According to the Office of the National
Coordinator (ONC), as of 2017, 52% of individuals have been offered access to their
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Fig. 1 Adoption of personal health records by American Hospitals
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medical record by a health provider or health insurer. Of those, over half viewed1

their online record within the past year. This represents 28% of individuals in the
United States (Patel and Johnson 2018).

Is it therefore the case that if you build a personal health record, they will
come? Will the widespread availability of and access to PHRs encourage users to
use personal health records and realize their potential benefits? Human-computer
interaction (HCI) researchers postulate that the adoption of PHRs may be subject to
captology (Saparova 2012). Captology is a theoretical framework in HCI research
consistent with build it and they will come. Captology conceives of computers as
“persuasive technologies” that can motivate, influence, and persuade users toward
the adoption of target behaviors (Saparova 2012) or engineered behaviors (Alter
2010), i.e., patient engagement in their own care. Will MU Stage 2 lead to the
captology of PHRs? Or is there something else at play. Tang et al. (2006) argued
for education and research to unravel the barriers to adoption and use claiming we
“do not know enough about health care consumers’ need for and potential use of
PHRs” (p. 55).

2.2 Theories of Technology Adoption and Diffusion

Theoretically, our work is related to technology adoption and diffusion models.
Specifically, this study is supported by the Lazy user theory (Tétard and Collan
2009) to technology adoption. There are several technology adoption and diffusion
models for studying the adoption, diffusion, and acceptance of technology and
technical devices; these include the theory of reasoned action (Ajzen and Fishbein
1975), the theory of planned behavior (Fishbein and Ajzen 1977), the technology
acceptance model (Bagozzi et al. 1992; Davis 1989), the unified theory of accep-
tance and use of technology (UTAUT) (Venkatesh et al. 2003), task-technology fit
(Goodhue 1995; Goodhue and Thompson 1995), Roger’s diffusion of innovations
(Rogers 2003), and cognitive fit theory (Vessey 1991; Vessey and Galletta 1991).
The most widely used of these has been the technology acceptance model (TAM)
and its variants. More recently, Tétard and Collan (2009) proposed a lazy user theory
to technology adoption research.

Theory of Reasoned Action (TRA) TRA posits three constructs: behavioral
intention, attitude, and subjective norms, where behavioral intention is dependent on
attitude toward the behavior and subjective norms (one’s beliefs about the normative
expectations of others and the motivation to comply with these expectations) (Ajzen
1985). In a meta-analysis, Sheppard et al. (1988) show the limitations of TRA in the

1In attempts to comply with the law, physicians and physician groups made patients enroll to the
patient portal during a patient visit.
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context of choice-making in the presence of multiple alternatives (Sheppard et al.
1988; Tétard and Collan 2009).

Theory of Planned Behavior The theory of planned behavior extended the theory
of reasoned action adding the construct perceived behavioral control and actual
behavior, where intention is the immediate antecedent of behavior. Beliefs about the
presence or absence of factors that may facilitate or hinder the performance of the
behavior and the perceived power of these factors give rise to perceived behavioral
control. In general, “the more favorable the attitude and subjective norm, and the
greater the perceived control” (Ajzen 1985), the stronger the intention to perform
the behavior in question.

Technology Acceptance Model TAM introduced by Davis (1989) is an adaption
of TRA tailored for modeling the user acceptance of information systems. A key
purpose of TAM was tracing the impact of external factors on internal beliefs,
attitudes, and intentions (Davis et al. 1989). TAM posits two distinct beliefs
perceived usefulness (U) and perceived ease of use (EOU). Perceived usefulness
is defined as the probability that using a specific system will increase one’s job
performance within an organizational context. PEOU is the degree to which a user
expects, using the system to be free of effort. TAM is a frequently used model in
information systems research; it has however been criticized for its low predictive
value (Tétard and Collan 2009).

Diffusion of Innovations Rogers (2003) in diffusion of innovations defines adop-
tion as a decision to fully “use an innovation as the best course of action available”
and innovation as “the process by which an innovation is communicated through
certain channels over time among members of a social system” (p. 5). The four
key components of a diffusion of innovations by this definition are the innovation,
communication channel, time, and social system. Further, the innovation decision-
decision process is defined as an information-seeking and information-processing
activity involving five steps: knowledge, persuasion, decision, implementation, and
confirmation, and usually in that sequence over time. A user may adopt or reject
an innovation during the decision stage, i.e., after gaining awareness knowledge,
how-to knowledge, and principle knowledge about the innovation and developing
a positive or negative (affective) attitude about the innovation. Roger’s diffusion of
innovations is better suited as process theory than a variance model.

Unified Theory of Acceptance and Use of Technology (UTAUT) Proposed by
Venkatesh et al. (2003), UTAUT is a model that sets out to consolidate eight prior
models including TRA, theory of planned behavior, TAM and one of its variants,
and social cognitive theory. The authors derive four key constructs that have a
direct effect on intention to use: performance expectancy, social influence, effort
expectancy, and facilitating conditions. Age, gender, experience, and voluntariness
of use are modeled as key moderators.

Lazy User Theory Tétard and Collan (2009) proposed the lazy user theory as
a technology adoption model in information systems as an alternate model for
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dealing with choice among alternatives. Important for our study, the model does
not presuppose a user as an employee in an organizational context; the model
focus is more user-centered. The model assumes users tend to follow a “path of
least resistance”; that is, given options, they will exert the least effort or energy
to fulfill their need. Though new to information systems, the concept of “path of
least resistance” has existed in physics, linguistics, informatics, and information
seeking (Tétard and Collan 2009). In linguistics for instance, Zipf (1949) explaining
the scaling of human language called his theory the principle of least effort,
where speakers seek to minimize articulatory effort, and hearers also want to
minimize the effort of understanding. The lazy user model has also been used in
information retrieval as one of the principles guiding information seeking behavior
and consequently the design of modern libraries (Collan and Tétard 2011). In
finance, “lazy banking” is used to explain the decision-making associated with
the complexity inherent in evaluating risk connected to credit disbursal when the
bank may not have the necessary expertise to screen potential borrowers; thus lazy
banking becomes a manifestation of risk averseness (Bhaumik and Piesse 2008).

The lazy user theory posits a user will most often choose the solution that will
fulfill their (information) needs with the least effort (lazy user behavior):

The lazy user theory of solution selection tries to explain how an individual (user) makes her
selection of solution to fulfill a need (user need) from a set of possible solutions (that fulfill
the need). The set of possible solutions is a subset of universal solutions that is constrained
(limited) by the user state (circumstances) . . . (Tétard and Collan 2009).

Graphically, the model is shown in Fig. 2.
Figure 2 shows that the set of possible solutions available to the user are defined

by a user need and limited by the circumstances, e.g., resources and time, of the user
(user state). The selection of a solution is based on assessing a possible solution set
and effort required, so that the solution meeting then need with the lowest effort is
prioritized.

Fig. 2 The lazy user theory
(Tétard and Collan 2009)
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3 Research Questions and Methodology

This study is a qualitative, interpretive study where study participants do not merely
serve as a conduit of information but also participate in meaning-making (DiCicco-
Bloom and Crabtree 2006). Data is collected using semi-structured interviews. The
research method is grounded theory (Strauss and Corbin 1990; Strauss and Corbin
1994). Grounded theory is an interpretivist methodology; the purpose of using
grounded theory is to construct a cohering or universal story by unearthing, from
the data, a central theme or category from multiple emergent themes.

A central theme has analytic power: “the ability to pull other categories together
to form an explanatory whole” (p. 146) while accounting for variation within
categories (Strauss and Corbin 1998). Grounded theory is appropriate for the
development of theory grounded in data that is systematically gathered and analyzed
where theory then evolves (ibid).

As part of constant comparative analysis, three types of coding are used, i.e.,
open coding, axial coding, and selective coding (see Fig. 2). Open coding is used for
preliminary segmenting of the data, axial coding for generating “codes” or themes,
and selective coding for analyzing themes into cohered understandings or theory.
Constant comparative analysis allows the researcher to iterate through the interplay
between data collection and analysis for sense-making and theory development (Fig.
3).

Because the objective of this study is to understand what incentivizes healthcare
consumers to use PHRs, and what dissuades them, we needed to first understand
how they were currently managing their personal health data. Following grounded
theory, we started with two generative questions as the basis for inquiry during our
semi-structured interviews:

i. How are you currently managing all your healthcare data (prescription data;
medical bills, test and lab results, historical medical data)?

ii. Do you use a personal health record (PHR)? What considerations incentivize
(encourage) or would incentivize (encourage) you to use a personal health
record? What considerations discourage or would discourage you to use a
personal health record?

Fig. 3 Grounded theory:
constant comparative analysis
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Table 1 Age and gender
descriptives

Age Gender
age group N % N %

20–34 40 47%
35–49 34 40% Female 46 54%
50–65 11 13% Male 39 46%
Total 85 Total 85

3.1 Data Collection

The research was carried out in New England, USA. Data collection interviews were
conducted in three periods: spring 2015, fall 2015, and spring 2016. The study was
approved by our institutional IRB. The only exclusion criterion was, subjects had to
be 21 years or older. An average of 28 subjects are interviewed in each round. Each
interview lasted between 20 and 60 minutes and was recorded for transcription.

3.2 Data Analysis

Two researchers coded each of the interview scripts. For open coding the initial
categories were age, gender, education, prior knowledge of PHRs, privacy attitudes,
security attitudes, and current state of health. Emerging themes (axial coding) from
the abovementioned categories are partially shown in Table 3. With selective coding,
we integrate and refined categories to a more abstract or universal concept or theory
from the data. We kept an open mind with respect to mapping back to existing
technology adoption theory as a central concept.

3.2.1 Subjects

Eighty-five subjects have been interviewed over a period of over 18 months.
Demographically the gender split was 54% female and 46% male. Nearly half were
under 35, 40% between 35 and 49, and 13% in the 50–65 age group (Table 1).

4 Results and Discussion

A majority of our respondents considered themselves to be in good health; only
five explicitly disclosed a chronic health condition that required ongoing treatment:
anxiety, type I and II diabetes, thyroid disease, severe sinusitis, and celiac disease,
plus another with an undisclosed serious prior illness. At the same time, only 55%
knew what a PHR or patient portal was, and the same number reported being aware
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Table 2 More summary information about our respondents

Self-reported relative wellness Majority report being healthy
6 indicated chronic conditions

Knowledge of a PHR 55% knew what a PHR/patient portal was or recog-
nized it when it was described to them

Access to and use of a PHR 55% knew they had access to a tethered one or
thought they had access to one
7% of the 85 subjects were actually using a PHR in
some form

Primary care physicians using CEHRT Nearly 96% reported yes
Others could not say definitively
Dentists were reported to be using paper

Use of health or wellness app 63.5% had used or were using a health or wellness
app for diet and activity tracking

Fig. 4 Lazy user analysis model for PHR adoption

of having access to a PHR. Nearly all our respondents reported having a primary
care physician who had adopted a certified EHR technology (CEHRT). Interestingly,
54 respondents said they were using or have used a health or wellness app at some
point (Table 2).

4.1 The Lazy Personal Health Information User

In this study, we focus especially on the first question, “how are you currently
managing your personal healthcare data (prescription data; medical bills, test and lab
results, historical medical data?” However, Kunene, Zysk, and Diop (2016) discuss
some of the emergent themes from both generative questions. The first question
explores the array of possibilities available to the respondent for managing personal
health information (PHI), and the solutions they choose. Using grounded theory’s
constant comparative method, we iterated the lazy user theory (Tétard and Collan
2009) as the universal, organizing central theme of our data (Fig. 4).
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In Fig. 3, the user need is managing personal health information (PHI) to support
one’s quality of health and quality of care.

User Need Managing personal health information.

The user state is a description of the user and their context at the time of need.
The context for healthcare consumers is: relative state of health, this includes the
presence or absence of chronic diseases particularly; but it also encompasses relative
concern for health wellness which in our case may be reflected via reported diet and
exercise behaviors and/or concerns. It also includes the healthcare consumer’s age.
It may include gender; women may feel the need to monitor their menstrual cycle.

User State Relative health and wellness; the presence or absence of chronic
disease; diet/exercise behaviors and concerns; age.

The set of possible solutions for managing personal health information for
healthcare consumers ranges from traditional paper solutions where users keep
some file or folder related to their personal health information (some of our older
respondents do). A second option is, maintaining electronic records of some kind,
some of the respondents reported “keeping files on the computer.” A third and
fourth option is using a personal health record, and here one can distinguish between
PHRs tethered to provider EHRs and untethered PHRs like Microsoft’s HealthVault.
Each option comes with its own set of challenges and conveniences. For instance,
in the United States, tethered PHRs open a consumer to the very real possibility
of having multiple PHRs each associated with a different healthcare provider (i.e.,
until the interoperability issue is settled). An untethered PHR comes with its own
set of constraints: learning investment; privacy and security challenges, whether
real or perceived. A fifth option is a partial solution to managing PHI, but does
reflect a degree of patient engagement, that is the use of heath wellness mobile
apps and wearables that electronically record and store information, and frequently
on ubiquitous cloud storage. There are associated learning investment constraints in
general, but these may be perceived as transferable learning investments (Tétard and
Collan 2009). Many of our female respondents in particular used at least one health
wellness app or wearable. The sixth option is to simply do nothing about managing
one’s personal health information. Finally, the seventh option is to do nothing and
simultaneously have a guardian or agent manage your personal health information
for you. The PHI guardian is the healthcare provider, particularly the primary care
physician; it may also be the health plan or insurance.

Possible Solutions Paper management; electronic documentation; tethered PHR;
untethered PHR; health and wellness apps and wearables; do nothing; do nothing
and have a guardian or agent acting on your behalf.
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4.2 Results

Iterating between open codes and axial coding, for the initial question, “how are
you currently managing your personal health information?” the following emerges.
Notwithstanding the rollout of tethered patient portals as providers started looking
toward complying with Meaningful Use Stage 2 requirements; a small minority of
patients were actually using personal health records. Instead, a significant majority
of our respondents (across age and gender groups) were not in fact using PHRs.
See Figs. 5, 6, and 7 in the Appendix for additional responses. An overwhelming
number responded to effect, “I don’t, my doctors do it for me.” A number of
respondents equated visiting the primary care physician to monitoring or managing
their personal health information. A handful of respondents maintained some form
of paper record, and fewer still maintained their records using other electronic
documentation. Over half the respondents (47) knew they had access to a patient
portal; however actual use of the portal was negligible; only six study patients
overall said they used a PHR in some form or another; another admitted to partially
registering for a PHR.

We had also expected that patients with chronic conditions would be more
encouraged to monitor their own health and therefore had some incentive to use
a personal health record. Three of the six participants with a chronic condition
actually used a PHR.

Over all three data collection periods (spring 2015, fall 2015, spring 2016),
the predominant approach taken by our respondents is to rely on their healthcare
providers to manage their personal health information for them. Table 3 shows 47
participants (55%) indicated, without prompting, that they do nothing themselves
but rely on their doctors. An additional 9 (11%), without prompting, simply said
they don’t manage their personal healthcare information, e.g., “I don’t” or “I don’t
manage my personal health data.” Thirteen used some form of paper records, two
saved some documents electronically on a desktop computer, and six (7%) said they
used a PHR from a healthcare provider, health plan (payer), or an employer tethered
PHR.

When asked specifically if they used a personal health record and what dissuades
them from using a PHR, the predominant themes were “I’m healthy” and/or “I’m
lazy” or “I’m too busy.”

To illustrate, one participant responded in the following way to the inquiry:

Ok, actually I have been introduced to those but I haven’t even gone on because I haven’t
had time but I have been directed toward them. Both my gynecologist and my general
practitioner through the XXX Network of doctors use them . . . I don’t use it because, it’s
so new and I just don’t have the time to even look at it. I probably should though. (Study
participant; female; age, 50–65; spring 2016)

or

I do not. I guess, probably the biggest one is at this point when I go to the doctor I talk to the
doctor. I don’t feel like going to my health record to read what he verbally told me. So, I’m
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Table 3 Themes in descending order of prevalence

Sample subject responses Theme (N)

I rely on my doctor . . .

I rely on my health providers . . . when
I need it, I ask them to provide it.
I rely on my doctor’s files . . . .
Go to doctor every 6 months . . .

Have a guardian for patient personal health data (47)

I don’t.
I don’t currently manage my health
information

Do nothing (17)

I have a binder.
I keep a binder.
I have some paper records in a folder.
I have a planner with a notes section
where I write down important things
but besides that not really

Paper records (11)

“I keep some files on my computer” Other electronic documents (2)
My employer offers . . .

My insurance to an HAS a health sav-
ings account I do now track financially
my account . . .
I also have a program on my computer,
which is my MyChart, which is an
application . . .

Tethered PHR (6)

I have a mobile glucose monitor (DEX-
COM) and . . .

Medical devices plus (1), plus guardian

assuming there’s no additional information on that than when I had my face-to-face visit.
(Study participant; male; age, 50–65; fall 2015)

The responses above embody the experience of our participants, in that they had
heard of patient portals, had access to them, and had either never logged in or had
logged in once to register. And yet, they understood, even if vaguely, the purpose
and value of a PHR. Three of the six participants with chronic conditions were
similar. There was an overlap between the two categories: healthy and lazy; some
participants identified both.

But I didn’t complete the registration. And I only see her (doctor) . . . besides um my once
a year. If I even go that much, I’ll see her if I’m ill, which I don’t get ill very often. It’s
just not right now, um, it’s just not something I think about. (Study participant; female; age,
50–65; fall 2015)

Table 4 shows sample responses related to the perceived time and effort required
to use a PHR and perceived health status. The two themes are related. One could be
too healthy to bother with a PHR, or the time effort required isn’t worth the bother,
I’m healthy.

Therefore, for participants with access to a PHR, their self-assessment of relative
good health together with the perceived effort and time required to upkeep a personal
health record seems to discourage healthcare consumers from using personal health
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Table 4 Predominant reasons for not using a PHR

Discouraging considerations
Sample responses Themes

Honestly I don’t have time for that
I’m lazy, I wouldn’t update it
I’m not in the habit of keeping journal and record of any
kind
I’m busy
I’m too busy for that

Perceived or requiredTime effort

I don’t visit the doctor nearly often enough for the hassle
I’m healthy
Perhaps when I’m older
I haven’t had any issues, perhaps if I had a chronic disease
I don’t visit the doctor that often

I’m healthy

records. Both themes were the predominant response. This is not to suggest users
did not have other concerns about PHRs, e.g., information privacy and the ability to
control who sees that information. Another user complained about the difficulty with
logging in and setting a password. These concerns were rarer as reasons cited for not
using a PHR. Yet at the same time, consistent with other research, our respondents
believed a PHR is a beneficial tool. For participants who had never heard of PHR or
patient portal, some felt they needed “to learn more about these systems.”

4.3 Discussion

The axial codes arising from the first question indicate the choices that healthcare
consumers have for managing personal information, whereas one axial code
(time/effort) from the second question speaks the disposition participants had toward
the effort and time exerted to ostensibly perform a task they view as already being
performed by the primary care physician.

No I don’t, it just seems like too much work when the doctor already has all the information
he needs in that EHR thing

The combination of themes arising from both questions iterated to the lazy user
theory during selective coding. The lazy user theory knits together themes arising
from both questions into a coherent explanation for PHR adoption behavior. We
believe the lazy user and the busy user have similar needs with respect to expending
(the least) effort.

Almost half of our respondents had some knowledge of what is PHR; by spring
2016 almost all participants knew what it was; many knew it as a (tethered) patient
portal, and a majority thought using a PHR would positively impact their health. The
lazy user theory helps to explain why they are nevertheless not persuaded to use it.
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From our findings, it is clear that given the set of options healthcare consumers
have for managing PHI: do the perceived work for managing one’s personal health
information, or a guardian or do the work on one’s behalf, the choice for the lazy
user is easy. This seems especially true for consumers who perceive themselves
healthy users. It may also be true for some consumers with chronic conditions. Three
of the six participants with chronic conditions relied on their physicians. In fact, one
of them had a thyroid condition and had been explicitly instructed by their primary
care physician to use a PHR to keep track of certain information; the respondent
reported they didn’t do it and were not planning on doing it anytime soon, “perhaps,
if it got really bad.” In their words, they “kept up with all their scheduled doctor’s
appointments where all this information is recorded, anyway.”

The belief that PHI management a hassle, too much effort. The thyroid patient
had a sense that constantly recording this data was a hassle or something that their
time did not warrant, and they did not think they were sufficiently unwell to do
so. More importantly, they felt they already had the safeguard of the physician
already doing it for them. The idea that the provider was already managing this
information was not unique to the participant with a thyroid condition. A majority
of respondents answered the first question with “I don’t, my doctor does,” “If I need
it, I call the doctor.” This is clearly not the same as “I do nothing, my personal health
information goes unmanaged.” With the lazy user theory, these first-level constructs
(Lee and Baskerville 2003; Schutz 1962) (the respondents’ own understandings)
cohere well with the second-level constructs of the lazy user theory. From our
data, the lazy user has greater explanatory capacity in our context than competing
theories.

Why we ruled out competing theories? The TRA-informed theories were ruled
out during iterative analysis for several reasons. (1) The use of PHRs by patients
does not occur within an employee/organization context; there is no direct (job)
performance effect that presupposed both short and longer term effects. Patient
engagement technologies have projected longer-term effects for the individual. (2)
Adoption or use rates remain low. (3) Healthcare patients perceive multiple options
for managing their personal health information; personal health records or patient
portals happen to be the one option that has broad institutional backing in the domain
of healthcare. Rogers’ (2003) diffusion of innovations, we recognize, can be used
retrospectively to explain the process of PHR adoption when significant rates of
adoption or use are reached. On the other hand, based on our data, the decision by
consumers to reject the innovation does not appear to be based on evaluating the
technology per se but rather that the perceived effort required to engage with the
technology is not worthwhile when an agent freely provides the value offered by the
technology, particularly when one is not perceptibly ill enough.
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Because our methodology is interpretive, grounded theory, where the first-
level constructs (Van Maanen 1983) or the “understandings held by the observed
people themselves” (p.39) “are the facts of an ethnographic investigation,” the
interpretations of our study participants are valid data points subject to the second-
level constructs of the researcher.

Second-level constructs are the researcher’s constructs of first-level constructs
(Lee and Baskerville 2003); they are “interpretations of interpretations” (Van
Maanen 1983) (p. 40) “The second-order concepts are the ‘theories’ an analyst
uses to organize and explain these [first-level] facts” (Van Maanen 1983) (p. 39).
In our findings, the twin notions of perceived effort required to maintain a PHR
in the absence of pressing bad health and the presence of an agent freely willing
and legally required to keep one’s personal health information predominate the
data. It is not insignificant that when we asked if a personal health record would
be useful or difficult to use, respondents believe in their usefulness and do not
believe that the technology is difficult to use. One could argue this is an incomplete
understanding of principle knowledge about the role of patients’ monitoring of their
health information toward their care and wellness. That the rejection decision is
grounded in a lack of understanding is consistent with Roger’s (2003) diffusion of
innovations theory. However, that would hardly capture the more dominant first-
level understandings related to the effort expended and the presence of choice. The
evidence iterates more readily to the lazy user theory.

5 Conclusion

Personal health records as a technology are no longer new. By 2014, every American
was poised to have an electronic health record as the incentive phase for the
requirements of MU Stage 1 of the Incentives Program ended and penalties would
kick in. The next phase, MU Stage 2, effectively mandated tethered patient portals
(PHRs) where providers were required to communicate electronically with their
patients and allow patients to view and download their health information. So PHR
adoption by providers has grown exponentially. Since 2017, as the incentive phase of
MU Stage 2 also reached its useful life, providers, health plans, and employers have
rolled out personal health records, providers sign up patients during a patient visit,
and health plans and employers sometimes offer incentives for use. Will patients
actually use these tools?

If primary care physicians are de facto guardians of personal health information,
it should also worry anyone concerned about health disparities that those without
normal access to primary care also have little to no systemically documented health
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record and that, as it is, personal health records likely make little to no contribution
in this regard.

Several researchers (Kunene et al. 2016; Tang et al. 2006) have advocated for
more consumer education about personal health records and their role in engaging
in one’s care. Some qualitative researchers (Lafky and Horan 2011; Spil and Klein
2014) on the adoption of PHRs, there is an understanding that the design of
these tools need to be user-centered and offer strong data security and information
privacy protections particularly for untethered systems. One of the focuses of such
educational and design efforts likely needs to make the case for the importance of
patient-generated data. It is clear from our study that consumers implicitly equate
information in a personal health record to provider-generated information. (If the
provider is tracking it, what is the value added in me tracking it, as it were.)
This implicit equating of personal health information as provider-generated health
information by both healthcare consumers and the designers of PHR tools they use
seems to weaken the value proposition for consumers and may contribute the least
effort choice.

Lastly, designers should be asking, what does design captology for least effort
look like in the personal health record space? Could PHR designs allow for more
patient-generated data and efficient interfaces for data entry, e.g., an ability to sync
it with summary diet, exercise, and menstrual cycle data that are already monitored
by healthcare consumers through mobile apps while preserving the user’s desired
information privacy preferences.

The contribution of our study is bringing a new perspective to low adoption rates
of PHRs – a perspective derived from marrying study participants’ understandings
of their behavior (first-level constructs) with researcher second-level constructs. The
implication of our findings is that any design and education efforts must address the
effort problem (real or perceived), as well as the perception that provider-maintained
health information is sufficient would duplicate the effort of the consumer. Effort
must be made to demonstrate the value proposition for maintaining one’s own
electronic records. Otherwise, why should consumers bother?

There are several limitations to our study, the primary one being that it was
conducted in New England where our participants had regular access to care. The
other is data was collected over a long period of time at a dynamic time around
personal health records. For instance, almost all the participants who had not heard
of PHRs were limited to early periods of data collection, and the rate of adoption of
health and wellness mobile apps by our participants appears to increase significantly
in the final period.
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Appendix

Fig. 5 Sample responses of “my doctor does it”

Fig. 6 Paper record-keeper responses
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Fig. 7 Tethered PHR responses
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1 Introduction

Healthcare systems around the globe are facing numerous and substantial challenges
(Wickramasinghe and Schaffer 2010). These challenges range from changing
demographics of patients to present and developing medical technologies and their
implications on the cost of service (Hartman et al. 2009), loss of lives and wastage
of resources due to medical errors, and inefficient and inconsistent information
systems (Berwick 2003). Demand for better healthcare services is increasing, whilst
human and fiscal resources are lessening (Duckett and Willcox 2011). In response
to these challenges, e-Health initiatives, particularly the electronic health record
(EHR) and various derivatives such as the electronic medical record (EMR) or
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personal health record (PHR) are being adopted and implemented around the globe
(Wickramasinghe and Schaffer 2010).

Like many other countries, Australia is investing heavily in e-Health initiatives
(DoHA & NEHTA 2011). Specifically, in the federal budget of 2010–2011, the
government allocated $466.7 million over 2 years to develop and implement a
national personally controlled electronic health record (PCEHR later renamed My
Health Record) system for all Australians by 2012 (ibid). This was a significant
investment aimed at transforming the healthcare delivery system in Australia by
enabling the secure sharing of health information between an individual’s healthcare
providers whilst enabling the individual to control who can access their PCEHR
(DoHA & NEHTA 2011). Recently, after 8 years along the journey, questions are
naturally being raised regarding the value of the PCEHR and its overall return
on investment (ROI) as well as questions concerning (i) policy issues – such as
patient privacy, security of information, identification and management of patient’s
consent for participation and data collection; (ii) technical issues concerning system
complexity and user understanding of system, lack of standards and protocols,
disparate health information systems and frameworks for their integrations and
complex user interfaces; and (iii) clinical issues including benefits to care and
quality of care (Currell et al. 2000; DoHA & NEHTA 2011; Foo 2012; Hall 2010;
Lehnbom et al. 2012; Liaw and Hannan 2010; McDonald 2012; Muhammad et al.
2012; Naismith 2012; Showell 2011; Spriggs et al. 2012; Westbrook et al. 2009).

2 Background

Access to basic healthcare varies in terms of availability and affordability across
countries, regions, groups and even individuals, essentially influenced by the socio-
economic conditions as well as the healthcare policies of the country concerned
(Wickramasinghe and Schaffer 2010). Healthcare is considered a major expenditure
across the globe and it consumes a major portion of a given country’s budget (ibid).
Per the World Health Organization (WHO) data, in 2011, the healthcare sector
of OECD countries consumed 9.3 percent of the total GDP across 34 member
countries of OECD. In terms of spending, the USA led with 17.7% of GDP followed
by the Netherlands 11.9%, France 11.6%, Germany 11.3%, Canada 11.2% and
Switzerland 11%, whilst Australia at the same time had healthcare expenditure of
8.9% of GDP (OECD 2013). Moreover, healthcare systems are usually required to
achieve multiple objectives including providing improvements in overall health for
all people in a responsive, financially affordable and accessible manner by using all
available resources and without compromising any efforts to ensure the quality and
safety of healthcare services provided (WHO 2000).

There are different types of healthcare systems implemented in different regions
of the world (Anonymous 2010). The fundamental building block of the national
healthcare system of a nation will always be based on the history, politics, economy
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and the value system of that nation (ibid). There are four main healthcare models
discussed in the healthcare literature, namely (ibid):

(i) The Beveridge model
(ii) The Bismarck model

(iii) The national health insurance model
(iv) The out-of-pocket or market-driven healthcare model

The fundamental philosophy behind these models is to ensure access to basic
universal health coverage for all legal residents and citizens of a country by
governments of that country regardless of citizens’ demographic or financial status
(ibid). Furthermore, these models stress a non-profit philosophy, and comprehensive
health insurance for everyone (ibid). The models also dictate strict control over
the pharmaceutical industry (ibid). The first three models are characterized by
social harmony where citizens would pay according to their means and receive care
according to their needs; hence more affluent individuals subsidize the poor and
sick through taxation or buying their healthcare services out of pocket (ibid). One
or more combinations of these models are being used in all the industrialized and
democratic countries of the world including Australia, the USA, the UK, Gulf and
European Union countries and Scandinavia (ibid). These models are further divided
into two categories, namely the single-payer health insurance systems and the multi-
payer health insurance systems, with the exception of the market-driven healthcare
model (ibid).

3 The Australian Healthcare System

Australia is a large country (7.7 m sq km) with a land mass of roughly the same
size of Western Europe or the USA with the exemption of the state of Alaska
(Muhammad et al. 2012). Much of the Australian population (about 80%) lives in
cities or urban areas and the remainder of the population is settled in large scattered
areas throughout the country (ABS 2013). Compared to many other developed
nations, the Australian healthcare system delivers above average outcomes (DoHA
2010) and the Australian population is ranked one of the best in terms of health
status, with an average life expectancy at birth of 81.4 years and there has been a
significant decline in infant and youth mortality rates over the period of 1988 to
2007 (AIHW 2012). (refer to Appendix 1).

The healthcare system in Australia is a combination of private and public sector
care providers comprising over 1326 hospitals, and the healthcare system services
around 22.6 million citizens across different geographic and socio-economic set-
tings (DoHA & NEHTA 2011). At the core of this system is the National Health
Act passed in 1953 to regulate the provision of pharmaceutical, medical and hospital
benefits (ibid). The federal minister for health administers the health policy of the
nation, and some elements of that policy (such as the operation and administration of
public hospitals) fall under the state government’s responsibility (ibid). Healthcare
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service delivery and financing are a joint responsibility of federal, state and territory
governments through taxation, the Medicare levy and council rates, along with
some contribution coming from local governments and private health insurance
companies and consumers (Duckett and Willcox 2011; Heslop 2010; Willis et al.
2009). (See Appendix 2).

3.1 Issues and Challenges Facing the Australian Healthcare
System

The Australian healthcare system is confronting major healthcare funding and
delivery challenges not dissimilar to all OECD countries (DoHA 2010; Muhammad
and Wickramasinghe 2014). The rapid developments in medical technologies and
treatments have led healthcare systems towards control of communicable diseases
and delaying in non-communicable conditions, and that has contributed to the sig-
nificant decrease in overall mortality and morbidity (OECD 2013). People are living
longer which is significantly contributing to the ageing of the population (Armstrong
et al. 2007). A report by the Australian Bureau of Statistics (ABS) has predicted that,
by 2020, 16% of Australians would be aged 65 or over and this could rise to 27% by
2101 because of low fertility rate and increased life expectancy (ABS 2013). This
would mean a greater need for more aged care facilities and an expanding aged care
workforce. This can put enormous pressure on healthcare budgets (WHO 2006), as
Australia is already spending 9.6% of its GDP on healthcare, and this is expected
to rise by 16–20% if current trends for healthcare demands continue (DoHA 2010).
Another devastating effect would be a decrease in the working population and a
shortage of workforce in all areas, including healthcare that will lead to reduced
tax collection which is a major source of healthcare funding (DoHA 2010; Jones
2011; Rhyne 2008). Increased prevalence and diagnosis of chronic disease is another
major issue especially with the increasing ageing population, with an estimated
25% of the population of Australia suffering from chronic illness (AIHW 2012).
Persistent health inequalities, the rapid pace of inventions into new technologies and
medicines and consumer expectations are also putting more pressure for increased
healthcare spending (Productivity Commission 2005).

One way of handling these issues is by reorienting the healthcare system towards
prevention rather than cure and a community-based self-management care system
for chronically ill patients by involving them in their care management process
(NHHRC 2009a, b). This would reduce the burden on hospitals and health budgets
(ibid). One solution proposed for this problem is implementing and operationalizing
health information technology such as the My Health Record, which has capacity to
decrease health disparities and improve self-management of healthcare (Shields et
al. 2007), and healthcare efficiency, quality and safety (Wise and Bankowitz 2009).

Another major issue with the Australian healthcare delivery system is its
fragmented nature (Dwyer and Eagar 2008). The Australian healthcare system
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operates as an uncoordinated and disparate set of services – there is no systemic
coordination or integration of services between primary healthcare service providers
and acute healthcare service providers (ibid). This lack of integration even exists
within the primary healthcare sector (Duckett and Willcox 2011). The great need
for coordination between and across different elements and areas of the healthcare
system for fast, cost-effective, accessible and high-quality service delivery presents
many challenges (DoHA 2010).

In addition, the inability to collect and share the health information of patients
amongst different sectors of healthcare is another major issue (Duckett and Willcox
2011; Heslop 2010; Jones 2011). It is argued that this can pose a serious risk
to patients by creating diagnostic and treatment errors, increased waiting times
for referrals, increased diagnostic test duplications, delayed hospital discharge and
adverse effects on administration staff work efficiency (Heslop 2010; Jones 2011).

Limitations of traditional Paper Medical Records (PMR) are also noted as a
major issue in terms of safe and efficient healthcare delivery (Rhyne 2008). Limited
availability and accessibility, poor legibility and missing information are a few
examples of such shortcomings. Further, the content of PMRs is prone to errors. As
illustrated by Maghazil, the medical data from PMR is often found to be missing or
incorrectly recorded without proper validation; sometimes handwritten information
is not legible. Maghazil further outlined the main factors contributing to incomplete
or wrong data in PMRs, including:

• Omission – information may have been omitted due to incomplete documenta-
tion, lack of necessary investigations, test results or language hindrance.

• Delays – information might have been delayed in being recorded at the time of
collection, with the nurse or GP later recording information from memory.

• Misplacement – information in paper files may have been lost or misplaced in
storage or lost due to fire or other natural disasters.

4 The Australian E-Health System (My Health Record)

The My Health Record, previously known as the PCEHR, was launched in July 2012
as a key element of the Australian government’s healthcare reform agenda (DOHA
& NEHTA 2011). The My Health Record is a shared electronic health summary
set up by the Australian government with implementation overseen, at that time,
by the National Electronic Health Transition Authority (NEHTA), now succeeded
by the Australian Digital Health Agency (ADHA) (ibid). It brings together the
standards of unique health identifiers, being the Individual Healthcare Identifier
(IHI), Healthcare Provider Identifier-Individual (HPI-I) and Healthcare Provider
Identifier-Organization (HPI-O), along with encrypted authentication, to provide the
foundations for securely exchanging, storing and accessing patients’ health-related
information (ibid).
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4.1 The Journey of the My Health Record

In Australia, work on a nationally coordinated electronic health record was initiated
in 1993 with the creation of the National Health Information Agreement (NHIA)
(ibid). The primary function of NHIA was to develop strategy and tools for
better coordination between the Australian government and state and territory
governments for the collection and exchange of healthcare data and information
(Bartlett et al. 2008).

After a series of government and semi-government committees had identified the
need for a nationally coordinated approach to e-Health standards, responsibilities
for the development of the national e-Health project were shifted to the new
National e-Health Transition Authority (NEHTA) created in 2005 (DOHA &
NEHTA 2011). NEHTA’s responsibility was to develop the essential foundations,
including healthcare identifiers (for individuals, providers and provider organiza-
tions), secure messaging, the national security and access framework and national
clinical terminologies (e.g. Australian Medicines Terminology) for providers and
patients by 2009 (ibid). In 2008, Deloitte, a consulting firm, was engaged to prepare
a blueprint for the national strategy for e-Health development and deployment
(ibid). In 2009, the federal government, with all state and territory governments,
announced the introduction of health identifiers (developed by NEHTA), and
in 2010, the introduction of the Health Identifiers Act established their role in
law (ibid). Later with the budget of $AUD446.7 million dollars, the government
successfully achieved the goal of having Healthcare Identifiers (HI) services for all
Australians by July 2012 (ibid). The launch of the personally controlled electronic
health record (PCEHR) in July 2012 was underpinned by the HI service which
includes 16-digit reference numbers for consumers as the Individual Healthcare
Identifier (IHI) and for Healthcare Providers as the Identifier-Individual (HPI-I)
as well as the Healthcare Provider Identifier-Organization (HPI-O) (ibid). The HI
service provides certainty of identity for digital health information and therefore for
exchange between all e-Health information residing in services such as pathology,
discharge summaries, referrals and medication management and the PCEHR itself
(ibid).

4.2 What Is the My Health Record

In 2016 the Australian government made the decision to rename the PCEHR to
My Health Record, as a continuation of the development of the PCEHR and
its enabling standards and underpinning technologies (Australian Digital Health
Agency 2018). The My Health Record is a unique solution that sits between an
individually controlled health record and a healthcare provider e-Health record
(ibid). In addition, the My Health Record has a shared use and mixed governance
model (Bartlett et al. 2008; Muhammad et al. 2012), Fig. 1.
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Fig. 1 The position of the My Health Record. (Adapted from Muhammad et al. 2012)

The My Health Record is a person-centric secure repository of electronic health
and medical records of an individual’s medical history that can act as a hub
for linking hospital, medical and pharmaceutical systems using a patient unique
identifier (NHHRC 2009a, b). The My Health Record can capture information
from different systems and present information in a single view to consumers and
authorized service providers for better decision-making about healthcare and service
delivery (DoHA & NEHTA 2011). This is a hybrid health information system that
integrates web-based personal health records with clinical electronic health record
system and allows shared access to both consumers and providers based on a shared
responsibility and mixed governance model. The key features of the My Health
Record are described in Table 1.

The MyHR (My Health Record) system provides a number of core services that
allow authorized users to search for an individual’s MyHR and clinical documents,
view clinical documents and access reports (NEHTA 2013, 2014). A key feature
of the system is its ability to provide a series of views leveraging different clinical
documents in an individual’s record (ibid). These views allow users of the system
to easily see a consolidated overview of an individual’s allergies/adverse reactions,
medicines, medical history, immunizations, directives and recent healthcare events
from different information sources (ibid). The flow of information into and out of
the MyHR (PCEHR) is depicted in Fig. 2.

A report published by Deloitte predicted $AUD11.5 billion in net direct benefits
from the use and adoption of the My Health Record system over a period of 15 years
from 2010 to 2025. Deloitte categorized this benefit into three categories: the
government sector is expected to have $AUD9.5 billion net benefits, whereas $AUD
2.0 billion in direct benefits is expected for private sector. Deloitte’s economic
modelling was performed at the commencement of the investment in the My Health
Record in 2010 and modelled benefits for the forward period of 15 years (ibid). For
their modelling, Deloitte considered key areas where the My Health Record could
have financial as well as quality and efficiency benefits, including reduced avoidable
hospital admissions and GP visits due to the more effective medication management
and improved continuity of care (ibid).
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Fig. 2 The flow of information within the MyHR system. (Adapted from NEHTA 2013, 2014)

5 Key Considerations for Large-Scale Information
Technology (IT) Projects

For all large-scale IT projects, there are a set of key considerations that should be
noted, namely, (i) governance, (ii) risk management and (iii) portfolio and project
management (Wickramasinghe and Schaffer 2010); thus we now examine the My
Health Record in terms of these considerations.

5.1 Governance

IT governance provides a structure for aligning IT strategy with business strategy.
By following a formal framework, organizations can produce measurable results
towards achieving their strategies and goals (Lindros 2017). A formal programme
also takes stakeholders’ interests into account, as well as the needs of staff and the
processes they follow. In the big picture, IT governance is an integral part of overall
enterprise governance. (ibid).

One definition of IT governance (Gartner 2006) is ‘The processes which ensure
the effective and efficient use of IT in enabling an organization to achieve its goals’.
This definition encapsulates the following key concepts (ibid):



The Australian PCEHR or My Health Record: The Journey Around a Large-. . . 637

• IT governance is composed of processes with the inputs, outputs, roles and
responsibilities that are inherent in a process definition.

• The role of IT governance is identified as ‘ensuring’ as opposed to having a
primary role of ‘executing’.

• The goal of IT governance is defined as a business goal, not just IT-related.
• Key performance measures are identified as effectiveness and efficiency, together

representing business value.

The purpose of IT governance is to direct IT endeavours, to ensure that IT’s
performance meets the following objectives (ITGI 2003):

• Alignment of IT with the enterprise and realization of the promised benefits
• Use of IT to enable the enterprise by exploiting opportunities and maximizing

benefits
• Responsible use of IT resources
• Appropriate management of IT-related risks

The overall objective of IT governance, therefore, is to understand the issues
and the strategic importance of IT, so that the enterprise can sustain its operations
and implement the strategies required to extend its activities into the future. IT
governance aims at ensuring that expectations for IT are met and IT risks are
mitigated (ibid).

A key reference standard for IT governance is ISO/IEC Standard 38,500-2015
(ISO/IEC 2015). The standard presents six principles:

1. Responsibility: Individuals and groups within the organization understand and
accept their responsibilities in respect of the supply of and the demand for IT.
Those with responsibility for actions also have the authority to perform those
actions.

2. Strategy: The organization’s business strategy takes into account the current and
future capabilities of IT; the strategic plans for IT satisfy the current and ongoing
needs of the organization’s business strategy.

3. Acquisition: IT acquisitions are made for valid reasons, on the basis of appropri-
ate and ongoing analysis, with clear and transparent decision-making. There is
an appropriate balance between benefits, opportunities, costs and risks, in both
the short term and the long term.

4. Performance: IT is fit for purpose in supporting the organization and in providing
the services, the levels of service, and the service quality required to meet current
and future business requirements.

5. Conformance: IT complies with all mandatory legislation and regulations.
Policies and practices are clearly defined, implemented and enforced.

6. Human behaviour: IT policies, practices and decisions demonstrate respect for
human behaviour, including the current and evolving needs of all the ‘people in
the process’.

The major steps in establishing and implementing IT governance processes
(Gartner, ibid) are:
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1. Strategize: Develop a strategy for IT governance, that is in turn driven by the
business strategy, which will ensure participation on a sustained basis by key
participants.

2. Plan: Create a comprehensive plan for the implementation of that strategy.
This should address the design of the IT governance process steps and support
logistics, as well as the culture-change management aspects of ensuring that all
participants are educated and motivated to make IT governance a success.

3. Implement: Implement the plan in such a way that the importance of IT
governance to the business and to the success key participants is clear and that
process responsibilities and accountabilities are understood.

4. Manage: Manage and support the ongoing IT governance processes.
5. Monitor: Monitor the results and effectiveness of IT governance and feedback

results to the IT governance strategy and planning cycle to maintain performance.
IT governance works best when it is integrated with existing decision-making
processes and reflects their style and management culture.

It is critical to develop a common understanding of the role of IT governance
between the IT leadership and key members of business management (ibid). This
shared understanding is an important prerequisite to developing sustainable efficient
and effective governance processes to manage the supply side of IT governance
and, in particular, demand IT governance, which is essentially a business investment
decision-making and benefits-realization process (ibid).

5.2 Risk Management

Despite decades of experience with formalized project management methodology,
widespread awareness of the need to identify and manage risks, and increasingly
sophisticated supportive technology, organizations still struggle to execute projects
successfully (Deloitte 2015a). Problems such as cost overruns, missed deadlines
and failure to meet business requirements have become so frequent they are largely
expected and, for the most part, accepted as the norm (ibid).

Risk management – in particular, operational and IT risk management – con-
tinues to mature as a discipline and is becoming a more practical approach to
improving corporate governance and internal control (Gartner 2018). Practical
approaches supported by innovative technology are critical to manage the increasing
risks associated with digital business transformation (ibid).

Effective risk management includes elements of formalized risk assessment, con-
trols assessment, risk decision-making, risk tracking and sign-off for residual risk
and accountability (Gartner 2014). These elements result in balanced mitigation,
acceptance and transfer of residual risk through conscious decision-making (ibid).

In simple terms, risk is uncertainty. From a business perspective, risk is the
uncertainty of economic loss, and enterprise risk is the uncertainty of economic
loss across the enterprise (ibid). How an enterprise, or an organization within an
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enterprise, addresses risk is a function of factors such as risk appetite, risk tolerance,
perceived severity and frequency of threats, perceived impact of negative events,
accuracy of measurement, transparency of controls, risk awareness in the enterprise
culture and maturity of methodology (ibid). True risk management addresses risk
with a balance of mitigation through the application of controls, transfer through
insurance and acceptance through governance mechanisms (ibid). Gartner identifies
six required elements for effective risk management (ibid):

1. Risk assessment: Risk assessment is a formal process of analysing threats and
their potential business impact. Risk assessment is the cornerstone of good risk
management and creates the foundation organizations need to prioritize their
risks.

2. Controls assessment: Controls assessment is a formal process of analysing the
current and potential controls to address threats. Controls assessment establishes
the foundation organizations need to prioritize and develop appropriate treatment
plans.

3. Risk decision-making: Risk decision-making is a formal process of choosing
what the organization will do and, more importantly, what it will not do to address
a risk. The artefacts from risk decision-making include tactical and strategic
choices that represent official direction. Risk decision-making and the resulting
artefacts provide the basis for accountability.

4. Risk tracking: Risks and risk treatment plans are very dynamic, so they must
be tracked. This is typically done through a risk register that provides ongoing
visibility into known risks and their current treatment plans. It should also
maintain the artefacts from risk/controls assessments and the resulting decisions.

5. Residual risk sign-off: Signing off on residual risk is the formal acceptance of the
risk that remains after a treatment plan has been adopted. It should be done by the
accountable business unit/process owner. Formal recognition of the remaining
risk after the application of controls helps the organization develop a risk-aware
culture and establishes the foundation of accountability.

6. Accountability: In a risk-aware culture, organizations work towards making
good risk-based decisions, but they understand that things can still go wrong.
Accountability should be for following the process and making an informed
decision.

Organizations need to have assurance that their risk management processes are
at a level of maturity such that the organization is able to have confidence that (ISO
2018):

1. Management has identified, assessed and responded to risks above and below the
risk appetite.

2. The responses to risks are effective but not excessive in managing inherent risks
within the risk appetite.

3. Where residual risks are not in line with the risk appetite, action is being taken
to remedy that.
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Fig. 3 Model for evaluating the maturity of an enterprise risk framework. (Adapted from Deloitte
2015b)

4. Risk management processes, including the effectiveness of responses and the
completion of actions, are being monitored by management to ensure they
continue to operate effectively.

5. Risks, responses and actions are being properly classified and reported.

A model for evaluating the maturity of an enterprise risk framework is presented
in Fig. 3.

5.3 Portfolio and Project Management

There are many tools, techniques and frameworks that are used in large-scale port-
folio and project management, all of which are well described in reference, training
and qualification sources available via the Internet (Smartsheet 2018). These include
Agile methods Lean (an Agile method), Scrum (an Agile method), Six Sigma,
Waterfall methods (also called traditional) and PRINCE2 (ibid). However, going
beyond those methodologies, there are a number of contemporary challenges in
managing and successfully delivering large-scale projects (Stead 2010).

The Gartner Program and Portfolio Management (PPM) maturity model elu-
cidates the core requirements designed to help organizations identify relevant
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best practices in PPM to maximize strategic value delivery (Gartner 2017). The
underlying principles for this model assume that organizations progress through a
maturity curve and that each level of organizational maturity directly affects the
level of investment and types of PPM approaches organizations choose to adopt
(ibid).

They describe five interdependent core dimensions of critical importance in
(ibid):

1. People: People are the most critical part of any project- or programme-centric
endeavour. The interdependencies amongst people in terms of their availability,
their skills, their contribution to the work that needs to be done and their career
aspirations are of critical importance. At higher levels of maturity, the leadership
ability of the individuals involved in supporting PPM activities becomes critical.

2. PPM practices and processes: PPM practices and processes comprise disciplines,
such as portfolio management, and programme as well as classic project
management processes, such as risk and resource management. One of the most
common activities also included in this dimension is the establishment of a PMO,
be it a project management office, programme office or portfolio management
office.

3. Value and financial management: Systems that might be adequate for monitoring
the financials when projects are paid for as part of a lump sum in the budget (a
common level 1 practice) rarely cast much light on value and become completely
inadequate when forced to support a more detailed look at multiple projects,
programmes and products. This dimension focuses on understanding how to
ensure that projects, programmes and products offer value for the money spent.

4. Technology: The requirements for technology support tend to evolve in sync with
the overall maturity of the approach to PPM. This dimension is designed to help
organizations understand which and how much automation technology will yield
the greatest return at a given maturity level.

5. Relationships: PPM fundamentally is focused on teams of people working to
create a specific outcome. This dimension offers appropriate guidance on the
necessary touchpoints. This includes identifying who needs to be informed, who
needs to be consulted and whose help is mandatory to ensure that the desired
outcome is achieved.

The maturity model stages and attributes are depicted below (Fig. 4):
Gartner emphasizes that the benefits of PPM using advanced practices include:

• Optimizing a complex set of portfolios across products, projects, programmes,
streams and teams

• Ensuring you have ongoing transparency to key information that allows you to
make better decisions faster and enhance organizational agility

• Ensuring that there is consensus on value and priority for all activities
• Building capability to execute strategy and complex programmes reliably

Gartner further concludes that PPM leaders must reach out to other IT and
business leaders to streamline processes, making them faster, more efficient and
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Fig. 4 Maturity model of Program and Portfolio Management. (Adapted from Gartner 2017)

more collaborative (ibid). They must also build a business agile mindset to enable
enterprise agility, including but not exclusive to IT. Gartner recommends that
PPM leaders continue to identify new roles within enterprise agility approaches,
including collaboration and support (ibid). For an organization to move towards
digital technology leadership, it needs to break down the barriers between the
IT organization and other technology enablers of the enterprise (ibid). Digital
technologies are everyone’s business, and digital decisions need to be embedded
everywhere (ibid).

As we come to the conclusion of the second decade of the new millennium, it
is an appropriate time to reflect on the journey to date with the My Health Record.
In particular, given the significant investment as is necessary with any large-scale
health IT project, it is useful to explore if the full value has been realized and if
not what should now form the focus of the government and other stakeholders.
Moreover, in light of recent reports on healthcare quality at various state and federal
levels, it is also important to evaluate the My Health Record in terms of policy
dimensions as well as privacy and security aspects, technical issues and clinical
issues. Specifically, what are the lessons from this initiative that can also be applied
to other health IT initiatives and how can the benefits of the My Health Record be
fully realized are important areas to explore. Given the journey is ongoing, it is not
possible to draw conclusions at this point; rather we invite our readers to reflect
on the preceding material and think about the questions we posed. We conclude, by
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underscoring that this was a massive undertaking and that time will be the true judge
of the merits of the My Health Record.
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Appendix 1: Comparative Performance of the Australian
Healthcare System

Compared to many other developed nations, the Australian healthcare system
delivers above average outcomes (DoHA 2010), and the Australian population is
ranked one of the best in terms of health status, with an average life expectancy
at birth of 81.4 years, and there has been a significant decline in infant and youth
mortality rates over the period of 1988 to 2007 (AIHW 2012).

Australia’s population is healthier than the OECD average, considering life
expectancy and other general measures of health status (OECD 2013, 2017).
Smoking consumption is also low, as is exposure to air pollution. But obesity rates
are the fifth highest in the OECD (ibid). Further, despite universal health coverage,
a relatively high share of the population reported skipping consultations due to cost
(ibid). Quality of care indicators also show mixed results (ibid). The figure below
shows how Australia compares across these and other core indicators from Health
at a Glance (ibid).

This comparison is shown in a Table 2 (from OECD 2013, 2017).
The following are key comparison statistics:

• Health status: life expectancy at birth was 82.5 years in 2015, the fifth highest in
the OECD (the OECD average was 80.6). Mortality from ischaemic heart disease
and the prevalence of dementia are also both lower than the OECD average.

• Risk factors: results are mixed. The proportion of Australian adults who smoke is
12.4%, amongst the lowest in the OECD. Air pollution is second lowest. Alcohol
consumption is slightly above the OECD average. However, the adult overweight
and obesity rate is 27.9%, the fifth highest in the OECD and well above the
average of 19.4%.

• Access: all Australians are deemed to have access to healthcare. However, 16.2%
of adults report that they skip medical consultations due to cost, well above the
OECD average of 10.5%.

• Quality of care: Australia has the third lowest 30-day mortality rate following
admission for heart attack in the OECD. Just over 70% of people diagnosed with
colon cancer survive – the fourth highest rate in the OECD. However, hospital
admission rates for asthma and COPD are high (371 per 100,000 people versus
an OECD average of 236). Antibiotic prescribing is also higher than the OECD
average (23.4 per 1000 people, compared with an OECD average of 20.6).
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Table 2 Australia - Relative performance compared to the OECD average

From OECD (2013, 2017)

• Resources: health spending averages $4708 per person (adjusted for local costs),
slightly higher than the OECD average of $4003. Australia has more nurses and
doctors (11.5 and 3.5 per 1000 people) than the OECD average (9.0 and 3.4,
respectively), but the number of hospital beds per capita is slightly lower than
average.

Appendix 2 Structure of the Australian Health-Care System

Australia’s health landscape has four tiers (Fig. 5; DoHA & NEHTA 2011):

• The first and largest tier is ‘determinants of health and other demographic
factors’. This includes education, employment, income, family and community,
rural and remote and indigenous Australians.

• The second tier is ‘health promotion and disease prevention’. This includes
immunization, food, physical activity, illicit drug use, tobacco control, alcohol
consumption, mental health and cancer screening.

• The third tier is ‘primary health and community care’. This includes dental
practice, pharmacy, allied health, general practice, primary health networks,
community care and aged care.
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Fig. 5 The healthcare landscape in Australia. (Adapted from https://beta.health.gov.au/resources/
publications/australias-health-landscape-infographic)

• The fourth and smallest tier is ‘specialist, acute and residential care’. This
includes specialist services (including out patient), diagnostic and pathology,
local hospital networks, residential care and secondary and tertiary hospitals
(public and private).

Factors that contribute to the health landscape (ibid):

• Impacts on individuals’ health and healthcare support
• Opportunities and challenges, including consumer and clinician expectation,

ageing population, impact of technology and chronic disease
• Supporting regulations and infrastructure, including research and data analytics,

information technology, quality and safety, infrastructure and workforce
• Health system funding of $2.3 trillion over the next 10 years. The funding in

2014–2015 was $182 billion including aged care. 11.9% was spent on aged care,
36.1% on hospitals, 32.7% on primary care and 19.3% on other recurrent costs.
$58 billion came from individuals and the private sector, $43 billion from state
and territory governments and $81 billion from the Australian government. The
Australian government funding was for (from largest to smallest):

• Medicare Benefits Schedule
• Hospital funding
• Aged care

https://beta.health.gov.au/resources/publications/australias-health-landscape-infographic
https://beta.health.gov.au/resources/publications/australias-health-landscape-infographic
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• Pharmaceutical Benefits Scheme
• Private health insurance
• Consolidated funds
• Research

Public hospitals are managed and operated under the ownership of state and
territory governments which provide free service at the point of delivery for all
Australian citizens. State and territory governments are also responsible for the
delivery of community health, aged care, mental health, patient transport and dental
services for mostly free of cost to Australian consumers.

The Commonwealth government is responsible for healthcare policy devel-
opment, healthcare service regulation and healthcare funding through Australian
Health Care Agreements (AHCA) to state and territory governments as well as
providing healthcare service rebates to patients through Medicare Australia, a
universal health insurance system and Pharmaceutical Benefits Scheme, as well as
regulating the private health insurance industry (Duckett and Willcox 2011; Willis
et al. 2009).

Medicare provides universal access to subsidized care and pharmaceutical
benefits. Medicare is partially funded by an income tax surcharge known as the
Medicare levy (currently 1.5% of the taxable income or 2.5% for those who are high
income earners and do not have private health insurance) and the balance is provided
by government from general revenue (AIHW 2012). The Australian Institute of
Health and Welfare has estimated that the total Australian health expenditure is
$140.24 billion in 2011–2012 (AIHW 2013). This represents 9.5% of GDP. Another
important component of Australian healthcare system financing is private health
insurance (ibid). The Australian government encourages citizens to enrol for private
insurance by giving them tax benefits for private health insurance premiums paid
(ibid).

The flow of money around the healthcare system of Australia is a complex
phenomenon and can be controlled by the institutional frameworks in place at
both government and non-government levels. The government sector in this respect
is comprised of federal, state and territory governments, and in some jurisdic-
tions, local governments are involved (ibid). The non-government sector includes
individuals, private health insurers, and other different non-government funding
sources (ibid). The other non-government sources include worker’s compensation,
compulsory third-party motor vehicle insurers, donations for health-related research
and miscellaneous non-patient revenue sources for hospitals (ibid). The complexity
of these funding arrangements and interaction between different levels of service
providers and consumers in healthcare service delivery is explained here (ibid).

The funding model for healthcare services and delivery in Australia has perceived
political polarization, with governments being critical in determining nationwide
healthcare policy (Behan 2007). This leads to administrative duplications and lack
of coordination at national level resulting in slow reactive and inefficient health
policy (Wall 2002).
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Appendix 3: System Architecture of the My Health Record

The My Health Record system (previously PCEHR) is situated in an e-Health
ecosystem that has been designed to serve a number of communities:

• Consumers – including the individuals themselves, their family members and
their carers. This also extends to working with organizations that promote public
health and prevention programmes as well as those organizations that support
self-managed care.

• Primary/community-based care – organizations and their staff, including, but not
limited to, general practices, community pharmacies, allied and complementary
healthcare providers, diagnostic imaging and pathology providers, specialists and
aged care services.

• Acute/post-acute care – organizations and services, including, but not limited
to, admissions, emergency care, outpatient care, surgical and medical care, rehab
and subacute care units, hospital pharmacies and hospital diagnostic imaging and
pathology providers. [Does this include Medibank Private, MBF, Medicare].

• Vendors – who provide products and services to support primary/community-
based care, acute/post-acute care and consumers.

• e-Health services – operated either by public or private sector service providers
that deliver online e-Health services, such as secure messaging, directories,
prescription services, diagnostic services, registries and other secondary use
services.

The e-Health community is also supported by a range of foundations (or national
infrastructure) and standards for e-Health solutions (Fig. 6).

Building on a series of stages of development, the PCEHR system provides a
number of core services that allow authorized users to search for an individual’s
PCEHR, clinical documents, view clinical documents and access reports.

A key feature of the PCEHR System is its ability to provide a series of views
leveraging different clinical documents in an individual’s PCEHR. These views
allow users of the system to easily see a consolidated overview of an individual’s
allergies/adverse reactions, medicines, medical history, immunizations, directives
and recent healthcare events from different information sources.

In the context of a national approach to e-Health, local systems at the point of
care or in the home will be able to access a range of services, including:

• National infrastructure services, including, but not limited to, the Healthcare
Identifier Service, National Authentication Service for Health, etc.

• Public- or private-operated online services, including, but not limited to, pathol-
ogy services, radiology services, prescription exchange services, etc.

The interfaces for these services are based on national and international standards
and other agreed specifications (Fig. 7).
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Fig. 6 The e-Health community architecture. (Adapted from NEHTA 2013, 2014)

Fig. 7 The target state architecture of the My Health Record. (Adapted from NEHTA 2013, 2014)
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Epilogue

Our book has served to present a miscellany of papers which focus on critical
aspects around embracing the technologies of the IoT to enable and support superior
healthcare delivery and wellness management. This is still a very nascent domain
with many issues around health literacy, policy, privacy and security not to mention
the direct and subtle as well as far-reaching implications for the various stakeholders
(patients, clinicians, healthcare organisations, regulators, payers and the community
at large) which have yet to be fully understood or identified.

These are exciting times, and technology holds the answer to many possibilities
often only limited by our imaginations. Clearly the future is bright but challenging,
and we can participate to ensure that superior technology solutions can provide high-
value, patient-centred quality care. We trust that on the completion of this book
researchers, scholars, practitioners, consultants and the general public will all have a
better understanding of how the technologies of the IoT can be harnessed to provide
superior healthcare delivery and wellness management and will rise to the challenge
of starting to build a better health and wellness environment for tomorrow, today.

The Editors
Professors Nilmini Wickramasinghe and Freimut Bodendorf, December 2018.
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insurance logistics, 303
patient records, 302
profit wars, stakeholders and legal

constraints, 308
social and cultural factors, 309
South America, 304
supply chains, 303
transparency and accountability issues, 309
United States, 303
willingness to experiment and propensity

of risk, 309–310
Health information technology (HIT), 427,

444, 535, 536, 538, 551, 588, 630
Health Information Technology for Economic

and Clinical Health (HITECH), 416,
426, 603, 607

Health insurance funds, 32–33, 193
Health Insurance Portability and

Accountability Act (HIPAA),
231, 300, 307, 325, 364

Health literacy, 6–7, 185, 218, 269, 320, 512,
513, 556

Health Outcomes around Uncertainty,
Stakeholders and Efficacy (HOUSE)

cognitive domain, 243
framework, 244
IC, 239
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Health Outcomes around Uncertainty,
Stakeholders and Efficacy (HOUSE)
(cont.)

information domain, 242–243
IRD (see Intelligent risk detection (IRD))
IT solutions, 244
NHCO, 239
OODA loop, 240–241
physical domain, 241–242
real-time intelligent portal, 243
UCD, 239

Health portals, 502, 589, 591
Health risk management, 226, 227, 229, 230
Heart failure (HF), 266, 271, 274, 317, 327,

427, 587
Heart monitors, 452
Heart rate variability (HRV), 120

calibrating values, 124
classifier, 121–122
measurements, 121
minimum and maximum, 132
and mobile interventions, 121
parameters, 122, 126
physiological measures, 123
relaxation effect, 136–137
respiration, 123
skin conductance, 123
and stress level calculation, 122, 127–128
stress recognition, 121
user-specific calibration, 122

Heijunka (load-leveling), 396–397
Hermeneutics analysis, 355
Herpes zoster, 15, 17
HF, see Heart failure (HF)
High-fidelity human patient simulator (HPS),

43
HITECH, see Health Information Technology

for Economic and Clinical Health
(HITECH)

HIV, see Human immunodeficiency virus
(HIV)

HLHS, see Hypoplastic left heart syndrome
(HLHS)

Honeynets, 461–463
HPS, see High-fidelity human patient simulator

(HPS)
HREC, see Human Research Ethics Committee

(HREC)
HRV, see Heart rate variability (HRV)
Human-computer interaction (HCI)), 609
Human immunodeficiency virus (HIV), 14–15
Humanitarian drone, 70
Human Research Ethics Committee (HREC),

234

Hybrid drones, 70
Hypertension, 11, 12, 14, 20, 22, 23, 31, 32,

119, 323, 324, 587
Hypoplastic left heart syndrome (HLHS), 233,

234

I
IC, see Intelligence continuum (IC)
ICT, see Information and communication

technology (ICT)
IC2T, see Information

computer/communication
technology (IC2T)

Image classification, 470, 471, 475, 476, 480,
484

Image collection
data augmentation, 480, 481
data collection, 479
deep learning, 478
histogram equalization, 480, 481
image processing, 480
model training, 480–481
60X Clip light-emitting diode (LED), 479

Image validation, 484
Infectious diseases

causes of death, 14
consumers’ risk, 14
definition, 14
food-borne illness, 14
herpes zoster, 17
HIV, 14–15
leucocytosis, 15
mononucleosis/glandular fever, 15
otitis media, 15–16
pertussis, 16
pharyngitis, 16
pneumonia, 17
preventive vaccinations, 14
urinary tract, 17–18
varicella, 17
VZV, 17

Infectious mononucleosis/glandular fever, 15
Informational asymmetry, 249
Information and communication technology

(ICT), 107, 542, 560, 571
applications, 431
communication, 430
definition, 430
healthcare sector, 431
telehealth, 430
utilization, 107

Information computer/communication
technology (IC2T), 238
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Information extraction mechanism, 356
Information integrity, 349–351, 355,

356
Information system (IS), 515
Innovative healthcare technology

Aezon, 27
Cloud DX, 28
Danvantri, 27
DBG, 27
DMI, 27
Final Frontier Medical Devices, 27–28
Intelesense-Scanadu, 27

INR, see International normalized ratio time
(INR)

Insecure message protocols
MQTT, 457
telnet, 457–458

Institute of Medicine (IOM), 286, 364, 385,
392, 599, 600

Institutional Review Board (IRB), 364, 613
Integrated Chronic disease management

(ICDM), 503, 505
Intelesense-Scanadu, 27
Intelligence continuum (IC), 238–241, 244,

249, 365, 366
Intelligent risk detection (IRD)

BI (see Business intelligence (BI))
CDSS, 228–229
CHD (see Congenital heart disease (CHD))
decision-making, 249
goals, 226
in healthcare

adaptation for disparate domains,
248–249

improved patient care and decision-
making, 245

integration of diverse and disparate
systems, 247

minimizing IRD avoidance and
promoting use, 248

mitigation of posttreatment risks,
245–246

multidisciplinary knowledge sharing,
246

routinizing workflow, 246–247
shared decision-making, 245
stakeholder communications, 246
stakeholder readiness and information

sharing, 248
healthcare providers, 226
health risk management, 229, 230
HOUSE model, 234, 235, 238–243
KD, 231

objectives, 226
patient care, 225
patient-centric design, 231–233
risk assessment, 226

International normalized ratio time (INR), 399
International Organization for Standardization

(ISO), 24, 341, 350, 637
International Statistical Classification of

Diseases and Related Health
Problems (ICD-10), 9

International Telecommunication Union (ITU),
346, 448, 450

Internet
ARPANET, 453–455
inherently complex and flawed system.,

455–456
NSFNET, 454–455

Internet-based asthma management, 504
Internet of Things (IoT), 32, 94, 97, 107, 331,

340, 388, 389, 394, 399, 447, 449
advanced networking capabilities, 450
AI-based large-scaled analytics tools,

450–451
Auto-ID Center, 449–450
cloud technologies, 451
connecting medical devices (see

Connecting medical devices)
design flaws (See Design flaws, IoT

networks)
predecessor, 449
real threats

demand secure devices, 458
network security tools, 459
user cybersecurity training, 458

timeline, 448
Interview matrix, 155
Interviews

audio-recorded, 110
data analysis phase, 110
information, 110, 111
semi-structured, 113–114
thematic and arithmetic analysis, 110
transcribed, 155

Invasive (implantable) technologies
brain-implanted electrode, 97
implant into arm, 97–98

IOM, see Institute of Medicine (IOM)
IoT, see Internet of Things (IoT)
IRD, see Intelligent risk detection (IRD)
ISO, see International Organization for

Standardization (ISO)
ITU, see International Telecommunication

Union (ITU)
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J
Jidoka/autonomation, 397–399
JIT, see Just-in-time (JIT)
Journal of Medical Internet Research, 377,

378, 380
Just-in-time (JIT), 395, 396, 401

K
Kanban system, 394, 395, 401
KD, see Knowledge discovery (KD)
KM, see Knowledge management (KM)
Knowledge acquisition

adherence, 317
adherence predictors and patient

characteristics (see Predict
adherence)

data acquisition, 317
data sources (see Adherence measures)
electronic databases, 318
health data, 339
medication adherence metrics (see

Medication adherence)
nonadherence, 317, 319–320

Knowledge base, 288, 289, 293, 294, 367, 442,
600

Knowledge-based online solution, 295
Knowledge discovery (KD), 226, 228, 229,

231, 239, 244, 250–251, 317, 339
Knowledge management (KM)

allergy care (see Allergy)
application, 288
description, 286
healthcare, 287
paradigm shift, 286
transformations, 286–287

Knowledge spiral, 286, 287, 293, 294
Kruskal-Wallis test, 53, 56

L
Language skills, 190, 200
Laparoscopic surgery, 43
Large-scale IT projects

establishing and implementing, 637–638
governance, 636–637
PPM, 640–641
risk management, 638–640

Latent Dirichlet allocation (LDA), 592
analysis and human analysis, 598–599
graphical model, 594
topics labels, 595–598

Lazy user theory, 610–611
PHR adoption, 614

Lean principles in healthcare
automobile industry, 383
avoid overproduction, 394–396
cataract removal pathway, 387
continuous process flow, 391–394
customers, 386
GDP, 383
implementation, 384, 386
limitations, 406–407
long-term philosophy, 390–391
management thinking, 385
medical errors and nosocomial infections,

385
multifactorial process, 387
norms/values, 386
operations management, 384
philosophy, 386
problem-solving, continuous improvement

decision-making processes, 405–406
performance issues, 405
relentless reflection, 406

quality of care, 385
respect and development (see Respect for

people)
rhetoric, ritual and resistance, 388
standardization, 399–400
stopping to fix problems, 397–399
tested technology, 402
visual control, 400–401
workload (heijunka), 396–397

Lean thinking, 387, 407
Learning health system, 317
LEDs, see Light emitting diodes (LEDs)
Length of patient stay (LOS), 272
Leucocytosis, 15
LFD, see Little Fitness Dragon (LFD)
Lifesaving medications, 69
“Life’s Simple 7”, 181
Lifestyle-related

cardiovascular diseases, 10
cholesterol, 11
COPD, 12
development, 7
diabetes mellitus, 11
hypertension, 12
leucocytosis, 15
malignant melanoma, 18
non-invasive, 22
and non-lifestyle-related, 21
pneumonia, 17
and risk factors, 5, 20, 21, 31
self-care relevance, 20–24
thyroid, 13
unfavourable, 11
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Lifetime prevalence (LTP), 6, 18
Light emitting diodes (LEDs), 96, 479
Likert scale, 109, 519
Little Fitness Dragon (LFD), 152
Logistic regression model, 274–276, 278, 332
LOS, see Length of patient stay (LOS)
LTP, see Lifetime prevalence (LTP)

M
Machine learning (ML), 121, 175, 229, 332,

334, 340, 346, 351–352, 355, 356,
451

Malignant melanoma, 9, 10, 18, 19, 22, 29, 31,
32

MAM, see Multidimensional adherence model
(MAM)

Mann-Whitney U test, 54, 56
mAR-blended learning environment (mARble),

379
MARS-5, see Medication Adherence Report

Scale-5 (MARS-5)
Matternet, 72–73, 76, 78
MaxQDA, 154, 155
MCMD, see Motor and cognitive modeling

diagrams (MCMD)
MCR, see Medication coverage ratio (MCR)
Meaningful use (MU)

AHA, 608
EHRs, 607–608
HITECH Act of 2009, 607

Medical conditions
cardiovascular and metabolic diseases,

10–14
composition, 9
description, 8
ICD-10, 9
infectious diseases, 14–18
inspections, 9
malignant melanoma, 18
measurement, 24
methodology, 9
at Qualcomm’s XPRIZE, 8
technological feasibility (see Technological

feasibility)
three-digit code, 9–10

Medical data, 27, 173, 300, 612, 614, 631
Medical device integrity, 453
Medical emergencies

drone delivery (see Drone delivery)
regulatory bodies, 70
transporting, 69

Medical errors, 107, 108, 346, 350, 351,
384–386, 394, 398–400, 434, 627

clinical treatment, 107
definition, 346
in mHealth, 351
by nursing staff, 108

Medical Research Council (MRC) framework
AFT process, 46, 61–62
clinical interventions, 45–46
design and technical features, 47
development

MTU prototype, 47, 48
training program, 47–49

educational effectiveness, 47
evaluation, 58
FineTune, 46–47
FollowThrough stage, 47
MCMD, 46, 47
piloting, 49–52
SBME develop programs, 45
theory-based approach, 56

Medical training, 44
Medical tricorder

burden of disease (see Burden of disease)
consumers, 32
Digital Contact Lenses Can Trans form

Diabetes Care, 4
epidemiological methods, 5
Google, 4
health insurance funds, 32–33
incidence and prevalence rates, 4
LTP, 6
methodology, 4, 5
non-invasive (see Non-invasive)
period prevalence, 6
point prevalence, 6
prize, 4
self-care relevance (see Self-care relevance)
TP, 6

Medication adherence
ASK-12, 322
cost-related measure, 327
data sources, 318
health domain, 317
identification, 340
MARS-5, 323
measurment, 333
MedsIndex, 323
MEMS, 326–327
Morisky Scale, 323
MPR, 324
MRCI, 325
PDC, 324–325
search string, 318
TABS, 323
VAS, 322–323
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Medication Adherence Report Scale-5
(MARS-5), 323, 335, 339

Medication coverage ratio (MCR), 324
Medication event monitoring system (MEMS),

322, 326–327
Medication non-adherence, 319–320, 327, 334,

338
Medication possession ratio (MPR), 324, 330,

334, 335, 339
Medication regimen complexity index (MRCI),

325, 331
MedsIndex, 323, 335
MEMS, see Microelectromechanical systems

(MEMS)
Mental illnesses, 190
Message queue telemetry transport (MQTT),

457
Metabolic syndrome

and cardiovascular diseases (see
Cardiovascular/metabolic diseases)

components, 20
diabetes mellitus/high cholesterol, 10
diagnosis, 10
lifestyle-related, 3
risk factors, 10, 11
urinary tract, 18

mHealth, see Mobile health (mHealth)
m-Health services, 115
Microblog function, 429
Microelectromechanical systems (MEMS),

191
MIP, see Mixed-integer-program (MIP)
Mixed-integer-program (MIP), 199, 201, 205
Mixed reality (MR)

applications, 376, 377
AR, 375
databases, 378
educational value, 376
interface, 375
mARble, 379
medical education and training, 380
PALS pocket cards, 379
properties, 375
psychology, 380
2D and 3D objects, 375

Mobile health (mHealth)
accurate data, 349
challenges, 346
conceptual model, 352–353
consumer health informatics, 355
data quality and accuracy, 347–349
definition, 346
information integrity, 349–351
limitations, 355

reinforcement learning system, 327
research methodology

data analysis, 355
data collection, 354
data sampling, 354
data triangulation, 354
single case study, 353–354

technology, 4, 430
Mobile medication system, 332
Mobile nursing system

daily work recording, 108
data collection phase, 109
demographic data, 114
designing and implementing, 108, 109
effectiveness, 115
efficiency and patient safety, 108
interviews (see Interviews)
medical errors (see Medical errors)
PDA, 108
questionnaires (see Questionnaires)
satisfaction survey, 115
sociotechnical approach, 114–115

Mobile patient portals
design, 600
design gaps, 593

Mobile personal health records (mPHRs), 604
Mobile-simulation

applications, 60
equipment, 43
low-cost method, 43
medical training, 44
proponents, 44
research, 42
self-contained unit, 43–44
training, 42
to train physicians, 43–44
work environment, 44

Mobile solutions
coping (see Coping)
stress (see Stress)

Mobile tele-simulation unit (MTU)
acceptability, 42, 53
audiovisual transmission, 59
challenges, 57
debriefing, 59
description, 44–45
design and telecommunications, 51, 53–55
development, 42, 45, 56
effectiveness, 42
elements, 59
feasibility, 42, 53
features, 60
Kruskal-Wallis test, 53, 56
learning outcomes, 57
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limitation, 58
low-fidelity simulation setup, 48, 49
Mann-Whitney U test, 54, 56
mean and standard deviation, 53, 56, 64–65
mentor and remote trainee, 47, 48
MRC framework (see Medical Research

Council (MRC) framework)
NL, 42
physical design, 53
piloting, 45
post hoc analysis, 53
procedural skills performance, 57
rapid deployment tent design, 47, 48
remote assessment of skills, 59
satisfaction, 53–55
SBME, 57
self-reported competency, 56, 58
self-reported confidence, 57–58
skills questions, 54
structure, 57
training, 57
Wilcoxon signed-rank test, 54

Mobile web, 501
Mood maps, 121
Morisky Medication Adherence Scale

(MMAS-8), 323
Mosquito-borne diseases

citizen science, 470
mobile applications, 470
overlays, 482, 483
public health problem, 469
WNV, 469

Motion detection, 191, 331
Motor and cognitive modeling diagrams

(MCMD), 46, 47, 62
MPR, see Medication possession ratio (MPR)
MR, see Mixed reality (MR)
MRCI, see Medication regimen complexity

index (MRCI)
MTU, see Mobile tele-simulation unit (MTU)
Multidimensional adherence model (MAM),

326
Multiple sclerosis (MS), 96, 325
Multi-rotor drones, 70
Multivariate regression, 275
Musculoskeletal system, 190, 191
My Health Record

architecture, 648
features, 633–635
flow of information, 636
position, 632–633
system architecture, 647

My Insulin Level Information (Mili), 215–217,
219, 220

MyoPro, 96–98

N
Nanomedicine, 174
Nanostructured lens-based sensors, 209
National Aeronautics and Space

Administration (NASA), 27,
75

National Diabetes Services Scheme (NDSS),
214

National e-Health Transition Authority
(NEHTA), 632

National Health Information Agreement
(NHIA), 632

National League for Nursing (NLN)
Simulation Design Scale, 51

National Quality Strategy (NQS), 607–608
National Science Foundation (NSF), 454
Nationwide digital health solutions, see

Personally controlled electronic
health record (PCEHR)

Natural language processing techniques,
427–428

NCD, see Non-communicable diseases (NCD)
Nerve and muscle actuation mapping, 100
Network address translation (NAT), 450
Network-centric healthcare operations

(NHCO), 238–241, 244, 248, 249
Network Control Program (NCP), 454
Network science

analysis framework, 460–466
community detection, 459–460
correlating nodes, 460–461

Network science-based analysis framework
botnet behavior monitoring module, 463
evaluation, 463–466
flow correlation module, 462–463
honeynets, 461
P2P Botnet, 461
traffic and log collection module, 462
traffic-processing module, 462

Network security tools, 459
Neuromuscular diseases, 96
Newfoundland and Labrador (NL), 42
NHCO, see Network-centric healthcare

operations (NHCO)
Non-communicable diseases (NCD), 185, 259,

345, 507, 555, 556
premature, deaths, 556
WHO global status, 555
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Noninferiority study, 52
Non-invasive technologies

blood pressure detection, 12
brain signal powered system, 95
fixed to limb, 96–97
glucose measurement and monitoring, 216
head wearable gear, 96
hypertension, 12
lifestyle-related causes, 22
measurements, 4, 26, 31, 32
medical conditions, 3
minimally invasive technologies, 8, 24
mobile technologies, 4
passive/aesthetic body powered limb,

95–96
SBGM (see Self-blood glucose monitoring

(SBGM))
self-management support tool, 207–220
THz technology solution, 210–212, 219

Non-value-added (NVA), 387, 390, 392, 393
NSF Network (NSFNET), 454–455
Nurses

activities, 195
outpatient, 189–193
paper-based recordings, 193
patient services, 202
schedules, 197

NVA, see Non-value-added (NVA)

O
Obesity

and body weight, 145
childhood (see Child obesity)
definition, 147
digital health, 146
gamification (see Gamification)
health-care system, 145
obesity management tool, 157
parent-child interactions, 147
prevalence, 145

Observe-orient-decide-act (OODA), 240–242
Obsessive Compulsive Drinking Scale

(OCDS), 138
Ocular glucose monitoring, 209
Older adults

characteristics, 513, 514
computers

anxiety, 516
confidence, 517
and internet, 512
self-efficacy, 517

conceptual framework, 516
connected care, 514

infrastructure, 518
intervention study, 512
low adoption rates, 512
patient portal adoption, 513
PEU, 516
self-generated health information, 514
smart devices, 514
technical support, 517, 518
See also Patient portals

Omaha system, 350, 351
Oncology, 174, 368, 428, 505, 571, 576, 581
Oncology information system (OIS)

Australian point of view, 574
cancer and treatment, 571
chemotherapy, 572
clinical protocols, 573
comparative details, 576–578
diagnostic and treatment therapies, 572
drugs research, 571
European Union, 573
ICT, 571
market, 573
patient-reported outcomes, 576, 579, 580
radiotherapy, 572
soluation, missing elements, 581, 582
utilization, 572–573

OneView PoC System
environmental services after, 549–551
environmental services prior, 547–549
food services after, 545–546
food services prior, 543–545

Ontology, 428
OODA, see Observe-orient-decide-act

(OODA)
Optical recognition system, 470
Optimization kernel, 199–200, 203
Organize, set in order, cleanliness, standardize

and discipline (5S), 401
Otitis media, 15–16
Outpatient care, 189, 199, 592, 647

P
PA, see Process analytics (PA)
Packet capture (PCAP), 462–464
Paediatric allergies, 287, 295
PALS, see Pediatric Advanced Life Support

(PALS)
Paper medical records (PMR), 631
Paper record-keeper responses, 622
Papers selection, 318, 319
PAR, see Potentially avoidable readmission

(PAR)
Parkinson’s disease, 327, 331
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Partial least squares (PLS)
instrumentation and measurement model,

522
perceived level, 522
second-generation regression model, 521

Passive/aesthetic body powered limb, 95–96
Patient-centered care, 588
Patient-centeredness, 295, 428
Patient-centred care, 425, 427, 507, 537, 540,

556
Patient-centric approach, 361
Patient-centric risk detection, 231–233
Patient engagement

component, 588
and education, 588
healthcare, 588, 599
health outcomes, 513
National Quality Strategy, 608
patient portals, 512
patient satisfaction, 513
reduces cost, 513

Patient health records (PHR)
adoption and use, 603, 608
adoption rates, 606
benefits, 604, 606
ePHI, 606–609
grounded theory, 612
lazy personal health information user,

614–615
outcomes, 617–618
policymakers and researchers, 603
quantitative research, 604–605
research questions and methodology

age and gender descriptives, 613
data analysis, 613
data collection interviews, 613
respondents, 614

technology, 588
tethered, responses, 623
in the United States, 604, 605

Patient portal
design, 589
PHR (see Patient health records (PHR))

Patient portals
computers

anxiety, 520–521
confidence, 521
self-efficacy, 521
training, 518, 519

data collection, 519
effort, 526
learnability, 525
mean scores, treatment group, 520
perceived advantage, 524

PEU, 512, 513, 518, 523, 527, 528
PLS, 521–523
security, 525
self-generated data

advantages, 528
health information, 523
interviews, 528

training, 524, 528, 530
trust, 525, 526

Patient risk assessment, 225
Patient risk factors

characteristics, 269
comorbid conditions and clinical results,

271
frequency, 269, 270
health behaviour, 273–274
hospital visitation and utilization, 272–273,

278
polypharmacy, 271–272
social determinants of health, 269
socio-demographics, 269

Patient segmentation, 338
Patient wellbeing, 320, 339
Paul-Bunnel test, 15
Payment systems, 426, 442
PCR, see Polymerase chain reaction (PCR)
PDA, see Personal digital assistant (PDA)
Pediatric Advanced Life Support (PALS), 379
Perceived ease of use (PEU), 512–518,

521–523, 527, 528
Perceived Stress Questionnaire (PSQ), 123,

137
Perceived usefulness (PU), 515, 528, 610
PERMA factors, 181
Personal digital assistant (PDA), 108
Personal health information (PHI)

healthcare provider, 615
management, 619

Personal health records (PHR), 628
national health information networks, 247
patients, 241

Personally controlled electronic health record
(PCEHR)

Australian E-health system, 631
Australian healthcare system, 629–631
healthcare, 628
NHIA, 632
OECD, 628

Personnel resource planning (PRP), 199
Pertussis, 16, 19, 31, 32
Pervasive mobile solution, 219
Phacoemulsification, 386
Pharyngitis, 16, 20
Phasic skin conductance, 120–121



672 Index

Philosophy, process, people and partners and
problem-solving (4P model), 389

Physical disability, 87, 88, 94
Physical presence, 379
Physical relief, 192–193
Physiological stress parameters

accelerometer and GPS receiver, 125–126
artifacts, 126–127
BLE, 125
body sensor, 126
cortisol, 120
facial expressions, 121
heart rate, 125–126
HRV, 120, 125–126
skin conductance, 120–121
skin temperature, 121

Piloting, MTU
descriptions, 49
feasibility and acceptability, 49–51
features, 49, 50
identify and design, training protocol, 52
intervention and outcome assessment,

51–52
procedural skill questions, 52, 62
satisfaction and self-confidence, 52

4P model, see Philosophy, process, people and
partners and problem-solving (4P
model)

PNE, see Pneumonia (PNE)
Pneumonia (PNE), 17, 266, 274, 276
Point of care (PoC) systems

data analysis, 542
decision-making process, 537
e-health, 541
four tiers, 538, 539
FVM, 536, 538, 539
healthcare delivery, 536–537
healthcare information systems, 537, 541
implementation and adoption, 537, 538,

542
integrated care, 538
integrated modules, 540
OneView (see OneView PoC System)
patient bedside solution, 540
patient-centric care, 537
qualitative research, 542
and support functions, 538
task-technology fit, 540
viability, 540

Poka-yoke, 398
Polymerase chain reaction (PCR), 17
Polypharmacy, 271–272, 278
Population-based intervention strategies, 396
Portals

definition, 511
patient (see Patient portals)

Posture reconstruction, 194, 195
Potentially avoidable readmission (PAR), 272,

273
P2P Botnet, 461
Precision health

definition, 172
emergence, 171
surveillance information, 172

Precision medicine
blockchain technology, 175
cost effectiveness, 173
description, 173
environment, 172
healthcare industry, 173
interventions, 172
medical data, 173
and nanobiotechnology, 174
patients’ safety, 173
techno-utopia, 172

Precision practices, 171, 175, 177, 178
Precision wellness

artificial intelligence, 175
barriers to implementation, 177–178
biomarkers, 174
cancer, 174
challenges, 184–185
dashboard

co-design, 183
gamification, 183
parameters, 181–182

facilitators, 178
feedback pathway, 184
healthcare industry, 171
in healthcare system, 173
measurement, 183
operationalized model, 179–180
optimization engine, 183
patient-driven, 171
precision health, 172
precision medicine, 172–173
precision practices, 175
technologies, 174, 176, 185
tracking, 183

Predict adherence
data analytics, 328
demographic factors, 328
health belief matrix, 330
health provider-patient communication,

330
incoherence, 329
interventions, 329, 331, 332
linear regression analysis, 332
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medication filling, 330, 331
medication formulation and complexity,

328
mobile monitoring, 332–333
patient compliance, 329
prescription treatment plan, 331
quantitative methods, 329
sociodemographic indicators, 328
visual analytic tools, 330

Prediction algorithm, 325, 332
Predictive analytics, 231, 260, 364
Pre-existing conditions, 278, 417
Previous existing method (PDC), 325
Proactive care, 514, 528, 529
Procedural skill questions, 52, 62
Process analytics (PA), 335
Proffered solution, 288
Program and portfolio management (PPM)

benefits, 641
maturity model, 642
types, 640–641

Proportion of days covered (PDC), 324–325,
330, 332, 334, 335, 339

Provider–patient communication, 330, 333
PRP, see Personnel resource planning (PRP)
PSQ, see Perceived Stress Questionnaire (PSQ)
Psychological stress, 190
Psychosomatic illnesses, 190
Public health, 470, 474, 478, 484, 489

Q
QI reporting system, 388
Qualitative research techniques

focus group interview, 109
semi-structured interviews, 109
site observation, 109

Quality assurance/quality control (QA/QC),
473–475

Quality of care, 192, 314, 332, 350, 362, 385,
388, 437, 441, 442, 513, 537, 591,
599, 606, 628, 643

Questionnaires
clinicians, 154
demographic information, 110, 111
effectiveness survey, 111, 112
Likert scale, 109
pre-survey study, 109
satisfaction survey, 111, 112
SPSS, 110
structured, 109
VAS, 322

R
Radio-frequency identification (RFID), 241,

448, 449
Radiology, 394, 400, 647
Radiotherapy, 572
Rapid Process Improvement Workshop,

387–388
Readmissions

categories, 276
clinical risk mitigation, 361
country, 267
data collection, 263–264
data source and search method, 262
definition criteria, 262
disease specificity, 266
EHRs, 265
eligibility criteria, 260–261
homogeneity, 267
life expectancy, 259
operational efficiency, 259
outcome, 268
population growth, 259
predictive analytics, 260
risk factors (see Patient risk factors)
risk prediction (see Risk prediction models)
study design, 266–267
tasks, 260
type of comparison, 267–268

Reality–virtuality continuum, 375, 376
Real-time stress measurements, 124
Real-time stress warnings, 124
Receiver operating characteristic (ROC), 262,

330
Recognition client, 482–483
Reduce wastage, 426, 441
REFS, see Reverse engineering and forward

simulation (REFS)
Reinforcement learning (RL), 327, 332
Remote

assessment, 43, 59
emergency medicine, 41
vs. face-to-face, 54, 56, 58, 59
instruction, 51
internet access, 42
MTU station, 48
and on-site instruction, 43
and rural (see Rural)
skills, 42
training, 53

Remotely Operated Aircraft (ROA), 69
Remotely Piloted Aircraft (RPA), 69
Remotely Piloted Vehicle (RPV), 69
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REMSA Health, 75
Respect for people

exceptional people and teams, 403–404
leadership, 403
network of partners and suppliers, 404–405

Responsive web design, 501–502
Return-on-investment period, 205
Reverse engineering and forward simulation

(REFS), 332
Risk management

data science-driven, 226
decision-making, 227, 246
health, 226, 229
patient-centric, 232
real-time, 226, 228

Risk prediction models
characteristics, 274
cohort model evaluation, 274–276
frequency, 275
logistic regression, 278
performance, 275–277

RL, see Reinforcement learning (RL)
RNA involvement, 174
Robotic arm device, 96
ROC, see Receiver operating characteristic

(ROC)
Route planning (RP), 199
Rural

emergency care, 41
health centers, 43
population lives, 42
and remote emergency medicine, 41
skills, 42
and urban clinicians, 59

S
SBME, see Simulation-based medical

education (SBME)
Scenario-based learning, 43
SDT, see Symptom-disease-treatment (SDT)
Self-blood glucose monitoring (SBGM)

CoolSense device, 208–209
factors, 210
finger pricking, 208–210
hyperglycaemia/ hypoglycaemia, 208
nanomaterial-based solutions, 209
ocular glucose, 209
physical and emotional pain, 208
problems, 210, 211
semi-invasive and non-invasive

technologies, 209
type 2 diabetes, 208

Self-care
awareness, 3
definition, 3
management, 318
relevance, 5

Self-care perspective
aetiology, 7
consumer self-care, 7
and health literacy, 6–7
individual, 7
lifestyle-related diseases, 7
OECD, 6
self-care relevance, 8

Self-care relevance
categorisation, 22–23
circle size mapping, 22
consumers, 21
description, 20
lifestyle-related factor, 20–21
methodology, 20
risk factors, 21–23

Self-contained unit, 43–44
Self-management, 207–219, 317, 335, 340,

350, 436, 437, 500, 502, 503, 506,
557, 560–563, 588, 630

Self-monitoring
older adults (see Older adults)

Self-organizing map (SOM), 123
Semi-structured interviews, 612

closed-loop medication administration.,
113

conducted and recorded, 113
mobile care system, 113
mobile nursing information system

anticipation, 114
benefits, 113–114
dissatisfaction, 114

transcribed texts, 113
Sensor data, 193–195, 198, 204
Sensor network

Android app, 195, 196
Android parser, 194–195
nursing activities, 195
posture reconstruction, 194, 195
selected care measures, 194
sensor nodes, 193–195
sensor positions, 194
and shirts, 204

Sensor nodes, 193–195
Serum-specific IgE (ssIgE), 284, 285
Service chain management, 384
Ship-to-shore drone delivery, 75
Signal communications, 100
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Signal processing, 101
Signals conductions, 100
Significant findings (SF), 237
Simulation-based medical education (SBME)

and debriefing, 44
implementation, 45
knowledge and skills, 41
quality, 60
and tele-medicine training, 50

Simulation modeling, 77
Skin conductance, 120–123, 125
Skin prick test (SPT), 284, 285, 289
Skin temperature, 123
Sleep apnoea, 11, 13–14
Smart contract, 303, 310, 313, 314
SmartCoping

biofeedback component, 136–137
calibrating HRV values, 124
clinical study, 138
data flow and architecture, 126
detection, high-stress situations, 125
effectiveness, 138
high-stress situations, 135–136
OCDS, 138
physiological stress parameters, 125–127
prevention of chronic stress, 120
PSQ, 137
relaxation support, 124–125
self-perception, 119–120
stress level calculation, 127–133
stress warnings, 124, 134
test phase, 137–138
therapeutic and rehabilitation support, 120
therapeutic effectiveness, 125

Smartphones, 4, 27, 73, 121, 125–127, 132,
135, 138, 147, 148, 152, 156, 161,
162, 167, 182, 185, 195, 204, 209,
212, 288, 309, 346, 378, 470, 471,
475, 479, 485, 489, 501, 502, 506,
590, 591

Smart textile glove
aesthetic aspect, 102
age/need, 103
comfort, 103
cost, 102
depression and suicidal behaviour, 103
development, 99
elements, 99
full arm length, 98
integration and acceptance, 102
IT/IS solution, 99
material choices, 101
mechanical energy into electrical signal, 98

nerve and muscle actuation mapping, 100
output/actions, 101, 102
reduction in overall care need, 103
research, 98
signal communications, 100
signal processing, 101
signals conductions, 100

Social cognitive theory, 330
Social determinants of health, 269, 277
Socio-demographics, 260, 269, 277, 278, 328
Software-based demonstrator, 197
Software library, 195, 196, 204
Source IP (SrcIP), 462
Specific medication proportion of days covered

(spPDC), 325
spPDC, see Specific medication proportion of

days covered (spPDC)
SPT, see Skin prick test (SPT)
ssIgE, see Serum-specific IgE (ssIgE)
Staff planning

algorithm, 201
deployment planning, 197–198
design principles, 201
GAMS, 201
intended software usage, 199
load profiles, 199
mathematical planning task, 198
MIP, 199
modeling experience and testing, 201
optimization kernel, 199–200, 202, 203
optimization system, 201
physical strains, 199
planning problem, 200
prioritization of criteria, 201, 202
PRP, 199
restrictions, 200
RP, 199
service provision, 203
soft criteria, 203
visualized result, 202, 203
VRP, 200

State-of-the-art image, 470
Stress

biofeedback, reducing, 136–137
chronic, 119
EEG signals, 121
excessive and prolonged, 119
physiological parameters, 120–121
psychological, 190
real/implied threat, 119
symptoms, 119

Stress avoidance, 120, 125, 135
Stress classifier, 123
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Stress detection and management
conversational agent, 122
decision-making skills, 122
drawback, 123
driver assistance, 123
HRV, 121–123
intervention program, 122
mood maps, 121
skin conductance, 122
skin temperature, 123
SOM, 123
technostress, 123–124
therapeutic solutions, 122
user’s stress level, 121
wireless ECG, 121

Stress level calculation, SmartCoping
HRV, 127–128
physical activity, 126
user feedbacks

calibration based on, 128–131
calibration without, 133
in initial learning phase, 131–133

Stress recognition, 121, 128, 131
Stress warnings

generating, 134
and high stress phases, 134
real-time, 124

Support vector machines (SVM), 274, 339,
351–352

SVM, see Support vector machines (SVM)
Symptom-disease-treatment (SDT), 365
Systematic analytics, see Actionable

knowledge

T
TABS, see Tool for adherence behaviour

screening (TABS)
Task-technology fit (TTF), 540
TDA Travalert, 327
T2DM, see Diabetes mellitus type 2 (T2DM)
Teaching medical skills, 42
Technological feasibility

assistive, 94–98
availability, 24
categorisation, 24–25
CE marking, 24
consumer electronics, 8, 26, 28, 29
definition, 8
early stage, 26, 28
graphical, 28
innovative healthcare, 27–28
keyword search and selection process,

25–26

manufacturers, 33
mapping, 26–27
medical device category, 26, 28
non-invasive and minimally invasive, 8
software and hardware, 24
3D self-care map, 30–31

Technology acceptance model (TAM), 515,
522, 609, 610

Technology Readiness Index, 292
Technostress, 123–124
Telecommunications link, 50
Telehealth, 430
Telemedicine, 380, 402, 430, 432, 433
Tele-simulation

applications, 60
HPS, 43
internet protocol-based teleconference

software, 42
limitations, 42
MTU (see Mobile tele-simulation unit

(MTU))
remote assessment of skills, 43
research, 42
teaching medical skills, 42
time constraints, 42

Telnet, 457–458, 461
Terahertz gap, 210
Terahertz (THz) technology, 210–213
THA, see Total hip arthroplasty (THA)
Thematic analysis, 110, 355, 367, 542
Theory-driven qualitative evaluations, 562
Theory of planned behavior, 610
Theory reasoned action (TRA), 609–610
3D-printed ribs, 48
3D self-care map, 30–31
Thyroid, 13
THz frequency-domain spectroscopy

(THz-FDS), 212
THz imaging using non-destructive evaluation

(NDE), 212
THz time-domain spectroscopy (THz-TDS),

212
Titanium implant, 97–98
TKA, see Total knee arthroplasty (TKA)
Tonic skin conductance, 121
Tool for adherence behaviour screening

(TABS), 323, 335
Total hip arthroplasty (THA), 248–249
Total knee arthroplasty (TKA), 249
Total prevalence (TP), 6
Toyota production system (TPS), 394, 396, 404
TPS, see Toyota production system (TPS)
Traffic accidents, 87
Traffic and log collection module, 462, 463
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Traffic-processing module, 462
Transportation, 71, 73, 77–79, 81, 82, 339,

384, 395, 547
Traumatic brain injury (TBI), 89–91

types, 92
Type 2 diabetes, 208, 504
Type II diabetes, 11–12

U
UCD, see User-centered design (UCD)
Ultrasound-guided anesthetic procedures, 43
Unified theory of acceptance and use of

technology (UTAUT), 610
United Agency for Healthcare Research and

Quality, 426
Unmanned aerial vehicles (UAVs), 69
Unmanned Aircraft (UA), 69
Upper-arm sensor, 125
Urinary tract infection, 17–18
User-centered design (UCD), 238–241, 244,

245, 248, 249
User-generated content, 592
US Veterans Administration, 417
Utah electrode, 97

V
VA, see Value-added (VA)
Value-added (VA), 390, 392, 621
Value-based care, 295, 416, 431, 433, 439, 537
Value-based healthcare

accountable care organizations, 433
BA (see Business analytics (BA))
BI (see Business intelligence (BI))
bundled payments, 249, 433
care coordination, 431
data analysis, 367–368
data collection plan, 367–368
patient-centered medical homes, 433

Value-based purchasing (VBP), 441, 442
Value-based system, 415, 416
Value density vs. urgency, 77
Value stream map (VSM), 392, 393
Varicella, 17
Varicella zoster virus (VZV), 17
VAS, see Visual Analog Scale (VAS)
VBP, see Value-based purchasing (VBP)
Vector borne diseases

mosquitoes (see Mosquito-borne diseases)
Vehicle Routing Problem (VRP), 200
Vehicle routing problem with time windows

(VRPTW), 205
Video-based debriefing, 43
Virtual reality (VR), 376–380, 562

Visual Analog Scale (VAS), 322–323, 326, 335
VR, see Virtual reality (VR)
VSM, see Value stream map (VSM)

W
Wagner care model, 503, 505
Wearables

automated documentation, 195–198
categories, 150
classification rates, 204
concept, 146
definition, 190–191
dynamic personnel deployment planning,

205
economic evaluation, 205
electronic technologies/computers, 150
functionalities, 150
MIP, 205
nursing clothing, 204
physical complaints, 189
planned solutions, 192–193
principle, 204
return-on-investment period, 205
self-monitoring, 150
and sensors, 193–195
software library, 204
staff planning, 197–203
state-of-the-art solutions, 191–192
VRPTW, 205
wireless connection, 204

Web-based query, 362
Web portals, 293, 294, 500, 502–506
Web 2.0 technologies, 589
West Nile virus (WNV), 469
WHO, see World Health Organization (WHO)
Whopping cough, 16
Wilcoxon signed-rank test, 54
Wireless connection, 204
Wireless ECG, 121
World Health Organization (WHO), 3, 7, 9–11,

14, 18, 207, 219, 345, 355, 435, 628
Wristbands/smartwatches, 125

Y
Years lived with disability (YLD), 570
Years of life lost (YLL), 570
YLD, see Years lived with disability (YLD)
YLL, see Years of life lost (YLL)

Z
Zipline, 72, 74, 76, 77, 82
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