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Preface

Persuasive technology is a vibrant interdisciplinary research field, focusing on the
study, design, development, and evaluation of information technologies aimed at
influencing people’s attitudes or behaviors through open and transparent means. The
International Conference on Persuasive Technology series brings together researchers,
designers, practitioners, and business people from various disciplines and a wide
variety of application domains. The research community seeks to facilitate healthier
lifestyles, make people feel or behave more safely, reduce consumption of renewable
resources, among other notable goals, by, for instance, designing software applications,
monitoring through sensor technologies, analyzing obtained data, and providing vari-
ous types of coaching for users.

The 14th International Conference on Persuasive Technology was hosted by the
Department of Communication and Internet Studies at the Cyprus University of
Technology in Limassol, Cyprus, in April 2019, and organized in collaboration with
the University of Oulu, Finland, and the University of Wollongong, Australia. In
previous years, similar highly successful conferences were organized in Waterloo
(Canada), Amsterdam (The Netherlands), Salzburg (Austria), Chicago (USA), Padua
(Italy), Sydney (Australia), Linköping (Sweden), Columbus (USA), Copenhagen
(Denmark), Claremont (USA), Oulu (Finland), Palo Alto (USA), and Eindhoven (The
Netherlands). The conference addressed a wide variety of topics regarding the devel-
opment of persuasive and behavior change support systems. This year papers were also
solicited for two specific topics, namely, personal informatics and gamification and
gamified persuasive technologies.

This volume contains the scientific papers that were presented at the Limassol
meeting. A total of 80 completed research papers were submitted for evaluation; one
submission was withdrawn before starting the review process, resulting in 79 papers
going through the double-blind peer-review process. Papers were submitted by 185
authors from 29 countries, with the UK, The Netherlands, and Canada having the most
active submitters. Methodologically, the largest single group of submitted papers was
quantitative empirical papers, but a good number of empirical qualitative and
mixed-method papers as well as conceptual-theoretical and design science papers were
submitted, too.

In the end, 29 papers were, accepted for publication in this volume (36.7%
acceptance rate), which required the dedication of 67 skillful reviewers from 17 dif-
ferent countries (on average three reviews were written per submitted manuscript) and
some tough decisions.

The accepted papers were subsequently grouped based on their content into ten
sessions in the conference and in these proceedings: Motivation and Goal-Setting;
Self-Monitoring and Reflection; User Types and Tailoring; Personality, Age, and
Gender; Social Support; Systems Development Process; Ethical and Legal Aspects;
Drones and Automotives; Special Application Domains; and Terminologies and



Methodologies. These categories, and the papers therein, show the diversity of research
works and multi-paradigmatic approaches utilized in the field; furthermore, the pub-
lished papers, on par with knowing how challenging it is to get a paper accepted in this
conference, demonstrate that the field of persuasive technology is gaining maturity.
Posters, demos, symposia, doctoral consortium papers, workshop papers, and tutorial
descriptions were printed in separate adjunct proceedings.

The main program for the two full days of the conference, Wednesday and
Thursday, was a single track with the aforementioned ten paper sessions, two panels,
one on methods and tools and one on bridging theory and design, and keynotes.
A doctoral consortium that gathered together doctoral students and seasoned professors
from the field took place on Monday, and tutorials and conjunct workshops were
organized on Tuesday.

We would like to thank all authors, both of accepted papers and also of papers that
did not make it this time, for their contributions, and the reviewers for their very
valuable feedback. Furthermore, we wish to thank all of our colleagues and students
who were involved in organizing the many facets of this conference.

April 2019 Harri Oinas-Kukkonen
Khin Than Win

Evangelos Karapanos
Pasi Karppinen

Eleni Kyza
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Questioning Our Attitudes and Feelings
Towards Persuasive Technology

Robby van Delden(B), Roelof A. J. de Vries, and Dirk K. J. Heylen

University of Twente, Enschede, The Netherlands
{r.w.vandelden,r.a.j.devries,d.k.j.heylen}@utwente.nl

Abstract. Definitions regarding Persuasive Technology are often intro-
duced with the accompanying remark: without using coercion and decep-
tion. For this position paper, we investigated, evaluated, and discussed
the term Persuasive Technology and its connotations. We invesstigated
whether Persuasive Technology is perceived with negative connotations
such as coercive and deceptive, and, how in comparison, similar labels
(such as Behavior Change Support System and Digital Behavior Change
Intervention) were perceived. We conducted an online survey where par-
ticipants (N = 488) rated their attitude towards these systems in the
context of a system description, indicated to what extent they agreed
with 10 descriptors (such as, manipulative, motivating, or supportive) in
the context of a system description, and whether this system in general,
is at risk of being perceived as coercive, manipulative, deceptive, or pro-
pagandistic. We found that when considering risks of systems in general,
labeling them as PT results in them being perceived significantly more
forceful than all other labels, and switching the labeling of a system to
Digital Behavior Change Intervention results in them being perceived
significantly more captivating compared to a neutral system label. The
findings suggest that when choosing labels to use for technology or sys-
tems it is essential to consider the impact labels can have on how the
system or technology is perceived, regardless of the actual function of
the system. These findings are relevant for the field of Persuasive Tech-
nology and the Persuasive Technology conference specifically. This paper
is meant to spark further discussion in the field and at the conference.

Keywords: PersuasiveTechnology ·Behavior Change Support Systems ·
Digital Behavior Change Interventions ·Terminology

1 Introduction

“An attempt to change attitudes or behaviors or both (without using coercion or
deception)” is Fogg’s definition of persuasion [6, p. 15]. He adds (between paren-
theses) that some people might confuse it with coercion (i.e., forceful instead of
voluntary), or with deception (i.e., with the use of false information instead of
transparency). This is noteworthy—not only because more than a decade later
this definition is still used—but even more so because it seems the confusion
c© Springer Nature Switzerland AG 2019
H. Oinas-Kukkonen et al. (Eds.): PERSUASIVE 2019, LNCS 11433, pp. 3–15, 2019.
https://doi.org/10.1007/978-3-030-17287-9_1
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about the term remains and the part that used to be within parentheses is still
needed to describe persuasive technologies.

In this paper, we investigate the term Persuasive Technology (PT) and its
connotations. One of the questions central to this paper is whether this pre-
viously described confusion with more negative connotations indeed remains,
including the link to coercion and deception, even though the field intended to
place coercion and deception outside of PT. To answer this question we car-
ried out a survey where participants had to rate their attitude towards and
perceptions of PT and similar systems, such as Behavior Change Support Sys-
tems (BCSS) [12] and Digital Behavior Change Interventions (DBCI) [19]. We
argue that answering this question is relevant, interesting, and timely, which we
will explain in the following sections by quoting relevant literature, but also by
sharing anecdotes from within the community.

1.1 Investigating Attitude Towards PT is Relevant

We argue that PT has a negative connotation for some people, and therefore
investigating this connotation is relevant. If people have a negative attitude
towards PT, labeling ‘our’ work as Persuasive Technologies can have nega-
tive consequences. After all, Cialdini in his book Pre-suasion shows how small
changes in, among other things, wording might be used to—even before there
is a true interaction—prompt people to focus on certain parts (e.g., negativity
- are you unhappy versus are you happy, or by making it more personal - they
might versus you might) in order to subsequently influence their attitude or
behavior in an intended direction [4]. The PT label, or alternatives, are likely
to be used throughout our daily practice as researchers and might prompt peo-
ple (e.g., practitioners, participants, or users) to focus on certain aspects of our
design, development, theory-forming, and evaluation practices.

1.2 Investigating Attitude Towards PT is Interesting

Spahn, explains how in a communicative act being truthful and honest is essen-
tial in building trust [14]. Spahn argues that a PT twisting the truth, presenting
misinformation, or exaggerating feedback might be powerful on the short term
but can have negative effects on PT in the long term as well as impact the truth-
fulness. To exemplify that the question of how the PT label is being perceived is
of interest for our research community, we refer to the brief discussion of a possi-
ble name change and anticipated effects during 2018’s (open) steering committee
meeting of Persuasive Technology conference. Several points relating to the PT
brand were discussed for possible opportunities for growth of the conference.
Although the general consensus was that PT was a strong brand, several atten-
dees stated they found it an ‘awful’ and ‘aggressive’ term. Alternative terms
were mentioned but most seemed to be perceived as less strong or less related
to the technological background, interests, and profiling of several researchers.
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1.3 Investigating Attitude Towards PT is Timely

We also consider the matter to be timely. With a rising number of PT’s we
are also getting in contact with more PT that could be considered unethical.
Recently, Kampik et al. even argued that due to the rise of coercive and deceptive
PT the definition of PT itself should be updated to include this [9]. In their
investigation leading up to that conclusion, they mention the use of deceptive
headlines, coercive strategies such as purposeful disempowerment to reach the
persuasive goal, Facebook’s reluctance to limit the spread of miss-information,
as well as social media’s coercive effect related to the fear of missing out. Based
on the work of Spahn we can see that the negative effects of PT can affect
the technology itself, the designer of the PT, or the implementing party [14].
Additionally, we have recently seen an impact on a more personal level for the
researchers of PT. For instance, the authors of this paper listened to an invited
talk from a pioneer in the PT and persuasive profiling field that felt the need
to distinguish himself and his work from the recent scandals around Facebook
with Cambridge Analytica. Moreover, Fogg publicly defended himself this year
from a piece on Medium1, that as he described it, ‘mischaracterized’ his work2.
In conclusion, the investigation of attitude towards PT is a timely matter.

1.4 Approach to Investigate Attitudes and Feelings Towards PT

Numerous publications have revolved around the ethics and ethical guidelines
behind PT (e.g., [6,14]), questions relating to voluntariness and intentionality
of PT [13], and reviewing, redefining or adding terminology to PT [2,6]. In this
paper, we are interested in the attitude towards and perceptions of PT from
a wider set of people. We investigate this by letting people rate their attitude
towards one of two representative scenarios containing one of four labels. More-
over, we ask people to rate these systems on dimensions that could inform how
forceful or captivating these technologies are perceived to be.

2 Survey: Attitudes Toward System Labels

To investigate attitudes and feelings toward system labels, we designed an online
survey study. The survey was carried out through Amazon Mechanical Turk3

(AMT) on SurveyMonkey4.

1 The tendency of the piece was roughly that hidden influencing techniques are applied
in gaming and social media context to lure children away of real-life activities,
see: https://medium.com/@richardnfreed/the-tech-industrys-psychological-war-on-
kids-c452870464ce, last accessed 25-11-2018.

2 For the response of Fogg see: https://medium.com/@bjfogg/the-facts-bj-fogg-
persuasive-technology-37d00a738bd1, last accessed 25-11-2018.

3 https://requester.mturk.com/.
4 https://www.surveymonkey.com/.

https://medium.com/@richardnfreed/the-tech-industrys-psychological-war-on-kids-c452870464ce
https://medium.com/@richardnfreed/the-tech-industrys-psychological-war-on-kids-c452870464ce
https://medium.com/@bjfogg/the-facts-bj-fogg-persuasive-technology-37d00a738bd1
https://medium.com/@bjfogg/the-facts-bj-fogg-persuasive-technology-37d00a738bd1
https://requester.mturk.com/
https://www.surveymonkey.com/
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2.1 Labels and Terminology

In order to investigate the attitude towards PT or alternative terms, we needed
to select alternative labels that were used in the field to include in the survey.
We selected two alternative terms that are used in the field: Behavior Change
Support System and Digital Behavior Change Intervention.

The term Behavior Change Support System, introduced by Oinas-Kukkonen
is defined as follows: “(BCSS) is a sociotechnical information system with psy-
chological and behavioral outcomes designed to form, alter or reinforce attitudes,
behaviors or an act of complying without using coercion or deception” [12, p. 1225].

Yardley et al. in their special issue on Digital Behavior Change Interventions
(DBCI) defined them as follows: “‘DBCI’ is used to refer to an intervention that
employs digital technology to promote and maintain health, through primary or
secondary prevention and management of health problems” [19, p. 814].

For our purposes, where we want to explore possible alternative labels for
PT that hopefully implicitly exclude several negative connotations that people
might have (such as coercion and deception), it seems the term BCSS is suitable.
Furthermore, DBCI seems to be a term that relates both to the technological
side, as it starts with the digital component, and it does fit the various types
of PT research, although the informed reader might know the focus on health
care. We were mainly interested in pre-existing connotations so no explanation
was given about the used labels.

2.2 Descriptors of Accompanying Connotations Towards PT

Investigating the ‘without coercion and deception’ component of PT that was
explained in the introduction, we wanted descriptors more specific for the force-
fulness of PT and other feelings relating to PT. Based on our research interests
and related work we selected a set of ten terms, these terms were transformed
into the following adjectives: manipulative [13,14], deceptive [1,12–14], propa-
gandistic [14], coercive [1,12–14,17], steering [5], convincing [14], motivational
[5,12,14,17,18], persuasive [1,5,12,14,17], influencing [5,9,17] and supportive
[1,12]. We are well aware that these choices include some personal preferences
regarding terminology (e.g. supportive and steering), that the references can be
selective, or that the choices exclude other terms such as nudging, which we
found less related to a connotation or a feeling.

2.3 Scenario Selection

We chose to write two ‘scenarios’ in which to use the labels based on systems
presented at the Persuasive Technology conference. To make this selection we
looked at the most cited papers over the last 5 years. The first scenario we chose
is a system related to health in the form of physical activity by Herrmanny
et al. [7], and the second scenario we chose is a system to promote ‘customer
engagement in sharing feedback’ by Stibbe and Oinas-Kukkonen [16]. Based on
the description found in the title, abstract and conclusion, we compiled the two
scenarios of systems to be investigated, see Table 1.
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2.4 Participants

The sample size consisted of 600 respondents. We set the following AMT require-
ments for the respondents: completed more than 100 tasks, >98% approved, and
located in the US. We received (partial) data of 720 respondents (due to respon-
dents opening a survey but never completing it). We excluded 172 respondents
based on attention checks (clicking on the right scenario and labels to proceed to
next page) most of which (116) were from the neutral system condition (see the
Discussion section for an explanation). Moreover, we excluded 21 based on an
incomplete questionnaire, 31 based on an unrealistic quick answer time (<90 s),
and 8 because they used the same IP-address. The final sample included 488
respondents (216 female, 271 male, and 1 other). The minimum age was 19 and
the maximum was 75, the average age was 37.73 (SD = 11.92) and the median was
35. One respondent rated his English level as average, all other participants rated
this as either good or very good, 12 respondents did have a non-English native
language. With respect to reported education, 8 obtained a PhD, 67 obtained
a masters degree, 225 obtained a college degree, 137 respondents received some
college education, 42 completed their high school, and 9 received other types of
education.

2.5 Conditions and Measures

The study was set up as a four (system labels: BCSS, PT, DBCI, neutral system)
by two (scenarios: one involving sharing feedback (SF) and one involving physical
activity tracking (PA), see Table 1) between-subjects study.

For the measures we used the 5-item Attitude toward the Brand [15] measure
(from here on Attitude toward the System), which asks participants to describe
their overall feelings about the system described on a 7-point semantic differ-
ential scale with anchors: Unappealing – Appealing, Good – Bad, Unpleasant
– Pleasant, Favorable – Unfavorable, and Unlikeable – Likeable. Moreover, we
asked how well the previously introduced 10 descriptor-list (see Sect. 2.2) fit the
system description on a 7-point Likert item response format (i.e. Strongly dis-
agree – Strongly agree). Lastly, we asked if the system label they just read, in
general (so without considering the previous scenario), is at risk of being per-
ceived as Forceful, which we operationalized with the four descriptors coercive,
manipulative, deceptive, and propagandistic (e.g., “Persuasive Technologies, in
general, are at risk of being perceived as”) on the same 7-point Likert item
response format.

2.6 Procedure

At the start of the survey participants had to fill in a consent form and demo-
graphics. This was followed by a short instructions page and a follow-up page
that directed them randomly to either survey SF or survey PA. The version of
the system label (i.e., BCSS, PT, DBCI, neutral system) that the participant
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Table 1. The two scenarios with two example system labels each.

Sharing Feedback scenario, inspired by [16]

This Behavior Change Support System, in order to collect feedback from their cus-
tomers, draws upon design principles intended to change customer engagement in shar-
ing feedback. For that purpose, an information system consisting of social influence de-
sign principles of Behavior Change Support Systems was implemented on large public
screen displays.
This Persuasive Technology, in order to collect feedback from their customers, draws
upon design principles intended to change customer engagement in sharing feedback.
For that purpose, an information system consisting of social influence design principles
of Persuasive Technologies was implemented on large public screen displays.
Activity Tracking scenario, inspired by [7]

This Digital Behavior Change Intervention implements goal setting as its core principle
to support users in setting effective goals in activity tracking. It uses two Digital Be-
havior Change Intervention strategies to support users in setting realistic goals, namely
reference routes and personal recommendation calculation, as well as manual goal input.
This system implements goal setting as its core principle to support users in setting
effective goals in activity tracking. It uses two strategies to support users in setting
realistic goals, namely reference routes and personal recommendation calculation, as
well as manual goal input.

would get within the survey (i.e., SF or PA) was chosen randomly. We intro-
duced the systems with, ‘the following paragraph describes the system we want
you to consider’. We asked participants to complete the Attitudes toward the
System measure and the 10-item descriptor-list. After, they were asked to answer
whether the same label of systems (e.g., PT), in general, is at risk of being per-
ceived as Forceful. The participants were debriefed and given a completion code
to fill in on AMT to receive payment. The survey took about 3 min to complete.
Participants were compensated 0.6 US dollars for their participation.

3 Data Analysis

The distribution of the included participants over the conditions after attention
check (N = 488) was as follows: in total, 245 participants were in the SF condition,
split between BCSS (80), PT (67), DBCI (69), and the neutral system (29), and
243 participants in the PA condition, split between BCSS (65), PT (73), DBCI
(83), and the neutral system (22).

The reliability of the Attitude toward the System [15] measure was very good
and similar to original findings (cf. two separate measurements .97 and .94), with
a Cronbach’s alpha of .93. Moreover, a principal components analysis (PCA) was
carried out on the 10-item descriptor-list selected to measure the connotations
of the systems described in the scenario. Following [10], the suitability of PCA
was assessed prior to analysis. Inspection of the correlation matrix showed that
all variables had at least one correlation coefficient greater than 0.3. The overall
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Kaiser-Meyer-Olkin (KMO) measure was 0.86 with individual KMO measures all
between .84 and .90, classifications of ‘meritorious’ according to [8]. Bartlett’s
test of sphericity was statistically significant (p < .0005), indicating that the
data was likely factorizable.

PCA revealed two components that had eigenvalues greater than one and
which explained 37.8% and 33.2% of the total variance, respectively. Visual
inspection of the scree plot indicated that four components should be retained [3].
In addition, a two-component solution met the interpretability criterion. As such,
two components were retained.

The two-component solution explained 71.1% of the total variance. A Vari-
max orthogonal rotation was employed to aid interpretability. Interpretation of
the data suggests two dimensions of connotations of systems. One dimension
with strong loadings on items could be interpreted to describe to what degree
autonomy is supported by the system, i.e., Perceived Forcefulness (PF) measured
with the items Manipulative, Deceptive, Propagandistic, and Coercive (these
items were also selected a-priori to measure systems, in general, being at risk
for Perceived Forcefulness (GPF)). The other dimension with strong loadings
on items could be interpreted to describe to what degree the system is Per-
ceived as Captivating (PC), measured with the items Supportive, Motivating,
Influencing, Persuasive, and Convincing. Component (or dimension) loadings
and communalities of the rotated solution are presented in Table 2. Of note is
that the Steering descriptor loaded on both dimensions and was therefore left
out of either. The Supportive descriptor also loaded on both dimensions, how-
ever, it loaded negatively on the PF dimension, and quite strongly on the PC
dimension and was therefore kept in the dimension. Moreover, the subsequent
reliability analysis showed that leaving out Supportive decreased the PC reliabil-
ity score, while leaving out Steering increased the PF reliability score. The final
reliability of our four selected terms to measure the PF of the described system
was very good, with a Cronbach’s alpha of .89. The final reliability of our five
selected terms to measure the PC of the described system was very good, with
a Cronbach’s alpha of .87. Moreover, the reliability of our four selected terms
(Manipulative, Deceptive, Propagandistic, and Coercive) to measure systems in
general being at risk for PF was also very good, with a Cronbach’s alpha of .93.

Table 2. Extraction Method: Principal Component Analysis. Rotation Method: Vari-
max with Kaiser Normalization. Rotation converged in 3 iterations.

Rotated Component Matrix

Items C1 C2 Comm. Items C1 C2 Comm.

Manipulative .894 -.107 .811 Convincing .869 .762
Deceptive .849 -.149 .744 Motivating -.277 .827 .761
Propagandistic .832 .697 Persuasive .124 .826 .697
Coercive .820 .113 .685 Influencing .290 .774 .684
Steering .569 .470 .545 Supportive -.459 .712 .718
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4 Results

We ran four two-way ANOVA’s to determine the effects of our two independent
variables (scenario version: SF or PA and system label: BCSS, PT, DBCI, and
neutral system) on our four dependent variables (Attitude toward the System,
PF, PC, and systems in general being at risk for PF). For all four ANOVA’s,
there were no statistically significant interactions between scenario version and
system label for the separate dependent variables, see Table 3. Therefore, we can
investigate the main effects of the two scenario versions and the four system
labels on the four dependent variables.

Table 3. Tests of Between-Subjects Effects for four dependent variables.

Indep. var. Dep. var. Type III SoS df Mean Square F Sig. Partial η2
p

Scenario * Label

AttS 4.289 3 1.430 .758 .518 .005
PF 4.093 3 1.364 .618 .604 .004
PC 5.736 3 1.912 1.089 .353 .007
GPF 14.777 3 4.926 1.938 .122 0.012

Scenario

AttS 76.628 1 76.628 40.628 <.001 .078
PF 182.643 1 182.643 82.671 <.001 .147
PC 21.112 1 21.112 12.022 .001 .024
GPF 86.933 1 86.933 34.210 <.001 0.067

Label

AttS 6.959 3 2.320 1.230 .298 .008
PF 13.948 3 4.649 2.104 .099 .013
PC 15.129 3 5.043 2.872 .036 .018
GPF 65.792 3 21.931 8.630 <.001 0.012

Following [11], it is generally recommended to still keep the interaction term
in the model when looking at the main effects. For the main effects, we found
that the scenario version had a statistically significant effect on all dependent
variables (see Table 3 and Figs. 1 and 2). For the system label, there was no
statistically significant main effect on Attitude toward the System. Moreover,
there was no statistically significant main effect of system label on PF. However,
there was a statistically significant main effect of system label on PC. For further
analysis (see also Table 4), we use the estimates and pairwise comparisons tables,
as we have an unbalanced design and need to use unweighted marginal means
(and Type III sums of squares). As is shown in Table 4 and Fig. 2, the DBCI
label is Perceived significantly more Captivating than the neutral system label.
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Fig. 1. The estimated marginal means for attitude towards the System (L) and Per-
ceived Forcefulness (R) for the scenario versions and the four system labels.

Fig. 2. The estimated marginal means for Perceived Captivatingness (L) and the Gen-
eral Risk for Perceived Forcefulness for the scenario versions and the four system labels.

Table 4. Six pairwise comparisons based on estimated marginal means for the Capti-
vating measure, Bonferroni adjusted.

System 1 System 2 Mean diff. Std. Error Sig. (p < 0.05) Lower CI Upper CI

neutral
BCSS -0.450 0.218 0.234 -1.027 0.126
PT -0.570 0.218 0.056 -1.149 0.008
DBCI -0.605 0.216 0.032 -1.178 -0.032

PT
BCSS 0.120 0.158 1.000 -0.297 0.537
DBCI -0.034 0.156 1.000 -0.447 0.378

DBCI BCSS 0.155 0.155 1.000 -0.255 0.564

Regarding the risk of PF of systems in general (GPF), there was also a sta-
tistically significant main effect. As is shown in Table 5 and Fig. 2, the Persuasive
Technology label is at risk of being Perceived as significantly more Forceful than
all the other system labels.
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Table 5. Six pairwise comparisons based on estimated marginal means for the per-
ceived risk of systems in general on PF measure, Bonferroni adjusted.

System 1 System 2 Mean diff. Std. Error Sig. (p < 0.05) Lower CI Upper CI

neutral
BCSS -0.264 0.262 1.000 -0.958 0.429
PT -0.990 0.263 0.001 -1.686 -0.294
DBCI -0.188 0.260 1.000 -0.877 0.501

PT
BCSS 0.725 0.189 0.001 0.224 1.227
DBCI 0.802 0.187 0.000 0.306 1.298

DBCI BCSS -0.076 0.186 1.000 -0.569 0.416

5 Discussion

We found that when considering risks of systems in general, labeling them as PT
will result in them being Perceived significantly more Forceful compared to the
other labels. Moreover, we found that when switching the labeling of a system to
DBCI in a scenario makes it score significantly higher Perceived Captivatingness
compared to the neutral label. Although we could not see a similar effect of the
PT label after the Bonferroni correction, we do want to point out that there
might be a positive trend regarding PC compared to the neutral label. For the
other comparisons we saw no significant effects on PC, PF, or Attitude toward
the System.

Based on these results it seems there is a risk for PT in general to be perceived
as PF, something that we as research community want to prevent. However, this
effect of PF when labeling something PT was not present when rating this in
context of the two actual scenarios from our research field. What does that mean?
Although we can only speculate, perhaps this means that PT can be perceived to
be more PF, but that this is not necessarily so when properly explained, including
being transparent about some of the applied strategies/design principles, see
Table 1. Or perhaps, as Kampik et al. discussed, coercion and deception might
have become part of the general public’s interpretation of PT.

Both explanations in turn, would mean we need to be careful to describe our-
selves as PT, as there are negative connotations for the general public regarding
risks of general (not well described and explained) PT. On the other hand, this
might mean that we need to accurately describe the systems, taking into account
but perhaps not focusing on the risks per se, so connotations might disappear due
to the effect of explaining of the system. Another interpretation could be that
our scenarios were not representative of PT, and therefore resulted in different
ratings compared to asking for PT specifically.

The results can also be considered in a different light, as first we asked
whether the descriptors (including PF and PC) were descriptive of the system in
the scenario, something that might be interpreted as how they viewed the system,
where later we asked whether in general systems were at risks of being perceived
in certain ways (including only PF), something that might interpreted as how
they thought how the general public would view the system. Alternatively, the
additional questions might have given less focus on PF for the scenarios, which
in turn could have influenced the ratings of the participants on PF. In retrospect
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this selective questioning also shows we started with somewhat negative expec-
tations to the label PT, which also made us look less into other perhaps more
(positive) outcomes of using the PT label. Apart from this, we think our study
was reasonably representative for a point of view relevant to this conference.

An important limitation to the current setup of our study was that the atten-
tion check was harder for the neutral situation than the other labels. In retro-
spect, we see that participants with the neutral label might have thought they
were expected to interpret the system by giving it a certain label. Of the original
respondents (N = 720) rating the neutral system label (N = 170), 17 interpreted
it as a BCSS, 17 as a PT, 7 as DBCI, and 75 as ‘a description using none of the
above terms’. Only 54 interpreted it correctly as a neutral system label (3 more
of this set were excluded for other reasons). This might have also influenced the
results as perhaps only the more well reading participants remained.

Another limitation is that only two scenarios were used. The type of scenario
had a significant effect on PC and PF. It is uncertain how these results regarding
scenarios would generalize over different types of scenarios. We do not yet know
if actual scenario descriptions with more ‘risky’ use of technology would also
rate higher on PF when using the label PT instead of the other labels. It is
also unknown if these more risky scenarios might have had an effect on Attitude
toward the System. Furthermore, even if the term PT would strengthen PF also
in these risky scenarios, it is uncertain if that influences other relevant parameters
such use, satisfaction, and acceptance.

All in all, for the PT community these results show ample reasons to further
debate the impact of terminology in PT, as well as a need to do so.

6 Conclusion

As part of a position paper we investigated, evaluated, and discussed the term
Persuasive Technology (PT) and its connotations. With this effort, we tried to
answer the question of whether PT is linked to negative connotations such as
coercive and deceptive, but also, how similar labels (such as BCSS and DBCI)
were perceived. We conducted a survey where participants had to rate their
attitude towards these systems, indicate to what extent they found 10 descriptors
(such as, manipulative, motivating, or supportive) descriptive of these systems,
and whether these systems in general, were at risk of being perceived coercive,
manipulative, deceptive, or propagandistic.

Our main results are that (1) when considering risks of systems in general,
labeling them as PT results in them being Perceived significantly more Forceful
(measured by Coercive, Manipulative, Deceptive, and Propagandistic); (2) when
switching the labeling of a system to DBCI in a scenario results in them being
Perceived significantly more Captivating compared to the neutral system label
(measured by Supportive, Motivating, Influencing, Persuasive, and Convincing).

Overall, the findings suggest that, when choosing labels to use for technology
or systems it is essential to consider the importance these labels can have on
how the system or technology is perceived, regardless of the actual function of
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the system. Only the additional wording of Persuasive Technology or Digital
Behavior Change Intervention can have a significant impact on how Forceful or
Captivating the system or technology is perceived.
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Abstract. Various nonverbal behaviors – often referred to as nonverbal
immediacy - of both human and virtual teachers have been shown to play a
crucial role in student learning. However, past literature provides limited evi-
dence of the effect of a virtual agent’s vocalization, as a nonverbal immediacy
cue, on learning outcomes. Even less is known about the effect of nonverbal
immediacy on learning when used in conjunction with virtual behavioral
modeling. Earlier research provides evidence that virtual behavioral modeling
could be an effective instructional method to facilitate learning in multimedia
learning environments. The current work investigated the effects of a virtual
model that used stronger vs. weaker vocal nonverbal immediacy on affective
learning and cognitive learning (both perceived and objective). The opera-
tionalization of the virtual model’s vocal nonverbal immediacy has been realized
by manipulating the agent’s vocal parameters of pitch and speech rate. We
predicted, that a virtual model with stronger vocal nonverbal immediacy (i.e.,
higher pitch and faster speech rate) would be more effective in influencing
individuals’ learning outcomes, as compared to a virtual model with weaker
vocal nonverbal immediacy (i.e., lower pitch and slower speech rate). In
accordance with our hypotheses, results revealed that participants who received
instructions from a virtual model that used stronger vocal nonverbal immediacy
showed greater affective learning, and increased perceptions of learning. Sup-
port was also found for an effect on participants’ recall. Results and implications
of the study’s findings are discussed.

Keywords: Nonverbal immediacy � Vocalization � Virtual modeling �
Learning

1 Introduction

Persuasion is a way to influence attitude change and/or corresponding behavior change.
Typically, persuasion aims at influencing through communication [1]. Although often
associated with verbal information, only a small percentage of communication involves
words and sentences. In fact, a substantial portion of our communication is nonverbal.
The term “nonverbal” is commonly used to describe all human communication events
that go beyond the spoken or written word, such as facial expression, spatial behavior
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gesture, and nonverbal vocalization. According to earlier research, more than 65% of
the information exchanged during a face-to-face conversation occurs in a nonverbal
band [2, 3].

Especially in the area of instructional communication, which is the domain of the
study’s persuasive implementation, teachers’ nonverbal communication behaviors, play
a crucial role in student learning. Nonverbal communication in educational settings is
often referred to as nonverbal immediacy. Specifically, nonverbal immediacy has been
conceptualized as the ability of teachers to create a psychological closeness with their
students through nonverbal communication [4, 5]. This concept is grounded in
approach-avoidance theory [4], which asserts that “people approach what they like and
avoid what they do not like” (p. 22). Several nonverbal immediacy cues of teachers
have been found to play a crucial role in student’s learning, such as proximity, eye
gaze, gestures, body position, facial expression, and vocalization. Cumulative evidence
revealed that teachers’ nonverbal immediate behaviors lead to better affective learning,
perceived learning and cognitive learning of students [6].

Besides humans, persuasive technologies also have the capacity to employ verbal
and nonverbal cues, especially when they take on the role of a social agent. In fact, the
potential of replacing human teachers with virtual agents – on-screen animated char-
acters - in multimedia learning environments has been the target of increasing research
interest. Their inclusion represents an attempt to introduce more instructional support
and persuasive elements in digital settings [7]. Virtual agents are expected to facilitate
learning because of their ability to simulate social interaction [8].

Earlier research has provided evidence of the powerful role of a virtual agent’s
nonverbal communication behavior in enhancing learning (i.e., [9]). However, earlier
studies examined the potential impact of agent’s nonverbal cues on learning in isolation
of other conditions under which an agent could facilitate learning, such as, its
instructional method. Drawing on recent findings on the effectiveness of virtual agents
to increase learning when used as behavioral models [10], the goal of the current
research is to take one step further and examine whether nonverbal immediacy cues of
a virtual behavioral model could influence learning outcomes.

Virtual behavioral modeling pertains to the employment of a virtual agent that
verbally explains and physically accomplishes a task, thereby showing the learner how
to successfully complete it [10]. It is argued that behavioral modeling influence
learning via the four underlying processes of attention, retention, production, and
motivation [11]. What is more, it has been suggested that the extent to which a learner
attends to the modeled behavior is influenced by various characteristics of the model
[11]. However, there is limited research on the effects of a (human or virtual) model’s
nonverbal characteristics on learning. To date, the most closely related research to the
examination of a model’s nonverbal cues for learning pertains to a model’s level of
expertise and similarities with the learner (i.e., sex, race, gender) [12]. As a result, there
is a lack of specific guidelines on how to design nonverbal cues of virtual models.

There is a number of factors to be taken into consideration when constructing a
virtual agent’s verbal and nonverbal behavior, in order to facilitate learning
(i.e., learners’ characteristics, agent’s teaching function, learning environment) [13].
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In this study, taking into account the role of a virtual agent as a behavioral model, we
decided to examine the effect of a virtual model’s vocalization as a nonverbal imme-
diacy cue on learning.

In the current study, the virtual model’s vocalization was operationalized by
manipulating the agent’s vocal parameters of pitch and speech rate (i.e., to create
stronger or weaker vocal nonverbal immediacy). Our selection of these vocal param-
eters was based on earlier findings suggesting that the combination of temporal (i.e.,
speech rate) and expressive features (i.e., pitch) of a speaker’s voice exert the strongest
effects on both emotions and cognition [14]. In more detail, pitch is defined as the
degree of highness or lowness of a tone, which is determined by the vibration of the
vocal folds (i.e., the faster the vibration per second (Hz), the higher the pitch). It is
generally measured as the fundamental frequency of the sound wave. Speech rate is the
term given to the speed at which one speaks. It is calculated by the number of words
spoken in a minute [15].

Our focus on an artificial model’s vocalization rests on the cognitive theory of
multimedia learning [16]. According to this theory, the human information processing
system includes dual channels for visual and verbal processing. Since each of these two
systems has limited processing capacity, it has been suggested that instructional
methods should aim at balancing the processing demands between these two channels
[17]. Due to the fact that behavioral modeling requires a substantial amount of pro-
cessing to take place in the visual channel (i.e., due to demonstration), we argue that the
inclusion of vocal nonverbal cues (i.e., as opposed to visual nonverbal cues, like facial
expressions) could further assist the development of learners’ mental model of the
observed behavior.

Overall, the current study aims at contributing to the topic of virtual agent’s vocal
nonverbal immediacy for learning, which has received limited attention (i.e. [18]), as
well as extending findings, by examining the issue of nonverbal cues of a virtual model
that remains unexplored.

1.1 Current Work

In the current research, we examined whether a virtual agent that models a behavior
while using enhanced vocalization, operationalized as pitch and speech rate and thus
strong nonverbal immediacy, could influence learning outcomes. To test our research
question, we compared a virtual model that used more enhanced vocalization (i.e.
stronger vocal immediacy condition), as compared to a virtual agent that used less
enhanced vocalization (i.e., weaker vocal immediacy condition).

We predicted that a virtual model that used stronger vocal immediacy would be
more effective in improving individuals’ affective learning (H1) and cognitive learning
(both perceived and objective) (H2). In addition, we explored whether the use of
stronger vocal immediacy by a virtual model would influence how people perceive
their interaction with this virtual agent (i.e., evaluation of agent’s perceived qualities of
anthropomorphism, animacy, and likeability).

18 S. Fountoukidou et al.



2 Methodology

2.1 Participants and Design

One-hundred-forty-four individuals participated in the study. The participants were
recruited using a local participant database, and most of them were students from
Eindhoven University of Technology. Of these participants, 55 were females (38%)
and 89 males (62%). Ninety-two participants (63%) were educated to undergraduate
level or higher, 45 participants (31.2%) had completed high school and seven partic-
ipants (4.86%) chose not to disclose their educational level. The vast majority of the
participants (82%), reported using computers on a daily basis, with a computer use of
more than 12 h per week. More than half of the participants (54.2%) reported no
previous experience with using computer-based assistive technologies (i.e., software
and/or hardware).

The study employed a between-participants design, with the participants being
randomly assigned to one of the two experimental conditions: virtual modeling with
stronger vocal immediacy and virtual modeling with weaker vocal immediacy.

The study’s dependent variables were affective learning and cognitive learning.
Inclusion criteria were participants’ fluency in English. The duration of the experiment
was approximately 30 min, for which participants received five euros as compensation
for their participation.

2.2 Materials

The 3D animated virtual agent, implemented in this study, was created using the
CrazyTalk 8 software.

The study’s instructional script refers to an eye-tracking software, called Gaze-
TheWeb (GTW). GTW is a web-browser, developed to be controlled solely with the
eyes, using eye-tracking hardware (see [19]).

The actor’s voice was recorded using Audacity software. Afterwards, pitch analysis
of these audio recordings was performed using Praat software.

Virtual Agent. The image of the virtual agent (i.e., the design of its upper body) was
designed to resemble participants’ characteristics in terms of appearance, according to
the guidelines derived from the earlier literature [12]. Since the majority of the par-
ticipants were students at a Dutch University, the agent was designed to be young (<30
years old), attractive (as manipulated by the agent’s facial features) and “cool” (as
manipulated by the agent’s clothing and hairstyle). Lastly, intense facial expressions of
the agent were lacking.

Concerning its function, the agent as a virtual model appeared to use the GTW
system to demonstrate its functionalities by moving his head and eyes, while providing
verbal explanations at the same time (see Fig. 1).
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Instructional Script. The first step of the study was to create an instructional script,
which introduced participants to the use of a new, eye-controlled web browser (GTW).
This novel technology was unfamiliar to the study’s participants. Then, two instruc-
tional versions were developed. In particular, the second instructional version was an
exact replica of the first version, except that it differed in terms of pitch and speech rate.
A male actor, who lent his voice to the virtual model, spoke out loud both instructional
versions. The voice actor was selected because of his clear English accent and pro-
nunciation, and also because he had attended voice training in the past.

Vocal Nonverbal Immediacy. In the current study, we manipulated the agent’s vocal
parameters of pitch and speech rate, so as to create stronger or weaker vocal nonverbal
immediacy.

The optimal pitch tone varies depending on factors such as culture or context [20].
Nonetheless, according to general guidelines, the average fundamental frequency of a
male adult’s speech is 120 Hz [21–23]. Thus, the pitch tone boundary we set in the
study to distinguish between stronger and weaker vocal immediacy was around
120 Hz. Overall, we calculated that the average pitch tone for the stronger vocal
immediacy condition was 260 Hz, while the average pitch tone for the weaker
immediacy condition was at 115 Hz.

In addition to the pitch tone, we also manipulated pitch variation (i.e., intonation).
This is, there was more pitch variation (i.e., voice rises and then falls before it rises
again), in the stronger vocal immediacy condition than in the weaker vocal immediacy
condition. Thus, the weaker vocal immediacy condition, besides its lower pitch tone,
was also designed to be more “flat” in terms of pitch variation. The pitch variation in
the stronger vocal immediacy condition was carefully constructed to be congruent with
important concepts presented during virtual modeling. Pitch manipulation was inten-
tionally prepared so as to emphasize, both, affective nonverbal communication (i.e.,
speaker’s feeling and attitude conveyance) and cognitive nonverbal communication
(i.e., help in the encoding of new information) [24].

Speech rate is calculated by the number of words spoken in a minute. A normal
number of words per minute (wpm) can vary hugely. Studies show speech rate alters
depending on the speaker’s culture, geographical location, subject matter, gender,
emotional state, fluency, profession or audience [15]. Nonetheless, some general
guidelines are that conversational speech generally falls between 120 wpm at the slow

Fig. 1. Virtual agent modeling the behavior: on the left side, the light blue highlights the effect
of the agent’s action (i.e., typing); on the right side, the agent appeared to perform this action
while providing verbal explanations. (Color figure online)
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end, to 160–200 wpm in the fast range [25]. Slow speech is usually regarded as less
than 110 wpm. Overall, we calculated that the speech rate in the stronger vocal
immediacy condition was 133 wpm, as opposed to 119 wpm in the weaker vocal
immediacy condition. Inevitably, this manipulation resulted in a relatively small dif-
ference in the video duration between the two conditions. Therefore, the video in the
stronger vocal immediacy condition lasted for 9, 30 min, while, the video in the weaker
vocal immediacy condition lasted for 10 min.

Measures. To check the success of our manipulation, participants were asked to
estimate two components of the virtual agent’s nonverbal behavior. The first compo-
nent consisted of three items and assessed participants’ objective perceptions of the
agent’s vocal parameters of pitch and speech rate (i.e., use of high vs. low tone of
voice; use of vocal variety vs. flat voice; use of fast vs. slow speech rate). The second
component, consisted of six items, assessing participants’ subjective perceptions of the
agent’s vocal immediacy (i.e., pleasant vs. unpleasant voice, enthusiastic vs. boring
voice etc.). Both components were administered through a 7-point semantic differential
scale. These scales were adapted from earlier questionnaires measuring not only vocal
but a range of other nonverbal immediacy cues (i.e., facial expressions) [5, 26–29]. We
constructed an acceptable measure of participants’ objective perceptions of vocal
parameters (Cronbach’s a = .68), as also, a reliable measure of their subjective per-
ceptions of vocal immediacy (Cronbach’s a = .87), by averaging participants’ answers
to each set of questions.

The main dependent variable for the first hypothesis was affective learning. Par-
ticipants were asked to evaluate: (1) their affect towards the instructional content;
(2) their affect towards the (virtual) model; (3) the likelihood of following the same
virtual instructor for other similar videos in the future. These components of affective
learning were administered through a 7-point semantic differential scale [5, 30]. We
constructed reliable measures of participants’ affect towards the content (Cronbach’s
a = 0.86) and towards the (virtual) model (Cronbach’s a = 0.88), as also the likelihood
of following the virtual instructor for other videos (Cronbach’s a = 0.90), by averaging
participants answers to each set of questions.

The main dependent variable for the second hypothesis was cognitive learning.
Cognitive learning was assessed both objectively (i.e., with a test) as well as subjec-
tively (perceived learning assessment). In more detail, immediate recall of the
instructional content was assessed as an index of objective cognitive learning, and it
was measured with a self-constructed test. Specifically, recall was assessed with a fill-
in-the-blanks test consisted of nine recall items and a multiple-choice test of 18
questions1. For the fill-in-the-blanks test, participants were requested to recall missing
keywords (exact words or synonyms) related to what it was actually spoken by the
virtual model during the video, and fill in the blanks of the written transcript. For the
multiple choice test, participants were asked to answer a series of questions by selecting
the correct amongst four optional answers. We constructed two measures of cognitive
learning by counting participants’ number of correct answers to each test separately.

1 The self-constructed test measuring immediate recall can be requested from the first author.
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The cognitive performance scores were calculated by two researchers independently.
There was a 100% agreement on the performance scores between the two raters.

Additionally, perceived learning was assessed by asking participants’ responses on
two, 7-point scale, questions [27]. A “learning loss” score was then computed by
subtracting the score on the first question (i.e., How much did you learn during the
video lesson?) from the score of the second question (i.e., How much do you think you
could have learned from this video had you had this ideal instructor?), indicating a
learner’s overall perceived learning score. Reliability using this measure in previous
research was reported at .94 [31]. Overall, learning loss score has been widely used in
communication research as an index of cognitive learning (e.g., [32]).

Finally, for exploratory reasons participants were asked to indicate their perceptions
of the agent’s animacy, anthropomorphism, and likability. These three questionnaires
are part of the “Godspeed” questionnaire, developed to assess key concepts of Human-
Computer interaction [33]. The questionnaires were administered in a 7-point semantic
differential, scale. We constructed reliable measures of anthropomorphism (Cronbach’s
a = .83), animacy (Cronbach’s a = .79), and likeability (Cronbach’s a = .93) by
averaging participants’ answers to each set of questions.

2.3 Procedure

Participants were welcomed in the central hall of the lab building. Each participant was
asked to read and sign an informed consent form, stating the general purpose of the
research and their willingness to participate in this study. Then, participants were
randomly assigned to one of the two outlined experimental conditions and they were
asked to watch an instructional video on how to use the GTW browser. The video was
split into the following two screens: on the right-hand side, a virtual model appeared to
use the GTW system by moving the head and eyes, while providing verbal explana-
tions of the system functionalities that was demonstrating; the left-hand side of the
screen contained a display of the system, exposing participants to the progressive
effects of the agent’s actions in real time (i.e., Fig. 1). The instructional video in both
conditions was identical in terms of wording, and demonstrations, with the only dif-
ference being the strength of the vocal parameters of pitch and rate.

After the end of the instructional videos, participants were requested to answer an
online survey and to complete a cognitive test. Lastly, they were debriefed, paid and
thanked for their participation.

3 Results

Manipulation check: A one-way multivariate analysis of variance (MANOVA) was
conducted to check the study’s manipulation of vocal nonverbal communication
(measured as objective perceptions of vocal parameters and subjective perceptions of
vocal immediacy). The results revealed a statistically significant treatment effect on the
two dependent variables combined, Wilk’s K = .61, F(2, 141) = 44.385, p < .001,
ηp
2 = .38. Separate univariate ANOVAs on the outcome variables revealed a significant

treatment effect on: (1) objective perceptions of the agent’s vocal parameters,
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F(1,142) = 84.84, p < .001, ηp
2 = .37, with participants’ objective perceptions of vocal

parameters to be more positive in the stronger vocal immediacy condition (N = 78,
M = 3.7, SD = .96), as compared to participants in the weaker vocal immediacy
condition (N = 66, M = 2.3, SD = .84); (2) subjective perceptions of the agent’s vocal
immediacy, F(1,142) = 50.55, p < .001, ηp

2 = .27, with participants’ subjective per-
ceptions of vocal immediacy to be more positive in the stronger vocal immediacy
condition (N = 78, M = 4.5, SD = 1.0), as compared to participants in the weaker
vocal immediacy condition (N = 66, M = 3.3, SD = .87).

Affective learning: A one way multivariate analysis of variance (MANOVA) was
conducted to examine the effect of the level of strength of a virtual model’s vocal
nonverbal immediacy on individuals’ affect towards the instructional content, towards
the virtual model as also their likelihood of following the same virtual instructor for
other instructional videos. The results revealed a statistically significant effect of the
level of strength of the virtual model’s vocal nonverbal immediacy on the three
dependent variables combined, Wilk’s K = .85, F(3,140) = 7.88, p < .001, ηp

2 = .14.
In line with our hypothesis, separate univariate ANOVAs on the outcome variables
revealed a significant treatment effect on: (1) affect towards the instructional content, F
(1, 142) = 7.23, p < .01, ηp

2 = .48, with participants’ evaluation to be more positive in
the stronger vocal immediacy condition (N = 78, M = 5.6, SD = .98), as compared to
participants in the weaker vocal immediacy condition (N = 66, M = 5.1, SD = 1.0);
(2) affect towards the virtual model, F(1, 142) = 21.39, p < .001, ηp

2 = .13, with par-
ticipants’ evaluation to be more positive in the stronger vocal immediacy condition
(N = 78, M = 5.4, SD = 1.1), as compared to participants in the weaker vocal imme-
diacy condition (N = 66, M = 4.5, SD = 1.1); 3) likelihood of following the same
virtual instructor for other instructional videos, F(1,142) = 17.82, p < .001, ηp

2 = .11,
with participants’ evaluation to be more positive in the stronger vocal immediacy
condition (N = 78, M = 4.4, SD = 1.5), as compared to participants in the weaker
vocal immediacy condition (N = 66, M = 3.3, SD = 1.4).

Cognitive learning: A one-way multivariate analysis of variance (MANOVA) was
conducted to examine the effect of the level of strength of a virtual model’s vocal
nonverbal immediacy on individuals’ immediate recall. Recall was measured with a
fill-in-the-blanks test and a multiple-choice test. The results revealed a statistically
significant effect of the level of strength of the model’s vocal nonverbal immediacy on
the two dependent variables combined, Wilk’s K = .94, F(2, 141) = 4.33, p = .01,
ηp
2 = .6. In line with our hypothesis, separate univariate ANOVAs on the outcome

variables revealed a significant treatment effect on fill-in the-blanks test, F(1,
142) = 5.25, p = .02, ηp

2 = .36, with participants’ recall performance to be better in the
stronger vocal immediacy condition (N = 78, M = 7.9, SD = 2.7), as compared to
participants in the weaker vocal immediacy condition (N = 66, M = 6.9, SD = 2.2).
Results showed a non-significant treatment effect on the multiple-choice test, F(1,
142) = .31, p > .05, between participants in the stronger vocal immediacy condition
(N = 78, M = 10.4, SD = 2.8) and participants in the weaker vocal immediacy con-
dition (N = 66, M = 10.6, SD = 2.9).

Perceived learning (learning loss): An independent sample t-test was conducted to
examine the effect of the level of strength of a virtual model’s vocal nonverbal
immediacy on individuals’ perceptions of learning. Results revealed a statistically
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significant effect, t(142) = −2.36, p = .02, r = .20, with participants in the stronger
vocal immediacy condition (N = 78, M = .41, SE = .11) to report less learning loss
(therefore more perceived learning), as compared to participants in the weaker vocal
immediacy condition (N = 66, M = .83, SE = .13).

Agent’s qualities: A one-way multivariate analysis of variance (MANOVA) was
conducted to examine the effect of the level of strength of a virtual model’s vocal
nonverbal immediacy on individuals’ judgments about the agent’s qualities of likeability,
animacy, and anthropomorphism. The results revealed a statistically significant effect of
the level of strength of the model’s vocal nonverbal immediacy on the three dependent
variables combined, Wilk’sK = .85, F(3, 140) = 7.55, p < .001, ηp

2 = .14. As expected,
separate univariate ANOVAs on the outcome variables revealed a significant treatment
effect on: (1) agent likeability, F(1, 142) = 19.75, p < .001, ηp

2 = .12, with participants’
judgments on the agent’s likeability to be more positive in the stronger vocal immediacy
condition (N = 78,M = 5.4, SD = 1.0), as compared to participants in the weaker vocal
immediacy condition (N = 66,M = 4.6, SD = 1.0); (2) agent animacy, F(1, 142) = 9.12,
p < .001, ηp

2 = .06, with participants’ judgments on the agent’s animacy to be more
positive in the stronger vocal immediacy condition (N = 78, M = 3.7, SD = 1.1), as
compared to participants in the weaker vocal immediacy condition (N = 66, M = 3.2,
SD = 0.8); (3) agent anthropomorphism, F(1,142) = 8.85, p < .001, ηp

2 = .06, with
participants’ judgments on the agent’s anthropomorphism to be more positive in the
stronger vocal immediacy condition (N = 78, M = 3.7, SD = 1.2), as compared to par-
ticipants in the weaker vocal immediacy condition (N = 66, M = 3.1, SD = 0.9).

4 Discussion

The current research investigated the persuasive effect of a virtual model that used
stronger vocal nonverbal immediacy, as compared to the (same) virtual model that used
weaker vocal nonverbal immediacy, on individuals’ affective and cognitive learning.
Vocal nonverbal immediacy was operationalized by manipulating agent’s vocal
parameters of pitch and speech rate.

The study’s results supported our first hypothesis, showing that a virtual model that
used stronger vocal immediacy enhanced individuals’ affective learning, as compared
to a virtual model that used weaker vocal immediacy. Specifically, participants in the
stronger vocal immediacy condition showed an increased affect towards the subject
matter, the virtual model, as also increased likelihood to continue learning from the
same instructor. These findings are in line with past work that highlighted the crucial
role of a (human) teacher’s nonverbal immediacy to influence students’ affective
learning [6]. What is more, the study’s results add to earlier literature (i.e., [9]) by
providing further evidence that, similar to a human teacher, a virtual agent that uses
nonverbal immediacy cues (i.e., vocalization) can influence people’s affective learning.
Nonetheless, the current study not only supports, but, also extends these findings, by
revealing that a virtual agent acting as a behavioral model can amplify students’
affective learning by providing oral explanations augmented with strong vocal
immediacy cues (i.e., pitch and speech rate).
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Furthermore, we found mixed results for our second hypothesis. In more detail,
participants in the stronger vocal immediacy condition showed better recall when they
were assessed with the fill-in-the-blanks test, compared to participants in the weaker
vocal immediacy condition. To the contrary, no evidence for a difference between the
two conditions was found when recall was assessed with a multiple-choice questions
test.

We suggest several potential explanations for these mixed results. One possible
reason pertains to the educational assessment used for evaluation (i.e., fill-in-the-blanks
vs. multiple-choice questions), as it seems to influence students’ performance.
According to recent literature, one of the basic disadvantages of a multiple-choice
assessment is the possibility of guessing the answer. To the contrary, evidence suggests
that the fill-in-the-blanks test is more objective and can overcome the possibility of
guessing [34]. Moreover, another reason for these mixed results could be related to the
virtual behavioral modeling. This is, virtual modeling could have provided participants
with visual information (in addition to verbal explanations), helping them to recognize,
instead of recalling, the correct answer in the multiple-choice question test. On the
other hand, the fill-in-the-blanks assessment required participants to rely solely on their
recall of the model’s oral instructions in order to supply the correct answer. In sum, we
suggest that a fill-in-the-blanks test, assessed specific knowledge acquired only through
verbal explanations, while the multiple-choice questions test assessed more general
knowledge acquired also through visual task demonstration. Overall, the study extends
earlier literature, by providing evidence that a virtual model that uses strong vocal
immediacy cues when demonstrating a task, can further enhance recall of specific
knowledge.

Next, we found evidence that a virtual model with stronger vocal immediacy cues
also affects perceived learning. In more detail, the study’s findings showed that par-
ticipants in the stronger vocal immediacy condition, as compared to those in the weaker
vocal immediacy condition, indicated increased perceptions of having learned from the
instructional video.

Lastly, since the research pertained to a virtual agent as a model (using stronger vs.
weaker vocal nonverbal immediacy), we explored the effect of the study’s treatment on
individuals’ perceptions of the agent’s key qualities. As expected, participants in the
stronger vocal immediacy condition indicated higher perceptions of the agent’s
anthropometrism, animacy, and likeability, compared to participants in the weaker
vocal immediacy condition. Overall, these findings provided evidence that, in addition
to improving the learner-teacher relationship, nonverbal immediacy cues (i.e., vocal-
ization) positively affected human-technology interaction.

Despite the study’s clear evidence on the effect of vocal immediacy cues of a virtual
model on learning, caution is needed in generalizing these findings beyond the study’s
population characteristics. This is because nonverbal immediacy cues are highly infer-
ential and they vary culturally and contextually [15].What ismore, althoughwe adopted a
single-cue approach, the study’s vocal immediacy was comprised of both pitch and
speech rate. Future research could examine the single effect of each vocal parameter on
learning outcomes. Finally, little is known about the underlyingmechanisms of the effects
of nonverbal immediacy on affective and cognitive learning. Future research could
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investigate whether motivation and attention, proposed by earlier research (i.e., [35, 36]),
mediate the effect of nonverbal immediacy on learning outcomes.

Overall, the current findings revealed that a virtual model’s vocal non-verbal
immediacy can enhance learners’ affective and cognitive learning, and also affect their
perceptions of the agent’s qualities. The study contributes to the field of persuasive
technologies, showing that taking into consideration non-verbal cues (i.e., vocalization)
can increase the power of virtual agents as technological persuaders. Furthermore, the
study’s findings also have practical implications for the design and use of virtual
models in digital settings. Similarly, these results contribute to the development of
effective artificial voice assistants that will be found more and more in our societies like
Alexa, Siri, and Google assistant.
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Abstract. Despite the increased usage and potential benefits of self-tracking
technologies for pursuing healthy lifestyles, the relationship that users have with
these personal devices has remained under-studied. The current paper presents a
field study to explore the perceived role of self-tracking devices as social actors.
Participants received a pedometer which they carried on their person for one
day. Users’ access to numerical feedback and the feeling of being tracked were
manipulated, and users were interviewed afterwards regarding their experiences
and their perceived social relationship to the tracker. Results of a thematic
analysis indicated that in general, the feeling of being tracked led to higher self-
awareness regarding participants’ walking activity. In particular, having access
to agent feedback gave rise to more frequent self-evaluative reports towards
one’s performance as well as a closer relationship between the device and its
user. The results extend the CASA (Computers As Social Actors) paradigm by
demonstrating that the capturing (and feeding back) of data can make a device
be perceived as a social actor and be described in relational terms, even in the
absence of clear social cues.

Keywords: Self-tracking � Social actor � Self-evaluation

1 Introduction

The acceleration of technological advancements have allowed technologies to be
smaller and more ubiquitous, allowing just-in-time adaptive interventions (JITAIs) and
context relevant persuasion [13]. Self-tracking technologies are one of the promising
products of these advancements [1]; their ubiquitous nature combined with their
capability of tracking a wide range of behaviours and bodily states has allowed self-
tracking devices to play an active role in influencing one’s lifestyle. Despite of the
potential benefits, the effects of continuous tracking and constantly having access to
feedback on the user’s self-evaluation are under-researched. The current study is
designed to explore these effects.
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2 Background

2.1 Self-tracking Technology

By means of monitoring one’s behaviour and delivering timely feedback, self-tracking
devices aim to increase a user’s self-knowledge and ultimately help to support a
healthy lifestyle by facilitating long term behaviour change [9]. This is a long-term
endeavour that starts with elevation of self-awareness with respect to the targeted
behaviours. To give an example, measuring number of steps directs individuals’
attention towards the quantified output, and hence facilitates self-reflection about one’s
walking activity. In other words, self-tracking, through the help of quantification,
allows a relatively mundane activity to become the center of a user’s attention [18].
Once an increase in self-awareness is experienced, users become more likely to gain
relevant insights through quantified feedback. Literature shows that continuous
engagement with self-tracking helps users in their attempts to make healthier choices;
for example, monitoring calorie intake enables people to be more aware of their eating
behavior, and counting steps stimulates people to put extra effort into reaching their
daily goal of ten thousands steps [3, 4]. Moreover, findings that are more recent show
that self-tracking can support the fulfilment of psychological needs thereby illustrating
that the role of trackers can go beyond that of merely stimulating behavior change [8].

Despite their popularity and potential benefits, self-tracking is not without its
drawbacks. Recent work by van Dijk and colleagues pointed out that self-tracking
technologies may have unintended negative side effects such as stimulation of exces-
sive self-focus [22]. Indeed, literature reports mixed findings regarding the effective-
ness of self-tracking technologies [4]. In a recent longitudinal study of 6 months where
the effectiveness of different types of weight loss interventions was compared, results
indicated that participants who were exposed to the technology-enhanced intervention
had less weight loss compared to those who were exposed to the standard weight loss
intervention [7]. One possible explanation for these unexpected findings was that the
constant feedback could have been perceived as a reminder of how much participants
were behind in comparison to their stated goals, and eventually got demotivated.

In another study, Etkin manipulated the accessibility of quantified feedback for
participants walking with a pedometer [5]. Those who had access to the pedometer’s
numerical feedback demonstrated an increase in performance, yet at the same time
reported a decrease in their enjoyment related to the activity. The underlying expla-
nation was that the numerical feedback made participants perceive the activity of
walking more like work rather than as an enjoyable activity they voluntarily choose to
engage in. This study thus illustrates that using such devices can have seemingly
paradoxical effects on people’s behavior on the one hand and the experience of that
behavior on the other hand. Considering that subjective experiences associated with a
behavior play a key role in maintaining that behavior over a longer period of time, it is
crucial to gain a better understanding of the experiential effects related to self-tracking
devices that monitor behavior and provide feedback to the user. This paper focuses on
exploring such experiential effects for walking behavior and in particular its effect on
self-evaluation processes.

32 E. Hancı et al.



The wide acceptance and use of self-tracking technologies in our daily lives brings
along fundamental changes in terms of the kinds of feedback we receive, the behavioral
and physiological scope of the feedback, as well as the frequency and format of such
feedback. Today, the use of self-tracking devices provides a constant reminder as to
how well we are doing at reaching our goals. In contrast to a decade ago where
bathroom scales were the most accessible way of tracking one’s weight in a not so-
precise way, today one can track a host of bodily and behavioral variables with great
precision and with a constant flow of feedback.

Another change that comes along with self-monitoring technology is the evolving
level of intimacy that is being formed between user and device. Physical closeness of
the device (i.e., sensors worn on the body) together with the intimate nature of the
behavioral and bodily signals it captures set it apart from other measurement devices
such as weighting scales. This level of physical intimacy resembles the closeness and
the function of human embodied biological senses, making human senses and digi-
talized sensors harder to separate psychologically [18]. Given the novelty of this new
fashion of intimacy and the personal importance of the feedback users are exposed to,
the key question that arises is how users evaluate themselves as a consequence of this
feedback, and what kind of psychological relationship they build with such physically
intimate technology. In this paper, we present a first exploration to elucidate this
relationship.

2.2 Technology as a Social Actor

Social relationships in human-computer interactions have been studied for a few
decades already. One influential paradigm, Computer as Social Actor (CASA), was
established in the mid-1990s [15, 16]. Its’ central claim is that the social heuristics of
interpersonal relationships are also witnessed in human-computer interaction [20].
Several studies have demonstrated that individuals attribute similar social behaviors
and attitudes to technology as they would to humans. This includes reciprocating help
to computers when they were helpful to the users before or by attributing gender roles
to the computers when they have ‘female’ vs. ‘male’ voices [14].

Similar observations have been made with other advanced technologies such as
embodied conversational agents and robots. Attributing some level of social agency to
the aforementioned technologies is relatively straightforward as the cues they express
are reminiscent of humans; computers respond to users by using personable language,
embodied agents have facial expressions and robots have humanoid bodies, with faces
and limbs that can mimic human movements. As we are fundamentally social beings,
our brains are especially attuned to processing social cues, even when such cues are
simulated or degraded versions of interpersonal interactions. In this paper, we explore
the question whether, and to what extent, a self-tracking device, which is devoid of
such overt social cues, will be processed in a way that is fundamentally social, or
whether it will be perceived as an information display without social properties or
impact.
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2.3 Self-tracking Technology as a Socially Present Agent

Self-tracking devices typically communicate with their users by displaying numerical
feedback on a tiny screen without giving any verbal or non-verbal social cues. How-
ever, we hypothesize here that the physical closeness, the personal relevance of the
feedback it provides together with its’ ubiquitous nature create enough room to develop
a more personal relationship between the user and the self-tracking technology. This
would be expressed, for example, by users attributing personality traits to the device
and perceiving it, implicitly or explicitly, as a social actor. In line with this reasoning,
in one recent study, an application about calorie intake monitoring was evaluated as
oppressive and “punishy”, thus clearly attributing intentionality and agency to the
system [17].

Perceiving a self-tracking device as a social agent is of importance since such
perception changes the nature and intensity of the confrontation with one’s personal
data. If the device is perceived as a social agent, this simultaneously adds the concept
of social presence as a new dimension in evaluating user experience as well as giving
the device a new additional role as an observer.

The concept of social presence was introduced by Short, Williams and Christie [21]
and described as a ‘degree of salience of the other person in the interaction and the
consequent salience of the interpersonal relationships…’ (p. 65). While the concept of
social presence has been widely studied in the context of video-mediated communi-
cation and online environments, we argue that it is relevant to evaluate social presence
in relation to self-tracking as well. The bodily data gathered is not only passively
monitored by the device; the mere possibility to rather easily connect a judgement to
the measurement (due to agreed standards in social communities, e.g. it is a good thing
to take 10000 steps per day) may already be sufficient for the device itself to indirectly
interpret the data [12]. This room for interpretation allows to form a more organic
relationship with the device where the perceived interaction is bilateral.

Perceiving the device as a socially present actor brings along its role as an observer
of the user monitoring his/her own performance. Literature shows that the mere
presence of an observer can bring both advantages and drawbacks to oneself. The
notion of social facilitation, developed by Zajonc, explains that the mere presence of an
audience can facilitate task performance on simple, well-learned tasks [24]. Studies
also showed that the presence of an audience may stimulate evaluation apprehension by
triggering impression management processes [11]. If self-tracking devices are per-
ceived as socially present agents, this can lead towards improved performance when it
is relatively easy to reach one’s goals. At the same time, wearing a tracker may also
trigger users to evaluate their own performance in a more judgmental way due to the
anticipated social-evaluative threat the tracker encompasses.

2.4 Current Study

In order to explore the perceived social presence of a self-tracking technology, we
designed a study in which people carried a pedometer for one day. By means of
manipulating the accessibility of numerical feedback and the feeling of being tracked,
and interviewing participants afterwards, we aimed to get an understanding of how
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people experienced being tracked and how they evaluated the pedometer. We expected
that self-tracking, regardless of the exposure to the numerical feedback, would increase
self-awareness. If the device is perceived as socially present agent, then people will be
likely to hold more of a self-evaluative attitude towards their performance.

3 Method

3.1 Participants and Design

One hundred and sixteen participants from Eindhoven University of Technology
(TU/e) were recruited using JFS database, a participant database open to all registered
students and employees of the university. 6 participants were excluded before the
analysis as they did not show up for the second part of the experiment. In total, there
were 110 participants (45 female), ranging in age from 19 to 35 years (mean age = 24).
Inspired by the design of the third study from Etkin’s paper, we used a between
subjects design with three conditions [5]. The three conditions were (1) being tracked
and receiving feedback, (2) being tracked but not receiving feedback, and (3) just
wearing the device but not being tracked or receiving feedback. In the feedback
condition, participants received a pedometer and were told that they were free to check
the numbers if they wanted, but it was not part of the protocol. In the no feedback
condition, participants wore the pedometer but had no access to the monitored data
(i.e., the pedometer was sealed). Participants in this condition were told that the study
focused on the usability of the device and numbers were irrelevant to the study. Please
take note that in the no feedback condition, although participants were not able to see
the numbers, they were still aware that the device was functioning and they were being
tracked. In order to explore any differences which may occur from merely being
tracked vs. not, we added an additional ‘no battery’ condition. In this condition, par-
ticipants received a pedometer with the lid shut like in the no feedback condition, but
they were told that the experimenter had removed the battery and hence the device was
not functioning.

3.2 Materials and Procedure

To objectively measure walking behavior, all participants wore a Yamax Digi-
WalkerTM SW200 (YDWP) pedometer to record the number of steps taken. The SW
200 pedometer is reliable and has been validated in previous studies [2, 23]. In order to
explore our hypotheses, we used a creative writing task with 2 open-ended questions.
Choosing a creative writing task rather than a more traditional method such as inter-
views has allowed participants to preserve their anonymity while answering the
questions. This has diminished the degree to which the experimenter is involved in the
procedure and therefore has made participants’ responses less susceptible to social
desirability bias. Additionally, it has also allowed participants to take their time as
answers to both questions required reflective thinking.

Aim of the first question was to ask, albeit indirectly, to what extent ‘walking’
played a role in the participant’s day whilst wearing the pedometer: Could you write a
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short bed time story about your adventures of the day? The second question targeted
the user’s relationship with the tracker more directly and aimed to understand whether
seeing the numbers vs. not would make any difference on how people evaluated the
pedometer itself: If this pedometer you have worn today was a friend of yours, how
would you describe your friendship with her/him? In addition, a set of usability
questions targeting the device were added in order to make our cover story more
credible and divert participant’s attention from the concept of ‘walking’. Answers to
the usability questions were not of interest to the current study and will not be analyzed
further. In addition, we also assessed participants’ motivation towards walking using
the SIMS scale [6], which will be reported elsewhere.

The study consisted of 2 brief on-site (lab) sessions, with at least 6 h of wearing the
device between the two sessions. The first session took place in the morning (9 am–

12 pm). Upon arrival to the lab, participants were told a cover story that the study was
about the usability testing of the pedometer which they were going to wear for the next
six hours. Participants were randomly assigned to one of the three conditions. They
were given the same instructions as used by Etkin [5]: For the feedback condition,
participants were told, “If you are interested in how many steps you have taken, feel
free to look at the counter, but it is not a required part of the study”. Participants in the
no feedback condition were told, “We are only interested in whether the pedometer is
comfortable to wear and so the lid has been taped shut”. In the additional no battery
condition, they were told that the experimenter removed the battery from the device. In
order to make participants believe that the battery of the device was really removed, the
experimenter had scattered the pieces of the pedometer and a few extra batteries on the
desk. Participants in all conditions were asked to wear the pedometer on their belt and
not to take it off until they arrived to the lab for the second session. Lastly, those who
were wearing any smartwatches or trackers prior to the study were kindly asked to take
them off until the end of the experiment. All participants then left the lab and continued
their day. Participants returned to the lab for the second session after 6 h (3 pm–6 pm).
Upon arrival, participants handed over their pedometer to the experimenter, who dis-
cretely took note of the number displayed on the screen. They completed the creative
writing task and answered a set of usability questions.

3.3 Analysis

Answers from the creative writing task were analyzed by conducting a thematic
analysis. First, answers from all participants were read carefully and repeatedly. In
order to avoid any possible bias, the coder was not aware of the conditions of the
participants until the coding was completed. The data were analyzed using Nvivo (12th

edition), which helps code larger amounts of data in an organized and structured way.
Initially 16 codes were generated for question 1 and 11 codes for question 2 based on
the recurring patterns in the data. Lastly, themes and subthemes were formed. Inter-
coder reliability of the qualitative data set was tested by an independent coder: there
was 86% agreement for the first question and 81% for the second question.
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4 Results and Discussion

Findings of the thematic analysis for both questions demonstrated that the presence or
absence of feedback and the feeling of being tracked led to differences in how par-
ticipants perceived their day as well as how they evaluated their relationship with the
device. In the following section, the themes that emerged from the answers to both
questions and their interpretations are discussed in detail.

4.1 Thematic Analysis 1: Tell Me About Your Day

By asking the question ‘Could you write a short bed-time story about your adventures
of the day?’ we wanted to know the role of pedometer in participants’ day. If seeing the
feedback or the feeling of being tracked would have any effect on their perception of
the day, we would expect it to be reflected in terms of the way participants described
their day. Although the experiment was conducted at different times of the days, many
participants, regardless of the conditions, only talked about their day while having the
device. What happened during the participant’s day before receiving the pedometer or
what was likely to happen after handing in the pedometer was mostly skipped.

Value Judgement Based on Walking
Although it is clearly explained during the instructions that the purpose of the study
was not related to any physical activity performance, many participants still reported
their walking activities. However, the level of detail of their evaluations and the jus-
tifications provided of their lack of walking performance varied across the conditions.

Figure 1 demonstrates a difference between the conditions (feedback, no feedback
and no battery) in terms of participants’ value-based judgements of their walking
performance. Participants who were aware of being tracked mention their ‘walking
performance’ more frequently than those who were unaware, regardless of their
accessibility of the numerical feedback: “…The thing was, I did not take many steps
that day…This was a pretty regular day for me, so the step counter may not have
counted many steps” (P103). While the feeling of being tracked seems to make people
more self-aware of their walking, those who could see the numbers became more self-
evaluative and reported a variety of reasons as justifications of their performance; “I did
a little less walking than usual due to an intense work schedule for the day” (P61), “I
just thought I won’t be walking that much. Unfortunately, I kept my key inside my home
and came out and locked the main door. I was walking the whole day and steps count
came approximately to 5800 steps in last six hours:)))” (P70). In contrast to these two
conditions, those who were unaware of being tracked were much less frequently
mentioning their walking performance. When they mentioned walking, however, the
focus was more on the experience than on the performance itself; “Whenever I get
frustrated or bored, I go for a walk along the Dommel River. … the walk was very
pleasant and my day continued with pleasant times.” (P64). It is of importance here to
mention that while many of the participants in the feedback condition were talking
about their ‘expectations’ and how they felt they fell short of those expectations in
terms of their walking performance, the actual experiment, as far as they were told, had
nothing to do with their walking performance and the numbers were irrelevant. Despite

Are Trackers Social Actors? 37



of having this information, when the numerical feedback turned out lower than their
expectations, they were not satisfied and sometimes even felt guilty about themselves.
In a way, they were trying to reach a goal which was not explicitly set.

Another difference observed across the conditions is the context in which walking
activity was mentioned (see Fig. 1). ‘Walking as a task’ is a subtheme that stands for
reporting solely one’s walking when it is being isolated from one’s environment as
positioning it, so to speak, as a main task of the day; “…I walked to the Spar super-
market… I went out for a 10-min walk and then walked back to the library…” (P35).
‘Walking as an experience’ on the other hand, stands for mentioning walking without
centralizing it as a main task of the day: “Walking down the streets with lots of trees on
the side, a pleasant walk to remember” (P52). Those who reported walking more as a
task were also more likely to pair it with time of the day: “…Around 12.00 I walked to
the building…and walked back around 13.00. Around 13.45 I packed my bag and
cycled to work” (P102).

Results of this analysis showed that tracking one’s steps increased self-evaluation
towards walking. In turn, the increased self-focus has oriented users towards justifying
their behavior in objective terms rather than being immersed in the experience itself,
making them more self-critical. People become self-aware of their walking even when
there was no access to the numbers. Receiving the numerical feedback in particular,
however, made participants more performance oriented, with a heightened focus on
numbers in general (e.g., time of day, duration of a walk, number of steps). On the
other hand, the absence of self-tracking appeared to give participants more freedom to
enjoy the activity for its own sake, in line with Etkin’s interpretations of her results [5].
Sharing time of the day and other numerical information, accompanied with lack of
shared subjective experiences indicate that users appear to be accounting for their
performance, or lack thereof, rather than sharing their day. One interpretation of this
seemingly defensive attitude is that users felt they were being held accountable,
implying an observing social agent to whom one is held accountable. These findings
suggest that access to the numerical feedback can make the device be perceived as a

Fig. 1. The frequency of coding references for each subtheme across the conditions for the
theme Value Judgement Based on Walking. The values with a Pearson adjusted residual greater
than ±1.96 are indicated with a (*).
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social agent, at least to the extent that people feel a need to explain themselves and
become more self-critical about their own performance, even during a relatively open
and natural “Tell me about your day” creative writing task.

4.2 Thematic Analysis 2: Describe Your Relationship with the Pedometer

The purpose of asking the question ‘If this pedometer you have worn today was a
friend of yours, how would you describe your friendship with her/him?’ was to obtain
insight about the participant’s perceived relationship with the pedometer, and specifi-
cally the extent to which this relationship was perceived as friendly or intimate.

Evaluation and Attributions of Friendship
Many participants, across the conditions, described their friendship based on their
perceived level of closeness with the pedometer. Figure 2a shows that the majority of
participants who described this relationship as close were those who had access to the
numbers; “I would say he/she is a close friend” (P27). Whereas people in the no
feedback condition generally seemed to consider the device as more distant from them:
“…need more time to develop our friendship” (P45). It is worth mentioning that
participants who did not have access the numerical feedback, yet were still aware of the
fact that the device was tracking them, evaluated the friendship in similar terms to those
who believed that the device was not functioning at all. It seems that receiving
numerical feedback aids in forming a more intimate bond between the device and the
participant. Perhaps this is similar to human interpersonal relationships, where having
shared a secret with a friend brings the two people closer together. The “secret” in this
case would be the intimate nature of the bodily data collected by the device, which
seems to add a new, intimate dimension to the evaluation of the user-device rela-
tionship by changing the dynamics of the friendship.

After indicating their level of closeness, people stated reasons for perceiving the
device as a close or distant friend. The majority of participants who perceived the
pedometer as a helpful friend belonged to the people in the feedback condition (see
Fig. 2b). The pedometer was perceived as helpful mainly because of two reasons; it is
informative and it is motivating: “…the friend stimulates me to walk even more than I
already do” (P14), “…I would say he’s a helpful friend. Someone who knows me and
gives advice” (P109). None of the people who did not have access to the numbers have
evaluated the potential friendship as close. These same participants also evaluated the
‘friend’ as silent, even more than those who thought the device was not functioning,
making its passive role much more salient. Even though people in both the No
Feedback and No Battery conditions could not see the numbers, it appears that for
participants in the No Feedback condition, being aware of the fact that tracking data is
available in principle yet inaccessible to them, may have increased their interaction
expectations and therefore heightened their feelings of disappointment compared to
others.
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5 Conclusion

The current paper aimed to explore whether the presence of a self-tracking device
would be perceived as a social entity and if so, how it affects the user-device rela-
tionship, in terms of self-evaluation and perceived social relationship to the tracker.
This is a relevant question, both from a research perspective of understanding the
psychology of self-tracking and other personal technological artefacts, as well as from
an applied design-perspective, where we want to support positive behavior change
based on an adequate understanding of the user’s experience.

In our research, we used a creative writing task to elicit reflections of the role of
self-tracking data in relation to self-evaluation. The results of the thematic analysis
indicated, in line with the literature [10], that self-tracking increases self-awareness.
The elevated self-awareness seems to trigger a process of self-evaluation particularly
when people have access to numerical feedback. This may be due to social components
attributed to the devices’ capability to perceive the walking behavior. Higher numbers
of self-evaluative comments made in the Feedback condition, compared to the No
Feedback condition, suggests that it is the feedback of the captured data that is of
primary social significance. More importantly perhaps, participant’s descriptions of the
tracking technology, especially when numerical feedback was available, was strongly
framed in social terms, with the tracking technology described as a close and helpful
friend.

Whilst this study presents a first exploration which is not without its limitations, it
is one of the first empirical works that explores the perception of self-tracking devices
as social entities. Results of the current study may thus be seen to extend the CASA
paradigm [20] and suggest that despite the lack of overt social cues, self-tracking
technologies may elicit significant social perceptions, which has consequences four our
self-evaluative processes, as well as the relationship we build with our tracking devices.
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order to assess inter-coder reliability. This work is part of the project “Mobile Support Systems
for Behavior Change”, supported by Netherlands Organization for Scientific Research (NOW).
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Fig. 2. The frequency of coding references for each subtheme across the conditions for the
themes Evaluation of Friendship (left) and Attributions of the Friend (right). The values with a
Pearson adjusted residual greater than ±1.96 are indicated with a (*).

40 E. Hancı et al.

http://behaviour-change.eu/


References

1. Asimakopoulos, S., Asimakopoulos, G., Spillers, F.: Motivation and user engagement in
fitness tracking: heuristics for mobile healthcare wearables. Informatics 4(1), 5 (2017)

2. Barfield, J.P., Rowe, D.A., Michael, T.J.: Interinstrument consistency of the Yamax Digi-
Walker pedometer in elementary school-aged children. Meas. Phys. Educ. Exerc. Sci. 8(2),
109–116 (2004)

3. Bravata, D.M., et al.: Using pedometers to increase physical activity and improve health: a
systematic review. J. Am. Med. Assoc. 298(19), 2296–2304 (2007)

4. Burke, L.E., Swigart, V., Warziski Turk, M., Derro, N., Ewing, L.J.: Experiences of self-
monitoring: successes and struggles during treatment for weight loss. Qual. Health Res. 19
(6), 815–828 (2009)

5. Etkin, J.: The hidden cost of personal quantification. J. Consum. Res. 42(6), 967–984 (2016)
6. Guay, F., Vallerand, R.J., Blanchard, C.: On the assessment of situational intrinsic and

extrinsic motivation: the situational motivation scale (SIMS). Motiv. Emot. 24(3), 175–213
(2000)

7. Jakicic, J.M., et al.: Effect of wearable technology combined with a lifestyle intervention on
long-term weight loss: the IDEA randomized clinical trial. JAMA 316(11), 1161–1171
(2016)

8. Karapanos, E., Gouveia, R., Hassenzahl, M., Forlizzi, J.: Wellbeing in the making: peoples’
experiences with wearable activity trackers. Psychol. Well-Being 6, 4 (2016)

9. Kersten-van Dijk, E.T., Westerink, J.H.D.M., Beute, F., IJsselsteijn, W.A.: Personal
informatics, self-insight, and behavior change: a critical review of current literature.
Hum.-Comput. Interact. 32(5–6), 268–296 (2017)

10. Kersten-van Dijk, E., IJsselsteijn, W.A.: Design beyond the numbers: sharing, comparing,
storytelling and the need for a quantified us. Interact. Des. Archit. J. 29, 121–135 (2016)

11. Kowalski, R.M., Leary, M.R.: Strategic self-presentation and the avoidance of aversive
events: antecedents and consequences of self-enhancement and self-depreciation.
J. Exp. Soc. Psychol. 26(4), 322–336 (1990)

12. Kristensen, D.B., Ruckenstein, M.: Co-evolving with self-tracking technologies. New Media
Soc., 1–17 (2018)

13. Nahum-Shani, I., et al.: Just-in-time adaptive interventions (JITAIs) in mobile health: key
components and design principles for ongoing health behavior support. Ann. Behav. Med.
52(6), 446–462 (2016)

14. Nass, C., Moon, Y.: Machines and mindlessness: social responses to computers. J. Soc.
Issues 56(1), 81–103 (2000)

15. Nass, C., Moon, Y., Fogg, B.J., Reeves, B., Dryer, D.C.: Can computer personalities be
human personalities? Int. J. Hum.-Comput. Stud. 2(43), 223–239 (1995)

16. Nass, C., Steuer, J., Tauber, E.R.: Computers are social actors. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems, pp. 72–78 (1994)

17. Orji, R., Lomotey, R., Oyibo, K., Orji, F., Blustein, J., Shahid, S.: Tracking feels oppressive
and “punishy”: exploring the costs and benefits of self-monitoring for health and wellness.
Digital Health 4 (2018)

18. Pink, S., Fors, V.: Being in a mediated world: self-tracking and the mind–body–
environment. Cult. Geogr. 24(3), 375–388 (2017)

19. Pink, S., Sumartojo, S., Lupton, D., Heyes La Bond, C.: Mundane data: the routines,
contingencies and accomplishments of digital living. Big Data Soc. 4(1) (2017)

Are Trackers Social Actors? 41



20. Reeves, B., Nass, C.: The Media Equation: How People Treat Computers, Television, and
New Media Like Real People and Places. Cambridge University Press, Cambridge (1996)

21. Short, J., Williams, E., Christie, B.: The Social Psychology of Telecommunications. Wiley,
London (1976)

22. Kersten-van Dijk, E.T., Beute, F., Westerink, J.H.D.M., IJsselsteijn, W.A.: Unintended
effects of self-tracking. In: Proceedings of the 33rd Annual ACM Conference on Human
Factors in Computing Systems (2015)

23. Wilde, B.E., Sidman, C.L., Corbin, C.B.: A 10,000-step count as a physical activity target
for sedentary women. Res. Q. Exerc. Sport 72(4), 411–414 (2001)

24. Zajonc, R.B.: Social facilitation. Science 149(3681), 269–274 (1965)

42 E. Hancı et al.



Supporting and Understanding Reflection
on Persuasive Technology Through

a Reflection Schema

Fahri Yetim1,2(&)

1 Department of Information Systems,
FOM University of Applied Sciences, Cologne, Germany

fahri.yetim@fom.de
2 Department of Information Processing Science,

University of Oulu, Oulu, Finland

Abstract. Literature on persuasive technology acknowledges the importance of
promoting reflection within design research and practice. This paper takes up a
reflection framework suggested in previous research as assisting the reasoning of
researchers, designers or other stakeholders concerning values, goals, actions,
and their consequences in a project. It contributes to this research by demon-
strating additional evidence for the applicability of the reflection framework by
applying it to a published case. This work can guide researchers and practi-
tioners by means of issues to be considered while reflecting on as well as
communicating value-related aspects in a project, so that significant value
choices and the rationale for actions taken to promote them are clear.

Keywords: Reflection � Discourse ethics � Value sensitive design �
Research communication � Persuasive technology

1 Introduction and Background

It is a widely shared view that being sensitive in setting design goals, choosing means
as well as considering the values and rights of all relevant stakeholders ensure that
ethically and morally relevant considerations inform the shaping of a system [2, 3, 5,
13, 16]. Reflection is necessary to challenge assumptions and values as well as for
clarifying our understanding of what is good or bad, right or wrong [5, 13]. Research in
the context of persuasive technology investigates and suggests a set of principles,
models and methods for the analysis, design and evaluation of such systems that aim at
influencing people to change their attitudes and/or behaviors [10]. Previous research
has argued that setting persuasion goals and chosen means to achieve them imply value
assumptions and have consequences for those affected. They have emphasized the
importance of reflection and user participation in the analysis, design and evaluation of
persuasive systems [7, 9, 11, 12, 15, 17].

This paper takes up a reflection framework suggested in previous research as
assisting the reasoning of researchers, designers or other stakeholders about values,
goals, actions, and their consequences in a project [15]. This framework is informed by
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the reflective concepts of discourse ethics [4, 5], - including different types of dis-
courses such as pragmatic, ethical, and moral discourses, - and by other value-based
argumentation approaches [1]. Previous publications related to this framework have
argued that it can be used within the process of persuasive system development for
several purposes, e.g., for supporting ideation, analysis, design, evaluation as well as
publication of a system. However, the usage of the framework has so far only been
partially demonstrated. For example, the framework provided guidance for the design
of reflection support systems [14, 16] as well as of an argumentation-based design
rationale application, a Rationale Browser, that implements several of the questions of
the framework to enable reflections as well as to document the result of the reflections
[6]. In addition, parts of the framework (i.e., aspects of the pragmatic discourse) were
considered for the analysis of the communication of value sensitive design research,
and demonstrated that some of the guidelines have been inherently followed by some
researchers [18].

This paper extends the analysis perspective beyond pragmatic discourses and in
addition considers ethical and moral discourses in order to offer an incremental con-
tribution to the research. By applying the framework to a published case that com-
municates reflections on persuasive technology, this paper provides additional evidence
for the applicability of the reflection framework within the practice of persuasive design
research. Such an analysis of reflections can help persuasive system researchers and
designers to clarify the value specific issues and significant choices, to understand the
reflections and reasoning of research participants, as communicated by the researchers,
as well as to identify issues that have been given no or little consideration.

In the following, we first introduce the relevant parts of the reflection framework,
then present a proof-of-concept demonstration of its applicability by applying it to a
published research article, and finally, provide some discussion and conclusions.

2 The Reflection Framework

Practical reasoning is the general human capacity for resolving, through reflection, the
question of what one intends to do. In his discourse ethics, Habermas [4] distinguishes
between the pragmatic, ethical and moral employment of practical reason and three
types of practical discourses, i.e., pragmatic, ethical and moral discourses. The idea is
that in practical situations the question of what one is to do can take on pragmatic,
ethical, and moral meaning, requiring different kinds of answers for justifying choices
among alternative available courses of action. Reflections on pragmatic discourse seek
reasons for a rational choice of means in the light of fixed goals, or of rational
assessments of goals in the light of existing value preferences. Ethical discourse
involves reflection on what is good for oneself or for a cultural community. Finally,
moral discourses seek what is “equally good for all” and thus just.

To provide further refined guidance for reflections in relation to these three types of
discourses, previous research [15] has distinguished two usage options for discourses:
for identifying ideas (identifying mode) and for evaluating decisions/regulations
(checking mode). In addition, a set of critical questions for each discourse are provided
to support the reasoning/reflection of researchers, designers or other stakeholders.
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Habermas [5] considers practical decisions to be legitimate if they result from a
deliberative process that involves a fair consideration of the interests, values and valid
norms. We consider persuasive system design research as a practice that has to deal
with the practical, the good and the just. Consequently, its results can be considered
legitimate if they are justified from the standpoint of pragmatic, ethical, and moral
reasons, - a process requiring iterations between discourses in both identifying and
checking modes for creating and examining ideas [16]. In this paper we limit our
attention to the usage of discourses in the checking mode, as shown in Table 1, and
leave the usage of discourses in the identifying mode to another paper.

Reflections in pragmatic discourse assess the choice of means in the light of fixed
goals, or of goals in the light of existing value preferences. The questions for pragmatic
discourses were mainly based on the concept of value-based practical reasoning [1]. In

Table 1. Discourses and related questions in the checking mode [15]

Pragmatic Discourse 

Goal-Value:  Reflect on the goal and its value
1. Is the value V proposed indeed a legitimate value?
2. Is goal G possible?
3. Will goal G realize (or at least be consistent with) the value intended?
4. Are there other goals considered that might conflict with goal G?
5. Are there alternative goals to promote the same value?

Action-Goal: Reflect on the preferred action (means) to achieve the goal 
6. Is it possible to do action A?
7. Will action A bring about the desired goal G?
8. Are there alternative ways of realizing the same goal?

Action-Value: Reflect on the value consequences of the action 
9. Will doing action A promote the value intended?
10. Will doing action A promote some other value?
11. Will doing action A have a side effect which demotes the value intended?
12. Will doing action A have a side effect which demotes some other value?
13. Will doing action A preclude some other action which would promote some other value?
14. Are there alternative ways of realizing the same value?

Ethical Discourse

Values: Reflect on the compatibility of final decisions with ethical values
15. Do the goals considered promote or violate values preferred?
16. Do the actions considered promote or violate values preferred?

Moral Discourse

Norms: Reflect on the compatibility of decisions with accepted moral norms
17. Are the values promoted in accord with norms?
18. Are the goals to be achieved in accord with norms?
19. Are the actions to be taken in accord with norms?
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the context of persuasive systems, this kind of reasoning in checking mode can support
the examination of existing practices or systems.

The goal of an ethical discourse is first and foremost to critically evaluate the
goodness of ends ([5], p. 161). In the checking mode we considered those questions
that help to assess whether the choices of goals and actions (i.e., results of pragmatic
discourse) are in line with the values preferred. Two questions are included so as to
critically evaluate the goodness of the results of pragmatic discourse, i.e., checking the
goals and the actions taken with respect to their compatibility with the values preferred.
They accommodate Habermas’s [5] requirement that practical decisions should be
compatible with ethical values to be considered legitimate.

Moral discourses deal with the moral rightness of norms of actions or regulations.
Norms and values differ in their reference to obligatory rule-following and in their
absolute versus relative bindings, as Habermas [5] states: “In the light of norms, I can
decide what action is commanded; within the horizon of values, which behavior is
recommended.” (p. 256). Moral discourses can be entered into to find a norm or
regulation that is just (identifying mode) or to assess the morally rightness of the results
of other discourses (checking mode). For the checking mode we considered those
questions that critically assess the results of other discourses. They can prompt
researchers to examine whether the values promoted, goals set or actions taken are in
accord with accepted norms and if they are in line with the requirement that the results
of pragmatic and ethical discourses should be compatible with the moral norms in order
to be considered legitimate [5].

To conclude, the schema recommends researchers reflect on and communicate the
issues. Next, we apply these questions to analyze a research case in order to understand
whether they have been inherently followed in a somewhat coherent way.

3 An Example of Reflective Research Communication

3.1 Purpose and Method

To demonstrate the applicability of the framework, we examined a published research
article echoing the work other researchers [8] have done who used secondary data in
the form of published cases to demonstrate the applicability of their guidelines.
A published article can be viewed as an artifactual outcome of a reasoning process. We
consider the article by Purpura et al. [12], which discusses some ethical and socio-
cultural considerations involved in the design. It thus represents a good example of
reasoning on the practical issue of “what one is to do” and provides evidence for
pragmatic, ethical and moral reasoning. Our main goal is to determine if the descrip-
tions, explanations, and justifications provided by the authors are classifiable according
to the concepts of the framework.

Our analysis followed interpretive research method principles [8]. We marked
sentences that express concepts of the schema, i.e., goals, actions, explicit value terms
(e.g., privacy, surveillance, helpful, useful), and value consequences, and interpreted
them through the lens of the questions. In the presentation of the analysis, we use Q# to
refer to the related questions of the schema, where applicable. Indeed, multiple readings
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and interpretations of a text can be generated. The analysis draws on the text in its own
right. We do not challenge its authors, nor undertake a critical evaluation of the quality
of the articles. Yet, by analyzing the articles in the light of the framework we also
demonstrate how authors, reviewers, and editors can apply it.

3.2 The Fit4Life Case

This case deals with a fictional, critical design, whose goal is not to provide a clear
solution to a problem but to provoke reflection about ethical and conceptual limits of
persuasive computing. For this purpose, Purpura et al. [12] first took the persuasive
technology and obesity research literature at their word and implemented their logic
and recommendations in a system called Fit4Life. Then they used the system as an
example for reflecting on persuasive computing. The Fit4Life system “encourages
individuals to address the larger goal of reducing obesity in society by promoting
individual healthy behaviors.” Its goal is to make users aware of situations that might
negatively impact on their maintaining their ideal weight and to cause a change in their
eating and exercise behaviors. The persuader is, on one level, the system designers. On
another level, the Fit4Life system allows other individuals on social networks to
become persuaders and influence each user (e.g. by generating wall posts to notify
others to provide encouragement).

We employed the framework to analyze researchers’ critical reflections on the
design of Fit4Life and persuasive computing. Table 2 illustrates example statements as
evidence used for the reflections relating to some of the questions. Concerning the
pragmatic discourse, the researchers reflected on the societal goal of reducing obesity
and the value of its achievement (Q3), i.e., improving the health of people and also
making them attractive and socially acceptable. They criticized the design goals of the
previous research and suggested alternative design goals to promote the same value
(Q5). The researchers also argued for a design to foster mindfulness, challenged the
appropriateness of existing actions for this purpose (Q7), and suggested alternative
ways of achieving the desired goals effectively (Q8). Finally, they reflected on value
consequences or side-effects of actions, for example, stating that the use of a specific
model narrows our understanding of healthiness (Q11), that the use of a quantitative
measuring method discards the value of personal experience (Q12), and that the system
suggesting what to do precludes users from deciding on appropriate actions and
improving their self-reflection ability (Q13).

Ethical discourse involves reflections on values and value conflicts as well as the
assessment of whether actions and goals are in line with the preferred values. The
example sentences illustrate researchers’ evaluation/checking of Fit4Life against some
accepted values. While reflecting on a broader, pervasive rationalization of our lives,
they criticized Fit4Life for representing a rationalistic, objective worldview and
denying our humanity (Q15), and that the mechanism used (i.e., the beacon) is coer-
cive, forcing users to act involuntarily (Q16).

Moral discourse involves reflections on the rightness of actions or decisions. For
example, the researchers raised moral issues with respect to enforcing the social good
over the individual good through unpleasant pressure (Q17), setting goals for changing
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Table 2. Reflections on the design of the Fit4Life system

Pragmatic Discourse

Goal-Value:  Reflect on the goal and its value

Q3: “Optimizing the system to achieve the user-in-societal goal of reducing obesity will not 
only improve the health of working Americans, making them more productive, but, also has 
the effect of helping each participant become more attractive, and, therefore, more socially 
acceptable.” (p. 424)

Q5: “While we used the terminology and design practices of the persuasive computing 
movement, the complete Fit4Life product […] highlights a need for reflection through non-
judgmental means rather than persuasion to achieve an ideal. In this way, it suggests that an 
ideal system might be a subjective one that would allow users to define their own meanings 
and values.” (p. 428)

Action-Goal: Reflect on the preferred action (means) to achieve the goal 

Q7: “If Fit4Life were designed to foster mindfulness, it might not discuss calories, schedules, 
and exercise in minutes at all.” (p. 431)

Q8: “[…] exercise and diet planning regimes could be more effective […] By exposing rather 
than covering seams [...] in the abilities of calorie or exercise tracking, […] users would be 
encouraged to reflect on how they feel.” (p. 431)

Action-Value: Reflect on the value consequences of the action 

Q11: “One issue with the formal models derived from sensed data used in Fit4Life is that 
positive behavior is identified solely with reducing BMI. In choosing such a fixed model, the 
system reinforces a narrow conception of what it means to be healthy or fit.” (p. 429)

Q12: “By focusing on quantitative measures the system also discards the value of personal 
experiences and emotions for a utilitarian position on the value of food and exercise.” (p. 429)

Q13: “[The System] provides explicit verbal suggestions when specific foods should be eaten 
or avoided […] The user no longer has to calculate calories consumed […]to determine for 
themselves whether they are within their daily calorie allowance […] we took away the user’s 
ability to reflect on their situation and decide on appropriate action.” (p. 430)

Ethical  Discourse

Values: Reflect on the compatibility of final decisions with ethical values

Q15: “Fit4Life represents an incursion of a rationalistic, objective view of the world that is 
often hidden in the agendas of persuasive designers. […] By seeking to reduce basic human 
flaws (or characteristics […]), the persuasive agenda embodied in this design is 
dehumanizing.” (p. 429)

Q16: “But when viewed critically, the beacon appears as both a signal for help and an element 
of shame. While soliciting support for the user it also highlights his or her nonconformity to 
personal and social norms and an inability to stick to plan. We believe that this shame […] is 
coercive […].” (p. 428)

Moral Discourse

Norms: Reflect on the compatibility of decisions with accepted moral norms

Q17: “Fit4Life’s design decisions frequently sacrificed individual good for the social good—
by providing avenues for unpleasant peer pressure, for example.” (p. 428)

Q18: “More broadly, persuasive computing raises questions on the ethics of changing 
another’s attitude, belief or behavior. In considering an ethical boundary situated around a 
user's intent we must ask if a choice can even honestly be made to take away one’s choices.” 
(p. 428)

Q19: “[…] persuasive technologies […] often aim to enforce sublimated social goals. Is it 
ethical to exploit fears and anxieties in service of such goals? Are users allowed witness to the 
origin and full extent of these changes?” (p. 428)
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another’s attitude, belief, or behavior (Q18) and using fears and anxieties as a means
for achieving social goals (Q19).

We should note that multiple interpretations of a statement are possible. For
example, a statement that emphasizes rationalization through a persuasive system can
be interpreted from a pragmatic perspective (i.e., the effectiveness of rationalization
through the system), from an ethical perspective (i.e., the goodness of rationalization
through the system), or from a moral perspective (i.e., the rightness of rationalization
through the system). Similarly, statements that criticize preferences for social goods (or
goals) over individual goods (or goals) and vice versa may be viewed from the per-
spective of goodness (ethical) or rightness (moral).

In summary, the analysis illustrates how the researchers used arguments to present
and justify their work that matches some of the questions in the framework, and that the
main ideas of the framework are inherently considered within their research commu-
nication practice.

4 Discussion and Conclusion

Acknowledging that persuasive systems imply value assumptions and have conse-
quences for those affected, previous research has already emphasized the importance of
reflection and user participation in the analysis, design and evaluation of such systems.
In this paper we have taken a reflective perspective and considered a reflection
framework which was informed by discourse ethics, in particular by three types of
practical discourses, as well as by other value-focused approaches. The framework
includes a set of refined discourse-type specific guiding questions for supporting the
reasoning of researchers, designers or other stakeholders in practical discourses. The
questions aim to create an awareness of important aspects and to prompt discourse
participants to think about them.

The demonstration of the framework by applying it to a prior case have provided
evidence of its applicability as well as showing its practical relevance for communi-
cating research results. The analysis of the article on persuasive technology shows that
researchers’ reflections on the main concerns – including the desirability of changing a
behavior to a specific direction, the effectiveness of methods chosen, and the value
implications – instantiate concepts of the framework such as values, goals and actions
at different levels of abstraction.

This work offers several benefits to research and practice. First, it provides refined
structures for documenting the reasoning of researchers throughout different stages of a
project. Second, it complements general guidelines for communicating reflective
research results by making dimensions such as goal-value or action-value with asso-
ciated critical questions explicit, so that researchers can use the framework as a guide to
reason about the content they want to communicate in different sections of an article,
including the goals, actions (methods) and associated values at different levels of
granularity. Third, the framework can be used for ex post analysis and evaluation of
published works. By asking questions researchers can critically evaluate ideas and
identify further research issues which have gained less attention or been ignored.
Nevertheless, we do not argue for a too strict consideration of the questions, as this may
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not always be practical for different reasons, including limits to an article’s length, its
thematic focus, as well as the background of researchers. Fourth, this work may also be
of value in a review process. Reviewers can consider the concepts and questions of the
framework so as to assess the validity of a value sensitive design research study as well
as the reporting of its results. In this way, the reviewers participate in and continue
practical discourses leading to an agreement or a revision of the research and/or the
organization of the paper’s content.

The suggested questions are by no means complete. Researchers can investigate
additional questions for promoting reflection and guiding research communication.
Moreover, further proof-of-use analyses can follow once we see how these ideas are
applied in future research publications.
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Abstract. Many personal informatics systems present users’ behavioral data in
numbers or graphs for their reflection, which may not be effective on a daily
basis because people do not always act like data scientists. Representation of
behavioral data in virtual environments can provide information at a glance.
Grounded in conceptual blending theory, insights from social psychology, and
existing persuasive design principles, this article is conceptual-theoretical. It
argues that representations should be designed like virtual consequences of
behavior and related to users’ existing knowledge of comparable cause-effect
relationships in order to prompt one’s imaginative beliefs about the behavioral-
virtual causality. It proposes a framework that guides designing representations
of behavioral data, including (1) identifying scenarios with comparable
causality, (2) examining and grounding the mappings in embodied experiences,
(3) performing blends between the behavior and the identified scenario, with
different virtual consequences corresponding to different user behaviors, and
(4) rendering virtual consequences as feedback that dynamically anchors the
scenario for similar blends in users. Design cases are presented and analyzed to
demonstrate how embodied mappings can be constructed for interventions for
lifestyle habits.

Keywords: Behavior change � Personal informatics � Blending theory

1 Introduction

People today can use technology to track personal data related to various facets of daily
life, from vitals (heart rate, blood pressure, body temperature), physical activity (step
counts, travel distance, exercise minutes, active energy burnt), to lifestyles (sit-stand
hours, sleep-wake patterns, alcohol or tobacco consumption, meditation exercise
minutes), and others. Computational analyses of these data inform individuals of
respective health or wellness. The systems that help people collect and reflect on this
“personally relevant information” are called “personal informatics” [1]. Many of these
systems present the analytics in numbers or graphs. Yet, the reflection on a daily basis
may not be effective, because people do not always act like rational data scientists [2]
and many of them are not data-savvy [3]. Representation of “raw” data is recom-
mended [4], and “stylized representations” that map tracked data to images particularly
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make information more “attractive”, distinctive, and perceivable at a glance [5]. Non-
numerical, non-literal, and figurative representations have been explored in earlier
studies, such as Fish‘n’Steps [6], UbiFit [7], UbiGreen [8], Playful Bottle [9], and Eco-
island [10]. These representations typically map values of tracked data to states of on-
screen virtual items like fish, flowers, trees, a garden, or an island. Yet, some repre-
sentations seem like an abstract sign, rather than a natural outcome, of a behavior,
because the causality between the behavior and the virtual outcomes is not related to
users’ existing knowledge. For example, why do the fish (in Fish‘n’Steps) or the
flowers (in UbiFit) grow when the user walks more? Why does the tree (in Playful
Bottle) grow when the user drinks less water? There are probably some cause-effect
links (e.g., maybe walking to collect food from surroundings for the fish?), yet they are
untold, indirect, or conceptually distant to users. The virtual outcomes should be
designed like natural, yet distinct (as in virtual environments) outcomes of the per-
formed behavior. To enable users to make sense of the causality, designers should tap
into users’ existing knowledge of comparable scenarios, as informed by the embodied
cognition thesis [11, 12]. The thesis holds that our understanding of a concept (e.g., a
cause-effect relationship) is structured by our existing knowledge built on experiences
in the world via the body. Major theories include conceptual blending, which refers to
the understanding or generation of new knowledge by combining two or more struc-
turally comparable concepts. To apply blending to causality, designers should imagine
and identify a cause-effect scenario from another domain that is known to users, and
then blend it with the behavior. The effects of the action in the scenario will suggest the
design of possible outcomes in virtual environments, which will be experienced and
imagined by users to be the consequences of the performed behavior.

This article is conceptual-theoretical. It argues that representation of behavioral data
should be designed and rendered like outcomes of a behavior by blending with another
scenario from a different domain, which prompt users’ imaginative beliefs about the
“blended causality”. It first relates to existing persuasive design principles and insights
from social psychology on behavioral consequences and motivation, and then provides
the theoretical framework of imaginative understanding grounded in embodied cog-
nition. It proposes to ground the mappings between the behavior and the scenario in
embodied experiences. An extended set of guidelines is provided, including con-
struction and evaluation of the mappings, blending of the behavior with the scenario,
and rendering the blended causality as feedback that dynamically anchors the scenario
for similar blends in users. To demonstrate how to use the guidelines, three design
cases related to lifestyle habits are presented. The first one is to assist smoking ces-
sation by blending with scenarios of virus or other life-threatening chemical leaks. The
second one is to prevent smartphone overuse by blending with scenarios of keeping
your companion awake with lights. The third one is to motivate users to stand up while
sitting too long. It is blended with scenarios of incubating eggs.
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2 Theoretical Framework

Representations of behavioral data should be designed like behavioral consequences.
Insights from social psychology theories and persuasive design principles indicate that
beliefs about the consequences are major motivators for performing or changing a
behavior. Furthermore, for virtual outcomes to be seen and imagined to be behavioral
consequences, the virtual outcomes should be related to users’ knowledge of compa-
rable causality, based on the embodied cognition thesis.

2.1 Beliefs About Behavioral Consequences

Fogg’s Behavior Model (FBM) [13] considers both immediate outcomes (e.g., pleasure
vs. pain) and foreseeable consequences (e.g., hope vs. fear), in addition to social
influence, as major motivators for performing a behavior. Oinas-Kukkonen and Har-
jumaa [14] extend the model and develop a framework comprising specific principles
for designing persuasive software systems. The list includes supporting self-
monitoring, simulating the cause-effect link of a behavior, providing virtual rewards,
being visually attractive, and many others. Midden et al. [15] discuss the roles of
technology in behavioral intervention and particularly point out that virtual environ-
ments can create sensory and affective experiences of distant or indirect cause-effect
relationships regarding a behavior. These major thoughts in persuasive design largely
support the approach of representing tracked behavioral data as behavioral outcomes in
virtual environments.

Research results in social psychology indicate that human behavior depends on
both conscious intention and non-conscious automaticity. Theory of Planned Behavior
(TPB) [16] sees one’s beliefs about the consequences of a behavior as one major reason
for performing that behavior. Yet, many of our everyday behaviors are interfered by the
automatic environment-perception-behavior link [17] (e.g., we may thoughtlessly dry
our hands with tissue paper after toilet). Habits are products of the two intertwined
threads of thinking [18], which are learned, functional acts initially goal-directed (e.g.,
drying hands after toilet for hygiene and convenience) but later turned automatic in
response to specific cues (e.g., a paper towel within reach), even though that may not be
intentional on occasions (e.g., having a handkerchief in the pocket). People sometimes
intend to change, but they need supportive interventions. In case of strong habits,
people can be less attentive to new information or options [18]. Stimulating triggers are
required to provoke one into conscious thinking. Metaphorical design promises to shift
users’ focus of attention and stimulate conscious awareness [19]. Metaphorical map-
pings of the behavior with a scenario from a different domain become promising.

2.2 Imaginative Beliefs About Virtual Consequences

For virtual outcomes to be seen as behavioral consequences, they should be related to
users’ knowledge of comparable causality, as informed by embodied cognition.
Embodied cognition believes that human understanding of a concept, such as causality
[20], are built on and structured by physical experiences in the world via the body and
the brain. One fundamental and pervasive way of understanding is via “metaphor” [21].
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Initially informed by linguistic studies, followed by empirical evidence from experi-
mental psychology and neuroscience research results [22], metaphor theory sees
metaphor (e.g., Good Is Up, as in the common phrase “high quality”) cognitively as
structural mappings between two conceptual domains (e.g., the abstract domain Quality
and the concrete domain Verticality). Primary metaphors (e.g., Affection Is Warmth)
are those entrenched by regularly co-occurring experiences (e.g., we touch or hug
others with affection and simultaneously feel warm). Combining metaphors or other
existing knowledge generates new understanding or ideas, technically called “blends”.
Blending emergently combines two (or more) mental simulations of particular sce-
narios as enacted, perceived, remembered, or imagined, into new one [23]. When we
throw a crumpled sheet in a parabola into a wastebasket, we cognitively combine waste
disposal (as enacted) with basketball playing (as remembered) into an imagined sce-
nario of trashcan basketball [24]. In short, metaphor and blends are grounded in
embodied experiences, which scaffold many concepts and support everyday under-
standing, such as imaginative beliefs (e.g., one momentarily believes that the waste-
basket is the basket for basketball).

Consider if a habitual action (e.g., sitting too long) can be mapped with the action
in a comparable scenario (e.g., over-incubating), technology-enabled co-occurrence
(via embedded sensors and displays) of the behavior and the virtual outcomes (e.g.,
death of newly hatched virtual chicks) can enable imaginative blends that prompt
momentary beliefs about the behavioral-virtual causality (e.g., sitting too long suffo-
cates virtual chicks). The imaginative beliefs about the virtual consequences reinforce
motivation to change (e.g., stand up).

3 The Guidelines

Designing representations of behavioral data with blended causality have four steps:
(1) identifying comparable scenarios from different domains; (2) examining the map-
pings of scenarios with the behavior; (3) performing blends between the behavior and
the scenario; elaborating different virtual consequences corresponding to different user
behaviors; and (4) rendering the blended behavioral consequences as feedback that
dynamically anchors the scenario for similar blends in users.

3.1 Identify Scenarios

Designers need to look for scenarios from different domains that have causes and
effects comparable to the behavior and its consequences. This process can benefit from
previous guidelines for metaphorical design. Madsen [19] offers guidelines for gen-
erating metaphors for interactive systems, including (1) attend to how users say about a
system; (2) build on existing metaphors; (3) make use of old artifacts; and (4) look for
real events with similar aspects. All four guidelines are applicable to designing rep-
resentations of behavioral data. To identify cause-effect scenarios from different
domains, designers can consider the following extensions.
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(1) The vernacular: Designers can involve target users in focus-group interviews,
showing them with relevant concepts via photo-mockups, videos, or other digital
prototypes, which stimulate their thoughts and invite verbal responses from them.
Verbal expressions often reveal mental associations, providing examples of
comparable scenarios. Sometimes, vernacular naming in everyday communication
can be insightful too, for instance, the smartphone on/off button is called
“sleep/wake button”, which makes users associate with the scenario of waking
someone up.

(2) Existing metaphors: Designers can revisit existing metaphors pertaining to the
behavior (e.g., a common expression in Cantonese describing the act of sitting too
long as incubating). Some existing metaphors may be culturally specific; yet
visualizing the scenarios (e.g., hatching an egg) via technology may work for
people from other cultures. This is because metaphors that survive in a culture are
often grounded in embodied experiences (e.g., sit on something and produce heat)
that can be felt with the universal body. Technology can create similar
experiences.

(3) Physical artifacts: Designers should always look at current or even old physical
artifacts that people may use when performing the behavior (e.g., peak flow meter
for checking lung capacity). Artifacts used in other domains can be related too
(e.g., egg candler for checking the development status of an egg). These artifacts
often remind users of familiar actions (e.g., blow at a peak flow meter or scan at an
egg) and outcomes. Designers can tap into users’ knowledge and enable them to
recall similar scenarios (related or unrelated to the behavior) via the
representation.

(4) Anecdotes: Designers can refer to anecdotes of theirs or others and look for
perceived or remembered events that are seemingly unrelated to the behavior, but
they have comparable causes and effects. For example, smoking is hazardous to
health. The hazard can evoke memories of events like virus or bacteria infection.
Also consider overuse of smartphones. The excessive screen light hurts the eyes,
which echoes incidents of distracting roommates with the lights on. Designers
need to check if the events are part of users’ knowledge. Measures are discussed
in Sect. 3.4.

3.2 Examine Mappings

Designers need to examine the mappings between the behavior and the comparable
cause-effect scenario. The mappings should be grounded in embodied experiences.
Embodied experiences are bodily experiences, whose primitive patterns, called sche-
mas [22] (e.g., spatial relations like Up-Down, Near-Far, Contact-Noncontact, etc.),
structure many basic concepts (e.g., metaphors like Good Is Up, Intimacy Is Close,
Engagement Is Physical Contact, etc.). Some developed concepts have more culturally
elaborate structures, called frames [25] (e.g., a light sign on means something is
ongoing). Embodied schemas and cultural frames structure mental simulations of
perceived or imagined scenarios, called mental spaces [23], which are mapped and
combined in blending. Each mental space consists of elements of the scenario, such as
actors, objects, their spatial relations, motions, or changes. A structural mapping links
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actors to actors, objects to objects, motion paths to motion paths, orientation to ori-
entation, duration to duration, and the like. For example, sitting and incubating are
comparable in duration (both cannot be too long), orientation (one on the other), and
contact (both generating warmth). One may start with “trivial” mappings (e.g., daily
floors climbing mapped with hiking). It is then the various imaginative consequences
(e.g., a stunning view for climbing 9 floors, or discovering a new species of butterfly
after accumulating 100 stair flights) making the metaphor novel and engaging.

3.3 Perform Blends and Elaborate Virtual Consequences

After examining and choosing a scenario with embodied mappings, the processes
continue with performing blends between the habitual behavior and the comparable
scenario, yielding imaginative behavior-consequence relationships.

(1) Blend actions: Map the habitual action (and the object to be effected) with the
action in the comparable scenario (and the object to be effected), and compress
them into new action in the resulting blended concept. Grounded in embodied
experiences, the blended action is “felt” as one by users at the sensorimotor and
cognitive levels. For example, sitting on a task chair is mapped with incubating,
forming an imaginative act of incubating during work. Turning on the phone
screen is mapped with switching on the room lights, forming an imaginative act of
switching on the phone-room lights.

(2) Elaborate consequences: Map behavioral data with effects of the action in the
comparable scenario. Different data analytics, which imply different degrees or
frequencies of the behavior, should correspond to different stages or variations of
the imaginative consequences. The mappings require considerations of the user
experiences over the course of the behavioral journey. For example, locking up
the lighter for longer time (in hours and then days) results in a stronger avatar; yet
taking the lighter out immediately makes the avatar sick. Increasing continuous sit
time (in hours) develops the chick inside a virtual egg, until it hatches; additional
sit time then leads to suffocation and death of the chick; regularly standing up
gives birth to a variety of birds. The initial blend with embodied mappings yields
intuitive representations and allows elaboration of nontrivial and even unexpected
outcomes to keep users’ attention.

(3) Render consequences: Project effects of the action in the comparable scenario
onto the blend, which are rendered in virtual environments via technology and
become virtual consequences of the blended action. The virtual consequences can
be imagined by users to be natural outcomes of the blended action, as long as the
rendering preserves the natural coupling, that is, co-occurrence of physical acts
and virtual outcomes in time and location, and congruence in direction, dynamics,
and modalities. For example, a blow at the phone results in an immediate lung
capacity test performance represented in the avatar’s health status. Pressing the
physical button on the phone switches on the room lights “inside” the phone.
Pointing the phone at the seat shows the scan of the virtual egg in it.
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3.4 Anchor Blends for Users

The blend so far takes place at the designer’s side. The output is a blended mental space
combining the performed behavior with the comparable scenario. It contains a blended
action and its virtual consequences. A user performs the habitual action, sees the virtual
outcomes, and feels the sensorimotor experience of the causality. To ensure consistent
blends at the user’s side, co-occurrence and congruence of the virtual outcomes with
the habitual action are necessary conditions. The user experiences the blended
causality, which evokes a scenario from a domain similar to the designer’s intended
one. The virtual outcomes and the physical artifacts dynamically anchor the user’s
imaginative understanding to the designer’s blends. Chow [26] proposes the liveliness
framework, which includes a protocol of cognitive processes, guiding prediction and
examination of user experiences for coherent imaginative blends propagated from
designers. With the earlier work focusing on the processes of converging designers’
proposals and users’ responses, this article offers design guidelines that centers on the
processes of generating the proposals for the user evaluation.

4 Design Cases

To demonstrate how the guidelines assist designers in making design choices, three
design cases are presented. The ideas of the first and the third cases originated from
design students’ projects led and guided by the author; the second case is one of the
author’s latest projects. All the design concepts have been developed by the author with
reflection based on the proposed guidelines. The user experience studies and results of
the first case (in the laboratory) and the second case (in the field) published elsewhere
[27, 28] provide empirical evidence for the proposed approach. The third case has also
been evaluated via video prototyping. This article focuses on the application of the
proposed guidelines.

4.1 Lock up

Lock Up is a design concept originated from a design student (Lui Yan Yan) under the
author’s supervision. It aims to assist users in smoking cessation. The design includes a
mobile app that turns the phone into an imaginative peak flow meter, together with a
smart case that holds the user’s lighter. When the user blows at the phone (the meter),
the level on the screen moves up, followed by a virtual character starting with a
skeleton indicating the poor health status. If the user locks up the lighter for some time
and then blows at the phone again, the character’s appearance improves for every time
interval. If the user takes the lighter out, the character quickly relapses.

1. Identify scenarios: The designers first related the smoking behavior to health checks
such as lung capacity tests, which typically involved a peak flow meter. This
physical artifact evoked a scenario of someone breathing out air into the meter.
Health-threatening events from news, hearsay, or movies, included infectious
viruses or radioactive chemicals leaks that spread and kill people. These dangerous
items were initially locked in a danger box; yet someone released them.
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2. Examine mappings: The actions taken around the smoking behavior included
opening the case and taking out the lighter, followed by putting back to the case and
sometimes performing lung tests. The actions in comparable scenarios included
opening and closing the danger box and performing health checks. The matching of
embodied experiences across the mapping included spatial relation (in/out the
container), physical contact (touch the item), proximity (far from the item), and
force (blowing hard at the meter/phone).

3. Perform blends: (1) The above actions were mapped and compressed into an
imaginative act of taking out and touching the life-threatening lighter or e-cigarette,
putting it back to the case, and breathing out air to the peak flow meter/phone.
(2) The smart case detected and tracked the continuous amount of time with the
lighter or e-cigarette in the case, and not in the case. This data was mapped with
results of the lung capacity checks, which were represented as different appearances
of the character showing its health status. The favorable condition was the lighter or
e-cigarette in the case, while the unfavorable condition was having it taken out. The
continuous time of the favorable condition elevated the character’s health status.
The period of time corresponding to each level of the health status could be con-
figured according to individual users’ needs. For example, the health status could go
up one level every four hours. To the contrary, the unfavorable condition dragged
down the health status, and the time could be very short. For example, it could drop
one level every five minutes. The configuration aimed to let users experience that
building up took time while destruction was like a flash. (3) Results of the lung
capacity checks, which are visualized in terms of the character’s health status, were
projected onto the blend, becoming virtual consequences of the habitual act of
smoking. Other inherent feedback of the habitual act that could be projected
included the lock up of the lighter or e-cigarette, which set a physical barrier from it
and functioned like a protective shield in the blended scenario. The virtual conse-
quences preserve the natural coupling in time and dynamics (e.g., the force of
blowing to the phone moved the meter level in real time).

4.2 Lights Out (aka Time Off)

Lights Out is a design emerged from the author’s project. It aims to prevent users from
excessive use of smartphones. It is a mobile application that turns the phone into a
room for the user’s imaginative “little” companion. It presents a virtual character on the
screen, together with a physical jacket for the phone. When the user turns on the screen
and uses the phone for too long, the character becomes tired, asks (via notification
messages) to turn off the light or wants to hide in the jacket. If the user continues to use
the phone (and keeps the screen on), the character gets sick and finally leaves the phone
(the room). If one turns off the screen for a while, the character starts to recover. Yet,
turning on the screen again prevents the character from full recovery. In other words,
both continuous and cumulative screen time data are considered.

1. Identify scenarios: The designers first looked closely at the basic actions of using
smartphones, including holding the phone and pressing the physical “sleep/wake
button” to “wake” it up. Based on the metaphor “Wake It Up Is Turn It On”, the
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designers extended to “Keep It Awake Is Keep Using It”. The sleep/wake button on
the phone was comparable to a light switch. Turning on the phone screen was like
switching on the light in a room. The screen light was annoying to the character
“inside” the phone just like the room light to someone in the room. One could not
rest and might become sick. When the situation became unbearable, one would
leave the room. This sounded like a familiar incident to many people.

2. Examine mappings: The action of smartphone use was turning on the screen. The
comparable action was switching on the room light. The matching of embodied
experiences across the mapping includes immediate feedback (the screen light and
the room light), spatial relation (the character “inside” the phone and someone in the
room), and physical contact (touch the sleep/wake button and the light switch).

3. Perform blends: (1) The habitual action of turning on the screen was mapped with
the action of switching on the room light. They were compressed into an imagi-
native act of switching on the phone-room light. (2) The tracked data was the
amount of time with the screen turned on, which implied the phone was in use. The
analytics included the time of every continuous session. Increase in the continuous
time of the current session incrementally made the character sick. The length of
continuous time bringing the character to the next state could be configured based
on individual users’ conditions. For example, the character might start to feel unwell
after 30 min of continuous use, followed by changing to next state every other five
minutes. The analytics also included the cumulative net time that was cumulative
screen-on time minus cumulative screen-off time. This net time informed whether
the character (and the user too) got enough time to rest and recover (the longer the
time of use, the longer the time needed for recovery). Exceedingly long continuous
time of one session or having the cumulative net time over a threshold (not enough
time to recover) would make the character leave the phone. The configuration was
intended to give users a sense that the little companion tried to endure or to recover,
as long as time was given. (3) Effects of the action of switching on the room light on
somebody were projected onto the blend and visualized in the character’s state,
becoming virtual consequences of excessive smartphone use. The inherent heat up
of the phone after exceedingly long sessions of use could be projected onto the
blend as a sign of the character’s fever. Overall, the imaginative act of switching on
the phone-room light for too long would result in virtually the character’s illness
and inherently the fever heat. The virtual consequences preserve the natural cou-
pling in time and spatial relation (e.g., the phone-room was like a miniature “inside”
the phone).

4.3 Sit-Hatch

Sit-Hatch is a design concept emerged from a mini project by two design students
(Kulasumpankosol Wagi and Dai Liyi) under the author’s guidance. It attempts to
motivate users to stand up while sitting too long during work. This sedentary style is
common but unhealthy. The design comes with a mobile app that turns the phone into
an imaginative egg candler (a device that cast light on eggs for examining the embryo
development). A smart cushion is provided for the user to put on the work chair. If the
user sits on it and works for too long (e.g., more than 60 min continuously), it starts to
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vibrate briefly and sends notifications to the phone. The user can aim the phone’s
camera at one’s lap and see an egg in the app, which shows that the chick inside is well
developed and about to hatch. If the user continues to sit and work, the hatched chick
finally suffocates (Fig. 1).

1. Identify scenarios: The designers drew on the vernacular Cantonese saying “Sit Too
Long Is Incubate Eggs”. A physical object related to natural incubating was the
nest. For a counterpart in the workplace, the designers considered a cushion on the
seat. Another related physical artifact, the egg candler, also came to the mind. This
device allowed the user to illuminate the inner of an egg. The translucent effect
revealed the development status of the embryo. While the egg was typically kept in
the incubator, the designers imagined that the user incubated the egg by his or her
body heat while sitting. The user regularly monitored the embryo development by
an egg candler until the chick hatched out. This was not a common, everyday event
to many people, but should be imaginable with the experience created by the
design.

2. Examine mappings: The habitual actions consisted of mainly the act of continu-
ously sitting and occasionally checking the phone. The comparable scenario
included actions like sitting on eggs, producing heat by body temperature, scanning
the eggs under the thighs by an egg candler. The matching of embodied experiences
across the mapping includes continuous time period (time of sitting and incubating),
spatial relation (cushion and eggs underneath the thighs), haptic (the heat produced
in sitting and incubating).

3. Perform blends: (1) The habitual action of continuously sitting during work was
mapped with the action of sitting on the nest to incubate the eggs. The habitual
action of checking the phone was mapped with the action of scanning the eggs by
the egg candler. They were compressed into an imaginative act of incubating eggs
and monitoring the egg development during work. (2) The tracked data was mainly
the current continuous sitting time (in minutes). The first 60 min of sitting could be
favorable, and that was mapped with the gradual development of the embryo inside
the virtual egg before hatching. The user could use the egg candler-phone to check
the translucent image of the egg intermittently. Other feedback of incubating
included vibrations from the egg, which should be increasingly frequent when the
hatching time was approaching. After 60 min, the chick hatched out and vibrations

Fig. 1. The user sits for one hour; the cushion vibrates and the app shows a translucent image of
an egg. If the user stands up, the chick hatches out; otherwise, the chick is suffocated.
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under the hip became very vigorous. The continuous sitting then became unfa-
vorable, which was mapped with suffocation of the newborn chick in a short period
of time (e.g., 5 min). If one continued to sit, more other chicks were suffocated.
Once the user stood up, the count reset and the user could sit to hatch again after a
while. This configuration applied to general people in order to put them into the
recommended period of sitting. (3) Results of the action of incubating were pro-
jected onto the blend and visualized in the translucent image of egg development
and vibrations under the thighs. The inherent heat under the thighs was brought to
the blend too, as it matched perfectly with the scenario of incubating. Overall, the
imaginative act of incubating during work brought virtual eggs to hatching and then
probably suffocating. The virtual consequences preserve the natural coupling in
time, spatial relation, and modalities.

5 Conclusion

The proposed approach will instill imaginative beliefs about virtual consequences of
behavior. Previous user studies in the laboratory and in the field provide evidence that
imaginative blends did emerge in participants. This article focuses on the idea gener-
ation and examination at the designer side. The author invites other researchers to use
the framework and conduct more empirical studies. Suggested work includes evalua-
tion of users’ intuitive associations with scenarios based on unfamiliar knowledge (e.g.,
metaphor in another culture), their extended interpretations of nontrivial consequences
contingent on different behaviors, and the correlation with any behavior change.
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Abstract. Push-notifications have the potential to reinforce positive
behaviours when applied in an intelligent manner. This paper explores
a method of improving the delivery process of push-notifications by
extracting scrutable persuasive features and refining prediction of notifi-
cation outcomes. Additionally, a method is proposed for generating rec-
ommended notifications, based on the extracted persuasive features, to
maximise potential engagement for scenarios such as behavioural inter-
ventions. The results illustrate that the persuasive features extracted
contributed toward improved push-notification action prediction and
that the personalised persuasive notifications recommended vastly
increased the Click Through Rate (CTR) of notifications.

Keywords: Push-notifications · Synthetic data · Scrutable persuasion

1 Introduction and Related Work

In today’s attention economy, an abundance of information is pushed from every
direction and device, seeking to constantly engage regardless of the emotional
state or health of those targeted. Push-notifications are an example of a powerful
design tool used to persuade engagement [8]. The intent of a push-notification is
to add timely value, however due to their inherent design and unintelligent man-
agement, notifications contribute toward adverse smartphone use and behaviours
resulting in poor digital health (e.g. NoMoPhobia, FOMO). This paper investi-
gates a means of improving the design and subsequent engagement behaviours
associated with push-notifications by: (1) Extracting scrutable persuasive fea-
tures from notifications; (2) Using the extracted persuasive features to improve
prediction of open/dismissal of notifications; (3) Generating personalised
persuasive notifications which can be used for positive behavioural change
interventions.
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Push-notification were a topic of recent study by Morrison et al. [7] whereby
the impact of timing and frequency of notifications on user responses and sub-
sequent use of a health-intervention app was explored. Similarly, Smith et al. [9]
studied the impact of personality on choosing a persuasion type for personalised
reminders in melanoma patients. Cialidini’s 6 principle’s of behaviour [1] were
used for identifying the suitability of a reminder in a given situation. Compara-
bly, Thomas et al. [5], also use Cialdini’s principles to craft personalised messages
for encouraging healthy eating. This paper uses Cialdini’s principle’s in an iden-
tical manner, in the sense of generating personalised persuasive notifications,
but also leverages the scrutable facets they offer for enabling transparency and
explainability.

2 Method

2.1 Data Collection

A smartphone application was created to capture push-notifications in-the-wild
for the purposes of identifying negative notification-engagement behavioural pat-
terns and developing intelligent systems which could improve behaviour toward
notifications. 15 participants (2 female, 13 male; all Android users) engaged with
the WeAreUs app over a period of 4 months allowing for the collection of over
30,000 push-notifications as well as 291 questionnaires. The questionnaire was
used to identify and verify features such as the sender of the notification (using
the participants contact list) and the subject of the notification. For this study,
the WeAreUs data set is limited to 11 users (male; aged 21–64) as 4 of the par-
ticipants had under 100 notifications logged (due to notification settings of their
device). During the study, the participants were not restricted to any particular
smartphone activity (e.g. business or leisure).

2.2 Feature Engineering

The original notification features captured through the WeAreUs app are as fol-
lows:

{
app, category, priority, subject, time, day, updates, contactSignificantTo-

Context, action (open/dismiss)
}
. Dismiss is defined as a user removing (swiping

away) a notification without opening (clicking) it. On inspection, these features
do not easily reveal whether a push-notification will be persuasive. An objective
of this study is to enable end-users to identify persuasive facets of notifica-
tions they receive in order to promote improved self-awareness of notification-
engagement behaviour and prevent addictive habits forming. Therefore, 6 fea-
tures of persuasiveness (P1–P6) are derived with respect to push-notifications
using Cialidini’s 6 principle’s as a guide and the original features as seed. Cia-
lidini’s principles are as follows: Scarcity: people will place higher value on
something that is rare; Authority: people follow and respect requests made
by an authority; Reciprocity: people feel obliged to return a favour; Com-
mitment and Consistency: people tend to follow through on their word and
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uphold behaviours associated with their own self-image; Liking: people will fol-
low what they like; Social Proof : people will do what they see their peers doing.
These principle’s are applied to push-notifications as follows (P1–P6 scores are
weighted evenly, and sum to a max value of 6):

1. P1 (Authority) - a combined measure of (a) priority; (b) number of updates;
and (c) a contact’s significance to a given context; indicates persuasiveness.
Assumptions: the app is considered an authority on knowing how important
a notification is; an associated contact is an authority if found relevant to the
context.

2. P2 (Scarcity) - a measure of how rare a notification is, indicates persuasive-
ness. Assumption: notifications which are rarely seen are more tempting to
open.

3. P3 (Liking) - a measure of previously liked feature content, taking the action
‘opened’ as an indicator of likeness, indicates persuasiveness. Assumption:
users are persuaded by notifications which contain content they like.

4. P4 (Social Proof) - a measure of similar notifications opened by other users
indicates persuasiveness. Assumption: users tend to act similarly to their
peers.

5. P5 (Commitment and Consistency) - a measure of similar notifications opened
by the user (essentially their habits), indicates persuasiveness. Assumption:
users tend to behave consistently with their notifications.

6. P6 (Reciprocity) - a measure of how recently content was consumed in an app
before the app sent a notification, indicates persuasiveness. Assumption: if
content was recently consumed in an app, the user acknowledges they received
value and are more likely to be persuaded to open a notification from it.

2.3 Prediction and Generation

Once extracted, the 6 persuasive principle’s (P1–P6) derived with respect to
push-notifications were evaluated using a selection of machine learning algo-
rithms to ascertain the effectiveness of the facets toward predicting whether an
incoming push-notification is opened or dismissed. Additionally the persuasive
features were also evaluated using Mean Decrease Impurity (MDI) [6] for iden-
tifying the level of importance of each feature when predicting open or dismiss.
The hypothesis being that the derived persuasive features should improve the
performance of predicting a notification’s Click Through Rate (CTR), as highly
persuasive notifications should indicate a higher likelihood of opening a notifica-
tion. Subsequently, the persuasive features should also be identified as of higher
importance when attempting to predict opens/dismissals for this same reason,
highlighting their value toward prediction performance.

Assuming the persuasive features are a good indication of CTR, synthetic
notifications generated with a high combined sum of P1–P6 should be opened
more frequently by the receiver. A conditional Wasserstein Generative Adver-
sarial Network with Gradient-Penalty (WGAN-GP) [4] was used to synthetically
generate push-notifications with combined P1–P6 values of between 5 and 6. The
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synthetic notification data was first evaluated using the Train on Real, Test on
Synthetic (TRTS) [2] method to ensure convincing samples were being gener-
ated. Subsequently, the synthetic notifications were then classified as opened or
dismissed by the selection of machine learning algorithms trained on the orig-
inal notification data (simulating a real world scenario) and the results were
compared against a random benchmark and the original notification data.

Fig. 1. F1 scores of selected algorithms when predicting notification action

3 Results and Discussion

Figure 1 illustrates the results obtained when a selection of algorithms were used
to predict the open or dismissal of a notification. Three scenarios are shown for
comparison. In the original scenario, each algorithm was trained and tested using
only the original features of the notification. In the persuasive scenario, only the
extracted persuasive features (P1–P6) were used for training and testing. The
last scenario, both, is the union of all features used in the first two scenarios. The
F1 score was taken as the metric for measuring performance due to the necessity
for balancing Precision and Recall. Stratified 10-fold cross validation was used
for each scenario. As can been seen from the results, the scenario in which both
the original and persuasive features were used together yields best performance
across all algorithms but for Naive Bayes and Random Forrest, in which the
persuasive scenario performs best. While only a marginal increase in most cases
over use of original features alone, this demonstrates that the persuasive features
add value in performing predictions of open/dismissal of notifications.

Additionally, the persuasive features add a scrutable element as they were
derived based on well defined principle’s of persuasion. Therefore, a sys-
tem implementing features P1–P6 could illustrate their values to end-user’s
when explaining automated decisions or facilitating self-reflection and steering
behavioural change. For example, Fig. 2 illustrates categories of notifications with
associated P1, Authority, values. The chart highlights that notifications with
categories msg and reminder generally have a high Authority persuasion factor.
Armed with this information, user’s could adjust their behaviour by ensuring
they don’t open notifications of this type simply because they feel they are
authoritive.
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Fig. 2. P1 values (in the range 0–1) of notifications split by category

Although the combination of original and persuasive features performed best,
by ascertaining feature importance via MDI implemented through the Scikit-
Learn ExtraTreesClassifier, select persuasive features were identified as most
important. P3 and P6, Liking and Reciprocity respectively, were ranked highest
for 8 of the users while original features such as the app and the day of the week
were ranked most important in only 2.

The WGAN-GP was chosen for synthetic generation as it shows enhanced
training stability and enables categorical, as well as continuous, feature gener-
ation. The generated data was evaluated using TRTS, such that all algorithms
were first trained on the real notification data and then tested using the gen-
erated data. By comparing the resultant F1 scores with those from Fig. 1, the
similarity between the synthetic and real data could be evaluated. The Root
Mean Squared Error (RMSE) calculated across F1 scores of all algorithms iden-
tified the scores differing in the range of 0.02–0.07, illustrating that convincing
samples were generated. Discrepancies in prediction performance using synthetic
data could be attributed to a loss of nuance generated within the data, whereby
the real distribution of all features was not mapped fully to the generator’s
latent space. For each user, 1000 notifications with a combined P1–P6 sum of
between 5 and 6 were generated using the conditional WGAN-GP generator as
an example of an intelligent system which can recommend highly personalised
and persuasive notifications on demand. The recommended notifications were
then tested using the selected algorithms which were trained on real notifica-
tion data for each user. A data set of 1000 randomly generated notifications was
used as a benchmark and the original notifications were also used for compari-
son. Figure 3 depicts the CTR of each scenario for all user’s and illustrates that
the synthetically generated persuasive recommendations typically have a much
higher CTR than those randomly generated, or those originally sent to the user.
The result of this means that persuasive notifications can be generated, based on
Cialidini’s principle’s, such that users will open them. Notifications such as these
could be used to motivate positive behavioural change at opportune moments
while ensuring, through the scrutable persuasive features, that the user is aware
of the type of persuasion they are subjected to.



72 K. Fraser et al.

Fig. 3. Comparison of CTR of users using differing notification data sets.

4 Limitations, Future Work and Conclusion

Due to the intimate nature of notifications, encouraging participation in a study
such as this is challenging [3], hence the dataset of 11 male users is a limiting
factor of this study. Similarly, technological restrictions regarding notification
monitoring set in place on iOS devices prevented those users being included in
the study. However, this was used as motivation for generating synthetic notifi-
cations, a method of which is proposed in this paper. Future work will aim to
improve synthetic notification generation with respect to persuasive notifications
as well as extraction of additional features which indicate persuasive strategies.
In addition, measuring extracted persuasiveness against that perceived by the
user and identifying actions which follow is also proposed for future work.

In conclusion, the goal of this paper was to evaluate a method of extracting
scrutable persuasive features from push-notifications for the purpose of improv-
ing predicted action outcomes and enabling users to reflect on the persuasive
characteristics. The results illustrated that persuasive features could be extracted
and visualised and that performance in predicting notification action outcomes
could be improved using the persuasive features. Recommended persuasive noti-
fication could also be generated on demand and were also shown to increase the
Click Through Rate (CTR) of users when simulated.
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Abstract. This paper studies the possibilities to support participatory design
processes with persuasive technologies. Drawing on extant work by Elizabeth
Sanders, it introduces a comprehensive framework for participatory design
which highlights challenges for collaborative attitudes and behavior. To see how
persuasive technologies can answer these challenges, the paper reviews the
proceedings of the PERSUASIVE conferences since 2010. It identifies 186
application cases, which can be related to twelve different technology platforms.
Following a design science research approach, the paper introduces an online
navigator to explore different scenarios to support participatory design processes
resulting from the findings of the literature review. The navigator can be applied
together with Fogg’s eight-step design process for creating persuasive tech-
nology. To evaluate the navigator, two artificial evaluation iterations are con-
ducted: ex ante a criteria-based analysis to show its theoretical efficacy and ex
post problem-centered interviews with experts to gain further insights. The
results contribute to a better understanding of the role that persuasive tech-
nologies can play in participatory design activities.

Keywords: Participatory design � Co-design �
Applications of persuasive technology � Design science research �
Technology channels

1 Introduction

Co-creation and co-design workshops are popular means to integrate external knowl-
edge into the innovation processes of an organization. Popular examples include
workshops or hackathons. While technology is often the subject of such workshops,
innovation processes at the workshop are usually driven solely by direct human
interaction. Technology support, which is otherwise very common in collaborative
(open) innovation processes [1] is often missing. At the same time, workshop activities
with non-professional designers are often accompanied by problems regarding the
motivation or distraction of the participants. Existing research determines challenges
concerning the efficiency of collaboration [2] and identifies the need for concepts to
motivate and support participants [3, 4]. Researchers from other domains designed
methods for integrating and motivating participants in open innovation processes [1, 5].
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Furthermore, persuasive strategies and design principles have already been developed
to minimize negative side effects of digital motivation on teamwork [6].

Persuasive technology as a research area focuses on technologies, concepts, design
principles, theories, evaluation, strategies, etc. that change attitudes or behaviors of
users by using persuasive technologies [7, 8]. According to Fogg [9] a behavior change
consists of three factors: motivation, ability and triggers. While research on persuasive
technology has already produced numerous results, particularly in the area of health-
care applications and influence on social behavior, the application of persuasive
technologies to stimulate and propel the collaboration between different actors has so
far received little attention in this community. Torning and Oinas-Kukkonen [10]
already identified knowledge work and collaboration as a challenging field in 2009. Yet
there are still only a few studies in this field, for example [11, 12]. Our research will
therefore focus on creating an application navigator showing different applicable per-
suasive technologies for participatory design processes to engage collaboration
between people. To our best knowledge and a systematic search in the proceedings of
the PERSUASIVE conferences since 2006 for keywords such as co-creation, co-
design, collaboration, cooperation and participatory design no comparable work has
so far been undertaken. To propose an approach for persuasive technologies in par-
ticipatory design, this study addresses the following research question: How can per-
suasive technologies be applied to change attitudes and behavior in participatory
design processes?

2 Conceptual Background: Co-design and Participatory
Design

The following section describes the conceptual foundations for this study. First, an
overview about co-design and participatory design is presented, followed by success
factors for the engagement in such processes.

Co-design in the narrower sense is describing the collaboration of designers. In a
broader sense, the term is not limited to design professionals and it can be seen as
collective creativity during a design process [13]. Customer co-creation and lead user
integration in co-creative activities address questions of co-design, but are mainly
researched as processes between producers and customers [1, 14]. Participatory design
today means the inclusion of non-professional designers in a co-design process [15].
Muller, Wildman and White provide a taxonomy of participatory design practices [16].
A similar approach is pursued by Sanders, Brandt and Binder [15], who created a
framework for practicing participatory design. In this framework a cycle of activities in
participatory design processes is presented: making, enacting and telling [15, 17].
These can be seen as sequencing or connected activities in co-designing. Making refers
to creating tangible things, this describes the use of hands to transform ideas into
physical artifacts [17]. Enacting consists of acting, enacting and playing, this “refers to
the use of the body (…) to express ideas about future experience” [17]. Telling refers to
talking, telling and explaining, e.g. verbal descriptions of ideas or future artifacts [17].

Participatory design processes require motivated and focused users. One known
way to motivate users is to make them feel co-owners of the result, this can be achieved
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by techniques that help users to express themselves and keep these expressions in the
results [18]. Others state that cooperation in a community, learning of new things,
entertainment and good support by the supervisors improve motivation in collaborative
processes [3]. Interventions by supervisors need the right timing and must be clearly
formulated in order to have a positive effect on cooperation [4]. Hagen and Robertson
[19] found out that social technologies, such as Facebook, Twitter, personal blogs and
discussion platforms are promoting participation in design. Jarvela and Jarvenoja [2]
developed 14 challenge scenarios to identify motivation regulation in collaborative
learning. These challenges address five challenge categories: personal priorities, work
& communication, teamwork, collaboration and external constraints. Their research
shows that participants applied the following motivation regulation strategies: task
structuring, social reinforcing, efficacy management, interest enhancement, socially
shared goal-oriented talk and handicapping of group function [2].

3 Research Design

In order to answer the research question, we use a design science research approach,
which generates insight into a problem by working on its solution [20, 21]. We create a
navigator as an IT artifact to support the application of persuasive technologies in
participatory design. The navigator is focused on the integrability into Fogg’s eight-
step design process, especially the steps 4–6: choice of familiar technology channel,
identification of relevant examples and imitation of successful examples [8]. We chose
a quick and simple evaluation strategy, since our design is with low social and technical
risk [22]. IT artifacts can be evaluated regarding e.g. functionality, completeness,
consistency, accuracy, and usability [21]. We conducted two artificial evaluation
iterations: ex ante a criteria-based analysis to show the theoretical efficacy and ex post
problem-centered interviews [23] to validate the artifact with researchers and profes-
sionals working on participatory design or persuasive technology [22, 24].

For building the knowledge base of the artifact, we started with a literature-based
search. Two researchers reviewed and analyzed the proceedings of the PERSUASIVE
conferences from 2010 to 2018. For these 222 papers an abstract and title screening
was carried out. In the following step, papers that describe, use, or create a persuasive
technology were reviewed in detail, which covers a set of 139 papers describing 186
different applications of persuasive technologies. By categorizing and grouping of the
persuasive technologies, twelve different technology platforms could be identified. In a
second step we conducted a database search in Scopus and Google Scholar with the
terms “Persuasive Technology” and the respective identified technology platform to
find relevant papers and validate the technology platforms outside the persuasive
technology community. Then, we categorized all identified papers regarding technol-
ogy or technology concept, keywords and domain, topic or field of the appliance.

To answer the research question, we developed an artifact with application sce-
narios for each of the twelve technology platforms. These scenarios were divided into
four different dimensions (cf. Fig. 1), three of them are activities originating from
Elizabeth Sanders’ framework for practicing participatory design: making, telling,
enacting [15, 17]. These activities contain existing tools, techniques and methods for
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participatory design processes. We added a fourth dimension, general challenges, e.g.
motivation, work and communication, external constraints, to our artifact since these
processes require motivated and focused users (cf. Sect. 2). Figure 1 shows an over-
view of the underlying structure of the artifact with its four dimensions.

4 Artifact Description and Evaluation

4.1 Persuasive Technology Platforms

The analysis of the selected literature shows 186 technology applications that can be
categorized in twelve different persuasive technology platforms. Table 1 gives an
overview about the platforms, a description or an example and the number of mentions.

4.2 Applications for Persuasive Technologies in Participatory Design

The identified technology platforms and examples from the selected papers were
mapped to four dimensions (cf. Fig. 1). The results contain application examples for
the different persuasive technology platforms. Based on the existing examples in other
application domains, we derived application scenarios for persuasive technologies in

Talking, telling and explaining

Making tangible things Acting, enacting and playing

General Challenges

Fig. 1. Overview of the underlying structure of the artifact (cf. [2, 15, 17])

Table 1. Overview of identified technology platforms

Technology platform Description/example R

AR & VR Augment physical settings or show 3-D mock-ups 12
Displays, Lights & Sound Show information or influence participant behavior 14
Games Serious games to reflect opinions or enable learning 21
Online Collaboration Tools e.g. video conferences, collaborative blogs, wikis 2
(Persuasive) Messages (Text) messages to remind or influence people 21
Physical Tags e.g. QR codes or RFID tags to enhance activity 2
Prototyping Toolkits e.g. (electronic) toolkits with persuasive strategies 1
Robotics (Humanoid) robot assistant 5
Sensors, Analytics & IoT e.g. wearables, sensors, IoT devices or analytic-tools 29
Smartphone App Applications on smartphones, tablets or similar devices 29
Virtual Agent & AI Artificial intelligence to monitor and recommend actions 18
Web & Social Network Show additional data or provide social components 32
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participatory design processes. These examples were extended by suitable system
features of persuasive technologies and persuasive principles as described by [25].
Each application scenario is mapped to or adapted from one of the existing tools,
techniques and methods for participatory design (cf. [15, 17]) or one of the challenge
categories for collaborative design processes (cf. [2]). The following paragraphs and
Tables 2, 3, 4 and 5 describe the contents of the four dimensions of the navigator. The
online implementation of the artifact including additional data, for example persuasive
principles for each scenario, is available at: http://pt-navigator.innovationresearch.eu.

Table 2 lists the application scenarios for the making activity. Augmented reality
and virtual reality applications can be used to add virtual and interactive mock-ups to
physical or digital participatory design settings to improve prototyping possibilities.
Classical prototyping methods can be extended by using technology-focused proto-
typing toolkits.

Table 3 gives an overview about application scenarios for enacting. AR, VR,
displays, lights and sound can be implemented to provide further information to
facilitate the phase for the participants. Games are already mentioned by Sanders,
Brandt and Binder, in their framework [15], existing games can be extended by per-
suasive strategies as it is already in use e.g. in learning scenarios. Robotics, virtual
agents and artificial intelligence are capable of monitoring participants’ behavior to
further influence passive or distracted participants to facilitate acting, enacting and
playing. Web and social networks can connect online and offline settings to improve
collaboration inbetween.

Table 4 shows identified application scenarios for telling activities. AR and VR can
play a supporting role by putting participants directly in future scenarios. Online col-
laboration tools, smartphone apps, web and social networks can be used to digitize
elements of the design process. This can reduce barriers and persuade people to share
their opinions. Robots, smartphone apps, sensors, analytics and IoT can further support
some of the existing tools, techniques and methods, e.g. documentaries, self-
observations or timelines (cf. [17]). Persuasive messages can act as reminders to per-
form certain actions or guide through conversations to improve the quality of the
content. Tags, like QR codes may be used in particular to facilitate participation at
specific locations.

Table 2. Overview of persuasive technology platforms for making tangible things

Technology platform Application scenario Existing example(s)

AR & VR Virtual 3-D
mock-ups

Virtual bike tutorial [26]; Virtual
kitchen [27]

Prototyping Toolkits Technology-focused
prototyping

Littlebits [28]; Prototyping tools that
encourage co-creation [29]
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Table 3. Overview of persuasive technology platforms for acting, enacting and playing

Technology platform Application scenario Existing example(s)

AR & VR Enhancing acting and enacting by
displaying additional information

Digitally augment a plate of food by
showing information [30]

Displays, Lights &
Sound

Ambient lighting or displays for
influencing participant behavior

Ambient lighting for energy-efficient
behavior [31]; LED displays for
influencing crowds [32]

Games Influence users to participate, reflect
opinions, or to enable learning

Reflection for healthy eating
through gaming [33]; Persuasive
learning [34]

Robotics (Humanoid) robot persuading people
to enact

Social robot monitoring certain
actions [35]; Education game [36]

Virtual Agent & AI Virtual Agent or AI monitors
participation and persuades passive
people

Argumentation-based
recommendation techniques [37];
Empower individuals, facilitate
decision making [38]

Web & Social
Network

Augment offline playing or
interactions with an online
component

Online Tool for learning and
increasing energy awareness [39]

Table 4. Overview of persuasive technology platforms for talking, telling and explaining

Technology platform Application scenario Existing example(s)

AR & VR Facilitate telling by putting
participants in virtual or augmented
scenarios

Simulated experiences in VR
concerning awareness of personal
fire safety issues [40]

Online Collaboration
Tools

Virtualize talking, telling and
explaining methods, by using e.g.
video conferences, collaborative
blogs, wikis, etc.

Using ICT to approach cross-cultural
communication [41]

(Persuasive)
Messages

Structure and guide through
conversations with persuasive
messages

Text messages to reduce electricity
consumption [42]; Auditory
messages for influencing crowds [32]

Physical Tags Trigger location-based participation QR codes on products to simplify
purchase and to give additional
information [43]

Robotics (Humanoid) robot guiding through
processes or assisting e.g.
observations

Social robot monitoring certain
actions [35]; Robot assistant [44]

Sensors, Analytics &
IoT

Simplify e.g. timelines and self-
observations

Monitor activities and health
condition [45]; Track behavior via
self-reporting [46]

Smartphone App Digitizing various talking, telling and
explaining activities by using
smartphone apps

e-coaching system to support
organizational processes and lifestyle
changes [47]

Web & Social
Network

Motivate participants by virtualizing
parts of the design process using a
persuasive social network

Motivate users to generate and share
feedback [48]; Persuasive Q&A
social networks [49]
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The fourth dimension (cf. Table 5) mainly deals with general challenges, e.g.
motivation, work and communication, external constraints [2], especially with
detecting and involving passive people. Displays, lights and sound are able to avoid
confusion and to guide concretely through the process and display explanations and
reminders. Robots and smartphone apps may play a similar role to support this part of
the process. Online collaboration tools can link an offline to an online setting and
include remote participants. Physical Tags, like QR codes or RFID tags can increase
activity and provide additional information and help e.g. in combination with web and
social networks. Persuasive messages can involve passive people and encourage them
to participate. Sensors, analytics, IoT and virtual agents can also use wearables such as
smartwatches to monitor participants and encourage them to become more active, or to
monitor and control the process in a targeted manner.

Table 5. Overview of persuasive technology platforms to address general challenges, e.g.
motivation, work and communication, external constraints, etc.

Technology platform Application scenario Existing example(s)

Displays, Lights &
Sound

Guide trough processes and show
adaptive reminders

Adaptive reminders for safe work
[50]

Online Collaboration
Tools

Bridge online offline gap and
include remote participants

Use video conferences,
collaborative blogs, wikis, forums
and Google Docs [41]

(Persuasive)
Messages

Involve passive people Persuasive videos to encourage
physical activity [51]; Collect logs
and send reminders [52]

Physical Tags Enhance activity by including QR
codes or RFID tags in the design
process and e.g. displaying
additional information

QR codes on products to simplify
purchase and to give additional
information [43]

Robotics Robot guides through design
process

Robot assistant [44]; Robot guides
through education game [36]

Sensors, Analytics &
IoT

Track activity data of participants
and encourage activity

Feedback on participation levels
during meetings [53];
Smartwatch-based system for
supporting group cohesion in
physical activity [54]

Smartphone App Improve collaboration by
supporting decision making and
explaining or recommending
actions

Phone-based recommendation
system [55]; Facilitate decision
making [38]

Virtual Agent & AI Monitor progress and suggest
following actions

Monitor health condition, connect
users and recommend activities
[45]

Web & Social
Network

Show additional data or
background information about
selected items

Online tool for learning and
increasing energy awareness [39]
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4.3 Evaluation

In this study, an application navigator was developed (cf. Tables 2, 3, 4 and 5) to
facilitate the application of persuasive technologies in participatory design processes.
Beyond that an online implementation (http://pt-navigator.innovationresearch.eu) was
created. In an artificial ex ante evaluation, we assigned the identified technology
platforms together with suitable examples from the literature set to the four dimensions
of the navigator. In order to evaluate the theoretical efficacy in the individual dimen-
sions, a criteria-based analysis was conducted [24]. The goal was, for each persuasive
technology platform, to show the application in at least one of the four dimensions.
Based on the selected examples, application scenarios in the respective dimensions
were developed. These were evaluated with respect to their relation to the tools,
techniques and methods in the activities of the underlying framework [15] or the
challenge categories and motivation regulation strategies in [2]. Tables 2, 3, 4 and 5
show the results of the criteria-based analysis. The described application scenarios
show theoretical efficacy in participatory design processes. Afterwards, an ex post
evaluation was performed. The evaluation was carried out regarding the functionality,
completeness, consistency, accuracy, and usability of the artifact [21]. We conducted
four problem-centered interviews [23] with researchers and professionals from different
institutions working on participatory design or persuasive technology. The interview
guideline followed steps 4–6 of Fogg’s eight-step design process [8]. The questions in
each step were designed in order to evaluate the plausibility and applicability of the
navigator, including the four dimensions, the technology platforms and the examples.
The interviewees were provided with the online implementation of the navigator and
the tables from this paper. In sum, the interviews lasted approximately five hours and
were documented in audio recording or writing and afterwards systematically
reviewed, structured and categorized.

The overall feedback of the interviewees underlines the applicability of the navi-
gator. In order to facilitate the selection of possible technology platforms, the clear
presentation and usability were pointed out. One interviewee remarked that a subdi-
vision into further dimensions could be helpful, such as, if the technology is addressing
a single person or a group of participants or whether it can be used more in a goal- or
process-oriented way. Regarding the identification of technology platforms to address
the activities or challenges, the interviewees noted that they are familiar with the
dimensions from their own experience and that the separation therefore seems rea-
sonable. Beyond that, it was stated that there are overlaps and correlations between the
dimensions, which could be clarified in the future. One interviewee remarked that
especially the use of smartphones could have a counter-productive effect on partici-
pants, as they might be distracted by e.g. push messages. For the third step, the
identification and imitation of successful examples, the presentation and selection of
the examples were regarded as comprehensible and helpful. For the future, respondents
noted that concrete implementation scenarios with more detailed and tested examples
would further improve applicability. In addition, the focus on persuasive design
principles could be increased. The online implementation of the navigator was initially
perceived as overloaded in some places, then the explanatory texts, the overall pre-
sentation and the relation to the eight-step design process were improved.
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5 Discussion and Conclusion

By reviewing extant literature, we were able to differentiate twelve categories for
persuasive technology platforms which can be used as channels for the intervention [8].
Previous research identified similar platforms, for instance, Orji and Moffatt [56] cat-
egorized persuasive technologies in seven different (six plus one category for others)
platforms: mobile and handheld devices; game; web and social network; desktop;
sensors and wearable devices; ambient and public display; and other specialized
devices. Most of the frequently used technology platforms in this study are similar to
the ones by Orji and Moffatt. We want to point out that it makes sense to list persuasive
messages as a separate category, although of course they need a medium to be
transmitted, e.g. a display, but a display itself can also act as a persuasive technology
without using persuasive messages. Virtual agents and artificial intelligence are as well
frequently used and can definitely add value in participatory design settings. Aug-
mented reality and virtual reality are often used in the persuasive technology com-
munity, especially to simulate (future) situations, which can also be useful in design
workshops. According to Fogg it is a challenge to choose the right technology that is
suitable for the target behavior [8]. For this purpose our navigator contains descrip-
tions, examples and persuasive principles for the respective technology platforms.

The second part of our findings is embodied in the navigator artifact, which puts the
findings from literature into a common context of practical application. Such a com-
pilation has not yet been implemented in the community. Participatory design is not
much underpinned by technology so far, especially in workshop settings, so we can
offer an added value in this context. As the interviews have confirmed, the navigator
supports the steps “find relevant examples of persuasive technology” and “imitate
successful examples” of Fogg’s eight-step design process [8]. This simplifies the
implementation of persuasive technologies in participatory design. For three of the four
dimensions we used an accepted framework for practicing participatory design [17].
Most of the identified examples are fitted directly to one of the existing elements of this
framework. Users can continue to select elements for their workshops or other pro-
cesses as usual and replace or enhance them by one of the identified persuasive
technologies. As in the original framework, less examples could be found for the
category “making tangible things”. This might be caused by its focus on creating
physical objects. The fourth dimension also offers clear added value as it addresses
common problems from collaborative design processes (cf. [2]). Persuasive technolo-
gies can be used to detect disruptions or guide through processes and to provide
support for the participants. Thus the quality of the things to be designed can be
increased. All success factors for engagement mentioned in Sect. 2 can be addressed by
our navigator, especially the motivation regulation strategies as described by [2]: task
structuring (e.g. Robotics, Virtual Agent & AI), social reinforcing (e.g. Virtual Agent
& AI, Physical Tags, Smartphone App), efficacy management (e.g. Sensors, Analytics
& IoT, Persuasive Messages), interest enhancement (e.g. AR & VR, Web & Social
Network), socially shared goal-oriented talk (cf. Table 4) and handicapping of group
function (cf. Tables 4 and 5).
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This paper is currently still quite theoretical-conceptual and will have to be
underpinned by concrete implementation concepts in the future. Another limitation of
the contribution results from the exclusive focus on Sanders’ original framework,
which is a seminal contribution to research, but could be updated and extended
regarding newly emerging formats and environments of interaction. Furthermore, the
period and scope of the literature search offers potential for expansion, particularly
regarding the extant discussion in the field of participatory design. Nevertheless, we
believe that our work adds an important new facet to research on persuasive tech-
nology, opening up interesting new directions for future studies.
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Abstract. This paper describes an investigation into the effectiveness
of ArguMessage, a system that uses argumentation schemes and limited
user input to semi-automatically generate persuasive messages encour-
aging behaviour change that follow specific argumentation patterns. We
conducted user studies in the domains of healthy eating and email secu-
rity to investigate its effectiveness. Our results show that ArguMessage
in general supported users in generating messages based on the argu-
mentation schemes. However, there were some issues in particular with
copying the example messages, and some system improvements need to
be made. Participants were generally satisfied with the messages pro-
duced, with the exception of those produced by two schemes (‘Argument
from memory with goal’ and ‘Argument from values with goal’) which
were removed after the first study.

Keywords: Persuasion · Argumentation schemes · Message generation

1 Introduction and Related Work

The process of creating and confirming the validity of persuasive messages is
a cumbersome and time consuming task, particularly given the lack of domain
independent tools for the purpose of message generation. For example, Thomas
et al. [15] manually created and validated healthy-eating messages for each of
Cialdini’s principles of persuasion1 using a time-consuming process. They sug-
gested that argumentation schemes could be used to partially automate the
process of message creation after message types have been validated, as these
schemes have a clear structure that can accommodate modifiable and replace-
able variables. This would allow domain experts to easily create messages which

1 A study was conducted to group messages into the six principles with over 150
participants and the measure used for effective validation of their messages was the
Free-Marginal Kappa [13].
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follow a particular argumentation pattern, removing the need for message val-
idation. A corpus of such messages can then be incorporated by, for example,
intelligent agent software or used in user studies. There is some existing research
that uses persuasive strategies and argumentation together to motivate people
to make changes in their behaviour. For example, ‘Daphne’ [8] and ‘Portia’ [11]
use a conversational agent based on argumentation for behaviour change.

Much existing research illustrates guidelines for persuasive message design
and communication, mainly in the domain of health promotion [3,6,9,20] and—
to a lesser extent—within the cyber-security domain [2]. Table 1 shows a sample
of studies within the health domain with examples of the messages used. Note
that the messages produced in these studies were all manually created by the
researchers and were not validated before they were used in the evaluation stud-
ies. Message creation and validation is a time intensive task depending on the
number of messages that are required.

Thomas et al. [15] claimed that automating the process of creating valid
persuasive messages could be accomplished by integrating Cialdini’s principles of
persuasion [4] and argumentation schemes2 [12,19]. They created a system called
ArguMessage [17], built on the basis of the mapped Cialidini’s principles and
argumentation schemes (see Table 2) intended to make the process of generating
persuasive messages easier, and proposed using the system to generate healthy
eating messages. Additionally, Thomas et al. proposed to implement the system
in the cyber-security domain, focusing on email security and phishing to generate
messages to help users protect themselves against malicious emails [14].

In this paper, we evaluate the effectiveness of ArguMessage across these two
domains to ensure the results are generalisable. We present two user studies one
for each domain, to answer the following research questions:

RQ1. How easy is it to produce messages using ArguMessage?
RQ2. How satisfied are participants with the messages generated?

The goal of this work is to investigate whether ArguMessage is easy enough to
use for people who are not experts in argumentation to produce messages, and
whether the messages generated by the system are natural enough for users to
be satisfied with them.

The remainder of the paper is structured as follows: Sect. 2 describes the
studies’ design; Sects. 3 and 4 describes the results studies into the generation
of healthy eating and email security messages respectively; and Sect. 5 draws
conclusions and proposes future work.

2 Argument schemes are commonly used defeasible patterns of reasoning, for example
arguing that something is the case because an expert stated so.
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Table 2. Cialdini’s principles mapping to argumentation schemes [14]

Cialdini’s principles Argumentation schemes

Commitments and consistency Argument from commitment with goal

Practical reasoning with goal

Argument from waste with goal

Argument from sunk cost with action

Argument from values with goal

Social proof Argument from popular opinion with goal

Argument from popular practice with action

Liking Practical reasoning with liking

Practical reasoning with goal and liking

Argument from position to know with goal
and liking

Authority Argument from expert opinion with goal

Argument from rules with goal

Argument from position to know with goal

Argument from memory with goal

2 Studies’ Design

We used ArguMessage to conduct two studies to generate corpora of healthy
eating and email security messages. Both studies had the same design.

Fig. 1. Explanation of argumentation scheme and questions
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Participants were first given instructions explaining what they were required
to do, namely generate three persuasive messages using three “recipes” (argu-
mentation schemes); they were then asked to answer some questions to help
ArguMessage generate the messages. Next, the description of a “recipe” was
shown (including an example of the message it generates) along with a set of
questions which the participant needed to answer to generate a message. Once
the participant was happy with their answers, ArguMessage used template-based
natural language generation to create a message and present it to the partici-
pant. Finally, participants indicated their satisfaction level with the message
generated on a 5-point Likert scale and provided feedback. This was repeated
3 times, for 3 randomly chosen recipes, leading to the generation of 3 messages
per participant. The recipes were based on the 14 argumentation schemes shown
in Table 2 (with 9 schemes used in the second study as explained below).

Table 3. Healthy eating domain: mean user satisfaction rating of generated messages
within argumentation schemes and p-values for Z-test comparing the mean to 3, and
for those not-significantly above 3, to 2

Argumentation scheme Rating (1–5) >3 >2

Argument from expert opinion with goal 4.15 ***

Argument from position to know with goal and liking 4.07 ***

Argument from popular opinion with goal 4.06 ***

Argument from position to know with goal 4.00 ***

Argument from sunk cost with action 4.00 ***

Practical reasoning with goal and liking 3.93 *

Practical reasoning with liking 3.89 *

Practical reasoning with goal 3.84 **

Argument from popular practice with action 3.63 *

Argument from commitment with goal 3.42 ***

Argument from waste with goal 3.20 ***

Argument from rules with goal 3.16 ***

Argument from memory with goal 2.57

Argument from values with goal 2.23

*** p < 0.001; ** p < 0.01; * p < 0.05

After the first study, the system was improved (see below). An illustration of
the completed participant input is shown in Fig. 1. In this instance, the message
generated would be “If you stop trying to check for genuine links in incoming
emails now, all your previous efforts will be wasted. Therefore, you ought to
continue trying to do that”.
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3 Generation of Messages: Healthy Eating Domain

Participants. We conducted a user study using ArguMessage with lay people
recruited via Amazon Mechanical Turk who had an acceptance rating of at least
90% and were located in the United States. This yielded 72 participants, of which
31 were males (5 aged 18–25, 19 aged 26–40, 6 aged 41–65 and 1 aged over 65);
and 41 were females (2 aged 18–25, 24 aged 26–40, 13 aged 41–65 and 2 aged
over 65). Table 4 shows the participants’ attitude, behaviour and knowledge in
the healthy eating domain. Participants generated a total of 216 messages.

Table 4. Healthy eating domain: participants’ attitude, behaviour and knowledge

Attitude % Behaviour % Knowledge %

Extremely important 18.1 Everyday 9.7 Extremely knowledgeable 6.9

Considerably important 38.9 Frequently 41.7 Considerably knowledgeable 38.9

Somewhat important 34.7 Sometimes 43.1 Somewhat knowledgeable 44.4

Slightly important 6.9 Rarely 5.6 Slightly knowledgeable 9.7

Not important at all 1.4 Never 0.0 Not knowledgeable at all 0.0

Table 5. Healthy eating domain: rejected messages

Unexpected user interactions Total

Copied 50

Copied and not followed instructions 13

Not followed instructions 22

Partly out of domain (but correct message) 1

Different domain (but correct message) 19

Different domain and grammar issues 3

Different domain and punctuation issues 4

Different domain and spelling issues 1

Copied messages include messages which were exactly
copied or matched closely with the sample messages

Participants’ Satisfaction Rating. We calculated the mean of all messages
rated under the specific argumentation scheme to determine satisfaction. The
highest rated scheme was ‘Argument from expert opinion with goal’ with a mean
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of 4.15 and the lowest rated was ‘Argument from values with goal’ with a mean
of 2.23 (see Table 3). For this analysis, all 216 messages were used. For almost
all argumentation schemes, satisfaction with the generated messages was rated
significantly above the midpoint of the scale for 8 argumentation schemes (see
Table 3), and at the midpoint of the scale for 4 schemes. However, satisfaction
was below the midpoint of the scale for ‘Argument from memory with goal’
and ‘Argument from values with goal’. This answers Research Question RQ2,
demonstrating that on the whole, users were satisfied with the messages.

Unexpected User Interactions. Out of 216 messages obtained, we rejected
113 (see Table 5) and approved 61. In addition, there were 42 messages that had
minor grammatical (10 messages), spelling (3), typing (1), punctuation (16) and
multiple (12) mistakes which could be considered for approval3.

As shown in Table 5, there were three main reasons for rejection. First, some
participants produced messages that were clearly not about healthy eating, but
for example about physical exercise (noted in the table as ‘Different domain’).
Second, there were messages where participants had not provided information in
the format requested (for example, in Fig. 1, the participant is asked to complete
the phrase ‘the goal of the user is to’, and a participant may have written a full
message instead of completing the phrase (this is noted in the table as ‘Not
followed instructions’). Third, there were messages that were identical to the
sample messages provided with the scheme (noted in the table as ‘Copied’ if they
followed instructions, and ‘Copied and not followed instructions’ if for example
they copied parts of the sample message as answers for the wrong question).

Table 6 shows the distribution of the number of messages produced with the
14 argumentation schemes used in the system. The ‘total approved’ is calculated
by combining the ‘approved’ and ‘considered to be approved’ messages. The table
does not include all rejected messages, as most were copied or different domain
(so, unrelated to a difficulty with using a particular argumentation scheme, but
rather to the instructions for the system as a whole), however the number of
cases where instructions were not followed may point towards a difficulty with a
particular scheme. Overall, the proportion of messages for which people managed
to follow the instructions of the argumentation schemes was 84% (86% if exclud-
ing copied messages). The proportion was worst for ‘Argument from memory
with goal’, where it was 76%. This answers Research Question RQ1: the system
was quite easy to use, but the experimental setup was not clear enough with
some participants copying the example message or producing messages which
were not about healthy eating.

3 These were approved after post-processing, and the system changed (as explained
below) to do this automatically in future.
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Table 6. Healthy eating domain: distribution of messages within the schemes

Argumentation schemes Total Instructions
not
followed

Approved Considered
to be
approved

Total
approved

Arg. from sunk cost with action 6 0 2 1 3

Practical reasoning with liking 9 2 2 2 4

Arg. from expert opinion with goal 13 1 3 4 7

Arg. from values with goal 13 2 2 0 2

Arg. from position to know with
goal and liking

14 0 4 7 11

Practical reasoning with goal and
liking

14 1 5 0 5

Arg. from waste with goal 15 1 4 0 4

Arg. from position to know with
goal

17 1 5 1 6

Arg. from popular opinion with
goal

18 1 2 9 11

Arg. from commitment with goal 19 2 7 4 11

Arg. from popular practice with
action

19 1 3 6 9

Arg. from rules with goal 19 3 7 5 12

Practical reasoning with goal 19 2 11 1 12

Arg. from memory with goal 21 5 4 2 6

Total 216 22 61 42 103

Mitigation to Unexpected User Interactions. The system was modified to
pre-process most of the unexpected user interactions. The system was revised
by adding functions to remove or avoid most language mistakes4. Additionally,
a training module was incorporated for participants to practice to get an idea
of the working of the system before they proceeded to the actual study; they
could try it multiple times. The instruction not to copy the example message
was emphasized.

Before running the email security study, we also removed the two lowest rated
argumentation schemes, i.e., ‘Argument from memory with goal’ and ‘Argument
from values with goal’, and the three argumentation schemes that involved liking
(i.e., ‘Argument from position to know with goal and liking’, ‘Practical reasoning
with goal and liking’ and ‘Practical reasoning with liking’). The latter was done
partially because ‘liking’ is harder to conceptualize in the email security domain
and partially because previous studies suggested that messages based on liking
were rated lowest on perceived persuasiveness [15,16].

4 For example, converting capital letters to lower case, removing additional full-stops,
and converting 2nd and 3rd person usage to 1st person usage.
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Table 7. Email security domain: mean user satisfaction rating of generated messages
within argumentation schemes and p-values for Z-test comparing the mean to 3, and
for those not-significantly above 3, to 2

Argumentation scheme Rating (1–5) >3 > 2

Argument from position to know with goal 3.80 ***

Argument from rules with goal 3.80 *

Argument from commitment with goal 3.60 *

Argument from popular opinion with goal 3.36 **

Argument from popular practice with action 3.33 **

Argument from waste with goal 3.33 **

Practical reasoning with goal 3.33 ***

Argument from expert opinion with goal 3.00 *

Argument from sunk cost with action 2.79 *

*** p < 0.001; ** p < 0.01; * p < 0.05

4 Generation of Messages: Email Security Domain

Participants. The study was conducted with participants who have some
knowledge or experience with anti-phishing. The link to the study was shared
on mailing lists and known contacts. The invitation to take part (without the
link) was shared on social media which helped to find domain knowledgeable
participants. The study had 40 participants, of which 23 were males (2 aged
18–25, 14 aged 26–40, 5 aged 41–65 and 2 aged over 65), 15 females (1 aged
18–25, 10 aged 26–40 and 4 aged 41–65), and 2 undisclosed. Table 8 shows the
participants’ attitude, behaviour and knowledge in the email security domain.
106 messages were generated.

Participants’ Satisfaction Rating. We calculated the mean of all messages
rated under the specific argumentation scheme to determine the satisfaction.
The highest rated schemes were ‘Argument from position to know with goal’
and ‘Argument from rules with goal’ with a mean of 3.80, and the lowest rated
‘Argument from sunk cost with action’ with a mean of 2.79 (see Table 7). For
this analysis, all 106 messages were used. Satisfaction ratings for the messages
produced by the different schemes are not similar between the two studies, and
seem a bit lower in this study. This is likely an impact of the domain. However,
for all argumentation schemes, satisfaction with the generated messages was still
rated significantly above the midpoint of the scale for 3 argumentation schemes
(see Table 7), and at the midpoint of the scale for 6 schemes. This answers
Research Question RQ2.
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Table 8. Email security domain: participants’ attitude, behaviour and knowledge

Attitude % Behaviour % Knowledge %

Extremely important 57.5 Everyday 15.0 Extremely knowledgeable 25.0

Considerably important 35.0 Frequently 32.5 Considerably
knowledgeable

47.5

Somewhat important 5.0 Sometimes 32.5 Somewhat knowledgeable 20.0

Slightly important 0.0 Rarely 15.0 Slightly knowledgeable 7.5

Not important at all 2.5 Never 5.0 Not knowledgeable at all 0.0

Table 9. Email security domain: rejected messages

Unexpected user interactions Total

Copied 24

Copied and not followed instructions 3

Partly out of domain (but correct message) 4

Different domain (but correct message) 8

Not followed instructions 8

Copied messages include messages which were exactly
copied or matched closely with the sample messages

Table 10. Email security domain: distribution of messages within the schemes

Argumentation
schemes

Total Instructions
not followed

Approved Considered
to be
approved

Total
approved

Arg. from sunk cost
with action

14 1 4 0 4

Arg. from expert
opinion with goal

10 1 3 3 6

Arg. from waste with
goal

12 1 2 3 5

Arg. from position to
know with goal

10 1 4 1 5

Arg. from popular
opinion with goal

11 0 7 0 7

Arg. from
commitment with goal

15 0 9 3 12

Arg. from popular
practice with action

9 0 7 0 7

Arg. from rules with
goal

10 2 3 1 4

Practical reasoning
with goal

15 2 7 1 8

Total 106 8 46 12 58
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Unexpected User Interactions. Out of 106 messages obtained, we rejected
47 (see Table 9) and approved 46. In addition, there were 12 messages with minor
grammar (9 messages) and spelling (3) mistakes which could be considered for
approval. These mistakes may be fixed by including further post-processing into
the system. Table 10 shows the distribution of the number of messages pro-
duced with the 9 argumentation schemes used in the system. As before, the
‘total approved’ is calculated by combining the ‘approved’ and ‘considered to be
approved’ messages.

Overall, the proportion of messages for which people managed to follow the
instructions of the system was 90%. This answers Research Question RQ1: the
system was quite easy to use. The changes we had made after the first study had
a positive effect on ease of use. Nevertheless, there were still some participants
copying the example message or producing messages which were not about email
security.

5 Conclusions

This paper investigated the effectiveness of ArguMessage, a system that
can semi-automatically generate persuasive messages based on argumentation
schemes. We investigated the effectiveness of ArguMessage in two domains:
healthy eating and email security. Whilst the studies used lay people, the inten-
tion ultimately is for the system to be used by domain experts, to guarantee
that the messages produced have domain validity.

We ran the studies with lay people to check that the system is easy enough
to use, and does produce messages which are natural enough to satisfy the users.
Lay people were used, as domain experts are hard to get, and also would spend
considerable time worrying about the correctness of the content of the messages
(for example, a dietitian may need substantial time to ensure dietary advice
is accurate). This would make studies with experts very time consuming. The
studies in this paper ensure that the usability of the system will be good enough
for experts to use; if even lay people can produce messages that adhere to an
argumentation scheme then so will domain experts.

There were some clear issues when our participants used the system. First, a
substantial amount of copying from the sample messages took place. This shows
that some participants were not clear enough about what was expected from
them. After we added some training and made it more explicit not to copy (by
bolding the words) in Study 2, the rate of copying reduced from 29% to 25%,
which is still substantial. This indicates that a longer, more detailed training
session will be needed (before deploying the system, we could for example add
a video tutor). Second, some participants produced messages that were outside
of the domain. This is an issue which would not occur with domain experts.
Based on the results, we modified the system slightly between the studies, to
add some post-processing, and based on the second study we plan to add some
more post-processing. Overall, the effectiveness of generating messages was good
when considering those participants who produced original messages applicable
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to the domain; there were only a limited number of cases were instructions of the
scheme were not followed, and there was no scheme that was particularly bad for
this. Participants were also generally satisfied with the messages produced, with
the exception of two schemes (‘Argument from memory with goal’ and ‘Argu-
ment from values with goal’) which were removed after Study 1. ArguMessage
uses the argumentation schemes that were all adapted from Walton et al. [19].
Given that Walton et al.’s schemes are mainly created for broad purposes, it is
plausible for ArguMessage to use domain specific argumentation schemes. So,
schemes particularly for healthy eating and cyber-security could be created and
integrated [17]. In addition, we are running a study to investigate the extent to
which argumentation experts agree that the messages produced match the argu-
mentation schemes. The system is not yet designed to handle all spelling, typ-
ing, and other grammatical issues, though we incorporated some post-processing
already. Future work would include exploring the possibilities to incorporate full
Natural Language Processing to mitigate these issues. ArguMessage is currently
only used to generate individual persuasive messages. One could also extend the
system to produce messages suitable for a dialogue system.

We only evaluated ArguMessage and were not able to compare it against
another system as no other systems currently exist that can semi-automatically
generate persuasive messages. A future study could compare the efficiency and
effectiveness of using ArguMessage to a manual process of message generation.
We also intend to perform a qualitative study with domain experts to get their
opinions on the usefulness of ArguMessage and further improvements required,
as well as a study where domain experts use ArguMessage to produce messages
that will be used in practice.
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Abstract. Inspired by recent debates on drone technology and privacy pro-
tection, this research examines how negative consequences of drone usage can
be mitigated by tailoring information about drone employment to the environ-
mental context in which they are used. Additionally, this study seeks to clarify
the role of information needs people have when confronted with drones in
different settings. Using virtual reality environments and a dedicated virtual app
providing opportunities for the public to learn more about drone usage, partic-
ipants were confronted with drone surveillance at either a business area, at a
park, or during an event, and received transparent information on drone usage or
a neutral message proving no information on drone usage. Additionally, par-
ticipants could obtain more information on drone usage by clicking on one or
more information buttons in the app. Results show that, compared to an event,
participants were less acceptant of drones in a business area and even less so at
the park. Further analyses indicated that heightened transparency perceptions
resulted in higher levels of trust, perceived control, and drone acceptance.
Finally, participants particularly sought information on how drones are used in
the business area and park environment, whereas a need for privacy information
stood out in the park context. These findings testify to the importance of careful
consideration of the environmental context and related communication needs
people have when informing the public about drone usage.

Keywords: Drones � Acceptance � Transparency

1 Introduction

Drones are steadily finding their way into everyday life. Apart from consumers using
drones for entertainment purposes, drones are also increasingly deployed by a wide
variety of (governmental) organizations and event organizers to improve detection and
prevention of crime, and to enable enhanced data collection for incident management

© Springer Nature Switzerland AG 2019
H. Oinas-Kukkonen et al. (Eds.): PERSUASIVE 2019, LNCS 11433, pp. 103–114, 2019.
https://doi.org/10.1007/978-3-030-17287-9_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17287-9_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17287-9_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17287-9_9&amp;domain=pdf
https://doi.org/10.1007/978-3-030-17287-9_9


purposes [1]. Consider for instance drones used by firefighters which are equipped with
cameras and sensors that are able to collect information about possible toxic substances
in the air. Live video footage and information about air composition could allow
firefighters to better anticipate and prepare for upcoming emergencies. Despite such
evident advantages however, organisations such as local governments, police forces,
and event organisers are often hesitant to deploy drones [2]. Not only may members of
the public infer that something is amiss – something especially event organisers want to
avoid at all cost - people might also feel that their privacy is at stake. Several recent
cases indeed suggest that civilians are becoming increasingly suspicious and hostile
when confronted with drones humming overhead [3], in some cases even triggering
explicit acts of violence and aggression (e.g., shooting a drone from the sky [4]).

Inspired by the division between proponents of drone use, who are mainly attuned
to the opportunities which drones provide for enhancing public safety and security and
opponents and critics, who have pointed out aforementioned privacy concerns and
weariness regarding drone usage, the current research seeks to find middle ground by
proposing that concerns and fears regarding drone usage can be remedied by context-
specific information disclosure strategies. More specifically, we will argue that feelings
and fears regarding drone use vary with context, and that therefore different
information-disclosing strategies are needed across different types of settings. Fur-
thermore, we seek to gain insight into information needs triggered by drone perception
across environmental settings. For instance, are needs for (additional) privacy infor-
mation less prevalent in settings where drones are typically common and expected
(e.g., a large event where safety management is obviously an issue of concern) com-
pared to settings where surveillance feels out of place (e.g., at a public park where
people come to unwind and reboot)?

In other words, negative effects and consequences of drone usage may be remedied
when tailoring information disclosure strategies to the specific information needs
civilians have across different environmental settings. Hence our research question:

How does acceptance of drones vary with environmental context and what information dis-
closure strategy contributes to the acceptance of government’s use of drones?

2 Background

Several negative effects of drone use have been noted across studies in recent years.
Rahman, for instance, mentions ‘Orwellian’ fears of ‘being followed’ and mass
surveillance, concerns over abuse or misuse of footage, and growing perceptions of
ever more impersonal and distant relationships with police and law enforcers [5].
Furthermore, Custers [6] lists a number of negative effects with respect to privacy,
including the ‘Chilling effect’, ‘Function creep’, and ‘Privacy of location and space’.
The chilling effect is a term used to describe people being more self-conscious and less
free-wheeling when they know they are being watched by authorities. Function creep
refers to governments initially using drones for acceptable purposes, such as a missing-
person search, but gradually shifting towards more controversial purposes, such as
mass surveillance. Privacy of location and space refers to the right a person has not be
identified or monitored when moving in public, semi-public or private places.
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Literature suggests that the effects of drone use on safety perceptions vary with the
extent to which a context is experienced as private. Indeed, Taylor [7] found people to
feel less safe when filmed in private environments rather than in public places. Thus,
being (almost) alone in a peaceful park may feel like a relatively private experience,
and observing an ‘out of place’ drone overhead may negatively affect safety percep-
tions by signaling that something is amiss.

Other research points to the importance of people’s inferences with respect to drone
use. Van Rompay et al. [8], for example, showed that CCTV camera presence in a city
center positively impacted participants’ affective evaluation of the environment as it is
interpreted as a sign of good intent. Specifically, in such an ‘appropriate’ setting,
camera presence elicited positive inferences about law enforcers and policy makers and
their intentions (e.g., “They know what is going on, they know what they are doing, and
they do it with citizen safety in mind”). Similarly, Taylor [7] showed that individuals
who had no difficulties in accounting for the presence of CCTV cameras (“The CCTV
is there to prevent crime”, p. 309) were also less likely to experience problems with
their presence. On the other hand, when camera presence is not perceived as appro-
priate or natural (e.g., in everyday public settings where risk perceptions are low or
non-existent), people have been found to behave more negatively as CCTV is inter-
preted as a sign of distrust [7].

Thus, when it is difficult for people to come up with logical reasons or inferences as
to why drones are employed in a specific context (e.g., drones employed at a peaceful
park), drones may readily inspire confusion and weariness, and may for that reason
inspire distrust and an overall negative attitude. On the other hand, when drones are
readily perceived as contributing to safety and security (e.g., at a large event), attitude
formation takes an altogether different route and safety perceptions and feelings of
wellbeing are arguably enhanced. In sum, the context in which a drone is employed
might well be a crucial factor to consider when seeking to enhance public acceptance of
drones. Whereas the need for information might be lower or non-existent in settings
where drone usage is expected, it might be particularly important for organisations such
as local governments and police units to invest in information-disclosure strategies in
settings where drones are perceived as less commonplace. In these cases, transparency,
i.e., informing members of the public about the true reasons behind drone use, might be
essential to avert incorrect inferences and belief formation which may be detrimental
for the public’s acceptance of drones.

Transparency is believed to be an underlying factor in this process of acceptance,
because it could (re)establish trust in organisations [9–13] and it could evoke a sense of
perceived control [14]. Transparency is considered to consist of three underlying
concepts: disclosure, clarity and accuracy. Disclosure is defined as the perception that
relevant information is received in a timely manner [e.g., 15, 16]. This implies that
information should be shared openly (without holding back) and timely. Clarity is
defined as the perceived level of lucidity and comprehensibility of information received
from a sender [17]. Information should be presented clearly and in a concrete (rather
than overly abstract) manner by organizations for it to be transparent. Accuracy is
defined as the perception that information is correct to the extent possible given the
relationship between sender and receiver [17]; information cannot be seen as trans-
parent when it is purposefully biased or unfoundedly contrived [13]. In short,

“I Am the Eye in the Sky – Can You Read My Mind?” 105



information about drones that is timely, comprehensible, and accurate may (re)establish
trust in the organisation (i.e., the sender of the communication).

Trust, in turn, plays a major role in overcoming risk perceptions and in the
acceptance of new technologies [e.g., 18, 19]. Trustworthiness of an organisation is
based on attributed goodwill (or: benevolence), integrity, and competence [20].
Goodwill refers to “the extent to which a trustee is believed to want to do good to the
trustor, aside from an egocentric profit motive” [20, p. 718]. Integrity refers to “the
trustor’s perception that the trustee adheres to a set of principles that the trustor finds
acceptable” [20, p. 719]. Competence refers to “the group of skills, competencies, and
characteristics that enable a party to have influence within some specific domain” [20,
p. 717]. Thus, effectively communicating an organisation’s goodwill, integrity and
competence may positively affect trust in that organisation, and, probably, acceptance
of drones it deploys.

Transparent information from an organisation (e.g., about the course of imple-
mentation and by addressing possible concerns about the impact of a new technological
innovation) may boost user involvement [14]; user involvement, in turn, has been
shown to increase a sense of control and acceptance. Mills and Krantz [21], for
instance, showed that moderate levels of choice and information provided to blood
donors proved effective for coping with stress, arguably because they experienced
higher levels of control over the situation.

2.1 The Current Study

Participants were exposed to a Virtual Reality (VR) environment – a park, business
area, or a festival – and, as part of the VR scenario, watched a drone fly overhead.
In VR, participants had a (virtual) smart phone with an app; transparency was
manipulated by providing the option to look for information about the drone. Several
menu options were provided, each representing different types of information (e.g.,
information on the ‘why’ and ‘how’ of drone usage and privacy information). The
effects of context and transparency on trust, control and acceptance was measured. By
logging the use of these menu options, we aimed to determine which kinds of infor-
mation people preferred in the different environmental settings. The conceptual model
is shown in Fig. 1.

Fig. 1. Conceptual model
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3 Method

3.1 Participants and Design

120 participants (69 F, 51 M, Mage = 24.30, SD = 6.58, range = 19–61 y) participated
in this study. They were randomly assigned to distributed across the cells of a 2
(Transparency: yes versus no) * 3 (Context: event versus business area versus park)
between-participants design with acceptance as dependent variable.

3.2 Procedure

First of all, participants received an introductory text about the experiment, and were
assigned to one of the virtual environments.

Fig. 2. Environment conditions: event (top), park (middle), and business area (bottom).
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Environment. Participants were given a VR head set and placed in a virtual envi-
ronment. The VR scenario that unfolded was either situated at an event, in a park, or at
a business area. Participants were positioned in a fixed spot, where they could look
around freely. After a short time they could hear and see a drone overhead; they had
been informed beforehand that the drone belonged to the Enschede Municipality.
Figure 2 shows screenshots of each condition.

Transparency. After 30 s participants received a push notification of the ‘Munici-
pality of Enschede Drone App’. In the transparent condition, this app conveyed
information related to drone use. Participants could obtain this information by clicking
on six menu options: 1. Who (explicating the Enschede municipality to be the
organisation responsible for the drone deployment), 2. Why (making clear that drones
are used to make [the specific environment] a pleasant and safe place for everyone), 3.
How (briefly explaining that security personnel will be alerted if risky situations or
behaviours are detected), 4. Privacy (underscoring that visitors’ privacy is taken very
seriously and that the drone is incapable of detecting actual individuals), 5. Images/map
(showing what kind of footage is collected with the drone, and where), and 6. Feedback
(offering the possibility to ask questions or give feedback).

Participants could click on as many options as they wanted. Their choices and the
time they spent reading the specific information were logged. In the control condition
(no transparency) participants did not receive a push notification of the ‘Municipality of

Fig. 3. Transparency conditions: transparency (top row) and no transparency (bottom)
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Enschede Drone App’, but instead received a neutral message (e.g., ‘Hi! How are you
doing today? Did you already take a look around you, to see in what environment you
are?’). After approximately 2 min the smart phone disappeared; subsequently, the
drone appeared in the sky and flew over the terrain for about 2 min. Figure 3 shows the
Transparency conditions.

After answering the questions pertaining to the dependent variables, participants
were debriefed and thanked.

Materials. The materials for this experiment were created with the help of the
University of Twente’s BMS Lab. The three environments were created in 3D; char-
acters were built with Reallusion Iclone7 and Character Creator 2. Oculus CV1 was
used to immerse participants in the VR environments.

Measures
Perceived Transparency. The level of Perceived Transparency (regarding the Munic-
ipality of Enschede), was measured using a 7-point Likert scale (ranging from
1 = strongly disagree to 7 = strongly agree), using items from Rawlings [22]. Par-
ticipants rated their level of agreement on four items such as “The municipality of
Enschede wants to understand how its decisions affect people like me” (Cronbach’s
a = .69; Guttman’s k2 = .70).

Trust. To determine the participant’s level of Trust in the organisation thirteen items
from Rawlings [22] were used, using a 7-point Likert scale (ranging from 1 = strongly
disagree to 7 = strongly agree). A distinction was made between the three dimensions
of trust (goodwill, integrity and competence) and overall trust. Goodwill was measured
with three items (e.g., “I believe the municipality of Enschede takes the opinions of
people like me into account when making decisions”), Integrity with four items (e.g.,
“The municipality of Enschede treats people like me fairly and justly”), and Compe-
tence with three items (e.g., “I feel very confident about the skills of the municipality of
Enschede”). Overall trust was measured with three items (e.g., “I trust the municipality
of Enschede to take care of people like me”; a = .87 and k2 = .88).

Perceived Control. Perceived control was measured with five items, based on items
from Ouwehand, De Ridder and Bensing [23], on a 10-point Likert scale (1 = Not at
all to 10 = A great deal). A sample item is “To what extent did you feel you could
predict the situation?” (a = .74 and k2 = .75).

Acceptance. The Acceptance Scale [24] was slightly adjusted to reflect the extent to
which participants accepted government’s use of drones, using nine Likert items (e.g.,
“My judgements of the drone of the municipality of Enschede is are…: Pleasant -
Unpleasant” (a = .86 and k2 = .88).

In addition, participants were asked to indicate to what extent they considered drone
usage appropriate and understandable at an event, at a park, and in a business area. Five
questions of demographic data were asked (age; gender; level of education; residence;
frequency of visiting Enschede).
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4 Results

4.1 Effects of Context and Transparency on Acceptance

A Multivariate Anova was conducted, with Context and Transparency as independent
variables and Perceived transparency, Trust, Perceived control and Acceptance as
dependent variables. The results showed non-significant main effects of Context (F (8,
222) = 0.68, ns., Wilks’ Lambda = .95 and Transparency (F (4, 111) = 0.90, ns.,
Wilks’ Lambda = .97). Also, no significant interaction was found (F (8, 222) = 0.98,
ns., Wilks’ Lambda = .93). The lack of effect of the Transparency manipulation on
Perceived transparency clearly shows that the manipulation did not produce the desired
result. We therefore decided to proceed our analyses in a more exploratory manner,
using Perceived transparency as the independent variable.

4.2 Mediation Analysis

A mediation analyses was conducted to exploratively test whether the relationship
between Perceived transparency and Acceptance can be explained by Trust and/or
Perceived control. Figure 4 shows the result of this mediation analysis. As can be seen
here, the initial significant direct effect of Perceived transparency on Acceptance
(showing that perceived transparency increased acceptance; B = 0.32, p < .005) was
reduced to insignificance (B = −0.02, n.s.) when the proposed mediators Trust and
Perceived Control were added to the model. Subsequent Sobel tests show that both
indirect paths (i.e., via Trust and Perceived control) are significant (Trust: Sobel
z = 3.64, p < .001; Perceived control: Sobel z = 2.59, p = .010). These results suggest
that the effect of Perceived transparency on Acceptance are mediated by both Trust and
Perceived control.

4.3 Effects of Environment on Acceptance

Participants were asked to indicate the extent to which they considered drone usage
appropriate and reasonable in different contexts (event, business area and park). A re-
peated measures Anova was conducted to compare the acceptance rates among the
three contexts. The analysis showed the contexts differed significantly from each other,

Fig. 4. Mediation analysis
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F (2, 118) = 121.08, p < .001, Wilks’ Lambda = .33. Pairwise comparisons indicated
drones were significantly more accepted during events compared to business areas
(Mdifference: 1.58, SE = 0.13, p < .001) and compared to parks (Mdifference = 2.01,
SE = 0.13, p < .001). Drones were also significantly more accepted at business areas
compared to parks (Mdifference = 0.43, SE = 0.12, p = .001).

4.4 Effects of Environment on Information Use

The need for information participants experienced (as a function of the context in
which the drone appeared), was analyzed with a multivariate repeated-measures Anova
with the time spent reading the information provided by each of the six app buttons as
dependent variables and Environment as independent variable. This resulted in a
significant main effect of Environment, F (12, 106) = 2.44, p = .008, Wilks’
Lambda = .609. Univariate analyses revealed effects of Environment on How
(F (2, 57) = 5.66, p = .006) and Privacy (F (2, 57) = 6.13, p = .004).

Follow-up analyses with the time spent reading ‘How’ information revealed a
significant difference between the Event and Park condition: in the former participants
spent more time reading the information than in the latter (M = 11.82, SD = 8.72
versus M = 3.26, SD = 5.26, p = .002). Additionally, in the Business area condition
reading times were higher than in the Park condition (M = 8.91, SD = 9.85 versus
M = 3.26, SD = 5.26, p = .033). No differences were found between the Event and
Business area conditions (p = .264). Apparently, both in the Event and the Business
area condition participants were interested in finding out how the drone operated.
Reversely, analyses relating to the time spent reading Privacy information showed that
the need for this information was lower in the Event than in the Park condition
(M = 10.67, SD = 10.35 versusM = 20.53, SD = 15.74, p = .013). This need was also
lower in the Business area condition compared to the Park condition (M = 7.58,
SD = 9.61 versus M = 20.53, SD = 15.74, p = .001). Hence, in the park condition, the
need for privacy information stood out. No difference was found between the Event and
Business area conditions (p = .427).

5 Conclusions and Discussions

The current study examined whether the acceptance of drones differs among contexts
and whether transparent information disclosure increases acceptance of drones.
Although direct manipulations of context and transparency failed, more explorative
analyses did provide useful insights. First, the degree to which people thought drone
deployment was appropriate or reasonable was shown to vary between contexts: drones
were more acceptable during events compared to business areas and to parks, and more
acceptable at business areas compared to parks.

Second, perceived (rather than manipulated) transparency proved to have positive
effects on trust in the organization utilizing the drones (i.e., the municipality), on the
degree of control they perceived to have, and on the willingness to accept drones.
Additional analyses showed that, in conformance with expectations, the relationship
between transparency and acceptance can be explained by trust and perceived control.
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It should be noted however that these findings are purely correlational, necessitating
cautious interpretation of the causality of these relationships.

Interestingly, the need for information participants experienced also depended on
the context in which the drone appeared, especially information pertaining to ‘privacy’
and to ‘how’ the drone and the system behind it functioned. For both types of infor-
mation, presented after pushing the respective app buttons, the event and business area
contexts stood out against the park context. In the former two contexts, the time spent
reading how-information was higher and time spent reading privacy information was
lower than in the latter. The findings relating to privacy tie in with literature about
effects of CCTV. Taylor [7], for instance, found people to feel less safe when filmed in
private environments than in public places and have a higher need for information
remedying such negative feelings. By extension, being at a park may feel like a
relatively private experience, and observing a drone overhead may inspire feelings of
being watched and related privacy concerns, resulting in an enhanced need for privacy
information. The event and business area contexts were likely judged as less private
(and drone presence as more appropriate), which may have reduced participants’ need
for privacy information. As to why reading times for the ‘how’ of drone usage were
higher in the event and business area conditions (as opposed to the park condition), our
results do not provide a straightforward answer. Perhaps, when drone presence comes
across as appropriate, reasonable and for the safety of all, people are intrinsically
motivated to learn more about drones, and hence may more readily click the ‘How’
button. In the park context where fears and privacy concerns take centre stage, a
corresponding inclination to click on the ‘Privacy’ button may transpire.

Because of various practical problems connected to real-life drone use for research
purposes, we decided to administer the scenarios in Virtual Reality. One may argue that
this would confront participants with inherently artificial environments, and that this
likely leads to artificial findings. In answer to this we would like to point out that there
are quite some studies providing convincing support for ecological validity of scenario
studies in general [25, 26], and studies employing Virtual Reality specifically [27].
After explicitly comparing the experiential qualities of real and VR environments,
Kuliga et al. [27] concluded VR to have strong potential to be used as an empirical tool
in psychological research.

Having said so, it is of course true that VR environments (including ours) usually
lack fully immersive atmospherics, social dynamics, and multi-sensory stimulation
which are typical of real-life settings and of events in particular (where people gather
partly because of social dynamics and sensations of many kinds). Although as such,
these are shortcomings of our VR manipulation, in all likelihood enriching future VR
encounters along these lines could be expected to lead to even stronger effects. Hence,
future research could involve more realistic virtual environments, for instance with
more detailed graphic rendering, additional environmental sounds, more people mov-
ing about, and incorporate an actual rather than a virtual smartphone app. This way,
future research could also incorporate more realistic and subtle ways of informing
people by, for instance, automatically sending a message to people’s phones who are
near a drone [cf. 28].
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In conclusion, our findings underscore the importance of being responsive to the
needs and values of specific target audiences while communicating about drone usage
[cf. 29]. Findings of the current research may provide a first step to compose effective
communication and provide indications as to what specific information needs should
take precedence in which settings.
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Abstract. Emotions accompany us anytime, even while driving. Thereby
especially negative emotional experiences influence our driving behavior and
the safety on our roads. A psychological intervention to regulate feelings is to
track them, e.g. by labeling them along categories. Thus, the aim of this work is
to establish an empirical base to guide the development of a system that
encourages the driver to label his or her emotions. This involves asking what the
relevant emotions are and how they can be validly labeled in the driving context.
For this purpose, a driving study was conducted to collect data on emotional
experiences in-situ. For the labeling task, three methodological approaches were
used: free responses, dimensional emotion rating (DER), and categorical emo-
tion rating (CER). As a result, while DER and CER lack validity due to
ambiguity or priming effects, respectively, the free response method has prac-
tical limitations. Following, it is recommended to develop an in-car emotion
tracker based on CER and use the free response data to determine the appro-
priate number and naming of categories that cover a significant range of emo-
tions. An initial analysis of the free responses revealed 40 distinct categories of
emotional experiences.

Keywords: Emotion labeling � Validity � Driving context

1 Introduction

People track their sleep, their steps, and the kilometers they traveled. They monitor
what they eat, which exercises they do, or how they feel. The latter is also known from
the treatment of depression, where emotion tracking is used to monitor emotional
outbursts, for example, with smartphone applications, such as Mood Meter or How is
the world feeling (Fig. 1). These applications provide an interface to label emotional
experiences by speaking about them, writing them down, or rating them along provided
categories. The engagement with the own feelings helps depressed as well as mentally
healthy individuals to regulate their emotions, in particular negatives ones [1].

Negative as well as positive emotions accompany us anytime, even while driving.
In doing so, they influence our driving behavior and the safety on our roads. For
example, angry drivers show up a more aggressive driving style, tend to drive faster,
and are more often involved in traffic accidents [2]. Against this background, there is
the demand for a system that supports the driver in regulating his or her emotions by
providing an interface to label them under the conditions of the driving task [3]. In
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doing so, the car takes on the role of an interaction partner, who directs the driver to
engage with his or her feelings [4]. Thus, the aim of this work is to establish an
empirical base to guide the development of such a system. Regarding its content, this
includes the question of what kind of emotions people experience while driving. With
respect to the system design, it has to be considered how emotional experiences should
be labeled from a methodological perspective. To answer these questions, the present
work proposes an in-situ approach to collect data on emotional experiences in the wild.
This contributes to research since most work dealing with the subjective measurement
of emotions in the driving context is either retrospective in nature or limited in the
range of considered emotions. Furthermore, there is no knowledge of which method is
the most valid one to label emotions under the conditions the driving task entails.

The present paper starts with related work on the subjective measurement of
emotions while driving, followed by an overview of concrete methods. Subsequent, the
driving study and its results are described. Finally, the results are discussed, including
recommendations for the development of an in-car emotion tracker.

2 Theoretical Background

2.1 Emotions While Driving

Most studies that deal with the nature and frequency of emotions that people experience
while sitting in a car are based on retrospective methods, asking them to label their
emotions after the ride. For instance, this can be done by writing a diary [5] or being
interviewed [6]. At the expense of representativeness, however, the respondents mainly
remember extreme emotions and do not report minor ones. When asking participants
in-situ, their reports are as close to the emotional event as possible, why less is for-
gotten. An in-situ study was conducted by [7]. Within the study, the participants
completed a 50 min test drive accompanied by an experimenter, who asked them to
rate their emotional experiences along the categories “anger”, “anxiety”, “happiness”,
and “no emotion”. As a result, anxiety (Ø2.6 times) was the most mentioned emotion
during the ride, followed by anger (Ø1.5 times) and happiness (Ø1.0 times). Still, this

Fig. 1. Smartphone applications How is the world feeling (left) and MoodMeter (right).
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work has limitations. First, the participants did not drive alone, which could have
influenced their emotional experiences and expression [8]. Thus, the results are rather
representative for trips accompanied by others, although driving alone is the most
common mode of travel [9]. Second, the participants were forced to label their emo-
tions along three emotion categories. This does not cover the whole range of emotional
states possible while driving. As a reference, in [6] the authors obtained 56 affective
keywords that describe emotional experiences from drivers’ brainstorming.

In summary, the current state of research on emotions while driving is lacking on
studies that subjectively measure emotions in-situ and give the participants the
opportunity to label their full range of emotional experiences. This calls for a domain-
specific emotion taxonomy for the driving context and leads to the following research
question (RQ1): What kind of emotions do people experience while driving?

2.2 Subjective Emotion Measurement

Subsequent to the question of what kind of emotions are experienced while driving, the
question arises how they can be subjectively measured. The only access to these kind
of information are self-reports, either in form of free or forced-choice responses [10].
Free responses, i.e. respondents verbally describe their emotions with freely chosen
terms and expressions, can be seen as the most valid method and ground truth of
emotional experiences [11]. Though, these reports may be constrained, since some
individuals have problems communicating their emotions and people differ in their
emotional vocabulary. Regarding the forced-choice option, there are two major
approaches in the field [10]: (1) the dimensional emotion rating (DER) and (2) the
categorical emotion rating (CER). The CER provides the respondents with different
emotion categories and asks them to choose the one that best characterizes their
experience (see How is the world feeling). A drawback of this method is that the
categories may prime the rating in that they “suggest responses that [the participants]
might not have chosen otherwise” [10, p. 717]. Moreover, if an individual wants to
answer with a category that is not provided, he or she is forced to choose the closest
alternative. Consequently, CER can be seen as a valid instrument, if the following
requirements are fulfilled [12]: (1) the given categories cover a significant range of
relevant emotions and (2) there is a common understanding about the given categories
that is not caused by priming effects. With the DER, emotional experiences are rated
along bipolar and orthogonal dimensions, such as valence (positive–negative), arousal
(calm–excited), and tension (tense–relaxed). Thus, emotions are described as points in
a two- or three-dimensional space formed by these dimensions (see Mood Meter).
However, the results may suffer from ambiguity, since respondents interpret and use
the space individually. For example, both very fearful and a very angry individuals
would indicate their experience in a similar region, namely high negative valence and
high arousal [13]. Consequently, validity of DER is given under the following criteria
[12]: (1) spatially close points follow a common understanding (internal homogeneity)
and (2) points that are spatially far away from each other clearly differ in their meanings
(external heterogeneity).
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The question of which methodological approach is the right depending on the
interest of research is not new. However, there is no work addressing this issue for the
driving context. This leads to the second research question (RQ2): What is a valid
method to label emotional experiences while driving?

2.3 The Regulating Effect Emotion Labeling

The aforementioned methods of subjective emotion measurement can be used to label
emotions while driving. In doing so, emotion labeling not only serves the purpose of
data collection, but also has an emotion regulating effect [1]. Whenever people put their
feelings into words, e.g. by rating them along categories or talking about them to
another person, brain regions like the parahippocampal gyrus and aspects of ventral
temporal cortex are activated. This indicates that the individual is engaged in increased
episodic memory retrieval and sensory processing to make meaning of the present
situation. These cognitive processes disrupt and therefore downregulate the emotional
experience. Furthermore, the priming effect that occurs when people label their emo-
tions along provided categories can regulate emotional experiences. This shows up in
cases of ambiguous emotional experiences. Here, predefined emotion categories can
transform an ambiguous experience (e.g. excitement) into a more specific one (e.g.
nervousness or joyful anticipation; [14]). These findings propose the effectiveness of an
in-car system that encourages drivers to label and therefore regulate their emotions.

3 Driving Study

In order to answer the RQ a driving study was conducted, where data on emotional
experiences were collected in-situ, i.e. while the participants were driving. Since human
subjects were involved, the study procedure was reviewed and approved according to
the Daimler Ethical Compliance Process that is accompanied by an internal IRB.

3.1 Procedure

The study was carried out from 23/07/2018 to 03/08/2018 between 8 a.m. and 7 p.m.
Each trial took about 2.5 h, including two rides with a Mercedes Benz e-class (each
about 25 min) and questionnaire sessions. The trials started at a lab of the Daimler AG
in Böblingen, Germany. After arrival, the participants were welcomed, briefed on the
procedure, and completed a questionnaire on their mood before the experiment. Then
they completed the first test drive. They traveled alone guided by the navigation
system. The route started and ended at the lab, including sections on the highway, the
country road, and in the city. During the ride, the participants rated their emotions on a
tablet application, randomized provided with one of two versions (see Sect. 3.2). The
tablet (Samsung Galaxy Tab 6) was installed in the center console, thus it could easily
be reached from the driver’s seat. Before departure, the participants familiarized
themselves with each version. The ride was video recorded using two GoPro Hero 4
(one directed to the driver’s face, one to the windshield), physiological data were
tracked using an Empatica Wristband E4, and the acceleration was recorded using the
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tablet application Torque Lite. The participants were instructed to drive as they would
outside of the study, e.g. they were allowed to use the radio or open the window. After
they returned to the lab, they were handed out a questionnaire for the usability of the
first version of the tablet application. Subsequently, similarly, the participants com-
pleted the second test drive with the other application version. Finally, the participants
answered questionnaires on different personality factors influencing the experience and
expression of emotions as well as on their mood after the experiment in the lab.

3.2 Emotion Labeling Data

In the further course of this paper, the focus is on the emotion labeling data. Other
measures, such as the physiological and questionnaire data, are addressed in other
work.

In order to collect these data, the participants were provided with a tablet appli-
cation to label their emotional experiences anytime while driving (Fig. 2). They were
instructed to give a rating whenever an event, whether linked to the current traffic
situation (e.g. interaction with another road user) or not (e.g. personal memories),
elicits a change in their emotional state. Thereby, it was emphasized that safety has the
highest priority and that the tablet should only be operated if the driving situation
allows it.

In order to avoid driver distraction, the application meets the following require-
ments: (1) only one touch is needed to submit a rating, (2) more complex answers are
inputted verbally, (3) no distracting colors or images are used, (4) a maximum of 160
characters per frame is used so that the entire content can be perceived at a glance less
than 2 s. (5), interaction areas are large enough to hit them from the driver’s position,
and (6) characters are large enough to read them from the driver’s position [3]. This is
in line with the German road traffic act §23, according to which a driver is allowed to
use a mobile device as long as (I) the device is neither picked up nor held in hand and
(II) it is operated exclusively by speech or requires just a brief gaze for interaction.

Fig. 2. Graphical interface of the tablet application showing the dimensional version (left; Engl.
exited-calm, good-bad) and the categorical version (right; Engl. anger, joy, fear, other).
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Two versions of the application were developed in German. The first version, the
Dimensional Emotion Rating (DER), asked the participants to rate their emotional
experiences by touching a point within a two-dimensional space formed by the x-axis
with the poles “bad-good” (Ger. schlecht-gut) and the y-axis with the poles “calm-
exited” (Ger. ruhig-aufgeregt). The naming of the poles is based on literature and
common use of language [13]. The second version, the Categorical Emotion Rating
(CER), consisted of four buttons, from which the participants could choose. Following
[7], the buttons were named as “joy” (Ger. Freude), “anger” (Ger. Ärger), “fear” (Ger.
Angst), and “other” (Ger. Anderes). Directly after each DER or CER, the participants
were instructed to describe their emotional experience in their own words (free
response). To trigger them to speak, a voice command was given (“Voice record
started.”) and a 15-s progress bar appeared. The verbal report was automatically audio
recorded.

The DER data were provided in form of two points in a range of [−50; +50], one
for the x-value (low values indicate “bad”, high values indicate “good”) and one for the
y-value (low values indicate “calm”, high values indicate “exited”). The CER data are
outputted as a numerical value. The audio recordings were saved as mp3 files.

3.3 Participants

In total, 34 participants (20 male, 14 female) took part in the study. Their mean age was
44.6 years (SD = 13.8; range 21–67) and they drove an average of 25558.82 km
(SD = 13799.85) in the last twelve months by car. In order to create the most common
driving experience, only participants were recruited, whose most used vehicle is a
Mercedes Benz e-class or a comparable premium mid-size car. Thus, 26 participants
drove a Mercedes Benz e-class, eight drove another model. The sample was recruited
by mail from the Daimler AG participant database. The database includes people, who
are interested in the participation in scientific studies about automotive issues, inde-
pendently of the car brand they drive. The sociodemographic information was taken
from this database. The participants received EUR 70 for their participation.

4 Results

The results focus on the descriptive statistics and the validity of the emotion labeling
methods. Overall, the participants gave 615 emotion ratings, 307 DER and 308 CER.
166 DER and 201 CER are linked to an audio recording, i.e. there was no additional
verbal description of the emotional experience for the remaining cases. Emotional
terms contained in the recordings were transcribed, including nouns (e.g. “anger”),
verbs (e.g. “dislike”), adjectives/adverbs (e.g. “calm”), and claims (e.g. “super”). In
total, 410 terms were extracted. The data were analyzed using IBM SPSS Statistics 21.

4.1 Free Response Categories (FRC)

The 410 emotional terms were classified. Hereby, terms that are based on the same root
word (e.g. “anger” and “angry”) or are semantically similar (e.g. “relaxed” and
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“serenity”) were grouped to a free response category (FRC). As a result, the terms can be
clustered in 40 FRC, each describing a distinct emotional experience (Fig. 3). Since the
free response data can be seen as the ground truth, the FRC were used to further analyze
theDER andCER.Considering themost frequently stated FRC permethod, the first thing
to notice is that they clearly differ. For example, for CER these are “anger” and “joy”,
whereas for DER these are “good/okay/alright” and “relaxation/serenity”.

Fig. 3. Free response categories (FRC) linked to the dimensional emotion ratings (DER) and
categorical emotion ratings (CER); FRC with less than five counts are not depicted.

Fig. 4. Clusters of the dimensional emotion ratings (DER).
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4.2 Dimensional Emotion Rating (DER)

In order to analyze the DER data, a hierarchical cluster analysis was performed based
on the x-value and the y-value of each of the 307 ratings. First, the number of spatial
clusters (k = 5) was determined using the Ward method and the squared Euclidean
distances. Following, the k-mean procedure was applied to form equitable clusters. As
a result, the two-dimensional space that was actually used by the participants to label
their emotional experience can be separated in five regions (Fig. 4). For the purpose of
interpreting the clusters, the FRC linked to the points of each cluster are examined
(Fig. 5). According to their counts, a dominant FRC per cluster can be determined that
may represent the meaning of the respective cluster, e.g. “relaxation/serenity” for
cluster 3 or “annoyance” for cluster 2. There are also contradictory observations. In
some cases one and the same FRC is assigned to different clusters (e.g. “annoyance” to
cluster 2 and 4), indicating low external heterogeneity. Moreover, some clusters contain
conflicting FRC according to their valence and meaning (e.g. cluster 1 or 5 include
“stress” and “relaxation/serenity”) that assumes low internal homogeneity.

Fig. 5. Top 5 free response categories (FRC) linked to the clusters of the dimensional emotion
ratings (CER) with the most counts over all clusters.

Fig. 6. Top 10 free response categories (FRC) linked to the categories of the categorical
emotion ratings (DER) with the most counts over all categories.
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4.3 Categorical Emotion Rating (CER)

The most frequent used category of CER is “joy” (112), followed by “anger” (101),
“other” (78), and “fear” (17). Thus, in a quarter of cases the participants experienced an
emotion not covered with the provided categories. In contrast, the category “fear” was
used comparatively seldom. Both findings question the validity of CER regarding the
requirement to cover of a significant range of relevant emotions.

In order to examine the priming effect of CER, it is hypothesized that there should
be no significant difference in the nature and frequency of FRC linked to CER or DER,
respectively. For this purpose, the two FRC with the largest figure linked to CER and
DER are determined. As shown in Fig. 3, for DER these are “anger” (CER: 44; DER:
2) and “joy” (CER: 38; DER: 4). The dominant FRC linked to DER are
“good/okay/alright” (DER: 27; CER: 22) and “relaxation/serenity” (DER: 27; CER:
13). At first glance, there is a clear difference regarding the nature of the four cate-
gories. Complementary, Fig. 6 shows that the most frequently used FRC per CER
category, i.e. “joy”, “anger”, and “fear”, corresponds to the naming of these categories
in a conspicuous way. Not only with respect to the nature, but also according to the
frequency distribution of these four FRC, there is a significant difference depending on
whether the participants rated their emotional experience via CER or DER before their
free response (v2(3) = 59.1, p = .000, n = 177), whereby the effect is even strong
(Cramer’s V = .578, p = .000 [15]). Thus, a priming effect of CER can be assumed.

5 Discussion

In the following, the focus is on the advantages and disadvantages of the used methods,
resulting in recommendations for the development of an in-car emotion tracker as well
as an initial emotion taxonomy for the driving context.

5.1 Validly Labeling Emotions While Driving

According to the literature, the most valid subjective emotion measures result from free
responses [10]. However, with respect to the development of an in-car emotion tracker,
this method has at least two practical disadvantages. First, some people have problems
freely communicating their emotions and therefore need some guidance, e.g. in form of
emotion categories or dimensions. Second, the range of emotional terms resulting from
free responses can be quite wide, what makes emotion tracking complex. This limi-
tations are overcome by forced-choice measures, i.e. DER and CER. However,
according to the present results, these methods lack validity. Regarding DER, the
dimensions (bad-good, calm-aroused) are used very individually by the participants,
leading to ambiguity. For example, some of the participants, who freely reported
“annoyance”, positioned their rating high on negative valence and high on arousal
(cluster 4), while others set their rating high on negative valence but low on arousal
(cluster 1). In other words, they used different regions of the space to indicate the same
emotion. While the literature claims that it is valid to transfer a point within the space
into a concrete emotion value, such a conclusion is not reasonable according to the
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present results [13]. In the case of CER, the provided categories (joy, anger, fear) did
not cover the relevant range of emotions that people actually experience while driving.
On the one hand, emotion categories are missing which is proven by the frequent use of
the category “other”. On the other hand, categories are redundant or incorrectly named,
in particular “fear”. This is supported by participants’ statement saying that “fear is a
strong term in this context” and should be replaced by “uncertainty” or similar.
Moreover, the categories primed emotional experiences. This is shown by the fact, that
participants’ free responses were similar or even identical to the naming of the cor-
responding categories. For instance, most participants, who selected the category “joy”,
freely stated terms such as “joy” or “happy”. This priming affects the interpretation of
the data in two ways. First, the ratings may not reflect emotions actually experienced.
Second, the counts of free response categories (FRC) that are semantically similar to
the CER categories are above average.

In order to develop an in-car emotion tracker that overcomes the aforementioned
limitations, it is recommended to use the CER as a basis and to enhance its validity.
First, CER excels DER because two-dimensionality leads to ambiguity. Since the rating
of emotions within a two-dimensional space is the fundamental idea of DER, this
limitation can hardly be eliminated. Second, compared to the free response method,
DER is the more practical solution. In order to enhance the validity of CER, (1) more
than four categories need be offered to cover a significant range of emotions. This
number should not exceed a critical threshold in terms of driver distraction. Moreover,
(2) the categories have to be renamed according to the free response wordings. Thus,
the categories represent actually experienced emotions and priming effects are
diminished. As a consequence, further analysis of the free response data to optimize
CER are needed.

5.2 Driving-Specific Emotion Taxonomy

In total, the emotion categories derived from the free responses are a base to establish a
domain-specific emotion taxonomy for the driving context. These include basic emotions
(e.g. “joy”, “anger” [16]), affective states linked to arousal (e.g. “relaxation/serenity”,
“tension”; [10]), claims that express emotional experiences (e.g. “good/okay/alright”,
“great/nice/super”), as well as emotionally charged verbs (e.g. “to like/to love”, “to find it
a pity”). Overall, the categories “good/okay/alright”, “anger”, “annoyance”, “joy”, and
“relaxation/serenity” are most frequently used. Interpreting the composition of these five
categories, one can assume that “good/okay/alright” is an indicator of normality, i.e. the
occurring event or thought did not elicit a considerable good or bad experience. Com-
pared with this, the categories “joy” and “relaxation/serenity” have a positive valence,
whereas “anger” and “annoyance” are negative in nature. To be more precise, “joy” can
be seen as the comparative form of “relaxation/serenity” and, analogous, “anger” as the
comparative form of “annoyance”. This discussion gives a first indication of which
categories an in-car emotion tracker should cover.

In any case, the results confirm the relevance of an emotion taxonomy specific to
the driving context. This is justified by the fact that the set of emotional experiences
identified within this study differentiates from those considered with common instru-
ments for the subjective measurement of emotions, such as the Geneva Emotion Wheel
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[10]. On the one hand the Geneva Emotion Wheel includes emotional states that were
not stated by the participants in this driving study, such as “sadness”, “disgust”, or
“hope”. On the other hand, the participants reported experiences that the Geneva
Emotion Wheel is not taking into account, e.g. “irritation”, “uncertainty/worry”, or
“having fun”.

However, the question remains if this initial emotion rating approach and taxonomy
for the driving context is generalizable for individuals with different cultural back-
grounds and personalities. This question is fueled by the discussion of the universality of
emotions [16]. Thereby, not only emotional experiences differ across cultures, but also
the local traffic conditions and thus the emotional triggers. With respect to the issue of
personality, the handling of one’s own emotions as well as those of others is influenced
by personal traits and sociocultural development. For instance, the skill to recognize
others’ emotions develops in childhood and is related to these experiences [17].

6 Conclusion

This study investigated what kind of emotions people experience while driving (RQ1)
and how they can be validly labeled (RQ2). In order to answer these questions, a
driving study was carried out with the participants labeling their emotions in-situ. For
the labeling task, they were provided with two different versions of a tablet application
that included three different methodological approaches of subjective emotion mea-
surement: the categorical emotion rating (CER), the dimensional emotion rating (DER),
and free responses. The CER version included four buttons, named as “joy”, “anger”,
“fear” and “other” from which the participants could choose. The DER was presented
in form of a dimensional space that was formed by two axes with the poles “calm-
exited” and “bad-good”, asking the participants to rate their emotions by positioning a
point within this space. After each CER and DER, the participants verbally describe
their emotional experience (free response). The report was audio recorded. In total, they
made 615 ratings (307 DER, 308 CER), in 324 cases a free response was given. An
analysis of the free response data resulted in 40 distinct categories of emotional
experiences. The most frequently mentioned categories are “good/okay/alright”,
“anger”, “annoyance”, “joy”, and “relaxation/serenity”. Other results point out that the
DER suffer from ambiguity and the CER, on the one hand, are primed by the provided
categories and, on the other hand, do not give the respondent the opportunity to fully
rate his or her emotions. Compared to this, the free response method counts for the
most valid solution according to literature, but is the least practicable one. Conse-
quently, it is recommended to use the CER as the basis for the development of an in-car
emotion tracker. In order to enhance the validity of this method further analysis of the
free response data are required to determine the appropriate number and naming of
categories.

Due to the in-situ approach, the study reveals a representative picture of the entire
domain. The representativeness is even enhanced since the participants drove alone so
that their emotional experiences and ratings were not influenced by the presence of an
experimenter. Finally, it should be mentioned that this work is the first that empirically
explores the validity of different survey methods for the labeling of emotional
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experiences while sitting in the car. However, the major limitation of the present
investigation is that the free responses of emotional experiences are in part biased due
to the priming effect. That is because the free response followed directly after the CER,
whose categories caused the priming. This has to be taken into account if the free
response data are used for further analysis. In order to address this limitation, an effort
should be made to replicate this study with some adaptions. First, studies should use the
free response method exclusively, until a valid set of emotional categories is deter-
mined. Second, the situational (e.g. number of passengers), environmental (e.g. sea-
son), and cultural (e.g. Western and Eastern countries) settings of the study should be
varied to widen the picture of emotional experiences that are elicited while driving and
to generalize the results. This includes the need for long-term surveys in the partici-
pants’ own car. More extensive insight could also be revealed from free reports as long
as the participants verbalize their emotions more consistently and in more detail. Based
on future findings, the prototypical implementation of an in-car emotion tracker should
be addressed.
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Abstract. Designing for persuasive interfaces in cars is a challenging task,
particularly considering that new systems should not distract drivers. In order to
support designers in their decisions, we present a novel framework for per-
suasive interface design with a focus on automotive UI. It is based on existing
behaviour change models and extends them with categories to support interface
design decisions. It serves three purposes: (1) it provides a tool to support
designers in decision making when designing persuasive interfaces; (2) it can be
used to create alternatives to existing systems; (3) it allows to structure literature
reviews in order to identify blind spots and serve as an inspiration to ideate new
approaches. we provide an analysis of three examples based on it to illustrate its
applicability.

Keywords: Automotive � Persuasion � Framework � Interface design

1 Introduction

The pervasion of technologies in cars holds great promises to help achieve desired
driving behaviours. The past decade has seen a rise in the design of persuasive systems
targeting safety, attention, and energy efficiency. Simultaneously, progress made in
HMI and interface design allows for technologies to be tested in driving scenarios [1].

Designers need to make several important decisions when creating novel persuasive
in-car interfaces. This includes choosing the goal, the strategy and concrete interface
design decisions such as providing information visually or auditory. The very diversity
of persuasive strategies makes it imperative to provide frameworks to support designers
in prototyping persuasive systems in the car and to assess the state-of-the-art in this
application area. Our contribution with this paper is to provide a novel framework
which can be used by designers and researchers. While it is based on existing models, it
includes a new element: it defines categories for system design with respect to the
automotive domain. Our framework is theoretically informed and aims to support
designers when developing new persuasive interfaces. It can also be used to create
alternatives to already developed systems, for example when other persuasive strategies
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need to be explored. Finally, the framework allows researchers to structure literature
reviews in order to identify blind spots and ideate new approaches.

2 Related Work

In order to support the motivation to provide a novel framework, we report on the main
theoretical approaches that informed its creation and reflect on ongoing research in
persuasive design in the automotive domain.

2.1 Existing Persuasion Models

Fogg’s work focuses on technology as a persuasive tool in behaviour change [2]. He
identifies seven principles for persuasion (reduction, tunnelling, tailoring, suggestion,
self-monitoring, surveillance, and conditioning) and five types of cues computers may
use (physical, psychological, language, social dynamics, and social roles).

Oinas-Kukkonen and Harjumaa [3] propose the PSD model. The persuasion con-
text contains the intent, the event, and the strategy. A central feature of the intent is the
type of change aimed for: attitude or behaviour change. The event considers the use,
the user, and the technology. Strategically, a message can take a direct or indirect route.
Systems provide primary, dialogue, system credibility, or social support.

Both theoretical approaches do not look into the specifics of interface design. For
example, they do not suggest which modality should be used or how often triggers
should be employed. Especially in automotive, the design of such feedback systems is
crucial because the car provides a very limited design space. The driver always has a
primary task (i.e. drive safely) and interaction possibilities are very limited.

2.2 Persuasion in the Automotive Domain

Driver persuasion has a long tradition in persuasive interface design, mostly targeting
safe (e.g., [4, 5]) or eco-friendly driving (e.g., [6, 7]). Meschtscherjakov et al. [8] have
investigated the acceptance of different interfaces persuading the driver to reduce fuel
consumption. Wilfinger et al. [9] used design-driven methods such as cultural probing
to involve the user in the design process. Regarding interaction design, Roider et al.
[10] have shown that visual cues can leverage the use of speech input for a driver.
Diewald et al. [11] provide a review of gamified applications in cars, and a framework
for developing user interfaces in vehicles.

Zhang et al. [12] review persuasive mobile applications in cars. They find that over
90% of car apps use the principles of self-monitoring, reduction, suggestion, trust-
worthiness, real-world feel, and expertise, while 73% implement reminders. They note
that concepts in persuasive design lack standardisation and cannot easily be used for
empirical studies. Vaezipour et al. [13] notice there is no comprehensible integration of
safe and eco-efficient driving applications and that technology acceptance models are
not explicitly stated. Steinberger et al. [14] show there is a shortage of literature
reporting both design recommendations and user studies.
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3 Persuasive Interface Design Framework in the Automotive
Domain (PIDAF)

When proposing a persuasive system, designers are confronted with both conceptual
and design choices. As Hekler et al. [15] point out, “the use of meta-models in design
requires a great deal of conceptual and formative work to translate into pragmatic
design guidelines and system features”. Additionally, behavioural theories range from
meta-models, to conceptual frameworks, and constructs [15].

In our empirical work, we have found three needs: (1) to understand what systems
have already been developed; (2) to support designers when creating such systems with
the choices they need to make; (3) to support designers when alternative options need
to be explored. The framework we are proposing aims to answer these emerging issues
in the field of automotive persuasion. It is based on the work of [2] and [3] and enriched
it with specific categories which are helpful to understanding persuasion in cars. We
focus on four levels of decision-making:

(a) the intent  
(b) the cues 

(c) the persuasive principles  
(d) the design 

This four-level model reflects four important decision areas designers usually
address in their work. They define (1) the change type they target, (2) the way of
influencing the user, (3) the principles employed, and (4) specifications of their designs.

The intent is defined by Oinas-Kukkonen and Harjumaa as a part of context
analysis, involving consideration of the persuader and of the change type envisioned.
The cues derive from Fogg’s proposed taxonomy of the way computers can be used to
leverage social influence. The principles are also based on Fogg’s work and are widely
acknowledged as ways of achieving desired behaviours. Finally, we contribute a
detailed categorisation of the design options, which can support a detailed mapping of
existing systems. This categorisation is based on our own empirical research in this area
as well as common aspects in user interface design. We further detail each of these
levels of decision making below. A visualization of the framework is represented in
Fig. 1. We will further reference the framework with the acronym PIDAF standing for
Persuasive Interface Design in Automotive Framework.

3.1 Intent

In our understanding, “intent” refers to the expressed change desired in the behaviour
of the user. In automotive, this can be either an attitude or behaviour change (or both),
and refers to the explicit domain the system is designed for (safety, eco-driving, etc.).
Our definition overlaps with Oinas-Kukkonen and Harjumaa [3] who place the intent
within the persuasion context. We define two sub-categories:

The Aim can be Attitude and/or Behaviour change. Understanding the change type
is central to persuasion. Theories such as the theory of reasoned action imply that
intention is the strongest predictor of behaviour [3]. However, in many cases habits
override intentions and thus designers need to target what is most efficient in the
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respective case. For example, tackling habits, rather than perception of risk, can be
more effective in improving safe driving. That is because drivers have a positive
attitude towards safety but are not aware of their own risky behaviours [16].
Domain. We define three categories: Safety, Eco-driving and Other. In automotive,
it is relevant which domain the system is focused on. In our research, we have found
many systems tackle the safety or eco-efficiency areas e.g., [13] but some are
exploring other themes, such as the learning of functions e.g., [11]. We propose that
the latter are grouped in the sub-category Other.

3.2 Cues

In social signalling theory, cues are defined as features which guide future action and
have the property of altering the receiver’s beliefs or behaviours. Thus, “cues” are hints
which influence the user towards achieving the desired outcome. Based on the work of
Fogg [2] and our work in automotive persuasion, we define four categories:

Psychological cues can be either Subliminal or Conscious. Fogg proposes this
category as a broad umbrella for understanding human psychology and appealing to
it through different strategies. The taxonomy derives from dual process theory,
whereby individuals make decisions either through a conscious or an unconscious
(automatic) process.
Social dynamics refers to whether a system targets a Single User, Multi-user, uses
Competition and/or Cooperation. Social dynamics looks at the patterns of people
interacting with each other and is a common strategy in persuasive applications. The
social component of applications enhances the user experience, either through
friendly competition or cooperation [17]. In automotive, it is common for systems
to be designed for single-users, but multi-user applications have been gaining
ground [18].
Gamification. Applications can be gamified (Yes) or not (No). Previous reviews
have pointed at many applications in automotive use gamification tools, because of
its potential to arouse sustainable motivation and strong commitment [11].
Verbal cues mean a system can use language (Yes) or not (No). Verbal cues are
broadly understood as ways of using written or spoken language to convey social
presence and persuade. In automotive, applications can use language or strictly rely
on visual (non-verbal), auditive, or haptic communication tools.

3.3 Persuasive Principles

Broadly, principle refers to “universal rules governing human behaviour” [2]. More-
over, these rules can be translated into potential system specifications and provide
clearer directions for designers. Fogg’s [2] taxonomy of principles is a conceptual
framework which can offer more specific guidance to the design of behaviour change
technology. Therefore, we include in our framework this typology as designed by Fogg:

Reduction narrows down complex activities to a few simple steps. This principle is
based on making the behaviour easier for the user, which can be done through
design, but also through setting default actions.
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Tunnelling leads the users through a predetermined sequence of actions. Because
tunnelling involves taking the users step by step through a series of actions, it is
particularly relevant for high cognitive load contexts, such as driving.
Tailoring means providing relevant and personalized information. Tailoring is
based on formulating a message or strategy for a particular person, and these
messages are based on individual factors related to the behaviour of interest [19].
Suggestion is providing advice about which behaviour should be performed.
Suggestion has been widely researched as a way to improve cognition and beha-
viour, and can have a long-lasting impact on the choices people make [20].
Through self-monitoring individuals acquire information about self-progress. Self-
monitoring is based on self-efficacy theory, referring to an individual’s belief in his
or her ability to achieve goals [15].
Surveillance means a party’s behaviour is monitored by another party. Surveillance
is derived from social norms research, whereby individuals tend to abide cultural or
societal expectations.
Conditioning is based on using positive reinforcements to shape behaviour.
Gamified applications, in particular, are based on rewards and reinforcements, but
other types of systems can also be designed bearing this principle in mind.

3.4 Design

Based on commonly known aspects and previous works in user interface design, we
define a set of categories in which designers have to make choices. Our principles are a
hybrid selection of this broad domain and do not claim to be exhaustive. They include 9
categories which we consider to be specifically relevant for automotive. Ambience is
included because drivers are usually focused on the main task (driving) and thus
information presented in the periphery of attention may be preferable. Representation is
important for persuasive design, where metaphors are often used. Feedback immediacy
is also especially relevant for driver attention and reaction time. Integration is relevant
because cars are a limited design space. Modality is often considered when deciding
what drivers react best to, without distracting them from driving. Visualization impacts
the user experience and reaction. Placement and mobility reflect on the limitations of
cars, how user experience and behaviour can be changed within the car or outside of it.
Frequency is important when deciding which option can be more impactful.

The Ambience could be Peripheral or Focal. In peripheral ambience, the user
receives input from peripheral vision or hearing, and rapidly acquires low-frequency
information. A focal ambient system would require the user to direct attention
towards the interface or message. For example, Shi et al. [21] use audio feedback to
transmit information to the driver in a peripheral manner.
Representation can be Concrete, or Metaphorical. Metaphors are representations
of events and objects from the non-computer domain [22]. A metaphorical interface
uses representations to alert the driver, for example by using green leaves to signal
fuel efficiency. Concrete interfaces transmit information directly to the driver, for
example information about time to destination.
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Fig. 1. Persuasive Interface Design in Automotive Framework (PIDAF)
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Feedback can be Immediate or Delayed. A system can transmit information either
immediately after a task is performed, or later on. An immediate feedback allows
the driver to make corrections during the drive but a delayed feedback can be
preferred if the intent is not to disturb the driver.
Integration: interfaces can be Additional or Augment existing interfaces. In cars,
augmented interfaces could include the steering wheel (e.g. vibrating), the rear-view
mirror (e.g., infrared overlay), the pedal (e.g., push back). Additional interfaces are
not specific to vehicles, for example a display. A system could also be a combi-
nation of both.
Modality means output can be Visual, Haptic, and/or Auditory. Common visual
interfaces in cars are displays, but mobile phone applications are also visual, if they
make use of display to show information. A haptic output could be vibration, or
pressure exerted by the pedal, when the driver presses it. Auditory output could be
verbal messages, but also designated sound patterns.
Visualization can be Discrete or Continuous. When information is represented in a
discrete way, it takes a limited number of values. In continuous representation, the
information can take infinite values, at least theoretically. For example, a driver
could receive either a “thumbs up” or a “thumbs down” as a performance rating (only
two possible values). A driver could also see current speed on the display, and the
speed can take any value, meaning the information is presented in a continuous way.
Placement of the interface could be Inside of the car, Outside the car, or both. An
interface placed within car would be a display or any car element that is augmented
(wheel, mirror, pedal, seat). We would consider interfaces to be placed outside the
car if the information is only provided there. For example, if a mobile phone
application is meant to offer information while the driver is not in the vehicle.
Frequency can be in the Moment of the action, as a Summary or Beforehand. The
driver can receive information in the moment the action is performed. Information
can also be centralized, allowing the user to see a summary of performance, after the
end of the drive. Transmitting information to the driver before the journey starts
could be sent to prime drivers to behave more safely, to map out alternative routes
and help drivers make decisions about avoidance of traffic congestion.
Mobility refers to the possibility of using Mobile or Fixed interfaces. Some inter-
faces are meant to be used within the car only by the nature, cannot be mobile, as is
the case of an augmented car seat, display or wheel. However, some interfaces
could be used both within as well as outside the car, the most typical example of
which is mobile phone applications.

4 Three Examples to Analyse Persuasive Designs Through
the Lens of the PIDAF

To illustrate potential applications of the framework for existing and future persuasive
interfaces in cars, we structurally analyse three existing systems based on the cate-
gorisations described above. This allows us to test the viability of the framework and
the insights gained from applying it.
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4.1 Auditory and Haptic System for In-car Speed Management

Intent. Adell et al. [23] detail a system to change driver behaviour to comply with
speed limits. The system is composed of an active accelerator pedal, which exerts
counterforce when the driver is exceeding speed limit, an auditory system, con-
sisting of an auditory warning (BEEP), as well as a display, which shows (1) current
speed limit and (2) a small red-light flashing. A mapping of the system on our
framework involves starting with the intent. The paper is targeting behaviour and
safety.
Cues. The system is non-gamified (no), and there are no subliminal cues employed,
all the information and feedback given to the driver is targeting conscious decisions.
There are also no verbal cues (no) – there is only audio, haptic or visual feedback.
The system is addressed to the driver only (single-user) – passengers are not
involved in any way, and neither is the driver’s social group.
Principles. The system is based on persuasive principles: self-monitoring is enacted
through the display showing the current speed limit. The haptic and audio signals
are suggestions for the driver to slow down when speeding.
Design. From the ambience point of view, the system is both focal and peripheral.
The auditory signal and the haptic pedal are peripheral, because the driver does not
need to focus on them, but the display requires driver attention for short periods of
time. The system is both concrete and metaphorical. The red light, “BEEP” signal
and pedal feedback are metaphors for “slow down”. The information on the display
(speed limit) is, however, concrete: this is the current speed limit in the area. The
feedback is immediate, with a momentary frequency. The output modalities are
visual (display), haptic (pedal) and auditory (“BEEP”). The interfaces are both
additional (display, sound system) and augmented (pedal). The visualization is
discrete – the speed limits are based on the area and pre-defined (30, 50, 70 km/h).
The system is placed inside the car and it is fixed.

4.2 Subliminal System for Driver Awareness

Intent. Riener and Thaller [24] propose a subliminal system for non-conscious
behaviour change. They expose drivers in a Lane Change Task to briefly flashed
stimuli to change their steering behaviour, reduce distraction and improve safety.
Cues. The system consists of an overhead display in a simulator where visible
stimuli (lane change requests) are doubled by subliminal cues, visible for only
16.67 ms (negative or positive primes). The prototype, therefore, uses subliminal
cues, it targets single users (the drivers) and no language cues are employed. The
system is also not gamified.
Principles. The technique of micro-showing future lane changes to drivers to prime
them for the subsequent visual stimuli is based on the tunnelling principle, as it
directs users towards the desired action.
Design. Driver attention is focused on the display, meaning the ambience is focal,
but there are no metaphors used so it is concrete. The feedback is immediate, the
frequency is momentary, the modality is only visual (the display). The prototype is
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based on an additional interface (display). The information can take only a limited
number of values, namely the lanes between which the driver can change, therefore
it is a discrete form of visualization. The system is placed inside the car and it is
fixed.

4.3 Driving Miss Daisy

Intent. A gamified smartphone application for encouraging safety in driving,
Driving Miss Daisy is a prototype designed by Shi et al. [21], where users need to
drive a virtual passenger to the destination safely and smoothly. The application
targets safety behaviour, but through different means than previous ones.
Cues. The designers opted for a gamified approach, a conscious system, which also
uses language cues: the drivers get audio feedback in real time from “Miss Daisy”
to slow down when it is the case. The application also uses competition as social
dynamics cue, with drivers being able to compete between each other for better
scores.
Principles. There are several persuasive principles at play here: conditioning
(drivers get rewards such as virtual money), self-monitoring (performance data are
available in the application), tailoring (the game level adjusts to the driver
performance).
Design. The design uses both focal and peripheral cues – the driver needs to focus
on the smartphone to access real-time data but feedback is peripheral when driving.
The system is metaphorical, using the representation of a virtual passenger to
convey information to the driver. Feedback is immediate, as Miss Daisy reacts in
real-time to driver behaviour. The frequency is both momentary and summary, as
drivers can visualize summaries of the game at the end of the drive. Two types of
modalities are used: visual (smartphone screen) and audio (Miss Daisy). There is no
augmentation of existing interfaces, but use of an additional one (mobile phone
screen). The visualization is both discrete (game scores) and continuous (audio
feedback when driving). As the interface is a smartphone, the system is mobile, but
placed inside the car when collecting driving information.

5 Discussion on How to Use PIDAF in Persuasive Design

As the examples above illustrate, designers have many options – both conceptually and
in terms of design – when prototyping persuasive systems in cars. The framework
presented above can support them in making decisions in at least three ways.

5.1 Designing New Systems

Firstly, designers can use the framework as a starting point and process guideline for
new systems, going through the different levels of decision making. The framework can
serve as a checklist for of the factors that are important during the design process. It
differs from other frameworks such as Oinas-Kukkonnen’s [3] or Fogg’s [2] in that it
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addresses interface design questions with a focus on automotive applications. We
envision designers to go through the PIDAF step-by-step:

Typically, the intent is the starting point, where the aim and domain need to be
considered. Very often in automotive, systems target behaviour rather than attitude. For
the domain we currently use eco-driving and safety since these are the two most
prominent examples. Other application areas are subsumed in the “other” category.
Designers might suggest adding other categories, depending on their interests and
growing importance of other domains, however it is important that both these decisions
(aim and domain) are made from the very beginning.

Designers could then reflect on the different cues they want to employ and in which
combination. In automotive, a large majority of applications use conscious psycho-
logical cues and many systems focus on a single user, the driver. It is important for the
designer to consider, at this stage, whether the system will target the driver only,
multiple driver, involve one’s social circle, or create a form of competition or coop-
eration with other drivers. The popular application Waze, for example, does not include
competition elements, but drivers do cooperate in sharing information about road
conditions. Next, one or more principles can be considered, depending on what evi-
dence supports them for that respective domain. Suggestion and self-monitoring are
popular in automotive, while other principles are less used.

Finally, the several design related choices have to been made and the PIDAF may
help the designers in identifying choices that have to be made. It ranges from general
decision of the placement of the interface, its integration-level in existing elements and
whether to use a mobile device or a fixed one, over feedback time and frequency, to
important interface design decisions that have to be made such as the chosen modality,
its visualization and level of ambience, or representational character.

5.2 Ideate New Designs from Existing Ones

Another way to use the framework is as a source to identify interaction alternatives to
an already existing system. If user trials evaluations show no significant impact of a
prototype on user behaviour, changing certain design features or testing other per-
suasive principles can be an option. For example, a gamified application can be tar-
geting a single user, and use suggestion as a principle. A designer could try, as an
alternative, a multi-user version or one based on competition, to see if performance
improves. Features and decisions can be changed at any level and in any of the
categories, and the system re-tested.

From a methodological point of view, we envision the system to be used as a
categorization tool for an existing system. Similar as described in Sect. 4, the system
shall be investigated through the PIDAF lens. Then a designer might deliberately
change certain aspects of the design and think how the system could look like if one of
these aspects is changed. That transfers the designer into a new perspective and may
spark new ideas.
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5.3 Identifying Blind Spots

Finally, the framework can be used as a tool for literature reviews and for mapping
blind-spots in the existing research landscape, particularly which domains, cues,
principles or designs are under-explored, either alone or in combination with each
other. The three examples above show that some categories are hardly used in the
automotive domain, whereas others are very prominent. Additionally, they also point
that the categories are not mutually exclusive. A system can use multiple principles,
cues, modalities at once. Researchers and designers could also use the PIDAF as an
evaluation tool to compare effects of certain intents, cues, principles and designs.

In order to utilize the framework in such a way, an extensive literature analysis has
to be done. Thereby, various factors can be used as given. For example, one could only
investigate persuasive systems that target at eco-friendly behaviour or only real-time
feedback systems. Similar to the examples in Sect. 4, each system shall be investigated
with respect to every aspect of the PIDAF. Then blind-spots are easy to identify and
new approaches can be envisioned.

6 Conclusions and Future Work

This paper has proposed a novel framework for assessing and making design decisions
about persuasion in vehicles. Our goal was to provide designers and researchers with
guidance when designing systems or evaluating them. We propose that this process
consists of defining the intent, the relevant cues and principles, and making design
decisions. While this process may be similar for a variety of behaviour change support
systems, we have enriched our framework with categories which are particularly rel-
evant for automotive. Therefore, we have illustrated this framework with three
examples from the literature in automotive persuasion. We suggest that it can be further
used to design new systems, to map out alternatives to existing ones, or to identify
underdeveloped areas in automotive persuasion. Issues that require further exploration
include conducting a thorough literature review in automotive using PIDAF and
applying PIDAF together with designers to test and expand it where necessary.
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Abstract. This paper aims to discuss how ethics has been addressed within the
persuasive technology field and to explore whether ethics is generally applied in
persuasive technology (PT) or simply recognized by academics as an important
perspective. The paper is based on a literature review of the past 13 years of
Persuasive Technology conference papers. The themes identified from the lit-
erature review are presented along with summaries of defining works within the
field which have contributed to the discussion of ethics. This is followed by a
discussion and reflection on the findings of the literature review. Finally, we
conclude that ethics does matter but we argue that ethics has not been adequately
addressed in the field of PT and that ethical considerations regarding the rights
of the designers need to be researched.
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1 Introduction

Based on a thorough review of all papers published within the Persuasive Technology
conference series, this paper aims to contribute to the further development of the field
by clarifying some of the issues related to the role of ethics in persuasive systems.
Persuasion is generally understood as a more ethical approach to behavior change, yet
the ethical implications of persuasive technologies remain a scarcely explored subject.
The particular interest in exploring the role of ethics in persuasive design is motivated
by the emergence of several other approaches to digital behavior design. In continu-
ation it inspires reflections regarding the justification of referring to ethics as a defining
feature of the persuasive approach. The aim of the presented study is to explore how
ethics has been addressed in relation to persuasive design and persuasive technologies,
particularly with regards to whether ethics or the discussion of ethics has moved from
the world of academia and into the persuasive design workplace.

Early findings within the study indicate that save for a few researchers [1–3], etc.,
ethics appears to be an element of persuasive design that academics and designers pay a
lot of lip service to without really attacking the problem. Many papers include state-
ments such as “ethical concerns are one of the key challenges”… [4] or “no ethical
issues were found” with our…” [5], yet there are no other mentions of ethics or further
discussions about how such conclusions about ethics were reached. This comprises a
challenge as ethics is most often referred to as a defining feature of persuasion, when
related to other similar approaches to behavior design. Furthermore, the literature from
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the persuasive design conferences is littered with suggestions and commentary on what
principles or methods designers of persuasive design technologies should take into
consideration with regards to ethics when creating their designs. Suggestions ranging
from urging designers to follow Berdichevsky and Neuenschwander’s “golden rule”
[6] principle that “creators of a persuasive technology should never seek to persuade
anyone of something they themselves would not consent to be persuaded of” from way
back in 2006 [7] to challenging designers to step up to a “critical, ethical, and active
engagement with the world” [8] or urging users to consider using approaches from
Value Sensitive Design (VSD) and Participatory Design (PD) to solve ethical issues in
2009 [3]. However nowhere within the persuasive technology conference literature
does there appear to be a paper where a methodological or philosophical discussion on
ethics take place outside of academia. The lack of publications discussing how and
when ethics has been considered and applied by practitioners, gives reason to worry if
ethics in persuasive technologies have become simply an academic phrase, rather than
an actual concept of the field – and furthermore if the academic issues and discussions
raised within the field of persuasive technologies do in fact reach the design practi-
tioners aiming to intentionally influence the users.

A state of the art was conducted by Kristian Torning and Harri Oinas-Kukkonen
and published in 2009. They investigated the research published as full papers in the
conference proceedings from the first three Persuasive Technology conferences (2006–
2008), in order to generate directions for future research within the field. Amongst the
findings of this study it was noted that in spite of potential noble outcomes, it was
stressed that ethical considerations need far more attention, both with regards to
development of systems and implementation into different contexts [9]. It is with this in
mind, that this paper aims to contribute to the discussion of ethics within the persuasive
technology design field.

2 Methodology: Literature Review on Ethics in Persuasive
Technology Design

The research presented in this paper is borne out of a semi-structured literature review
on ethics in persuasive technology design and based on themes that emerged from the
review. The review included the entire body of work from the persuasive design
conferences from 2006–2018 (376 papers). The Persuasive Technology conference
series is recognized as a well-established scientific forum dedicated to research and
practice within the area of designs for behavior change. Although the notion of per-
suasion, and different perspectives on persuasive design are also presented at other
conferences and in academic journals, the Persuasive Technology conference pro-
ceedings constitute the most coherent collection of research on the topic [10].

A systematic overview of the papers, their themes, and the theoretical and
methodological perspectives, was established by applying NVivo1 as a tool for

1 NVivo is software that supports qualitative and mixed methods research. It is designed to assist in
organizing, analyzing and finding insights in unstructured, or qualitative data.
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categorization, search, and analysis. Furthermore, all papers were organized chrono-
logically by date in an excel codebook. In total 66 papers were coded which discussed
ethics with more than 1 sentence. Papers which contained a sentence or less on ethics
were not included in the final review, however they are considered as they are an
indicator of the issues addressed here regarding the lack of applied ethics discussed in
the persuasive technology literature. The papers included in the review are listed in
Appendix A.

3 Immediate Findings

The immediate findings are comprised of the themes or patterns that emerged during
the open coding of the literature review. Throughout the review, 3 main themes were
identified establishing that the discussion on ethics was limited to one or more of the
following (Table 1):

The theme descriptions may appear rather subjective in nature and clearly some
papers could inhabit more than one theme, however for the purpose of this paper, they
are very important as they strongly indicate that most papers only mention ethics in
passing and the only people having any kind of philosophical or methodological dis-
cussion about ethics within the persuasive design field are the academics. Although it
has been argued that the examination of ethics is a “key component” in persuasive
technology [1], these early observations gives reason to consider if this is merely the
case in academics and if ethics is even considered by practitioners.

It was also noted that there does not appear to be one single example of a researcher
arguing ethical concerns for the designers of persuasive technology. It appears that our
ethical concerns for designers focuses only on their responsibility of outcomes. In
consideration that design comprises a particular type of computer mediated commu-
nication [2], the lack of consideration for the rights of the designers indicates a chal-
lenges which has yet to be addressed.

4 Ethics – or Lack of Ethics in Persuasive Technology

On a more detailed level, it was found that there has not been a paper within the
persuasive technology design conferences that has addressed ethics on a philosophical
or methodological level since 2012, however in 2013 Karppinen and Oinas-Kukkonen
[11] did provide a short description of where the ethical discourse stands within the

Table 1. Themes identified during ethics in persuasive technology design literature review

Theme Sums Explanation

Academic
input

23 Ethics mentioned and/or discussed in an manner which contributes to
the understanding of ethics in persuasive technology

In passing 43 Ethics mentioned in passing with no discussion
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field of persuasive technology design. In the following, a brief overview is provided of
the works that contributed to the discussion of ethics on a philosophical and/or a
methodological level from the persuasive design conferences. The included papers
distinguish themselves by being the only contributions focusing on philosophical or
methodological ethics.

The vast majority of papers cite Berdichevsky and Neuenschwander [6] and/or
Fogg [1] as their foundations for arguing ethical theory and application. The conducted
review identified Fogg as mentioned 822 times in the 12 years of conference pro-
ceedings, however all mentions were not related to ethics. Berdichevsky and Neuen-
schwander are mentioned another 65 times, all of which are identified as related to
ethics. As such while their contributions to the field were not published as part of the
persuasive design conferences it would be remiss to ignore them considering they
appear to be the foundation for ethics in persuasive technology design.

Atkinson’s contribution [2] in her critical review of Fogg’s work [1] suggests a
higher philosophical debate on ethics while Davis’ work [3] proposes methodologies
for the analysis of ethics from other fields of technology design. Finally, Smids [12]
doesn’t discuss the philosophy behind voluntariness, his reflection is included because
it offers a theory of ethics that hasn’t been discussed within the persuasive technology
design field before. Likewise, the reflections of Karppinen and Oinas-kukkonen [11]
are included because they instantiate where ethics stands within the field right now.

4.1 Berdichevsky and Neuenschwander 1999

Berdichevsky and Neuenschwander’s framework for ethics in persuasive technologies
is a principle-based system with its foundation in Utilitarian ethics philosophy. It is a
set of 8 principles that encompass their framework of motivation, methods, unintended
outcomes, privacy, disclosure, and accuracy as areas that should be ethically considered
in persuasive design. Ethics is scrutinized via the motivations and methods of the
designers as the technologies are simply the “executors” of the methods developed by
the designer and technology itself is devoid of intent. They stress that “why do we want
to persuade” and “why this intended outcome” should be the first questions asked by
designers when considering ethics and suggest that the more principles that are ignored
the less ethical the design will be [6].

4.2 Fogg 2003

When initially introducing Persuasive Technologies, Fogg emphasized that ethics
should potentially be considered a defining feature of persuasion and consequently also
of persuasive technologies, Fogg states that a key component of captology is exam-
ining ethical issues and states that ethical issues in persuasive technology can be found
in the intentions, methods, and intended outcomes. He cites coercion and deception as
always unethical, Operant conditioning and surveillance as areas that could be either
ethical or unethical (Red Flags) as well as the targeting of vulnerable groups such as
children or the mentally challenged. Furthermore, Fogg cites his former students
(Berdichevsky and Neuenschwander) in stating that ethics can be “assessed” by
investigating intended and unintended outcomes of persuasive technology systems.
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Fogg finishes his foray into the ethics of persuasive technology by offering a 7-step
stakeholder analysis framework as a methodology for the analysis of ethics in per-
suasive technology systems [1].

4.3 Atkinson 2006

Atkinson’s contribution to ethics in persuasive technology design revolves around her
critical review of Fogg’s book from 2003 [1] where she posits that a fundamental ethic
of persuasion design or captology is that the designer’s intent be exposed at the
beginning of user engagement with a program and that Fogg’s ethical reminders are
“not soundly, philosophically and theoretically, incorporated into his discourse”. She
goes on to state that what is missing is “a rigidly defined context of what constitutes an
ethical application of persuasion principles”.

Speaking on the differences between macrosuasion and microsuasion the author
nominates a new term, ‘compusuasion’ as the ethical term that would describe the
unintended, unforeseen, or induced behavioral change phenomena that go along with
persuasive technology, thus accepting the responsibility.

On the topic of altering social behavior she states that there are ethical issues and in
describing methods for reduction of the unintended and unforeseen consequences of
social planning the author also notes that it is possible to gauge the impact “by current
established philosophical, ethical, moral and human rights principles”. The author
defines ethical principles as “right and responsible action” and suggests that a study of
moral and ethical principles as well as human rights can take us beyond subjective
individualism. She asks is computer mediated persuasion ethical and feels that anything
that obstructs an individual’s right to freedom (choice) can be considered unethical.
However, she goes on to say that it could be argued that persuasion that operates without
the user being aware of the programmers’ intent could be ethical “if the change in attitude,
behavior or belief is motivated from the perspective of wisdom, benevolence and genuine
care for others” but then asks if it wouldn’t be better if the benevolence was used through
advocacy or education where intent is known from the outset. She concludes that
devising “appropriate guiding principles” is the true purpose of ethical and philosophical
enquiry and that ethical safeguards are required for captology which could be fulfilled if
the intent of the persuasion is exposed from the outset of engagement with a program.
Finally, Atkinson makes clear the distinction between education and persuasion relating
to Fogg’s work where she states that “Persuasion is associated with rhetoric [2].

4.4 Davis 2009

Davis starts by giving a short overview of the work done by Berdichevsky and
Neuenschwander [6], and Fogg [1] and then argues that these principles or guidelines
are not enough and that persuasive designers should look to the human computer
interaction community for methods that “help designers uncover and address ethical
issues” as she concludes that ethical issues faced by persuasive systems are not unique
to the field. Furthermore, Davis states that there are “lessons to be learned from how
philosophers and designers have analyzed and accounted for such ethical issues in
information systems beyond persuasive technology”.
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Davis suggests that methods are needed to structure the efforts of designers to enact
ethical principles since designers cannot possibly predict all outcomes, cannot guar-
antee privacy or how privacy is even defined nor, can they guarantee the persuaders’
intent. She argues that methods will help designers know what to do when principles
are “inadequate” and to “structure their efforts to enact ethical principles”. She cites
Atkinson [2] in support of methods for ethical design via “public consultation”, “social
learning”, and “multi-stakeholder negotiation” as a way of reducing “unintended and
unforeseen” consequences as well as persona’s and scenarios. She argues that work in
persuasive technology has recently taken a user centered approach but from a per-
suasive effectiveness approach rather than an ethical one and since the persuasive
technology ethical issues are not unique one can draw from the information technology
field which does in fact engage with ethics. According to Davis, Value Sensitive
Design (VSD) comes from the perspective of “human values” such as “privacy”,
“autonomy”, and “moral beliefs of the technology” rather than the usability and that
Participatory Design allows the users to be part of the design process and “is very much
concerned with social learning and multi-stakeholder negotiation”. She goes on…
“VSD emphasizes values of moral import—values such as fairness, autonomy, privacy,
and human welfare—and thus speaks to ethical concerns in technology design” and
thinks that VSD could contribute to the design of ethical persuasive computing in many
meaningful ways. She goes on to basically say that that the VSD method is better than
the stakeholder’s analysis at being able to uncover the ethical implications of a system
in that it is more concerned with the “welfare of the indirect stakeholders, provides
additional guidance in identifying values at stake, and reveals situations in which
designers must make tradeoffs between conflicting value concerns.”

Davis concludes that she believes that VSD and PD offer frameworks that “support
the designer in engaging stakeholders and uncovering and addressing ethical issues”
and that she urges other designers and researchers to consider VSD and PD approaches
to solving ethical problems [3].

4.5 Smids 2012

Smids states that voluntariness is the most important ethical question regarding per-
suasive technology and then he goes on to cite Oinas-Kukkonen 2010, that in per-
suasive technology research “ethical considerations have been largely unaddressed”.
He then cites Berdichevsky and Neuenschwander [6] and Fogg [1] in stating that “the
intentions of the persuaders, behavioral and attitudinal aims of the persuasive tech-
nologies and methods of persuasion” should be considered. Speaking of persuasive
profiling the author feels that there is a need for more “ethical reflection” than can be
done in his paper. Later, on the topic of subliminal feedback the author makes the claim
that “ethical design cannot change subliminal feedback into persuasion” and while
there might be situations where subliminal feedback is ethical it should not be called
persuasion. Smids goes on to reassert his claim “that the most important ethical
question regarding persuasive technologies is the voluntariness of changes they bring
about” and recommends that an assessment of voluntariness is performed by all per-
suasive technology designers on the persuasive technologies they create.
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4.6 Karppinen and Oinas-Kukkonen 2013

Karppinen and Oinas-Kukkonen state that when developing persuasive systems there
are oftentimes ethical questions that arise and that there is no easy way to address
ethical issues in all cases. They state that it is the purpose of their paper to analyze and
define possible ways of addressing ethical questions in persuasive design and suggest
that there are in fact 3 possible approaches to doing this which are by “guidelines,
stakeholders’ analysis, and involving users”. The authors cite Davis [3], stating that it is
something of an ethical minefield trying to change users’ behaviors and attitudes
through these types of systems. They cite Berdichevsky/Neuenschwander and Fogg [1,
6] as those responsible for the first academic work on ethics in persuasive technology
design and then go on to give honorable mentions to a host of other academics for their
“growing” interest in persuasive ethics but while claiming that these academics have
contributed “convincing pieces of work” they state that they all differ in their sug-
gestions for resolving ethical issues.

• Berdichevsky/Neuenschwander: Eight moral principles for designers to follow [6]
• Davis and Yetim: Designers and stakeholders should find consensus on ethical

issues [3, 13]
• Smids: Voluntariness [12]
• Spahn: validity claims of speech acts [14]
• Fogg: Stakeholder analysis for examining ethics in complicated situations [1]
• Gram-Hansen: ethics as an intuitive result of human nature, rather than reason-

based rule [15]

The authors suggest that designers can learn from these studies but argue that how
to best systematically approach ethics is left open. Later the authors argue that it is
possible for indirect persuasion to be ethical by stating that being unaware does not
necessarily make persuasive technology manipulative. The authors continue showing
contradictions and paradoxes between the differing arguments of what is ethical in
persuasive design for a while before finally claiming “that all persuasive acts during the
change process do not need to be voluntary or fully transparent”. The authors then
argue that a system isn’t automatically on “solid ethical ground” just because of its
transparency or voluntariness based on their belief that behavior change requires
commitment and compliance from the user. The paper continues with the outline for
their ethical framework which include the guidelines and analysis concepts from var-
ious academics before finally stating that guideline-based approaches are subjective.
A designer and user may have two differing views on what is ethical. They go on say
that the stakeholder analysis approach is used in business ethics and that values vary
from one situation to the other and there are no easy answers with this approach.
Furthermore, they make clear that a stakeholder analysis does not mean “that suggested
ethical guidelines have no meaning”. They then argue that there are too FEW published
studies on ethical issues and that they believe as new ethical approaches are published
that they will be able to be mapped to the authors presented framework. In Chap. 5 the
authors continue by stating they presented a framework from which a designer can
choose a suitable ethical approach to their designs and then go on to state that that
stakeholder’s analysis only works when the design is targeted at a specific and
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predefined group and argue that user consensus does not automatically make a system
ethical. They then argue while “moral values should be emphasized” it should not be at
the neglect of other values. They go on to state that ethical considerations should be
made along the way with any design as they all have a target group in mind. They
argue that guidelines can be thought of as checklists and that there are no experimental
approaches that have the “ability to solve all questions of morality and ethics”. They go
on with stating that the framework of 3 categories (guideline-based, stakeholder
analysis, and user involvement) is “unique to persuasive design” and rather than
coming from the philosophical traditions it is built from the design perspective and that
persuasive design still requires ethical design study [11].

5 Reflection – Discussion

Although acknowledging the quality of the work already published, there are several
issues with the way ethics has been addressed over the last 12 years. Firstly, there have
been no studies investigating how designers in the workplace address ethics. The
identified contributions constitute academic theories and methodologies and a hope that
they transition to the workplace. We have yet to explore if the stakeholder analysis
proposed by Fogg [1] works in practice or not, and if Berdichevsky and Neuen-
schwander principles are followed. We don’t know if the designers have any input
where ethics are concerned, or if the role and standards of ethics is merely determined
by management. Secondly, ethics has not been a distinct topic of discussion within the
persuasive technology conference series since 2013. Based on the conducted review, it
is as if the field has gotten complacent with regards to ethics in persuasive technology
design. As to why this is, one can only speculate, but it could be that the field hasn’t
tried hard enough to move out of the utilitarian approach to ethics. As Atkinson stated
in 2006, devising “appropriate guiding principles” is the true purpose of ethical and
philosophical enquiry [2]. Maybe it is time to look at other theories of ethics in order to
move towards a practical application of the research conducted so far. Davis [3] pro-
posed user involvement methodologies based in value theory from the fields of Value
Sensitive Design and Participatory Design and Gram-Hansen [15] suggested that
ethical reflections might be considered as intuitive and personal. Consequently we
should create technologies that we as designers find ethically acceptable e.g. based in
Aristotle’s virtue principles, particularly in the areas of practical wisdom (phronesis)
and intuitive understanding or intellect (nous) [16]. In continuation, we have volun-
tariness as proposed by Smids [12] which has its foundations in Contractarianism, yet it
would appear no one has decided to address these theories. As far as the literature
review goes there does not appear to be an agreed upon approach to ethics within the
field. It may be that the field is happy with the way ethics has been addressed as it is.
However, it could also be that no one really cares about ethics?
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6 Conclusion

Do ethics matter in persuasive technology? We would argue that it does.
Even though social media might not be designed as persuasive in intent they are in

fact used for persuasive purposes as are all technologies [17]. It is with this in mind that
we use Facebook as an example of how society at large does care about ethics even if
we as designers have not given it sufficient attention. As has been seen in recent news
accounts Facebook was brought before the US Senate as well as international councils
to answer questions about their handling of user data [18]. Since then Facebook has
been in the news and under scrutiny from the American judiciary for a range of ethical
violations (e.g. violations of child privacy laws [19], violations of election laws [20],
and censorship [21]). These ethical breeches affect everyone, designers and users alike
and illustrate what happens when ethics are not considered. They also illustrate what
happens when consequences are not considered. Furthermore, they exemplify the
change in how technologies are applied over the past decade and the user mentality.
Technologies are now far from simple tools that facilitate users during their daily tasks,
they have become a pervasive and personal force in the lives of many. Moreover, users
have a greater understanding of technologies and are increasingly becoming able to
consider technologies both critically and constructively. Therefore, it is most important
to find out what ethical conversations practitioners are having in the workplace and
outside of academics. Particularly as it would appear that ethical considerations is
becoming a specification considered by users when they decide which technologies to
apply and which to disregard.

Recognizing the new tendencies in both the role of technologies and of the users,
gives reason to also consider a second concern. Future research within the persuasive
technology field should potentially strive to ensure that ethics is applicable not only for
academic researchers, but also the design practitioners. With the rapid development in
persuasive technologies, research should look further into the rights of designers rather
than focusing simply the user. All ethical discussions thus far focus on securing the
rights of the users and placing responsibility on the designers. If as Atkinson claims
that freedom is a fundamental inalienable right [2] why is it only afforded to the users
and not the designers? If design as suggested is a particular type of communication,
shouldn’t there be an ethical discussion on a designers right to free speech which would
include the right to persuade?
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Appendix A

See Tables 2 and 3.

Table 2. Reviewed papers providing academic contribution to ethics in persuasive technology

Authors (Date) Contribution

IJsselsteijn et al. (2006) Ethical guidelines in the field will encourage “morally
responsible” design of persuasive technology

Khaled et al. (2006) Ethics is a challenge of designing persuasive technologies for
well being

Lucero et al. (2006) Improving the motivation for children to read and write is
ethical using captology

Atkinson (2006) Designers intent is exposed at the beginning of user
engagement with persuasive technologies

Jespersen et al. (2007) From a historical and cultural context, a discussion on the
ethical perspectives of surveillance and persuasive
technology

Daniel Fallman (2007) Ethics is one of the many challenges facing the HCI field
K. Torning and
H. Oinas-Kukkonen (2009)

Illustrates the shortcomings of ethics within the persuasive
design field

Davis (2009) Discussion of the value of using methodologies from Value
Sensitive Design and Participatory Design to address ethics
in Persuasive Design

A. M. Ranfelt et al. (2009) Discussion on ethics as it applies to persuasive design within
the development of Autism Spectrum Disorder Technology

J. Davis (2010) Autonomy and consent are just as important as ethical
implications of the designs themselves

M. Kaptein and D. Eckles
(2010)

Discussion of the ethical considerations with regards to
adaptive persuasive technologies

J. Z. Daae and C. Boks
(2011)

Discussion of the ethical implications of coercion from the
product design perspective

S. B. Gram-Hansen et al.
(2012)

The required action in the notion of Kairos is ethical

Jiles Smids (2012) Voluntariness as the biggest ethical question facing
persuasive technology design

P. Karppinen and
H. Oinas-Kukkonen (2013)

A presentation of a design framework for ethics based on
guidelines, stakeholder analysis, and user involvement

O. Barral et al. (2014) Discussion of voluntariness as the ethical standard in covert
persuasion systems

F. Basten et al. (2015) Discussion of the ethicality of subliminal triggers
J. Timmer et al. (2015) Discussion on ethics with integration of persuasive

technologies in “smart environments”

(continued)

152 R. Kight and S. B. Gram-Hansen



Table 2. (continued)

Authors (Date) Contribution

S. B. Gram-Hansen (2016) Discussion of constructive ethics as a focus during each step
of the presented Explore, Design, Implement, Evaluate
(EDIE) method

A. Krischkowsky et al.
(2016)

Discussion on ethics in the framework of persuasive design
as it relates to appropriation of the technology

A. Stibe and B. Cugelman
(2016)

Discussions on dark patterns, unethical applications,
backfiring, etc.

E. Twersky and J. Davis
(2017)

The benefits of using methods from Value Sensitive Design
to resolve ethical issues most specifically a look at human
values with regards to language

S. B. Gram-Hansen et al.
(2018)

Discusses persuasive technology design from the perspective
of classical rhetoric and less ethical approaches to
influencing the receiver (peithenanke)

Table 3. Reviewed papers mentioning ethics in passing

1. Gasser et al. (2006)
2. B. J. Fogg (2006)
3. Redström (2006)
4. G. Cornelissen et al. (2006)
5. Redström et al. (2006)
6. A. Meijnders et al. (2006)
7. Goessens et al. (2006)
8. van Bronswijk (2006)
9. P. Barr et al. (2006)
10. Zhu (2007)
11. R. Khaled et al. (2007)
12. Teddy McCalley and Alain Mertens (2007)
13. Gable (2007)
14. O’Brian et al. (2007)
15. Duane Varan and Steve Bellman (2007)
16. Cugelman et al. (2008)
17. Harri Oinas-Kukkonen and Marja Harjumaa

(2008)
18. Brenda Laurel (2009)
19. Nikki Serapio and B. J. Fogg (2009)
20. Ham et al. (2009)
21. Lasse Burri Gram-Hansen (2009)
22. B. J. Fogg (2009)

23. Lockton et al. (2009)
24. Jaap Ham and Cees Midden (2010)
25. Harri Oinas-Kukkonen (2010)
26. Yamabe et al. (2010)
27. Martha G. Russell (2011)
28. Ruijten et al. (2011)
29. Appel et al. (2011)
30. Morten Aagaard and Peter Øhrstrøm

(2012)
31. Burleson et al. (2012)
32. Muller et al. (2012)
33. Tim Marsh and Brigid Costello (2013)
34. J. Masthoff et al. (2013)
35. A. Schmeil and L. Suzanne Suggs

(2014)
36. S. Langrial et al. (2014)
37. K. Torning (2014)
38. S. Burri Gram-Hansen and T. Ryberg

(2015)
39. M. M. Mustaquim and T. Nyström
(2015)
40. A. Algashami et al. (2017)
41. A. Caraban et al. (2017)
42. Sandra Burri Gram-Hansen (2018)
43. K. Rogers and M. Weber (2018)
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Abstract. A growing challenge for owners, board members, executive man-
agers, and regulators is how to regulate and manage pervasive industry plat-
forms which use persuasive technologies. The persuasive technology
community has intentionally steered clear of researching technologies used for
coercion or deception. Yet, we now see different shades of persuasive tech-
nology used for coercion and deception in the market, causing problems and
possibly harm to people. In this article, we will argue that the persuasive
technology research community is uniquely positioned to deal with the ethical
and moral challenges with pervasive industry platforms and that it has a
responsibility to proactively address these challenges. We propose an interdis-
ciplinary research approach, combining knowledge from persuasive technolo-
gies, governance, and management studies, to arrive at a framework that can
provide direction for future research as well as indicate potential solutions. We
introduce the reader to some of the managerial challenges with persuasive
technologies used in pervasive industry platforms using an illustrative case
study of Facebook and propose three future research directions.

Keywords: Persuasive technology � Governance � Management �
Service design � Persuasive platforms � Facebook

1 Introduction

In the past two decades, we have seen the rise and proliferation of pervasive, digital
industry platforms that use strategies and tactics from the fields of persuasive tech-
nology and persuasive design to attract and engage users and clients. Out of the top ten
most valuable companies on the Fortune 500, five1 base their business models on
digital platforms and related ecosystems of products and services [15]. In information
system literature, these would be described as dominant industry platforms or platform
leaders, which set the standards for other actors in their respective ecosystems [16].
Together with thousands of less influential platforms these platforms make up the lion

1 Apple, Amazon, Alphabet, Microsoft, Facebook, as of March 29, 2018.

© Springer Nature Switzerland AG 2019
H. Oinas-Kukkonen et al. (Eds.): PERSUASIVE 2019, LNCS 11433, pp. 156–167, 2019.
https://doi.org/10.1007/978-3-030-17287-9_13

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17287-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17287-9_13&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-17287-9_13&amp;domain=pdf
https://doi.org/10.1007/978-3-030-17287-9_13


share of our digital experience, a system of systems mediating the human experience:
intentionally and unintentionally, directly and indirectly influencing the lives of billions
of people.

Since the inception of the field, the methods, impact and design of persuasive
technologies and systems (here denoted persuasive technologies) has been in focus in
the persuasive technology literature. However, a growing challenge is how to regulate
and manage emerging, pervasive industry platforms which base their competitive
advantage on persuasive technologies. For businesses and organizations, persuasive
technologies offer a compelling value proposition, because they guide people’s actions
and choices and can influence attitudes and values [7]. By implementing persuasive
features in digital products and platforms, companies can gain competitive advantage
and differentiate from their competitors [26]. In the past decades, we have experienced
unprecedented growth in the number and scale of businesses using persuasive tech-
nologies in digital platforms. A key driver of platform growth has been the deliberate
use of strategies and tactics from the field of persuasive technologies to attract and
engage users and clients. The focus of this article, however, is neither on designers, nor
on product managers, but on senior decision makers in companies, organizations and
governments who oversee strategic planning and daily operations of platforms using
persuasive technologies. These include owners, board members, managing executives,
politicians, investors or other stakeholders who shape leadership, strategies and
organizational structures and cultures that directly or indirectly influence the emer-
gence and management of pervasive industry platforms.

Despite a vibrant ethical discussion in the persuasive technology community, there
are still valid concerns about the growing influence of persuasive platforms, where, the
ethical and moral aspects of persuasion, the intentional act of trying to influence
people’s behaviors and attitudes, has recently become the subject of stinging criticism,
from academia, governments and non-governmental organizations. The persuasive
technology community has intentionally steered clear of research on technologies used
for coercion or deception. Yet, we now see different shades of persuasive technologies
used for coercion and deception in the market, causing problems and possibly harm to
people. In this article, we will argue that the persuasive technology research community
is uniquely positioned to deal with the ethical and moral challenges with pervasive
industry platforms and that it has a responsibility to address and act on these chal-
lenges. We propose an interdisciplinary research approach, combining knowledge from
persuasive technologies, governance and management studies, to arrive at a framework
that can provide directions for future research as well as indicate potential solutions.

2 Responsible Implementation of Persuasive Technologies

2.1 Who Is Responsible When the Research Leaves the Lab?

Why do we need an updated, more holistic view on how to govern persuasive systems
in more ethical ways and what is missing from existing literature? Since the inception
of the field of persuasive technologies nearly two decades ago, technological systems
and ecosystems have become vastly more complex and the computing substrate that
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persuasive software runs on has changed character. A computer is no longer a grey box
tucked in under our desks, but cloud-based, global, invisible, multi-modal systems
embedded in our environments. An updated definition of computer hardware and
software also require updated research into new forms of persuasion. Timmer et al.
describe this process as proliferation of persuasion (the range of contexts in which they
can be applied expands) and integration of persuasive technologies in the physical
environment [29]. New directions of research such as personalized persuasion and
persuasion profiling [20], ambient persuasion [34] and subliminal persuasion [9, 25]
has been proposed in recent years and have contributed to a better understanding of
persuasion in the emerging computing landscape. In parallel with the ethical discus-
sions in the persuasive technology community, large and small platform companies, as
well as governments, are struggling with understanding and controlling their influence.
Following on a series of events involving deceptive applications of persuasive tech-
nologies, there is now a flourishing debate in media, about the growing influence of
persuasive technologies and platforms. Following on the Facebook/Cambridge Ana-
lytica scandal, the governments in the US and UK have initiated public hearings with
digital platform providers such as Facebook and Twitter, to better understand how to
understand and regulate digital platform companies on a national level [30, 31]. In
2018, the General Data Protection Regulation (GDPR) was introduced in the EU, to
strengthen regulation and protection of citizens’ privacy.

Still, significant regulatory and managerial challenges remain with pervasive
industry platforms. These are a few examples of areas where research has indicated that
persuasive technologies may be causing people harm:

Exploiting People’s Attention. A common critique against pervasive industry plat-
forms using persuasive technologies is that they are exploiting people’s biological and
psychological vulnerabilities. In his book ‘Stand out of our light’, Williams makes the
case for how these platforms are fundamentally designed to prey on human attention
and calls for more ethical practices and better governance [37]. Another critic of
persuasive technologies is Tristan Harris, a former design ethicist at Google, who
launched the Time Well Spent movement in 2013. In 2018, Harris founded the Center
for Humane Technology, to work with issues related to persuasive technology and
design.

Deception and Breach of Privacy. Psychographic targeting and behavioral adver-
tisement are the subjects of growing criticism. Matz et al. demonstrated that psycho-
logical targeting can possibly be used for mass persuasion. In an experiment with 3.5
million participants, they tailored marketing messages using their psychological pro-
files and saw a significant increase in actions taken where the methods were used [22].
In 2015, Epstein et al. presented a study with the results from five experiments sug-
gesting the existence of a Search Engine Manipulation Effect (SEME) that could shift
voter preferences of undecided voters [11]. The hidden influence of ambient persuasive
technologies and the mediating effects described by Verbeek, is making it increasingly
difficult for people to notice if they are being persuaded, which may lead to deception
[33].
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Negative Influence on Wellbeing or Health. Social media are a class of platforms
which use persuasive technologies to engage platform users. Although evidence has
shown both positive and negative impact on well-being, there are strong indications
that the use of social media, at least for certain groups, is making people depressed. In
2018, Hunt et al. claimed a casual correlation between depression and social media use,
after studying how reduced social media use influenced a group of students [19].
Another study by Primack et al. connected increased social media use with increased
depressive symptoms [24].

In this article, we do not intend to give a complete account of all challenges related
to the use of persuasive technologies. However, these examples demonstrate a few
emerging and unresolved problems which can potentially be linked to the use of
persuasive technologies in pervasive industry platforms, which needs to be addressed.

2.2 Governance and Management

To clarify and motivate our choice of approach, we will briefly explain the concepts of
governance and management. In 1999, Wolfensohn, former President of the World
Bank stated that “the proper governance of companies will become as crucial to the
world economy as the proper governing of countries” [38]. The term governance was
minted in political science, but the concept has been translated into many different
contexts. Governance is defined in the Cambridge dictionary as “the way that orga-
nizations or countries are managed at the highest level, and the systems for doing this”
[8]. Governance and management are two overlapping concepts describe two per-
spectives on how an organization is led and managed. While governance is considered
a higher-level system for goal-setting and control, management concern operational
decision regarding organizational resource use.

2.3 Governance and Management Concepts in Persuasive Technology
Literature

Obviously, there is no lack of literature about organizational management, management
of information systems or platform ecosystems. However, in our view, these theories
lack the in-depth knowledge about persuasive technologies to provide sufficient
guidance for decision makers. Recently, there have been a few calls for further inter-
disciplinary research in the intersection between persuasive technology, ethics, and
business management. Shao et al. called for a closer integration of persuasive tech-
nologies and business management studies [26]. The authors outline how persuasive
technologies could contribute to the competitive advantage of companies. They
focused on turning product-based advantage to cost-based competitive advantage of
persuasive technologies, and to contribute with a better understanding of the costs
involved in integrating persuasive features into digital services and platforms. In
addition, they outlined four research directions based on cost-based competitive
advantage and its relation to persuasive technologies: (1) understanding the costs
associated with persuasive technology development, (2) strategic cost analysis for
persuasive technology development, (3) empirically validating the cost strategy and
(4) theory development.
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Aagaard et al. explored how persuasive technologies can be used to facilitate
sustainable innovation and business model innovation and speculate on how 5G as an
enabling infrastructure could transform business models. They highlighted the need for
good governance for persuasive business models and that further research is needed to
ensure that these platforms are secure [1]. In 2018, Lindgren introduced the concept of
persuasive businesses and persuasive business models (PBMs), defined as “an inter-
active, dynamic business model and business model innovation strategy vision, mission
and goal(s) where the PBM seeks to achieve impact on business models including
users, customers, and technologies – all dimensions of other business models.” [21].

Apart from these pioneers, the territory is largely unexplored, and it is evident that
there is a need for further inquiry into the way platforms are governed and managed.

2.4 Ethics in Persuasive Technology Literature

Ethics has always been an important aspect of persuasive technology research, but it
has arguably risen in importance as the influence of digital industry platforms and
ecosystems grow. Ethical questions related to machines and computers in relation to
human beings have been around for long. In 1950, at the dawn of the computer era, the
Cybernetic researcher Norbert Wiener published The Human Use of Human Beings,
where he predicted that: “…society can only be understood through a study of the
messages and the communication facilities which belong to it; and that in the future
development of these messages and communication facilities, messages between man
and machines, between machines and man, and between machine and machine, are
destined to play an ever-increasing part.” [35].

The earliest ethical theories specifically devised for persuasive technologies were
developed by Fogg. Fogg’s ethical work was influenced by the Human-Computer
interaction-researchers Friedman and Kahn and their extensive research on Human
Values, Ethics and Design [14]. In Fogg’s seminal textbook on Persuasive Tech-
nologies, he identifies six ethical challenges that are unique for computers as persuasive
technologies [7]. In one of the most cited ethics articles in persuasive technology
research, Berdichevsky and Neuenschwander introduced seven ‘commandments’ and a
‘golden rule’, stating that “creators of a persuasive technology should never seek to
persuade anyone of something they themselves would not consent to be persuaded of”
[5]. Kaptein et al. extended their framework to encompass adaptive persuasive systems,
[20] which is useful to describe the ethics related to behavioral advertising. Adapted to
different contexts, these frameworks have been central for the ethical aspects of sub-
sequent research. However, in a literature review of 51 persuasive technology studies
produced between 2006–2008, Tørning and Oinas-Kukkonen identified that more
research was urgently needed on ethics, going so far as to say that the sheer lack of
studies about ethics could in itself be an unethical act! In addition, they questioned
whether persuasive technologies cause voluntary cognitive change and emphasized that
persuasive technology researchers’ responsibilities extend far beyond the software
systems they study and design [28]. From the perspective of design research, the ethics
of persuasive design have been the subject of several studies defining the ethical
qualities of features, products and services. As a reaction to the perceived lack of
methods for translating the theoretical principles cited above, to actual software and
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hardware features, design researchers Davis and Nathan introduced updated design
methods for ethical design of persuasive technologies, including Participatory Design
and Value Sensitive Design for integrating user input in the design process and in doing
so, making the end products embody more ethical and moral values [10]. Subsequently,
Spahn developed ethical guidelines for software development and usage of persuasive
technologies. With applied discourse ethics, he explores the fine line between
manipulating and convincing someone, using the linguistic lens. “Technology is no
longer a neutral tool (if it ever was one), but helps to achieve moral goals like health,
safety, sustainability and the like.” [27].

A notable addition to the ethical discussion in persuasive technology research was
the establishment of a thorough theory of moral mediation of technological systems, a
concept which was presented by Oinas-Kukkonen et al. [30] in 2008 and developed
further by Verbeek [33], providing a valuable lens for persuasive technology designers.
Verbeek challenged the traditional view that technological systems are neutral, instead
highlighting the influence of technological mediation and technology’s ability to shape
human behavior and actions by their system design and architecture. In his book
Moralizing technology, Verbeek also promoted the theory that technological systems
could have an intentionality of their own. As pointed out by the author, this has far-
reaching consequences - if a system can have an intentionality of its own, it can also be
seen as a moral actor and thus be responsible for its actions. Spahn raised an important
point regarding the ensuing risk for technological paternalism, stating that “Critiques
argue […] that this way of ‘moralizing’ technology raises many ethical concerns. It
might even be argued that PT can be regarded as the implementation of a techno-
logical paternalism, which conflicts with the ideal of a free and autonomous choice of
the individual.” [27]. Atkinson presented similar critique against persuasive tech-
nologies and emphasized that ethical qualities can be ensured if a persuasive system’s
macrosuasive intent is clear to the user. Timmer et al. described the challenges when
persuasive technologies are integrated in smart environments. The authors also point
out the governance problem with persuasive technologies in collective settings, such as
when applied by the UK behavioural insights team (a government nudge unit), or by
employers at workplaces [29]. In addition to the above-mentioned works, there are
professional ethical codes such as the ACM Code of Ethics, which aim to ‘inspire and
guide the ethical conduct of all computing professionals’ [2]. This code provides some
high-level advice but does not give guidance for specific cases and as our case study
shows, it can be questioned how orthodoxly these written codes are followed in
practice.

2.5 Summarizing the Knowledge Gap

As we have discussed, the nature of persuasive technology landscape is rapidly shifting
and there are signs that persuasive technologies are causing people harm when used in
pervasive industry platforms. There is a vibrant ethical discussion in the persuasive
technology community and knowledge about persuasive technology ethics which needs
to be considered by executive functions in organizations and governments. In our view,
the ethical perspectives found in persuasive technology literature are extremely relevant
for executive decision makers and policy makers. However, there has been little
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research into how the ethical guidelines of persuasive technologies are used by man-
agers when they make decisions about persuasive technologies in practice. As Shao
et al. points out, there is also a need to understand how these can be integrated with
theories of management [26]. We believe that important knowledge about the capa-
bilities and threats from persuasive technologies should be translated faster from theory
to practice, so that decision-makers who regulate or manage platforms can faster sense
changes in the environment and proactively address problems before they turn awry.
With an applied, interdisciplinary approach, persuasive technology research could
actively, rather than passively shape their decisions regarding persuasive platforms, for
the benefit of society. Despite a stronger focus on ethics in persuasive technology
theory and design, both on feature level and system level, the governance and man-
agement perspectives on persuasive technology ethics are growing in importance and
have largely been overlooked in persuasive technology literature to date.

3 Illustrative Case Study: Facebook’s Governance Problem

To further argue for our viewpoint, we illustrate the need for a faster translation of
persuasive technology research to practice, using the case of Facebook as an example.
We recognize that Facebook is an extreme example, clearly, not all platforms have the
influence and impact of Facebook. However, it is a pervasive industry platform that
uses persuasive technologies, and which has been the subject of several studies in
persuasive technology research over the years. Since Facebook was founded in
February 2004, Facebook has grown to 2,2 billion users worldwide and is arguably the
world’s most influential social network. Facebook is an industry platform which allows
for users, individuals, companies and organizations, to register and interact with each
other in an online ‘community’ setting. The Founder and CEO of Facebook, Mark
Zuckerberg, is also the company’s Chairman [12]. In recent years, the platform has
been the subject of multi-faceted criticism and despite the many positive values the
platform create, there is mounting evidence that the platform has failed to protect its
users against negative effects from using the platform. Facebook has been accused of
breaching user privacy on several occasions and the company’s role in the US and UK
elections is now the subject of academic research and legal scrutiny. In addition to
these problems, as mentioned earlier, it is hotly debated whether social media (such as
Facebook) makes people depressed if the use of the platform is addictive and stealing
our attention away from more important things [19, 37]. In a testimony to the US
Congress on June 29, 2018, Mark Zuckerberg states:

“Facebook is an idealistic and optimistic company. For most of our existence, we
focused on all the good that connecting people can bring. As Facebook has grown,
people everywhere have gotten a powerful new tool to stay connected to the people
they love, make their voices heard, and build communities and businesses. […] But it’s
clear now that we didn’t do enough to prevent these tools from being used for harm as
well. That goes for fake news, foreign interference in elections, and hate speech, as
well as developers and data privacy. We didn’t take a broad enough view of our
responsibility, and that was a big mistake. It was my mistake, and I’m sorry”. [32].
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While some see Facebook’s troubles as the result of too rapid growth, others see it
as a failure of governance and control. In a press call on November 15, 2018, Mark
Zuckerberg initiated an effort to enforce community standards and stated that:

“I’m going to publish a note laying out how we’re approaching content gover-
nance and enforcement of our Community Standards. This is something we’ve been
working on for a couple months now. This is an important topic. It’s about finding the
right balance between two very important principles – giving people a voice and
keeping people safe.” [13].

The governance strategies presented were (1) moving from reactive to proactive
enforcement of community standards using AI systems to identify potentially harmful
content, (2) reducing the spread of sensational and provocative content, (3) give people
more control over what they see, (4) build a more robust appeal process and
(5) establishing an independent body to oversee content and make publishing decisions
and (6) increasing transparency by issuing transparency and enforcement reports [12].
These actions are a welcome step in the right direction, but they are clearly added as an
afterthought, to address some of the platform’s long-standing problems. Our inter-
pretation of this situation is that Facebook has had a governance problem, and related
management challenges resulting from a rapidly growing platform and from a patch-
work of management and design decisions made over the course of roughly 15 years.
However unpredictable or unintended, the consequences of pervasive platforms
influencing people’s behaviors are real. In the words of the French philosopher Paul
Virilio, ‘the invention of any new technology is simultaneously the invention of a new
accident’ [36]. According to Fogg, persuasive technologies should only deal with
planned persuasive effects of technology [7]. In this case however, the ‘accidents’ may
have had negative impact on millions of people’s lives. We therefore argue that it is not
ethical for persuasive technology researchers to disregard the unintended effects of their
work.

3.1 What Would Better Knowledge About Persuasive Technologies Have
Contributed?

As we can see from the review in Sect. 2.4, ethical guidelines or design methods were
readily available in the persuasive technology research community at the time of
Facebook’s inception in 2004 [5, 7]. More research is needed to understand why these
guidelines were not followed or enforced when the earliest signs of problems surfaced,
given that Facebook quickly absorbed the influence tactics that came out of the world’s
persuasive technology labs, but seemingly failed to implement the ethical guidelines.
We do not believe that Facebook’s problems are Facebook’s alone. All fast-growing
platforms experience similar pains, where ‘unintended consequences’ cause pains for
users. Neither do we believe that the intentions of Facebook’s owners, board members
or management team are to deliberately cause people harm. However, we do recognize
the ongoing challenge of balancing the sometimes-conflicting goals of public and
private interests. By properly integrating knowledge about persuasive technologies into
systems for checks and balances at an early stage, perhaps some of these problems
could have been mitigated.
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4 Discussion and Research Directions

In the previous sections, we have identified a need for new knowledge in governing and
managing rapidly growing industry platforms. In this section, we propose three
research directions which would stimulate further interdisciplinary research in the
intersection between persuasive technology research and research on governance and
management.

4.1 Research Direction #1 – Interdisciplinary Research into ‘Good
Governance’ of Persuasive Systems

The term ‘good governance’ is regularly applied in the study of politics and interna-
tional development. It is broadly defined as how ‘well’ countries or authorities manage
public affairs. Governance implies that there is power, and control involved and ‘good
governance’ that there is a qualitative measurement involved. It also means that there is
also an antithesis which we here refer to as ‘bad’ governance. There are several
frameworks for governance which could benefit from knowledge from persuasive
technology research. As evident from the criticism described above, organizations,
companies, regulators and citizens are still struggling with understanding how to
manage and regulate platforms whose core business models and competitive advan-
tages are based on industrial-scale persuasion. For comparison, civil law has emerged
over thousands of years and been refined to relatively stable and predictable judicial
systems. Digital platforms, however, emerge in a matter of years, sometimes even
months, which requires new, ethical and dynamic systems to govern platforms in a
rapidly shifting geopolitical landscape. Bratton suggests that political geography
nowadays should be understood differently in the light of planetary-scale computation
and that the border between a ‘user’ and a formal ‘citizen’ is blurring [6]. There is now
an opportunity for the persuasive technology community to be a part of shaping these
new governance processes and translate its knowledge directly into the strategic pro-
cesses of policy makers and managers.

4.2 Research Direction #2 – Further Integration of Persuasive
Technology Ethics in Management and Strategy Theory and Practice

The second proposed direction is an expansion of the proposal by Shao et al. [26]. It
includes developing a more detailed roadmap for an integrated research agenda for
persuasive technologies and organizational strategy, which include areas such as
strategic planning, strategic thinking, management theory and organizational theory.
This is the analytical level ‘below’ governance, however, the border between gover-
nance and management is not a hard line. Richer understanding of how knowledge
about persuasive technology can be communicated and disseminated to owners, board
members, managers and stewards of companies and other organizations, could lead to
new methods for helping managers to understand persuasive systems and make more
beneficial strategic decisions.
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4.3 Research Direction #3 – Using Service Design to Translate Ethical
Guidelines from Persuasive Technology Research to Practical Tools
for Regulators, Owners, Board Members and Managers

A recent literature review by Alves et al. of software ecosystem governance concluded
that “the governance of software ecosystems is currently one of the largest challenges
software companies need to deal with for the sake of their survival” [3]. In this study,
the authors explicitly pointed to the need for practical and strategic guidance, such as
dashboards and analytic tools to help people to better understand the health of a software
ecosystem. As described above, there is no lack of prescriptive ethical codes, however,
the response time to integrate new knowledge about persuasive technologies such as
design and ethical guidelines needs to increase, and it would be beneficial to explore
how to better integrate these codes into governance and management structures. An old
wisdom is that what gets measured gets done. In that spirit, a starting point could be to
analyze the role of management information systems and performance measurements,
such as Key Performance Indicators (KPI’s), balanced scorecards etc. Service design is
an emerging field in design which is uniquely positioned to guide the development of
these tools. Design researchers should investigate the possibility of shaping the practical
and communicative tools which are used by decision makers to help them shift their
behavior towards ‘good governance’ of the industry platforms they manage. When
analyzing industry platforms, the extensive work of Gawer and Cusumano on industry
platforms and ecosystem innovation is a helpful theoretical base [16, 17].

5 Conclusion

This article has identified the need for better governance of pervasive industry plat-
forms which are using persuasive technologies. We have reviewed relevant persuasive
technology literature and proposed that new, interdisciplinary knowledge is needed
about ways to work together with governance and management theorists and practi-
tioners to develop new theories and tools for owners, board members, executive
managers, regulators and other stakeholders who oversee industry platforms which use
persuasive technologies. This would ensure that their emergent properties are beneficial
for its users and for society. To conclude, we presented three research directions that
would contribute to realizing this ambition.
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Abstract. In May 2018, GDPR came into effect in the European Union,
placing additional requirements for data sensitive companies on data protection.
For persuasive systems which deal with users’ data, taking GDPR into con-
sideration in the design phase is necessary. This paper analyzes and summarizes
the requirements by GDPR and discusses how they affect persuasive systems
design in terms of design requirements and cost implications.
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1 Introduction

The European GDPR is new legislation on data protection in the European Union (EU).
The GDPR strengthens the protection of personal data of individuals in the EU and
improves the level of harmonization across the EU. The impact of the GDPR on
European and non-European organizations is significant. However, many organizations
are still unaware of the new legislation and its complexity, while others are still
focusing on the first implementation stage. Non-compliance may expose these orga-
nizations to newly introduced high sanctions. Persuasive and behavior-change support
systems, which aim to promote change in different domains (including health, safety
and security, environmental sustainability, energy conservation, marketing, and edu-
cation), are data-sensitive by definition [1]. For this reason, the GDPR should be taken
into account in organizations which develop persuasive systems. This paper discusses
the GDPR from the viewpoint of systems design and costs, and it suggests how
development of persuasive systems should tackle these new challenges.

2 Data Protection and Essentials of GDPR

To harmonize data protection, Data Protection Directive 95/46/EC (hereafter DIR95)
has been a central legislative instrument for personal data protection in the EU. DIR95
regulates the protection of individuals with regard to personal data processing and free
movement within the EU. In 2002, Privacy and Electronic Communications (EC
Directive 2002/58/EC) [2] was introduced to DIR95, adding new concerns of the
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processing of personal data and the protection of privacy in the electronic communi-
cations sector. For example, the directive regulates confidentiality, unsolicited com-
munications, and processing of billing, traffic, and location data [2].

After more than two decades, DIR95 no longer provided the degree of harmo-
nization that is required among the EU member states or the efficiency to ensure the
right to personal data protection in the present-day digital environment [3]. The
inadequate harmonization put Europe at a disadvantage in the global competition with
other countries, such as the United States and China [4]. The EU’s data protection
framework had a fundamental reform. The reform consisted of two instruments: the
GDPR and the directive on protecting personal data processed for the purposes of
prevention, detection, investigation, or prosecution of criminal offences and related
judicial activities. The GDPR points out the role of the FIP (Fair Information Prac-
tices)-based Privacy by Design (PbD) principles [5] and obliges companies to integrate
these principles into their business processes [6].

A major departure from current practices is embodied in the GDPR. The GDPR
gives primacy to purpose: Data may be collected and stored only when (1) end-users
have consented, often explicitly, to the purposes for which that data is collected and
(2) the collected data is necessary for achieving these purposes, and the data must be
deleted when those purposes are no longer applicable [7]. To highlight this, the GDPR
emphases these requirements in its notions of purpose limitation and data minimization,
its treatment of consent, and the right to be forgotten.

3 Impact of GDPR on Persuasive Systems Design

The implementation of the GDPR indicates the needs for various actions, planning and
assignment of new responsibilities, which may have significant impacts on companies
in using their resources and may demand the acquisition of new expertise. Eleven
requirements can be recognized and specified for persuasive systems design, and they
can be categorized into: (1) design requirements, (2) cost implications (See Table 1).

Table 1. Impact of GDPR on persuasive system design

Impact categories Explanation

Impact on design requirements 1. Privacy by design and default
2. Providing information to data subjects
3. Ensuring individuals’ right to be forgotten
4. Ensuring individuals’ right to data portability

Impact on costs 1. Data minimization
2. Obtaining consent
3. Data processing in international contexts
4. Demonstrating compliance
5. Obligation to report breaches within 72 h
6. Profession of Data Protection Officer (DPO)
7. Documentation of processing activities
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3.1 Design Requirements

(1) Privacy by design and default. To ensure compliance with the GDPR and
protection of data subjects’ rights, companies are obliged to implement technical
and organizational measures and procedures. Privacy should be considered not only
in the business processes, but also throughout systems development. The influence
on persuasive systems design would be the implementation of technical measures to
ensure compliance with the GDPR. Yet, the definition of technical measures is not
fully clear in this context. It would be best to consider such technical measures
already in the systems planning phase, rather than after the fact. Thus, in order to
satisfy the “privacy by design and default” requirement, privacy-related software
features may have to be carefully designed into the persuasive system under
development.
(2) Providing information to data subjects. The information that companies need
to provide to data subjects includes processing operations, data security measures,
the legal basis for processing, the data subjects’ rights, and the companies’ legiti-
mate interests. The way of providing such data should be transparent, easily
accessible, and understandable, especially when the data subject is a child. Proce-
dures and mechanisms for exercising the data subjects’ rights are also required, i.e.
companies have to arrange for the means of responding to information requests
according to GDPR requirements. There can be two ways to meet this requirement.
First, information provision can be embedded in the information system, i.e.
introducing a new software feature that communicates with data subjects about
processing operations, data security measures, and so on. Another option is to have
other channels (such as emails) to communicate with data subjects about the
required items. Adding a software feature requires more planning in the design
phase, while the email or other extra communication channel option are likely to
cost more in the long run.
(3) Ensuring individuals’ right to be forgotten. Companies are obliged to delete
data subjects’ personal data anytime they request it, which demands implementing
processes and technical means for the deletion within time limits. These include
ways of informing third parties about the deletion request, while processing per-
sonal data. Ensuring the right to be forgotten requires documentation of the data,
how it is stored and with which parties it is shared. A software feature embedded in
the system, which erases users’ data per user request, could be developed. If the data
has been shared with third party, making sure that third party deletes the data would
require communication and coordination, which takes time and expense.
(4) Ensuring individuals’ right to data portability. Companies are obliged to
provide data subjects with an electronic copy of their data upon request. They must
ensure that the personal data collected for processing is in a consistent format to
facilitate its further use by the data subject and its transmission to other service
providers’ processing systems. A software functionality could be developed that
would be embedded in the persuasive system. This could be implemented in such a
way that when data subjects request to have an electronic copy of their data, the
persuasive system generates the copy so that data subjects can download it by
themselves. The format of data ought to match existing standards.
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3.2 Cost Implications

(1) Data minimization. The principle of limiting data usage requires limiting
personal data processing to the absolute minimum necessary. Profiling customers’
needs to inform data subjects about the reasons and the need for profiling would add
more documentation and communication work with customers, which would not
necessarily influence persuasive systems design. However, this influences the cost
of developing persuasive systems. New obligations may also be introduced when
planning data collection and processing. For example, collecting data from children
needs verification of age and consent from parents or custodians.
(2) Obtaining consent. The data subject’s consent is required for utilizing personal
data. Demonstrating that the data subject has consented to the processing is
important. All relevant information about the processing should be contained and
presented clearly when requesting for consent. The request should be clearly dis-
tinguishable from other information, such as contracts. To obtain consent, a soft-
ware functionality could be developed so that when users start to use the system, the
system pops out a consent letter on which users must choose “yes” or “no.” To have
this functionality doesn’t increase the cost much, but handling the consent will
increase the cost. Namely, at any given time, a service provider has to be informed
when someone has withdrawn their consent and thus not utilize their data.
(3) Data processing in international contexts. With cloud service and other
modern software infrastructures, personal data may transfer to a third country or an
international organization. Companies need to make sure that their current safe-
guards for personal data transfers comply with the GDPR conditions and, when
necessary, put into practice new safeguards. Companies outside the EU must
comply with both their own national legislation and the GDPR when handling EU
residents’ personal data or monitoring data subjects’ behavior within the EU.
A non-EU established controller will need a representative in the EU. This is about
understanding other organizations’ practices; therefore, it is not directly linked to
persuasive software features. But this involves personnel designation and com-
munication, and these will end up with more costs.
(4) Demonstrating compliance. The GDPR obliges controllers to be able to
demonstrate that their personal data processing complies with the regulation. To
show compliance with GDPR requirements, getting data protection certifications,
seals, and marks is recommended, which increases the cost.
(5) Obligation to report breaches within 72 h. Controllers should notify data
protection authorities and data subjects about data breaches as early as possible.
A possible software feature could be an automatic notification or warning for data
subjects about possible data breaches. This has already been manifested in per-
suasive systems design through reminder features [8], which can take care of
automatic notifications and/or warnings. In general, clearly defined and well-
practiced procedures (because of the requirement to act within a very limited time)
are needed in organizations to deal with possible breaches and related reporting.
These support activities increase costs.
(6) Profession of Data Protection Officer (DPO). In some cases, an organization
must designate a DPO of the organization. Conditions for organizations that must

How Does GDPR Affect Persuasive System Design 171



have a DPO are as follows: if they are a public authority (except for courts acting in
their judicial capacity); if they carry out large-scale processing of special categories
of data or data relating to criminal convictions and offences; and last but not least, if
they carry out large-scale systematic monitoring of individuals (for example, online
behavior tracking). Those organizations may need to obtain new experts who
understand both the GDPR and the persuasive systems design. Obtaining new
expertise is directly linked with the cost of persuasive systems development.
(7) Documentation of processing activities. Processing activities need to be
recorded and made available to the supervising authority upon request. Data-
protection impact assessments are also required prior to possible risky processing
operations. Maintaining the required documentation involves more work time and
therefore increases costs.

4 Discussion and Conclusion

Information provided by an information system will be more persuasive if it matches
with the needs, interests, personal use and user context, and other factors relevant to a
user or a user’s group [8]. A critical question for persuasive systems design is: Could
some persuasive software features be affected by the GDPR to such an extent they will
not be able to function as planned, and therefore they would decrease the system’s
persuasive power?

The GDPR requires that the data subjects have the right to obtain from the con-
troller the erasure of their personal data without undue delay. Suppose the following
scenario: a personal trainer website provides different content for different user groups,
e.g. beginners and professionals. When a user decides to erase data about one’s user
history or personal interests, the coaching system may end up providing general
information and suggestions rather than personalized or tailored information.

Let’s look at another example. Social learning is dependent on the fact that a person
can observe others performing the same behavior. Social comparison is based on the
fact that a person can compare his/her performance with the performance of others, and
social facilitation is based on the idea that a system user can discern that others are
performing the behavior along with them [8]. Principles under the social support
category are based on the fact that the system has access to other users’ data. Similar to
personalization and tailoring, when users have no access to other users’ data (since the
GDPR provides the right to data subjects to erase their data), social support func-
tionality could end up not working as planned because of users’ erasure of data.

While the GDPR brings new design requirements and cost implications, naturally it
also provides the field of persuasive system design with new research directions. A key
question that will remain is, while system features may be affected, will this decrease
the system’s persuasive power? Future research could also study to what extent the
GDPR would affect the selection of persuasive software features and to what extent
those very features would influence users’ actual behavioral change. As previously
proposed by Shao and Oinas-Kukkonen [9], the cost of developing persuasive systems
would also need more attention. For companies, compliance with GDPR requirements
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is costly. Thus, the essential question is, to what extent does the compliance with the
GDPR influence the costs of persuasive system development? Future research should
also seek to help companies assess the cost of persuasive systems development under
the requirements of the GDPR.

To conclude, this paper recognized two impact categories for how the GDPR
affects persuasive systems design: design requirements and cost implications.
The GDPR requires organizations to treat privacy by design and as default, especially
when providing information for users and ensuring both their right to be forgotten and
their right to data portability. Complying with the GDPR also implies costs with
minimizing data, obtaining consent, data processing in international contexts,
demonstrating GDPR compliance, reporting breaches quickly, starting a new position
of Data Protection Officer, and documenting processing activities carefully. Future
research on these design requirements and cost implications is needed.
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Abstract. This paper presents a field study of a persuasive mobile application,
3DFysio, to support patients’ motivation in rheumatoid arthritis rehabilitation.
The study was conducted with 10 patients over the period of 9 months, to study
the user experience of the application and its persuasive features. The research
data was collected with interviews and questionnaires in several phases of the
trial. The findings show that the patients perceived the application as a moti-
vational tool to support their rehabilitation process. The main persuasive and
motivational aspects for patients were the interactive rehabilitation program,
accurate and easily available physiotherapy exercises presented by 3D avatar,
and the connection to the personal physiotherapist. 3DFysio seemed to motivate
through a combination of persuasive elements on the application and real life. It
also supported the establishment of an exercise routine. This paper provides new
knowledge of persuasive design to support long-term rehabilitation process by
means of mobile applications.

Keywords: Mobile rehabilitation � Persuasive design � User experience �
Mobile health apps

1 Introduction

Mobile applications (apps) are ubiquitous and they are widely used to support well-
being and health e.g. [2, 9, 12]. In mobile rehabilitation or telerehabilitation, i.e.
rehabilitation that is delivered to patient’s home [5], mobile apps can be beneficial by
supporting and motivating the patients in everyday life. Telerehabilitation is a func-
tional method for the patients especially because it enables the integration of prescribed
exercises to daily life without being physically in the rehabilitation center [13].
Interactive technologies can play a strong role in persuading patients to exercise due to
e.g. stimulation [20] and self-monitoring [2, 24].

Rheumatoid arthritis (RA) is a long-term autoimmune disorder that belongs to
chronic arthritis (CA), an umbrella term for inflammatory rheumatic and other mus-
culoskeletal diseases [7]. RA primarily affects joints and potentially other parts of the
body. RA is not healable, and the treatment usually focuses on slowing down the
progression of the disease. In addition to medication, active physical exercise of the
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patient forms a key component in the rehabilitation of RA. As with other chronic or
long-term conditions, the majority of the rehabilitation work is done at home.

Traditionally, RA patients have been provided with numerous paper-based
instructions for conducting the exercises prescribed by the physiotherapist (PT).
Adherence to conducting physical exercises is often very low [7]. The paper instruc-
tions do not include such motivational features that can easily be designed for the
interactive digital rehabilitation programs utilizing persuasive design. Persuasive
technologies aim at changing people’s thinking and behavior; a great amount of per-
suasion techniques exists to support behavior change [e.g. 14]. Persuasive technologies
have a great potential to motivate and support rehabilitation activities and behavior
change in mobile rehabilitation as they can provide support and motivation on
everyday basis [e.g. 7].

The aim of our research is to examine the user experiences of a persuasive, mobile
rehabilitation app called 3DFysio, concentrating on the app’s motivational factors to
support the patients’ rehabilitation in everyday life. We present the findings from the
long-term (9 months) RA rehabilitation pilot study. To our knowledge, the field is still
lacking in-depth long-term studies that explore the user experience (UX) of mobile
rehabilitation of RA in everyday context. As Pickrell et al. [15] state, it is important to
study patients’ motivation towards rehabilitation in home environment, where the face-
to-face support from the rehabilitation team is not available. Revenäs et al. [17, 18]
emphasize that despite the evidence that exercising brings great health benefits, life-
long adherence to health-enhancing physical activity (PA) is a major challenge for
people with RA. This paper deepens the knowledge of the design of mobile rehabili-
tation apps by (1) describing the long-term UX findings related to the mobile reha-
bilitation app and (2) discussing the role of several persuasive design elements to
support long-term motivation in rehabilitation.

2 Related Work

2.1 User Experience on Rehabilitation Apps

Grainger et al. [8] have examined the quality of available mobile RA apps. They found
in total 14 apps, but noticed a lack of high-quality, attractive, engaging, easy-to-use
apps, which would include suitable functions for RA management. Next, we present
findings on studies related to the patients’ expectations and user needs towards RA
apps. Revenäs et al. [17] report results of a study on co-designing a web-based and
mobile app concept to support physical activity in individuals with RA. They dis-
covered the importance of two components to the maintenance of physical activity:
(1) a calendar feature for goal setting, planning, and recording of physical activity
performance and progress, and (2) a small community feature for positive feedback
and support from peers. In their study about patients’ attitude towards smartphone apps
for RA, Azevedo et al. [4] emphasized the importance of the self-management aspect
provided by the app. They further report on a cross-sectional study that revealed that
the most requested feature in RA smartphone apps was information in a simple format.
Though these studies provide interesting knowledge about patients’ expectations and
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user needs, they do not explore the actual user experience evoked by the authentic use
of any actual app.

Although the UX research of RA apps is still quite rare, many user studies have
been conducted for mobile apps to support the rehabilitation process related to other
conditions. Anderson et al. [2] examined how mobile health apps could sustain self-
care in chronic conditions, especially via self-monitoring. The results indicate that these
apps could provide a valid tool to practice self-monitoring and thus regain a sense of
autonomy. The apps’ ability to adapt to changes in users’ needs and to maintain
desired behaviors were key elements for their long-term use. Whitehead et al. [24]
reviewed 9 papers that reported the results of interventions lasting from 6 weeks to one
year. They noted that involving health care professionals in the process, specifically to
monitor symptoms and exchange information with users, promoted partnership in
care. Synnott et al. [22] introduced the ReApp for rehabilitation of ankle sprains. The
app provided a 4-stage rehabilitation program, including text instructions and 21 ani-
mated exercises displayed on a mobile device. The users reviewed the app positively
after the one-week trial. They emphasized the importance of the look and feel and
learning to use the app. Stütz et al. [21] reported findings on a three-week study of an
interactive smartphone app for frozen shoulder. The app proposed an avatar created
from motion captured 3D animation. The results suggested that the app supported
correct exercise performance and compliance in home-based physiotherapy. All par-
ticipants rotated the avatar performing the exercises in order to get a better view of the
movement for correct execution. Some patients read the written instructions and found
the audio instructions helpful. Motion capture technology has become a more common
component in recent telerehabilitation systems. The use of such systems with motion
capture and related avatars has proven to increase the intensity of rehabilitation and
further enhance user experience [3]. The presented studies show that e.g. self-
monitoring, adaptation, easiness-of-use and 3D animations are important features on
rehabilitation apps, but the field is missing long-term studies about their long-term UX.

2.2 The Role of Persuasion in Rehabilitation Apps

Persuasive technologies aim at changing people’s thinking and behavior. There are
several models of persuasive design principles. For example, Oinas-Kukkonen and
Harjumaa [14] describe 28 principles for persuasive technologies. Examples of these
include self-monitoring, personalization, reminders, rehearsal, suggestions, rewards
and social facilitation. Persuasive techniques have been utilized broadly in technolo-
gies related to health and wellbeing [e.g. 12, 7]. Matthews et al. [12] discovered that the
persuasive technologies that promote physical activity most commonly utilize self-
monitoring, social comparison and suggestion.

Persuasive techniques have also been explored specifically in the area of rehabil-
itation technologies. In their stroke rehabilitation study, Pickrell et al. [16], recommend
the following design guidelines: relevant goals, feedback about short-term and long-
term improvements, creation of community and collaboration, and informing about the
purpose of each exercise. In addition, their earlier work [15] mentions easy setup and
personalization as important aspects for motivational rehabilitation technology.
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Lopez-Jaquero et al. [11], present a set of guidelines for designing rehabilitation
systems. First, the system should avoid awareness overload, i.e. only relevant infor-
mation for the user and situation should be provided as an overload can cause them to
overlook important parts. Second, the technology needs to provide regular feedback on
the progress and achievements to improve motivation. Third, as a motivational factor,
the system should utilize collaboration rather than competition between users. In
addition to the support given to the patient, she should be allowed some room to take
personal responsibility on achievements. The patient should also become aware of the
rewards that she will receive when a goal is met, and the rules for getting the rewards
should be clear. The system should provide right tools and support for the patient,
suitable for her resources and skills. Last, the system needs to help the patients to feel
competent and able by acknowledging their achievements. They constructed their
design guidelines based on several theories of motivation, e.g. Theory of Influence [6].
Theory of Influence lists six principles for motivation. Reciprocity means that people
feel in debt with someone who gave them something and scarcity refers to the pref-
erence for the things that are scarce. Authority principle states that people respect
authority, consistency states that it is easier to make commitments if they are voluntary
and made public. Liking means that it is easier to perform tasks that alike people do,
and consensus is that it is usual to do what other people do.

According to the review by Geuens et al. [7] the current Chronic Arthritis
(CA) apps do not utilize persuasive design properly, and those apps would benefit from
adding more social support and rewarding techniques. In our long-term field study, we
investigate the rehabilitation experience and motivation that is supported by a mobile
app, 3DFysio, which utilizes several persuasive elements including exercise goals and
program, 3D avatar and social support. In Discussion, we reflect our findings on the
persuasive design principles presented in this section.

3 Methodology

3.1 Description of 3DFysio Applications

3DFysio1 mobile health application has been co-designed with PTs and their patients.
The app has been built as a tool to support physiotherapy treatment, and it works in two
interlinked parts: 3DFysio pro, and 3DFysio patient. The app includes 3D animations
of the physiotherapy exercises that are created using state of the art motion capture
studio, where the physiotherapist performs the movements. For this study, 30 suitable
exercises were created, e.g. squat and pectoral muscle stretch. In 3DFysio pro, PTs can
generate tailored rehabilitation programs. First, a patient profile is created, the length of
the program using the calendar is predefined, and suitable exercises are selected. The
number of sets and repetitions is added under every exercise. The PT can also prescribe
“a rest day” and add “notes”. Once the program is created, it is saved to the database
and sent to the patient. The program can be updated at any time by the PT.

1 https://www.kineso.co.uk.
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In 3DFysio patient (see Fig. 1) patients can access their personalized rehabilitation
program. By pressing, “Start” (Aloita) the patient accesses a 3D animated video of the
first exercise. The exercises include instructions. Additional text description can be
accessed from the left side of the screen (i). While playing the video, the avatar can be
rotated 360 degree as well as zoomed in and out using touchscreen. After the exercise,
the patient can check it as “Done”. When the set of prescribed exercises are checked,
patient is invited to give feedback (Anna palautetta) by selecting an emoticon (fairly
happy to fairly unhappy) to describe their current state of mind. Patients can also send a
message to their PT by using the communication channel (bubble icon on top right
corner) if they wish.

3.2 Study Procedure, Data Collecting Methods and Data Analysis

3DFysio app was trialed for 9 months in a field study, in collaboration with a RA
rehabilitation center in Finland. Long-term field studies about UX are conducted quite
rarely due to their challenging nature and resources needed. However, it is essential to
explore long-term UX of technologies that aim at motivating and supporting patients in
health challenges over time. Short studies for such technologies do not reveal the
motivational factors or issues related to the long-term period. Our study was conducted
in authentic setting in the context of participants’ everyday life. Field studies can reveal
important information about the contextual UX factors, which cannot be explored in
controlled or laboratory settings [10].

Together with the PTs of the rehabilitation center, the app was integrated to the RA
rehabilitation to support the process and replace traditional A4 paper instructions.
Initially, 10 patients with RA signed up for the pilot. The first patients started their

Fig. 1. Screenshots of 3DFysio app showing, from left to right, (1) the exercises prescribed for
the patient on the selected day, and (2) the exercise played as a 3D animation with the avatar.
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rehabilitation in summer 2017, and the last ones ended in summer 2018. The statement
from the ethical committee of the local hospital was received prior to starting the study.
Tablets were given to patients for the duration of the trial.

The UX data related to 3DFysio was collected from the patients through ques-
tionnaires and interviews. The rehabilitation model for the RA patient and the research
data collection procedure was the following (see Table 1):

The online questionnaires (4 rounds) included the SUXES UX questionnaire [23]
and additional open-ended questions related to the suitability of 3DFysio for rehabil-
itation. Most of the questions were statements where the response was given on 7-point
Likert scale, ranging from 1 (totally disagree) to 7 (totally agree). A link to the online
questionnaire was sent by email to participants. Two rounds of theme interviews were
conducted to get in-depth understanding of the UX and persuasion of 3DFysio. The
interviews were conducted by phone and lasted 30–45 min/interview.

The qualitative data from the theme interviews and the open-ended questions of the
online questionnaires was analyzed by the means of qualitative content analysis. The
data was first anonymized, transcribed and then classified in Excel under pre-defined
themes and new themes that emerged during the analysis. The analysis resulted in 26
themes, out of which all contained elements related to UX, persuasion and motivation.
The quantitative data from the online questionnaires was analyzed by utilizing basic
descriptive statistical methods.

Table 1. The rehabilitation model and research activities for the participating patients.

Phase of
rehabilitation

Rehabilitation activities Research activities

First week in
rehabilitation
center (one week)

Target setting for the rehabilitation,
health checkups and hands on
guidance related to the disease.
Selection of exercises to the
rehabilitation program in app

Offering a tablet with 3DFysio app
installed, PTs instructions of
3DFysio. Online questionnaire about
patients’ expectations of 3DFysio

First home period
(about 4 months)

3DFysio app in use to support
rehabilitation

Online questionnaire about initial
UX (after 1 months of use) of
3DFysio

Second week in
rehabilitation
center (one week)

Updating the rehabilitation
program if needed. Health
checkups

Online questionnaire and theme
interview about the mid-term UX of
3DFysio

Second home
period (about 4
months)

3DFysio app use continues

Third week in
rehabilitation
center (one week)

Ending the rehabilitation. Health
checkups

Online questionnaire and theme
interview about the long-term UX of
3DFysio
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3.3 Participants

10 RA patients (F = 6, M = 4) in the RA rehabilitation program took part in the study.
Two patients dropped-out during the study. All were Finnish natives living in different
parts of Finland. Participation to the study was voluntary. PTs introduced the study to
the patients and the volunteers signed a consent form. Their average age was 47 years
and their educational and professional backgrounds were diverse. Six participants were
on a long-term sick leave or retired. All patients had a RA diagnosis - three had
received the diagnosis recently (during last four years), while the oldest diagnosis was
done 40 years ago. On average, they had used a PC and mobile phone for 20 years, and
a tablet for four years. Seven of them had a smartphone (while 3 having a basic mobile
phone) and six owned a tablet.

4 Findings

On this section, we present the user experiences of a mobile rehabilitation app 3DFysio
that was studied on a 9-month field study. We focus on the findings related to the
motivational and persuasive elements of the app.

4.1 General User Experiences of 3DFysio on Mobile Rehabilitation

3DFysio app was perceived to positively support rehabilitation. In the interviews, all
participants described it as easy-to-use, clear, and motivational. Based on the inter-
views, the most preferred and useful features on the app were, in addition to its
generally motivational nature (8/8), the accurate rehabilitation program (8/8) and the
connection to the physiotherapist (6/8). The usefulness of the 3D exercise program was
emphasized as all 8 participants reported having used it to support their rehabilitation
throughout the trial. Most participants were satisfied with the appearance of the avatar
and the way it presented the exercises (6/8). At the end of the trial, the participants were
ready to recommend 3DFysio for other RA patients and agreed that “3DFysio app acts
as a good tool in mobile rehabilitation”, as well as that “the app motivates to carry out
the exercises in everyday life”. They would have been willing to continue to use the
app as well (8/8). Out of the SUXES questionnaire statements, the app got highest
ratings on its learnability (6,7/7) and usefulness (6,2/7), and lowest ratings on error-
freeness (2,7/7) and effortlessness (3,7/7). Despite of some technical problems, mainly
in signing in, the participants did not report any significant setbacks related to this
issue.

4.2 Persuasion Through Accurate and Interactive Rehabilitation
Program Always at Hand

As described already, 3DFysio provided a personalized rehabilitation program for the
patient. The physiotherapist modified predefined program based on each patient’s
rehabilitation situation and personal goals. The program was shown on app’s calendar
and the patient could view the exercises of each day as 3D animations. The patients
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considered the personal exercise program, presented by the 3D avatar, as very
important (8/8) and motivational (6/8): “It is important to see how these exercises are
done correctly. I assume that I wouldn’t do the exercises if I had a paper version. It’s
very nice to see concretely how they should be done, in 3D. Before, it’s been very
difficult to know if I am doing the exercises right.” (Female, 38 years).

The rotating and zooming of the 3D animation were used especially at the
beginning of the trial for learning the exercises (6/8), and later on for reminding and
checking the correct way of doing the movement (5/8). By rotating and zooming, the
patient could see the movement more accurately. The trust towards own performance
increased as the patient learned the correct way to do the exercises. Towards the end of
the trial, checking the correct posture was typical (5/8) and four participants reported
that they still used the 3D animation to guide them through the exercises every time.
The written exercise instructions acted as an additional reassurance for the correct
execution of movements, and they were considered important (6/8).

According to the interviews, the avatar was not viewed merely as an anonymous
character on the display. Three participants commented that they felt that the avatar
acted as their training partner, accompanying and instructing them throughout the
rehabilitation. Two participants referred to the avatar by the first name of their PT who
had performed the movements for the app: “Sometimes I’d just watch what our (name
of the PT) was doing there (in the animation). Like when taking a break between
exercises.” (Male, 57 years). For these participants, having the trusted and known PT
incorporated into the app via the avatar, and thus indirectly linked to conducting the
exercises, provided motivation.

The exercises marked for the specific days by the PT acted as a backbone for
exercising (7/8). The readymade timetable and exercise program containing the precise
number of repetitions were easily available on the application. This decreased the
threshold for exercising at home and helped the participants to establish a routine (4/8).
Two patients used the marking of conducted exercises as “done” to support their
memory about what exercises they had already done and what was left.

In addition to this, the feedback on conducted exercises could be used for self-
monitoring in a form of rehabilitation diary (3/8). The patients could keep track on how
they had felt on a particular day, doing a particular exercise. This allowed them to form
an overall picture of their progress, which was considered motivational.

The app succeeded to sustain patients’ motivation towards rehabilitation even in the
long-term. 5/8 participants reported that they experienced positive results in their
physical condition during the rehabilitation, i.e. they noticed improvements in their
physical capability. They could concretely feel the benefits of conducting the exercises,
and that acted as a motivational factor to continue to use the app and maintain the
exercise routine. Thus, the app seemed to have a strong role in establishing a routine
for exercising and taking care of oneself – all participants reported positive effects on
forming a routine (8/8). 3/8 patients perceived the use of the app and doing the
exercises as being for their own benefit, “like putting money in the bank”.
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4.3 Persuasion Through the Trusted Connection Between the Patient
and Physiotherapist

The other significant motivational factor on the app was the direct connection between
the patient and her personal physiotherapist (6/8). In practice, the connection was
supported by three different app features: the communication channel, patients’ feedback
about the exercises and checking the exercises as “done”. The interview data confirmed
that by using these features of the app, a sort of an unspoken agreement formed between
the patient and the physiotherapist: the physiotherapist followed the patient’s situation
(conducting the exercises, proceeding with the rehabilitation) and was available to the
patient, while the patient conducted her exercises, gave feedback on them, and checked
them as done. Three patients reported feeling reassured by the knowledge that the PT
would actually receive and read their feedback. This type of social support, where the PT
was available and shared the experience with the patient would not have been easily
established without the interactive app. However, an important aspect on forming the
connection was getting to know the PT in real life – this took place in the first reha-
bilitation center week. Knowing the therapist in real life increased trust, further main-
tained by the use of the app. According to the participants, another important aspect was
that the physiotherapist was a real person, not for example a chatbot. Communication
with a human physiotherapist increased the trust, perception of being really cared by
someone, and that someone was interested in the patient’s rehabilitation.

The connection between the PT and the patient had concrete implications on patient
behavior. For example, four participants reported that even if they did not feel like
doing their exercises, they nonetheless did because of the obligation they felt. The PT
contributed her time and expertise and the participants, in return, provided their best
effort, resulting a fair trade-off situation. Six patients commented on the importance of
the feedback from PT. The nature of feedback was the key. It needed to be context-
sensitive, to address the patient’s current concerns. This was best established by direct
messaging between the PT and the patient. Consequently, the communication channel
was the most positively perceived feature out of the above-mentioned three features of
connection (6/8). All patients used the communication channel but the number of
messages varied a lot between them (range: 3–32 during the trial). All patients
appreciated the possibility to be in touch with a professional physiotherapist, who was
familiar with their personal situation. The communication channel was mainly used for
asking advice, e.g. in case of pain caused by the exercises. In addition, it was used for
more general interaction, e.g. discussing everyday challenges possibly affecting the
patient’s ability to exercise. Two patients were especially active in the use of the
channel. They discussed how the rehabilitation was going and sought support. The
incorporation of communication into the app lowered the threshold for patients to
utilize it as part of the rehabilitation. Even the patients who did not use the commu-
nication channel actively perceived its high value – the knowledge that a familiar
physiotherapist was following in the background was sometimes enough: “The com-
munication channel is nice. You know that you can send a message if… even if you
never did. You have the permission to do that. There’s a feeling of safety in having
someone in the background. Your physiotherapist hasn’t forgotten you.” (Female, 55
years).
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5 Discussion and Conclusion

Pickrell et al. [15] notify the need for the support of the rehabilitation team to be
brought at home. Based on our UX research findings, it seems that 3DFysio, a per-
suasive mobile rehabilitation app, managed to respond to that need well. During the 9-
month field study with 10 participants (8 in the end as 2 dropped out) the 3DFysio app
provided support utilizing several persuasive techniques: personalized exercise pro-
gram and goals, 3D avatar for movements’ accuracy, as well as social connection
between the patient and PT. During the long rehabilitation period, the patients seemed
to build a relationship with the app, which also included the knowledge of the real
life PT support being available through the app, as well as the noticeable improvements
on their physical condition during the rehabilitation. Initially, the app acted as an
instructor for the patients (exercise program on calendar, regular viewing of 3D
movements for learning them, asking for help if needed) while later it became to be
seen more as a companion, being available when needed. 3DFysio seems to motivate
through a combination of persuasive elements on the app and real life, similarly to
what was already discussed by Ahtinen et al. [1]: “The combination of the digital and
non-digital persuasion may provide the most powerful setting towards the long-term
intrinsic motivation” (p. 9). Furthermore, autonomy [19] was a successful persuasive
factor in the app. Lopez-Jaquero et al. [11] point the importance of giving the patients
enough room to be responsible for their achievements to enable them to feel competent.
3DFysio seemed to provide enough support to keep up motivation without being too
restrictive. As pointed out by the persuasive design guidelines [11], the system should
avoid awareness overload. 3DFysio’s amount of features and requested tasks was
moderate, which made it easy to learn and manage, thus proving the user the experi-
ence of being in control, thereby increasing the usage motivation. The rehabilitation
program created by the PT for the patient covered three more persuasive design
principles: goal setting, personalization and rehearsal [e.g. 14–16]. The exercise
goals of 3DFysio were challenging enough and suitable for each patient [16], and the
personalized instructions were further considered as an important motivational factor
[16]. 3D avatar acted as a motivational and accurate character for rehearsal of move-
ments at home [14, 21]. 3DFysio did not provide any digital rewards, which is one of
the basic persuasive design principles [e.g. 14]. Instead, it provided the possibility to
get personal feedback and praise from the PT through the communication channel,
which was perceived to be rewarding and motivational. In addition, the strong
rewarding factor of 3DFysio was the concrete results gained by using it and through
that, the establishment of an exercise routine. Most patients experienced improve-
ments in their physical condition. Furthermore, 3DFysio provided a collaboration
space for the patient and PT. According to Cialdini [6] reciprocity means that people
feel to be in debt with someone who gave them something. This was visible in the use
of 3DFysio – both the patient and PT participated to the rehabilitation process in a
collaborative [11] way. With 3DFysio, social support, which is often missing from
Chronic Arthritis apps [7], was provided for the patients, and even the knowledge of
the availability of the trusted PT acted as a strong motivational factor. Some patients
even regarded the avatar as their motivational training partner.
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To conclude, as also discussed previously [1], not all persuasion needs to be
designed digitally in the app, but the best way to persuade is the combination of
digital and real world persuasion. Therefore, the app works best as a tool to support
the PTs work, not as a replacement. The rehabilitation app needs to include per-
suasive design elements to support motivation towards the rehabilitation process, but
at the same time, it can act as a mediator of the real life persuasion, such as support
from the PT and recognizing the improvements in one’s condition. Our study has
limitations, which leave room for future research. The mostly qualitative nature of the
study produced insights and knowledge on the area of persuasive rehabilitation apps
design. However, more research with larger sample is needed to investigate the
evidence-based effectiveness of the above described persuasive principles on mobile
rehabilitation. It would also be beneficial to study the motivational nature of the
application with patients that would belong to younger or higher age groups. This paper
focuses on patients’ perspective – in the future work we will investigate also the
physiotherapists’ viewpoint on persuasive rehabilitation apps.
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Abstract. The rapid and ongoing growth in information technology has created
many applications for health and wellbeing, including breastfeeding. However,
due to a lack of rigorous evaluation of these applications, midwives and other
health professionals are unable to recommend any specific breastfeeding
application in supporting women towards long-term breastfeeding as a global
challenge. Only half of women in developed countries continue any form of
breastfeeding for six months. The aim of this study was to evaluate the existing
breastfeeding applications based on the Persuasive System Design model. An
online search was conducted of the Apple Store in May 2017. The search
strategy included the following keywords: breastfeeding, lactation and breast
milk. After being checked against the inclusion criteria, each application was
assessed based on the four Persuasive System Design Principles. Data from each
application was then compared for each element of the design model. Eleven
applications met the inclusion criteria and were included in the review. Primary
task support and system credibility support principles were addressed at
acceptable level in all of the included apps. However, dialogue support and
social support principles and their features like praise, reward and social net-
working were not identified in many of the applications. This review demon-
strates the lack of dialogue support and social support principles that could
augment human to computer dialogue. There is a need for designing a breast-
feeding app that can persuade women to engage and continue breastfeeding
based on a full Persuasive System Design model, thus promoting long term
breastfeeding.

Keywords: Breastfeeding � Persuasive Systems Design � Evaluation

1 Introduction

The rapid and ongoing growth in mobile health applications is creating new opportu-
nities to assist people to change their behavior [1]. Concurrently, it has created some
concerns for midwives and other health care professionals about the quality of the
applications and the information provided to women and their families on this platform.
A mobile health application (mHealth app) refers to a standalone software application
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that can deliver healthcare or health related services through the use of portable devices
like smartphones and tablets [2]. Over 97,000 mHealth apps including breastfeeding
applications are available to smartphone users [3]. By 2020, the number of smartphone
users will reach 2.87 billion [4] and more than 1000 mHealth apps will be created every
month [3]. Women who are pregnant for the first time seek information related to the
pregnancy, delivery, health conditions, and breastfeeding [5]. Breastfeeding is a long-
term social behavior and can be influenced by women’s intention, confidence and social
support [6]. These factors can potentially be influenced by the information that women
and support people receive from health care providers and social media through online
networks and the internet [7, 8]. However, for successful long-term breastfeeding,
women need education and support that can start from early pregnancy and continue
after birth [9]. Therefore, the best breastfeeding apps would be the ones that have a
reliable source of information with persuasive features in the design where a pregnant
woman could develop personal connections with her device and connect to a larger
social support system anytime that she requires. The Persuasive system design model
that was developed by Oinas-Kukkonen and Harjumaa in 2009 provides the best evi-
dence based, structured and scientific framework to evaluate breastfeeding apps against
their credibility and persuasive system features where human to human interaction has
been replaced with a computer to human interaction [10]. Persuasive systems are
computerized software or information systems that have been designed to reinforce,
modify or form attitudes and/or behaviors without using coercion or dishonesty [10].
This model has demonstrated effective results to motivate and persuade people to
engage in physical activities [11–13]; being compliant in metabolic syndrome man-
agement [14], and adherence to medical regimes [15] and treatment plans [16]. More-
over, information, motivation, and behavior skill model has been adopted in health
intervention studies and it has been beneficial in health behavior change [17–20]. The
model indicated that information and motivation have direct effect on health behavior.
Information plays a crucial role and is the prerequisite for the required health behavior
[18]. Therefore, relevant knowledge is a prerequisite for motivation to change behavior
[21]. Therefore, a breastfeeding application must include important breastfeeding
information and motivational perspectives which consumers can adapt to achieve their
targeted behavior by understanding the importance of adopting the behavior and being
prepared for any unexpected event. In this study, the Persuasive Systems Design model
as a suitable and evidence based framework was used to evaluate the breastfeeding
applications and identify any persuasive features that have been incorporated into the
applications to persuade women to initiate and continue breastfeeding long-term.

2 Method

In May 2017, an online search on iPhone (App Store) was conducted using the fol-
lowing key terms: breastfeeding, lactation, and breast milk. Only the apps that were
available in English language, targeted on breastfeeding education, and able to be
installed on iOS version 9.3.5 were included in the study. Any apps that were: (a) in a
language other than English; (b) feeding trackers; (c) baby’s activity trackers for food,
sleep, diaper changes, growth measurements and medical appointments; (d) games;
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(e) targeted towards health professionals; and (f) music, stickers and breastfeeding
related products, pregnancy and social apps were excluded. Feeding trackers were
excluded as they are against WHO’s breastfeeding recommendation where women are
encouraged to focus on the baby’s demand feeding without any time restraints or
limitations on the frequency of feed [22].

Only free apps were included and evaluated in this study as these are the apps that
would reach to all the consumers. The second author (MKS) first downloaded and
installed all the apps and they were reviewed by the other two authors (KTW, and SM)
who had extensive experience in this research field. The apps were installed and
evaluated from May to July to ensure features and communications presented from
these apps. The evaluators were from both the medical field and persuasive technology
field. Two evaluators (MKS, KTW) had extensive experience in health information
technology, medicine (medical doctors) and persuasive technology and one evaluator
(SM) had significant clinical and academic background on breastfeeding. The included
apps were mapped out to generate a preliminary coding system to analyze the content
and main purpose of the eligible apps. The general information was extracted based on
the app category, year of release, year of update, affiliation (commercial, non-profit,
tertiary institute, or private health professional company), type of information (benefits
of breastfeeding and tips for common breastfeeding problems), and use of multimedia
in delivering the content and multilingual support. Then each app was assessed against
four main principles in the PSD model: primary task support, dialogue support,
credibility support and social support. Considering that each principle has different
forms of features, each app was evaluated based on the design features. Any kind of
disagreement was discussed in a face to face meeting to clarify the specific features of
the PSD model. In some cases the coding system for the features was revised to
minimize any overlapping features.

3 Results

The search yielded 400 applications (Fig. 1). After review of title and basic informa-
tion, 342 apps were excluded as they did not meet the inclusion criteria. A further 19
applications were identified as duplicate and removed. The final 39 applications were
downloaded for full review. Twenty eight of these applications were excluded as they
did not meet the inclusion criteria. The final review included 11 applications (2.75% of
total 400 apps) in the study.

All the apps were assessed for general features including app category, last update,
link to healthcare professional, using multimedia in delivering the content, tips for
common breastfeeding issues, sponsorship, and multilingual support. Seven out of 11
provided some links for the health professionals or breastfeeding support services. Ten
out of 11 apps used multimedia features like text, images, audio and video media to
deliver the content. All the apps provided breastfeeding tips and information for
common breastfeeding issues. In terms of sponsorship, five apps were sponsored by
commercial resource and the rest were sponsored either by governmental or non-
governmental organizations. There was only one app that provided multilingual sup-
port (Info for Nursing mum) (Table 1).
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The included breastfeeding applications were analyzed based on the Persuasive
Systems Design model. Table 2 provides a summary of the evaluation of included
applications against the Persuasive System Design principles and their specific features.
Whilst the crossed boxes indicate whether the feature was observed, the quantity of the
features is not reflected in the table.

3.1 Primary Task Support

All included applications used primary task support principle. The main features were
on: (a) reducing effort needed in searching breastfeeding information by using text,
images, audio and videos (reduction, n = 11), (b) allowing color scheme selection or
uploading personal images and personal data input (personalization, n = 4); (c) track-
ing nursing/feeding behavior, diaper change (self-monitoring, n = 5); and (d) providing
information for cause & effect such as “How to increase milk supply?” (simulation,
n = 10). For instance, WebMD Baby application used video illustration to represent
issues faced during breastfeeding. However, the “Info for Nursing Mum” application
provided too many audio options which can confuse the user and can detract them from
finding a quick answer. The app provided a lot of information, thus users need to know
which information would be relevant to them. Tailoring feature was observed in two
apps where there was a specific section for dads group and the breastfeeding content
was in Chinese language as well as English language. Other features like tunneling and
rehearsal were not found in any of the included breastfeeding applications (Table 3).

Fig. 1. Search results
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Table 1. General Information

App name App
category

Last update App website Link to health
care
professional

Sponsorship

1. My Medela
Breastfeeding
Companion

Health &
Fitness

4 Apr 2017 https://appsto.re/au/6dNm2.i Lactation
consultants

Commercial
organisation
(Medela Store)

2. Glow Baby Medical 13 Mar 2017 https://appsto.re/au/WXgnab.i Nil Commercial
organisation
(Hard Valuable
Fun company)

3. Guide to
Breastfeeding

Reference 29 Jan 2017 https://appsto.re/au/FLB5_.i Lactation
consultants &
breastfeeding
clinic

Individual
organisation

4. WebMD Baby Health &
Fitness

21 Dec 2016 https://appsto.re/au/dk9lD.i Nil Commercial
organisation
(Multiple private
Sponsorships)

5. Feed Safe Health &
Fitness

12 Apr 2016 https://appsto.re/au/qz9OV.i Australian
Breastfeeding
Association &
Alcohol and
Drug
Information
Service

None profit
organisation
(Australiana
Breastfeeding
Association and
Curtin University)

6. Breastfeeding
Helper

Reference 27 Jan 2016 https://appsto.re/au/kcskab.i Nil Individual
organisation

7. WYNI
Breastfeeding
Information

Health &
Fitness

24 Oct 2015 https://appsto.re/au/dne74.i Telehealth
Ontario
Breastfeeding
Support

None profit
organisation
(Health Nexus)

8. Info for
Nursing Mum

Education 29 Mar 2016 https://appsto.re/au/NgXs9.i Hong Kong
Department of
Health

Governmental
organisation
(Family Health
Service,
Department of
Health)

9. Breast Start Health &
Fitness

28 Aug 2015 https://appsto.re/au/KltAF.i National
Health
Service of the
united
Kingdome

Governmental
organisation
(Wirral
Community NHS
Trust)

10. Flourish Health &
Fitness

25 Aug 2015 https://appsto.re/au/wvbB0.i Nil Commercial
organisation
(Summa
Foundation
Circle)

11. NSH Baby
Bump*

Health &
Fitness

- https://appsto.re/au/qM6d7.i North Side
Hospital

Commercial
organisation
(North Side
Hospital)

*The following apps used the same prototype from the same vendor: Melrose Wakefield Baby Bundle, Baby Begin-
ning, CWH Baby, SFMC 4 Moms, NHCL Arrivals, Sharp Baby, Childbirth101, Memorial Mommy, NCH Baby,
LVHN Baby, Aurora Baby
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Table 2. Persuasive System Design features observed in the evaluated mobile applications

Table 3. Primary Task Support features

Feature Example used in Apps

Reduction
(n = 11)

Reduced effort in searching for breastfeeding information using text,
images, audio and video content focused on breastfeeding. For example
simple images of breastfeeding positions were used in “Guide to
Breastfeeding” app; audio illustration was used in “Info for Nursing
Mum” app, and video illustration was used in “WebMD Baby in
providing the information on breastfeeding problems

Tunnelling
(n = 0)

– Nil

Tailoring (n = 2) – Tailored information based on the gender of the parents and language
of the users. For example, WebMD Baby application tailored the
breastfeeding information under Just for Moms and Just for Dads
sections. Info for Nursing mum application included the breastfeeding
content in Chinese language as well as English language

Personalisation
(n = 4)

– Allowed different color scheme selection, uploading personal images
& personal data input “WebMD Baby”, “Glow Baby”, “MyMedela”
& “NSH Baby Bump” apps

Self-Monitoring
(n = 5)

– Tracked nursing, feeding behaviour & diaper change in “WebMD
Baby”, “Glow Baby”, “MyMedela”, “WYNI Breastfeeding
Information” & “NSH Baby Bump” applications

Simulation
(n = 10)

– Provided information for cause & effect e.g. How to increase milk
supply in “Guide to Breastfeeding” application

Rehearsal (n = 0) – Nil
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3.2 Dialogue Support

Half of the suggested features for dialogue support were more or less neglected by the
app designers. For example, no applications included any feature for praise, reward and
social role. The main strategies were: (a) sending text messages or alarms as reminders
for appointments/tasks (reminders, n = 1); (b) providing information on increasing
milk supply or diet during breastfeeding (suggestions, n = 9); (c) reflecting breast-
feeding information available on the app (similarity, n = 6); and (d) using multimedia
content that appeals to the app user (linking, n = 6) (Table 4).

3.3 System Credibility Support

All included applications demonstrated some level of system credibility to the users.
The app designers used women’s trusted sources like the Australian Breastfeeding
Association; and pediatric or child and family experts’ opinions. Trustworthiness of
apps that were sponsored by a commercial or individual organization like Medela was
questionable. It can be seen that some of the apps are from trustworthy sources like
government organization or endorsed by Health on the Net Foundation and URAC
(Utilization Review Accreditation Commission (Table 5).

Table 4. Dialogue Support features and examples

Feature Example used in Apps

Praise (n = 0) Nil
Reward
(n = 0)

Nil

Reminders
(n = 1)

– Reminder for the suggestions in “NSH Baby Bump” app only

Suggestion
(n = 9)

– Provided information on Healthy eating for pregnant & Lactating mothers
in “Info for Nursing Mum” app

Similarity
(n = 6)

– User can reflect from breastfeeding information available on the app e.g.
videos on breastfeeding in “Info for Nursing Mum”, WebMD Baby”,
“NSH Baby Bump” apps where the women can feel similarities in their
breastfeeding

Liking (n = 6) – Good look and feel of the app interface, user friendliness & multimedia
content e.g. High-quality videos and images in “WebMD Baby” & “NSH
Baby Bump” app

Social role
(n = 0)

Nil
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3.4 Social Support

The social support principle was underdeveloped in many of the applications. None of
the apps used any feature for social facilitation, competition and recognition features.
However, social learning (n = 5), normative influence (n = 6) and cooperation features
(n = 5) were provided by showing social meeting group timetables, contact informa-
tion and location maps. Only one application used social comparison by comparing
other women’s breastfeeding situations with other app users through linking the women
to online breastfeeding communities through blogs, forums and Facebook (Table 6).

Table 5. System Credibility Support features and examples

Feature Example used in Apps

Trustworthiness (n = 5) Information provided by trusted sources for example the Australian
Breastfeeding Association & Curtin University is the “Feed Safe”
app

Expertise (n = 11) Having videos & information provided by experts in the field for
example, Dr Jack Newman, a Physician & Rose Le Blanc, an
international board-certified lactation consultant are behind the
“Guide to Breastfeeding” app, information provided by trusted
sources for example the Australian Breastfeeding Association &
Curtin University is behind the “Feed Safe” app and “Breast Start”
by NHS, UK

Surface Credibility
(n = 9)

Incorporation of a pleasant color theme, usage, and font size in
“WebMD Baby” & “WYNI Breastfeeding” apps among others

Real World Feel
(n = 10)

Providing information about the organization behind the app
including email addresses, web address, phone numbers etc. in all
apps except “Flourish” app

Authority (n = 11) Quoting an authority such as the department of health, child and
family health centers or healthcare professionals e.g. information
provided in “Info for Nursing Mum” is by Family Health Service,
Department of Health, Hong Kong Special Administrative Region
Government (HKSARG), Dr Jack Newman, a Physician & Rose Le
Blanc, an International Board-Certified Lactation Consultant are
behind the “Guide to Breastfeeding” app, the Australian
Breastfeeding Association & Curtin University are behind the “Feed
Safe” app and “Breast Start” app is by NHS, UK

Third Party
Endorsements (n = 0)

Nil

Verifiability (n = 11) Information & video illustrations by health professionals with their
names and titles & references to other sources in content e.g.
“WebMD Baby”, “Guide to Breastfeeding”, “Info for Nursing
Mum” apps among others
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4 Discussion

This study is the first review that evaluated the mHealth breastfeeding applications
based on the Persuasive System Design model [10]. The Persuasive System Design
model was an acceptable guide to evaluate the features of the breastfeeding applica-
tions because breastfeeding is a long-term health behavior and needs a persuasive
system to engage the women easily with their personal devices where they have access
to reliable information accompanied with social and professional support. Evidence
demonstrated that other mHealth applications with Persuasive System Design model
have positive clinical outcomes in long-term health behavior issues such as managing
diabetes [16, 23], having a healthy diet, encouraging physical activity, and increasing a
compliance rate in taking medication [12, 15].

This review demonstrates that there were only a few professional breastfeeding
applications available that provided evidence based information. This result is aligned
with a systematic review of 600 websites and 2884 apps on infant feeding where the
authors found only two university based apps in iOS and Google play for android
phones [24]. Evaluation of the applications against PSD demonstrated that WebMD
Baby app had comprehensive information that was accredited by a credible organi-
zation. However, the information was available in 32 different screens which could
have confused the users. The reduction feature in the primary task support principle
was the main feature in all of the applications. For example many of the applications
used multimedia illustrations to reduce the effort of the users to reach the information.
Tunneling, tailoring and rehearsal were found to be under developed among the
applications. These three features seem to be neglected in other mHealth applications
[1]. This could be due to technical issues or lack of attention of the designers into the
need of different groups of people like young mothers or women from diverse cultural
and ethnical backgrounds.

Table 6. Social Support features and examples

Feature Example used in apps

Social Learning
(n = 5)

– Breastfeeding Peer Support Scheme in “Info for Nursing Mum”
app

Social Comparison
(n = 1)

– Using online breastfeeding communities forums in “Glow Baby”
app

Normative Influence
(n = 6)

– Using online breastfeeding communities in “Glow Baby” app and
information on social meeting groups with times, days and location
addressed in “Breast Start” app

Social facilitation
(n = 0)

– Nil

Co-operation (n = 5) – Increased communication among breastfeeding women by using
online breastfeeding communities in “Glow Baby” app, providing
Support Group Contact information and location including Maps in
“Breast Start” app

Competition (n = 0) – Nil
Recognition (n = 0) – Nil
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Praise, reward, reminder, and social support features are important features in
augmenting human to computer dialogue [1]. However, they were not observed in
many of the applications. This could be the shortcoming in being able to maintain the
users’ involvement in interacting with their devices. Once the user loses interest in
using the application, the target behavior may not be achieved [8].. Considering that
people perceive their interaction with their devices as a social interaction [1], there is a
need to improve these features.

Social support features were not observed in many of the selected breastfeeding
applications. Only one of the applications used blogs, forums and groups where the
application had multiple commercial sponsors. Although, the results are comparable to
other studies such as persuasive lifestyle modification in physical activity and other
mHealth applications [1, 13, 23], this is an important issue in any breastfeeding app;
because social support is a major influencing factor for breastfeeding women. Sys-
tematic reviews of effective interventions on breastfeeding outcomes have demonstrated
the significant impact of support on breastfeeding initiation and duration [9]. The results
of a study on evaluating the role of app users, demonstrated that when the users interact
in social networking, they engaged more in the discussion forums, read blogs and watch
multimedia which can improve self-monitoring and achieving target behavior [25].

Overall, this review revealed that despite many other studies in different specialties
[2, 26–29], the information in the selected breastfeeding applications (n = 11) showed
some level of system credibility to the users. For instance, the applications earned the
users’ trust by using well-known brands and logos. They demonstrated reliability by
using reliable information from health professionals and personalized content [30].
However, the underlying issue is that many of the applications were sponsored by
different commercial organizations and there was no evidence of external peer review
or support from regulatory bodies to ensure evidence base and quality of the appli-
cations. Therefore, the applications may be trusted by the users but they may not be
reliable at all. That could also be reflected with the Health on the Net foundation code
of conduct for quality of health information as online health information provided
should be trusted and not biased [25]. Considering that credibility of information has
the potential to critically affect health outcomes for many users [31, 32], there is a need
for credible regulatory bodies to review the applications and certify the products for the
safety of the users for mHealth applications. This study is not the first to highlight the
lack of regulatory system to assist the end users to identify the best available mHealth
applications for them [2, 26–29].

The Persuasive System Design model can potentially increase the quality check of
the breastfeeding applications, because one of the major principles of the Persuasive
System Design model is system credibility. However, due to the lack of attention to the
dialogue support and social support systems in designing the breastfeeding app, it is
very hard to recommend any app that could have a potential impact on initiation and
continuation of breastfeeding. Women need to make informed decisions for themselves
and their babies’ health and wellbeing. Having a trusted resource would empower
women to make their own choices in breastfeeding. However, none of the included
apps in this study were identified as a gold standard breastfeeding app that could
support women who intend to breastfeed.
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A notable limitation of this review was the conduct of the search in the Apple app
store with free downloads and only in the English language which could impact the
results. Therefore the results of this study cannot be generalized to paid applications,
other platforms and languages. One reason for limiting the search was that the free apps
are within the reach of more consumers. Additionally, downloading all the apps
required time and payment for installation which was out of scope of this unfunded
study. Regardless of the limitations, we argue that this study is valuable for midwives
and health professionals because it provides evidence based methodology to evaluate,
analyze and criticize breastfeeding or any other mHealth application that aims to ini-
tiate, alter or reinforce health behavior through persuasive technology. This study
introduces a new perspective for clinicians to consider when they evaluate and design
mHealth applications for women and children, specifically on breastfeeding.

5 Conclusion

This review demonstrates the use of some features from the Persuasive System Design
model in the included breastfeeding apps. However, dialogue support and social
support principles and their features like praise, reward and social networking that
could augment human to computer dialogue were missing in many of the applications.
The Persuasive System Design model can be a valuable reference for health profes-
sionals, app designers, and policy makers to evaluate the available breastfeeding
applications to support women in initiating and continuing breastfeeding. However,
further studies are required to develop breastfeeding applications based on the Per-
suasive System Design model and evaluate the effectiveness of them among the women
who choose to use the application.
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Abstract. Interventions in emergency situations with an aggressor are charac-
terized by potentially high costs but no or very little direct reward for an inter-
vening person. In such moral courage situations, the willingness to act is critical
for the safety and well-being of others. Persuasive technology has a high potential
for changing attitudes and behavior and thus, supporting such a behavior for the
greater good. Aiming at identifying promising persuasive strategies, a meta-
analysis to identify factors relevant for moral courage was conducted. Findings
highlight seven attitude and competence factors with high potential for attitude
and behavior change towards morally courageous behavior. By that, the process
model of helping behavior as well as social and motivational psychology results
can inform evidence-based persuasive design for technology for moral courage.

Keywords: Moral courage � Evidence-based persuasion strategies �
Meta-analysis

1 Introduction

Persuasive technology has the potential to change behavior in various situations (e.g.,
[1]). Willingness and skills to act are critical in situations in which the safety and well-
being of people are threatened by other persons. To act morally courageous, individuals
have to overcome several steps: they have to recognize the incident, interpret it as an
emergency, decide on taking the responsibility and decide when and how to help [2].
Moreover, moral courage is characterized by high potential personal and social costs,
i.e. negative consequences, as well as no or very little direct reward for the actor [3].

As most people state moral courage as a favorable behavior [4], researchers have
long been trying to answer the question of why people often do not help. The bystander
effect [5] is a well-known phenomenon that leads to inaction: The more people are
present at the occurrence of an incident, the less likely one of them will intervene.
While this callous behavior cannot be conclusively explained, it is assumed to depend
on various factors, such as diffusion of responsibility. Furthermore, culture, social and
moral norms, mood, negative social consequences, emotions, and tendencies toward
heroism and altruism have been suggested as factors of influence [3].
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Persuasive technologies can help overcome behavioral barriers and constraints by
training and automating helpful behavior patterns [6]. To be effective, technologies
must be based on relevant barriers and promoting conditions. But which are the factors
that drive moral courage? Although empirical studies on moral courage - due to their
difficulty in realization - are limited in number, a synthesis of these results that allows
prioritization of the factors along their persuasive potential is still lacking. In this meta-
analysis, we identify relevant factors and give insights into the design of persuasive
technologies that build upon these factors to allow evidence-based persuasive design.

2 Related Work

Only rare knowledge regarding persuasive design for moral courage is given, but the
interest is arousing. For instance, only recently the MIT Media Lab called to design a
platform for kindness and prosocial behavior [7]; studies investigate fostering prosocial
behavior among strangers with wearables [8], or explore effects of prosocial video
games on helping behavior and moral courage [9].

However, even though moral courage is a form of prosocial behavior, there are
critical differences to helping behavior. Most importantly, whereas for helping behavior
actors can expect immediate social rewards, moral courage is usually accompanied by
negative social consequences [10]. Yet, such behavior is always beneficial for a social
group or for society [4]. This fact makes it particularly complex as well as interesting
for persuasive design. Users must be persuaded to take personal risks [3], such as being
endangered or experiencing negative reactions from other bystanders, to uphold social
norms [11], and have to be trained to intervene in a safe way. Moreover, they them-
selves often must act against values, such as privacy of the disputants when interfering
in a fight, to uphold prosocial values [11]. In line, moral courage is defined by “the
expression of personal views and values in the face of dissension and rejection” and
“when an individual stands up to someone with power over him or her […] for the
greater good” [12]. Moral courage is influenced by various factors, such as anger [13],
social responsibility and openness [14]. However, it remains unclear, which factors are
most influential and thus promising in terms of persuasive design.

Up to now, moral courage training rarely takes up the advantages of technology.
Such approaches would allow reaching a wider number of people (e.g. in regions where
no training is offered). In HCI, moral courage is most often associated with intervention
against cyberbullying (e.g. [15, 16]) with a high potential for persuasive design: [15],
for example, show that persuasive training can be effective in fostering interventions
against cyberbullying. Experimental examinations in technology-supported interven-
tions have proven that playing games with prosocial content to increase short-term
helping behavior and moral courage [9]. Our meta-analysis aims at identifying the most
promising evidence based persuasive design factors for moral courage.
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3 Research Methodology: Meta-analysis

We carried out a meta-analysis following the instructions by Cooper [17] to give a
systematic and comprehensive research overview on which factors drive moral
courage.

3.1 Material

We included empirical studies that collected data on moral courage as the dependent
variable. Studies were only considered if moral courage was operationalized as social
control behavior, entailed a high risk for the intervening person, and if there was a
perpetrator present. No restrictions regarding publishing date, sample, study design, or
geographic region were made1.

The literature research began by collecting papers containing the term “moral
courage” and additional keywords, such as “experiment”, “norms”, and “social con-
trol”. First, we searched in Elsevier Scopus, the largest abstract and citation database of
peer-reviewed literature2. The search resulted in 562 papers. Removing duplicates
revealed 355 papers, where the abstracts were screened. Next, we extended the search3

and checked the references of papers published after 2015 for additions. We conducted
a detailed screening based on the moral courage definition and the reporting of
quantitative effects. As a result, 20 papers were included in the analysis (see Appendix).

3.2 Coding of Effects and Effect Sizes and Analysis

Extraction of effects was based on detailed guidelines that also recorded information on
publication year, peer review, reliability criteria, and sample. Quality of studies was
rated according to validity and reliability measures as well as plausibility. Except for
one often cited dissertation, all papers were published in peer-reviewed journals.

The body of material was coded by four researchers experienced in quantitative
social sciences research. The coding focused on main effects from group comparisons,
correlational analyses, and chi-square tests. No interaction effects were included. Effect
sizes b were not included in the analysis due to their dependency on the respective
statistical model. Missing sample data was estimated, assuming equal sample sizes and
gender ratios ratio after the exclusion of subjects or for each experimental condition.

Following [17], all effect sizes were z-transformed into correlation coefficients,
weighted according to sample size, averaged within the respective measurement unit,
and retransformed to correlation coefficients. Confidence intervals of a = .05 were
calculated. Next, weighted effect sizes were averaged to avoid distortion biases due to
the overrepresentation of dependent effects. Variables were inductively aggregated to
codes and groups based on theoretical concepts.

1 In order to ensure that the coders understand all content in detail, the publication languages had to be
limited to English and German.

2 http://www.scopus.com.
3 https://scholar.google.com; http://apps.webofknowledge.com.
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4 Results and Discussion

In sum, the meta-analysis includes data of 4,361 study participants and 248 effect sizes.
Most studies (70.0%) were carried out in a university context. 57.5% of all participants
were female, 39.5% were male. Mean ages ranged from 18.8 to 70.9 years with all
mean ages under 30 years except in one study [18]. Studies included interviews using
scenarios or vignettes, empirical (quasi-)experiments and observational studies, as well
as interviews on past behavior.

In relation to morally courageous behavior, 56 influencing factors were identified.
We clustered the factors to the groups situational factors, attitudes, competencies,
emotions, personality traits, and socio-demographics & biography. In terms of altering
behavior using persuasive design, we argue that attitude and competence are the most
promising factor groups since effects of persuasive technologies on attitudes change
(e.g. [19]) and effects of competence training (e.g. [20, 21]) are well established.

After controlling for confidence intervals to be within a significant range (a < .05),
the factors with the highest influence on moral courage were extracted. These factors
either (1) had the highest effect size r or (2) more conservatively estimated - had a
confidence interval farthest from 0. As a result, we present seven promising factors
which fulfill at least one of these criteria (see Table 1).

With two exceptions (attitude towards civil disobedience and resistance to group
pressure), all factors displayed in Table 1 have a high fail-safe N, indicating the
number of studies needed to falsify the findings.

The two factors with the largest effect sizes are social responsibility and altruistic
moral reasoning, both being attitudes, both showing remarkable large effect sizes [22].
These are followed in effect size by the competencies attention & emergency aware-
ness, attitude towards civil disobedience, intervention skills, resistance to group
pressure, and empathy. The effect sizes can be described as medium [22].

Both, attitudes as well as competencies, can be altered or trained relatively easily.
Thus, they have a high potential for behavioral change as conveyed by persuasive
technologies (cf. [19]). We suggest combining the strengths of the process model of help
behavior [2] with social and motivational psychology models: With persuasive training,

Table 1. Overview of the seven most conducive personal factors

Category Independent variable Effect size r Confidence
interval

n Fail-safe N

Attitude Social responsibility .712 .552 .873 152 43

Attitude Altruistic moral reasoning .702 .542 .863 152 41
Competence Attention & emergency

awareness
.480 .393 .567 256 101

Attitude Attitude towards civil
disobedience

.379 .141 .617 71 3

Competence Intervention skills .376 .252 .499 256 14

Competence Resistance to group pressure .343 .105 .581 71 3
Competence Empathy .322 .237 .406 554 73
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certain behavioral options for specific situations can be learned and automated [23].
Training competencies can thus help to reduce barriers towards action, accelerate this
process and ensure safe intervention. Designers and researchers should focus on
habitualizing attention and emergency awareness, intervention skills and empathy,
especially the competence of perspective taking. Trainings that practice automatic
processes such as attention and emergency awareness, e.g. by practicing moral courage
in situations as realistic as possible, are assumed to be the most effective [24]. Simu-
lating emergency situations in virtual environments or using immersive persuasive
games for training purposes seems to be the logical continuation of these considerations.

Drawing back on social and motivational psychology models, we recommend
developing persuasive design strategies based on the attitude factors, which have been
shown to have large potential: social responsibility, altruistic moral reasoning and the
attitude towards civil disobedience. Enduring and resistant attitude change, as one of
the core businesses of persuasive technologies, will predict behavior [19] and should be
focused on in persuasive designs aiming at increasing interventions.

5 Conclusion

A meta-analysis on persuasive design factors relevant for moral courage was con-
ducted. Results show seven conducive factors that have a high potential for attitude and
behavior change as conveyed by persuasive technologies and therefore should be
focused on when designing persuasive strategies and technologies supporting moral
courage. Future work should concentrate on research and persuasive design based on
these factors and evaluate implementation and applicability in persuasive technologies.

Appendix: List of Publications Included in the Meta-analysis

1. Baumert, A., Halmburger, A., Schmitt, M.: Interventions Against Norm Violations:
Dispositional Determinants of Self-Reported and Real Moral Courage. Personal.
Soc. Psychol. Bull. 39, 1053–1068 (2013).

2. Brauer, M., Chaurand, N.: Descriptive norms, prescriptive norms, and social
control: An intercultural comparison of people’s reactions to uncivil behaviors.
Eur. J. Soc. Psychol. 40, 490–499 (2010).

3. Bronstein, P., Fox, B.J., Kamon, J.L., Knolls, M.L.: Parenting and gender as
predictors of moral courage in late adolescence: A longitudinal study. Sex Roles A
J. Res. 56, 661–674 (2007).

4. Dost, M.: Techniken der Neutralisierung: eine empirische Analyse von Werten
beim Handeln unter Risiko. In: Rehberg, K.-S., Deutsche Gesellschaft für Sozi-
ologie (eds.) Die Natur der Gesellschaft: Verhandlungen des 33. Kongresses der
Deutschen Gesellschaft für Soziologie in Kassel 2006, pp. 2059–2073. Campus
Verlag, Frankfurt am Main (2008).

5. Fagin-Jones, S., Midlarsky, E.: Courageous altruism: Personal and situation cor-
relates of rescue during the Holocaust. J. Posit. Psychol. 2, 136–147 (2007).
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6. Fischer, P., Greitemeyer, T., Pollozek, F., Frey, D.: The unresponsive bystander:
Are bystanders more responsive in dangerous emergencies? Eur. J. Soc. Psychol.
36, 267–278 (2006).

7. Greitemeyer, T., Fischer, P., Kastenmüller, A., Frey, D.: Civil courage and helping
behavior differences and similarities. Eur. Psychol. 11, 90–98 (2006).

8. Greitemeyer, T., Osswald, S.: Effects of prosocial video games on prosocial
behavior. J. Pers. Soc. Psychol. 98, 211–221 (2010).

9. Halmburger, A., Baumert, A., Schmitt, M.: Anger as driving factor of moral
courage in comparison with guilt and global mood: A multimethod approach. Eur.
J. Soc. Psychol. 45, 39–51 (2015).

10. Hannah, S.T., Avolio, B.J., Walumbwa, F.O.: Relationships between Authentic
Leadership, Moral Courage, and Ethical and Pro-Social Behaviors. Bus. Ethics Q.
21, 555–578 (2011).

11. Hannah, S.T., Avolio, B.J., Walumbwa, F.O.: Addendum to “Relationships
between Authentic Leadership, Moral Courage, and Ethical and Pro-Social
Behaviors.” Bus. Ethics Q. 24, 277–279 (2014).

12. Kayser, D.N., Greitemeyer, T., Fischer, P., Frey, D.: Why mood affects help
giving, but not moral courage: Comparing two types of prosocial behavior. Eur.
J. Soc. Psychol. 40, 1136–1157 (2010).

13. Kinnunen, S.P., Windmann, S.: Dual-Processing Altruism. Front. Psychol. 4, 1–8
(2013).

14. Kinnunen, S.P., Lindeman, M., Verkasalo, M.: Help-giving and moral courage on
the internet. Cyberpsychology. 10, (2016).

15. Laner, M.R., Benin, M.H., Ventrone, N.A.: Bystander attitudes toward victims of
violence: Who’s worth helping? Deviant Behav. 22, 23–42 (2001).

16. May, D.R., Luth, M.T.: The Effectiveness of Ethics Education: A Quasi-
Experimental Field Study. Sci. Eng. Ethics. 19, 545–568 (2013).

17. May, D.R., Luth, M.T., Schwoerer, C.E.: The Influence of Business Ethics Edu-
cation on Moral Efficacy, Moral Meaningfulness, and Moral Courage: A Quasi-
experimental Study. J. Bus. Ethics. 124, 67–80 (2014).

18. Schwartz, S.H., Gottlieb, A.: Bystander Reactions to a Violent Theft: Crime in
Jerusalem. J. Personal. Soc. Psychol. 34, 1188–1199 (1976).

19. Sonnentag, T.L., Wadian, T.W., Barnett, M.A., Gretz, M.R., Bailey, S.M.: Char-
acteristics Associated With Individuals’ Caring, Just, and Brave Expressions of the
Tendency to Be a Moral Rebel. Ethics Behav. 0, 1–18 (2017).

20. Voigtländer, D.: Hilfeverhalten und Zivilcourage: Ein Vergleich von antizipiertem
und realem Verhalten, http://webdoc.sub.gwdg.de/diss/2009/voigtlaender/, (2008).
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Abstract. Measurement technologies provide persuasive feedback to
elicit motivation. However, little is known about whether different types
of standards in progress feedback yield different motivational experi-
ences. The current study investigates effects of mastery goals with either
a self-based or a task-based standard on motivational experiences. An
interactive dance game was developed to provide persuasive progress
feedback in the form of a self- versus task-based standard. Participants
played the game and reported their experiences with it. Results showed
that participants in the self-based condition responded more in terms of
Improvement and less in terms of Performance compared to those in the
task-based condition. This finding implies that the type of standard in
progress feedback can yield different motivational experiences.

Keywords: Persuasive feedback · Mastery goals ·
Self-based standard · Task-based standard · Motivational experiences

1 Introduction

Advances in measurement technologies provide opportunities for stimulating
health related behaviour change. A promising way to let users of these tech-
nologies reach their health goals is by providing immediate, persuasive feedback
about their progress towards a certain standard. Such feedback aims to elicit
motivational experiences for continued engagement with the health activity.

When people begin with an activity, they may think about the goals they
want to achieve (e.g. improving their skills, or achieving a certain score). People
can have different types of achievement goals, or they can be triggered by the
achievement goals that are suggested by measurement technologies. For exam-
ple, 10.000 steps is a default daily goal that is suggested by the majority of
activity trackers that are currently on the market. However, different types of
achievement goals can have different effects on people’s motivation.

According to the Dichotomous Achievement Goal Model, a distinction can
be made between mastery and performance goals [2]. Mastery goals focus on the
c© Springer Nature Switzerland AG 2019
H. Oinas-Kukkonen et al. (Eds.): PERSUASIVE 2019, LNCS 11433, pp. 213–224, 2019.
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development of competence and mastering a task, whereas performance goals
focus on the demonstration of competence and outperforming others [3]. Mastery
and performance goals are applicable to various achievement-relevant domains
such as school, sports, work, games and so on [2,3,12].

1.1 Different Standards of Competence

Within mastery goals, a distinction can be made between the standards of com-
petence of achievement goals [6]. The standard of competence is a reference
point that is used in evaluating one’s competence [5]. According to the 3× 2
Achievement Goal Model, the standard of competence in mastery goals is either
self-based or task-based, while the standard of competence in performance goals
is other-based [6]. An example of a self-based mastery goal is trying to do bet-
ter than before. An example of a task-based mastery goal is doing the task
well relative to an absolute demand of the task. An example of an other-based
performance goal is doing better than others.

Based on the 3× 2 Achievement Goal Model, progress feedback can contain
self-based standards (e.g. scores of your previous self), task-based standards (e.g.
minimum/maximum scores) or other-based standards (e.g. scores of others).
Earlier work showed that mastery goals consistently lead to a wide range of
positive processes and outcomes such as high intrinsic motivation [4,11], showing
the potential benefits of having self-based standards.

1.2 The Value of Self-based Progress Feedback

Behaviour change technologies seem to focus mostly on task-based goals. Devices
such as Fitbit provide daily, default or self-set goals such as an amount of steps,
an amount of stairs climbed or an amount of active minutes. These predeter-
mined goals emphasize task-based standards instead of self-based standards.
Likewise, in games for health such as the Wii Fit U that turns exercise into a
game, people set weight and time-frame goals after which the device provides
an amount of calories to burn every day. While these devices do provide some
information about one’s highest scores that allows them to compare themselves
with previous performance, the default goals are task-based and do not focus on
self-improvement.

In the field of academic performance, studies consistently show that self-
based goals are associated with higher motivation and engagement [10,17]. In
addition, earlier work in the context of video games showed an increased focus
on self-improvement when providing information about past performance [13].
These findings may be relevant in the field of personal informatics as well. When
technologies provide feedback about an individual’s achievement, it is impor-
tant to know the extent to which a task-based or a self-based focus influences
achievement- and motivation-relevant processes. After all, the manner in which
progress feedback is presented to the user may influence motivational experiences
and subsequent active behaviour. It is unclear, however, which type of mastery
goal (self-based or task-based) is more effective in providing progress feedback.
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1.3 Research Aims

In order to investigate whether task-based or self-based standards are more effec-
tive in providing progress feedback, a study was designed in which people’s moti-
vational experiences were measured. Based on earlier work on effects of providing
self-based progress feedback, we expect that self-based goals are more likely to
make people focused on self-improvement than task-based goals. This expecta-
tion is tested with an interactive dance game that provides immediate progress
feedback on physical activity with a self-based or task-based standard.

2 Method

2.1 Participants and Design

Forty-four participants, 20 females and 24 males (Mage = 25.6, SDage = 3.8,
Range = 18 to 34) were recruited using a participant database open to stu-
dents and employees of Eindhoven University of Technology. The study had two
between-subjects conditions: Task-based vs. Self-based progress feedback. Four
participants communicated with each other about the study and therefore may
have been aware of the goal of the study. For this reason they were excluded
from any analyses, leaving 40 participants (20 females and 20 males).

Each participant played several rounds in an activity game that will be
explained in the next section. They received progress feedback on their per-
formance in the game that was based on either their own previous performance
(Self-based) or the percentage of the maximum score they reached (Task-based).
The experiment took about 30 min to complete for which participants were
compensated with either course credits or e5.

2.2 Game and Feedback Design

In order to investigate people’s motivational experiences with Self-based versus
Task-based standards in progress feedback, an interactive dance game was devel-
oped in Adobe Flash™. The game was inspired by Dance Revolution, in which
a player stands on a dance mat with different arrows. During the game, a music
track is played while arrows of various orientations move from the bottom of the
screen to the top. Players need to step on the corresponding arrow on the dance
pad at the correct time to receive points. A visualization of the game in action
is provided in Fig. 1.

Each participant could play a maximum of five game rounds, where one round
took approximately 2 min. A very large numerical score consisting of seven digits
was shown during the rounds. This number grew with participants’ performance.
With such large numbers we could make sure to manipulate the scores without
causing any suspicion among participants. As such, final scores that were pre-
sented were similar across the whole sample.

After each round, a progress bar was shown that indicated performance. This
bar was programmed to be approximately filled for 25% after the first round,
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Fig. 1. Visualization of the game in action. The game is displayed on a Digi board,
connected to a laptop, and the player stands on a dance mat.

35% after the second, 50% after the third, 66% after the fourth and 75% after
the fifth and final round. These scores were experimentally controlled to avoid
confounding factors and to ensure increasing progress in each round.

The feedback that was coupled with the progress bar depended on the experi-
mental condition the participants were in, and was based on earlier work on gam-
ing goals [12]. The Self-based feedback was based on ‘doing better than before’,
and thus represented past performance. Hence, the achieved score was visualized
as a comparison with the participants’ previous score. The Task-based feedback
was based on ‘beating the game’, and thus represented a predefined endpoint.
This score was visualized as a comparison to the maximum dance score. The two
types of feedback are shown in Fig. 2.

Fig. 2. Visualization of the feedback participants received after one of the game rounds
in the (a) self-based and (b) task-based conditions.

In the final screen, a message was provided to emphasize the reference point.
In the Self-based condition, this message was “Well done, you did better than
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your previous dance score”. In the Task-based condition, this message was “Well
done, you did better than 35% of the maximum dance score”.

2.3 Materials and Procedure

At the start of the experiment, participants read and signed an informed consent
form that informed them about their rights and the procedure of the experiment.
Next, they were asked to hand over their phones and take off their watch if they
were wearing one. The first round of the game was a trial round for participants
to get used to the game. After each round, the game asked participants whether
they wanted to play the next round or not. They could step on one of the buttons
of the dance pad to indicate whether they wanted to continue.

All participants were required to play the trial round and two game rounds.
After this, the experimenter left the room with some papers to “make a copy”.
Participants were now free to choose whether they continued playing or not.
Due to technical issues, however, we were not able to use any data from this
free-choice period. After 4 min the experimenter returned back in the room
and asked participants to complete a questionnaire consisting of open questions
about participants’ motivational experiences. These questions asked (1) how
participants felt when receiving the feedback on their dance score, (2) how they
interpreted this feedback, (3) why the feedback made them feel in a certain way,
and (4) what their main goals were during the game.

Participants also completed the Situational Motivation Scale [8] (16 items,
α = 0.86) and a Task Enjoyment scale [9] (5 items, α = 0.88). Since the power of
the study is too low to draw statistically valid conclusions from these scales, we
decided to not include them in our analyses. Instead, we coded all responses into
a description of one or a few words–two coders were used, showing an inter-coder
reliability of 81%–, and categorized those codes into themes. We then counted
how often each theme occurred in the Self-based and Task-based conditions, so
we could get an understanding of participants’ motivational experiences while
playing the game. At the end of the experiment, participants were thanked for
their participation, debriefed and compensated.

3 Results

Responses to the open questions were categorized into themes, leading to six
different themes: (1) Motivation (related to enjoying the game and feelings of
motivation), (2) Failure (related to making mistakes), (3) Performance (related
to achieving high scores), (4) Improvement (related to improving oneself, (5)
Physical exercise (related to being physically active), and (6) Self-orientation
(that are self-involved, such as referring to ‘my score’ instead of ‘the score’).

For each open question, the frequency in which answers fell in the cate-
gories was compared between the two conditions, and Pearson adjusted residu-
als representing the difference between observed and expected values were calcu-
lated. A positive residual means that there are more observed responses than are
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expected, and a negative residual means that there are fewer observed responses
than expected. Residual value that exceed ±2.00 indicate that there is a signif-
icant difference between observed and expected values [14]. The remainder of
this section will present the findings on each of the four open questions.

3.1 How Participants Felt When Receiving the Feedback on Their
Dance Score

This question provides insights into participants’ feelings about the feedback in
general. A Chi-square test indicated that the pattern of responses to this question
differed significantly between the two conditions, χ2(5) = 14.15, p < 0.05. Table 1
shows that this effect is mainly caused by the differences in responses related to
Performance.

Table 1. Contingency table of responses to Question 1. For each condition and each
category, the table shows the observed response frequency, the expected frequency and
the Pearson adjusted residual. Residuals greater or smaller than ±2 are bold printed.

Condition Motivation Failure Performance Improvement Physical
exercise

Self-
orientation

Self-based 14 1 1 14 1 9

14.0 3.0 5.0 11.5 0.5 6.0

0.0 −1.7 −2.7 1.2 1.0 1.9

Task-
based

14 5 9 9 0 3

14.0 3.0 5.0 11.5 0.5 6.0

0.0 1.7 2.7 −1.2 −1.0 −1.9

As can be seen in Fig. 3, feedback during the game was perceived as moti-
vating in both conditions. This should not come as a surprise given that the
game was designed in such a way that all participants improved their scores over
time. Interestingly, participants in the Task-based condition were more concerned
with their performance, as indicated by the high frequency of performance-
related answers. Participants in the self-based condition were more concerned
with improving themselves, as seen by the high frequency of improvement-related
answers. These findings show that providing self-based feedback makes people
more focused on improvement than providing task-based feedback.

3.2 How Participants Interpreted the Feedback

This question provides insights into how participants interpreted the feedback
itself while they were playing the game. A Chi-square test indicated that the
pattern of responses to this question differed significantly between the two con-
ditions, χ2(4) = 18.06, p < 0.05. As can be seen in Table 2, this effect is mainly
caused by the differences in responses related to Performance and Improvement.
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Fig. 3. Response frequencies per category and condition on Question 1.

Table 2. Contingency table of responses to Question 2. For each condition and each
category, the table shows the observed response frequency, the expected frequency and
the Pearson adjusted residual. Residuals greater or smaller than ±2 are bold printed.

Condition Motivation Failure Performance Improvement Physical
exercise

Self-
orientation

Self-based 4 1 3 15 0 14

3.6 1.2 10.2 11.3 10.7

0.4 −0.3 −4.2 2.1 1.9

Task-
based

2 1 14 4 0 4

2.4 0.8 6.9 7.7 7.3

−0.4 0.3 4.2 −2.1 −1.9

An interesting pattern or findings occurred. As can be seen in Fig. 4, the
feedback was interpreted as highly performance-related in the task-based con-
dition, showing that participants interpreted the feedback in such a way that
it was designed to increase their performance in the game. Participants in the
self-based condition, however, interpreted the feedback as improvement-related,
showing that they were concerned more with improving themselves over time.
This finding clearly shows how the type of feedback made people concerned
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Fig. 4. Response frequencies per category and condition on Question 2.
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with either demonstrating or developing competence. Moreover, participants in
the Self-based condition provided many self-oriented answers, showing that the
feedback manipulation had the intended effects.

3.3 Why the Feedback Made Participants Feel in a Certain Way

This question provides insights into participants’ attributions regarding their
affective responses to the feedback. A Chi-square test indicated that the pattern
of responses to this question did not differ significantly between the two condi-
tions, χ2(5) = 9.23, p > 0.05. As can be seen in Table 3, however, a significant
difference did occur on Performance-related answers, showing that participants
in the Task-based condition mentioned performance more often than expected,
while those in the Self-based condition mentioned performance less often than
expected.

Table 3. Contingency table of responses to Question 3. For each condition and each
category, the table shows the observed response frequency, the expected frequency and
the Pearson adjusted residual. Residuals greater or smaller than ±2 are bold printed.

Condition Motivation Failure Performance Improvement Physical
exercise

Self-
orientation

Self-based 7 2 5 14 1 9

5.4 2.7 10.2 11.2 1.1 7.5

1.1 −0.6 −2.8 1.4 −0.1 0.9

Task-
based

3 3 14 7 1 5

4.7 2.3 8.8 9.8 0.9 6.5

−1.1 0.6 2.8 −1.4 0.1 −0.9

As can be seen in Fig. 5, responses to this question in general are comparable
with those to Question 2. That is, performance was mentioned more often by par-
ticipants in the Task-based condition, while improvement was mentioned more
often by those in the Self-based condition. Though the differences in frequencies
are small, they do follow the same pattern in which feedback based on an abso-
lute demand of the task makes people disregard their growth in competence and
instead focus on their ability to correctly perform the task.

3.4 What Participants’ Main Goals Were During the Game

This question provides insights into what participants regarded as their goals
while playing the game. A Chi-square test indicated that the pattern of responses
to this question did not differ significantly between the two conditions, χ2(5)
= 6.56, p > 0.05. Moreover, no significant effects were found on any of the six
categories of responses, see Table 4. This means that the frequencies of responses
did not differ significantly from the expected frequencies.
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Fig. 5. Response frequencies per category and condition on Question 3.

Table 4. Contingency table of responses to Question 4. For each condition and each
category, the table shows the observed response frequency, the expected frequency and
the Pearson adjusted residual.

Condition Motivation Failure Performance Improvement Physical
exercise

Self-
orientation

Self-based 14 2 10 14 10 10

13.1 3.6 13.1 13.7 9.5 7.1

0.5 −1.3 −1.5 0.2 0.3 1.8

Task-
based

8 4 12 9 6 2

8.9 2.4 8.9 9.3 6.5 4.9

−0.5 1.3 1.5 −0.2 −0.3 −1.8

As can be seen in Fig. 6, many of the categories show relatively high response
frequencies. This can be explained by the fact that the question specifically asked
participants to list their three most important goals. Many participants therefore
provided answers that were categorized into multiple categories. A participant
could thus have provided three goals that fell into the categories Improvement,
Motivation, and Performance. This is a consequence of the way in which the
question was asked that we did not foresee beforehand, and is something that
should be taken into account in future studies.

0
2
4
6
8

10
12
14
16

Motivation Failure Performance Improvement Physical activity Self-orientation

Task-based Self-based

Fig. 6. Response frequencies per category and condition on Question 4.
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4 Discussion

The current study was designed to investigate effects of feedback type on peo-
ple’s motivational experiences during a physically active game. Feedback was
provided that was either task-based (i.e. focused on the absolute demands of the
task) or self-based (i.e. focused on ones own past performance). It was expected
that task-based feedback would make people more focused on demonstrating
their performance on a task, while self-based feedback would make people more
focused on developing their performance by improving themselves.

To test these expectations, an interactive dance game was designed that was
able to display feedback on people’s performance based on either a maximum
reachable score or a player’s past performance. People played the game and
evaluated the feedback they received through answering open questions. Results
confirmed our expectation that different types of mastery feedback yield different
motivational experiences. More specifically, self-based feedback mainly elicited
motivational experiences in terms of enjoyment, improving oneself, and being
self-oriented, whereas task-based feedback mainly elicited motivational experi-
ences in terms of performance and competition.

For the development of feedback systems such as self-tracking devices that are
designed to motivate people to live healthier lives, this means that implement-
ing self-based feedback could steer people’s focus towards self-improvement. An
inquiry in what motivates people to track their own health showed that all impor-
tant factors are self-related [7], emphasizing the importance of self-knowledge for
self-trackers. An important component that enhances the success of health apps
is for the feedback or information provided by the app to be event-based [16].
Self-based feedback by default is event based, since it provides information about
how one performs compared with an earlier event.

Results of this study could be used for designing and tailoring progress feed-
back in devices that collect personal information in such a way that it supports
engagement and behaviour change. This means that for people who want to live
healthier lives, the feedback of personal informatics devices should allow them to
compare their current activity level with their previous activity level, instead of
mainly allowing them to compare their current activity level with a task-based
standard which is often the focus in current self-tracking devices.

4.1 Limitations and Future Work

Because of technical issues we were not able to compare people’s motivational
experiences with their actual behaviour during the free-choice period. It would
be interesting to test whether people who are more focused on self-improvement
than on mere performance also continue playing the game for a longer period
of time. If this would be the case, this would strengthen our conclusion that
progress feedback on activity behaviour should focus on a person’s past perfor-
mance rather than an absolute demand of a task. Future studies could investigate
whether this relationship between motivational experiences and actual behaviour
exists.
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We did not include any measure for whether participants believed that the
progress feedback was their true feedback. If participants did not believe that
the scores were theirs, this could have influenced their answers to the open ques-
tions. However, when participants were asked what they thought the experiment
was about, none of the participants who were included in the analysis showed
any suspicion. Nevertheless, the credibility of feedback of self-tracking devices is
an important issue, because they can evoke emotional responses [1,15]. Future
studies that investigate effects of feedback type on people’s motivational expe-
rience and behavior should include a measure for testing whether the feedback
is believed to be true.

As this study is a first attempt of investigating effects of different types
of mastery feedback on motivational experiences, more research in this field is
needed to validate the results. For example, it could be investigated whether the
mastery standards influence people’s true performance or whether these effects
also occur on health related behaviour (rather than in an activity game context).
Future studies could also focus on more longitudinal designs to investigate effects
of feedback on motivational experiences and apply combinations of task and self-
based goals strategies.

4.2 Conclusions

The current study shows how different types of mastery feedback can influence
people’s motivational experiences while playing a physically active game. These
findings are relevant for the design of self-tracking devices or behaviour change
technologies in general, as they show that feedback based on past performances
increase people’s focus on self-improvement. We hope that these findings ulti-
mately contribute to creating devices that truly motivate people to live healthier
lives.
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Abstract. People often have long-term personal goals regarding health
behavior change. Recently, the processes for achieving these goals have begun
to be supported through behavior change support systems and especially
through their persuasive software features. In a multidisciplinary research pro-
ject focused on helping micro-entrepreneurs to recover from work-related strain
and stress, a persuasive mobile application was developed. For gaining insights
about the workings of the system and its persuasive features, we conducted 29
interviews with the system users. We used thematic analysis method with a
deductive emphasis for analyzing the interviews. For some, concurrent usage of
wearables or other applications led to discarding our application. Users thought
that the application was relatively persuasive, but technical issues reduced its
persuasiveness noticeably. When functioning properly, self-monitoring and
reminders were found to be supportive for users to achieve their goals. Unob-
trusiveness was found to increase the persuasiveness of reminders, while self-
monitoring always seems to be dependent on the user’s personal needs.

Keywords: Health � Behavior change � Recovery from work � Goal setting �
Mobile application � Persuasive Systems Design � Self-monitoring �
Reminders � Thematic analysis

1 Introduction

Modern health information technologies can provide cost-effective solutions for
improved healthcare [1]. Such technologies can be successfully adopted into use by
healthcare providers and professionals even for seeking to change old routines into new
and more efficient ones [2]. The digital transformation of healthcare is not a silver
bullet void of challenges, however [1]. For example, health behavior interventions
utilizing information technology can be less effective if they do not incorporate
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evidence-based approaches and behavior change theories effectively [3]. Technologi-
cally delivered health solutions, especially mobile-based, can also potentially change
healthcare for those, who currently have poor access to it [4]. Mobile health solutions
can influence health behaviors of large population segments [3].

In Promo@Work research project, a Health Behavior Change Support System
(HBCSS) [5], known as ‘Recover!’ was developed. The aim of the system was to help
entrepreneurs to recover from work-related strain and stress. The system was imple-
mented as a native mobile application for Android operating system. The target users,
micro-entrepreneurs, are a special group of entrepreneurs who employ less than 10
persons while having an annual turnover less than 2 million EUR [6]. Micro-
entrepreneurs, a large segment of population, may often lack proper occupational
healthcare.

The application was developed in collaboration with a multidisciplinary team
including entrepreneurship researchers, social psychologists and occupational health-
care professionals. Persuasive Systems Design (PSD) model [7], Self-determination
theory (SDT) [8] and an adaptation of the Transtheoretical model (TTM) [9] were
utilized in the design and development process.

A randomized controlled trial was successfully conducted. After two-month
intervention period, we sought out to interview the intervention group participants
about the usage of the application, their experiences and achieving of goals.

The research question for this paper is as follows: In the case of goal setting, how
and to what extent did the users’ goals change during the usage period and whether
the PSD features supported the users in achieving their goals?

The outline for the paper is as follows. The system and research method will be
described in the ‘Study setting’ section. The findings will be presented and interpreted
in ‘Results’. In ‘Discussion’, the practical and theoretical implications will be dis-
cussed, in addition to limitations. The final section will be ‘Conclusions’.

2 Study Setting

2.1 The HBCSS

The developed HBCSS was theory-based. SDT was chosen as the theoretical model
based on the reported effectiveness regarding behavior change interventions [10]. TTM
was adopted for goal setting because of the pragmatism of the ‘stages-of-change’
approach. Additionally, it was suited for research in this case, as there was no need for
complex approaches, thus a simplified adaption of TTM was sufficient. In addition to
personal goals the users might have had, the application offered support for individual
goal setting via tasks set for the user. Before undertaking any tasks within the app,
users had to choose one of the three goals adapted from TTM: Thinking and observing,
Acting and doing, or Maintaining. The tasks in each goal could be undertaken on the
spot e.g. reading a short text about a health topic while answering self-reflective
questions; or were ones that required activities during a longer period while requiring
the usage of self-monitoring tools of the HBCSS.
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The persuasive features of the system were carefully analyzed and decided together
by the research consortium by using the PSD model. The persuasive features included
goal setting and the principles of self-monitoring, rehearsal, praise, reminders, sug-
gestion, liking, trustworthiness and social comparison [7]. In the PSD model, both self-
monitoring (primary task support) and reminders (dialogue support) are specifically
tied to achieving goals. In addition to these, all features in the primary task support
category are to varying extents linked to goal setting and achieving set goals.

The HBCSS under investigation contained seven health problem domain modules.
Each module contained one or more self-monitoring tools (see Table 1). The main role
of the tools was to allow the users to measure and monitor their self-perceived situation
in relation to health behaviors. Additionally, the tools were also meant to be self-
reflective, thus allowing the users to reflect on the behaviors that may lead to health
choices [11]. Some of the self-monitoring tools might be considered as having addi-
tional functions, in addition to self-monitoring. For example, the posture change
reminder not only reminded the users to change posture, but also allowed the users to
reflect whether they had not moved for 30 or 60 min.

Both tools at the nutrition category (dietary rhythm rehearsal and diet planning)
were inherently about virtual rehearsal, but as one could check the plans for both diet
and rhythm, they served also as self-monitoring tools. Regarding the statistic tools,
both were self-reflective in nature, as you could monitor your daily or weekly level of
self-perceived stress/recovery. Additionally, both also incorporated aspects of social
comparison, as users could also compare their own level to the average level of the user
base. Circadian rhythm tool allowed users to monitor the proportion of work, free time,
and sleep within 24-h timeframe.

The second goal setting related persuasive software feature studied here, reminders,
had two main roles in the application: (1) Once a week the users received a push
notification reminding them to fill a quick weekly survey, thus also reminding them to
use the application. (2) Whenever users chose tasks requiring longer periods for
completion, a push notification was send after a day (or few days, depending on the
goal and task), thus reminding the users that they had a task pending.

Table 1. Health problem domains and self-monitoring tools in the application.

Self-monitoring software
feature

Health problem domain

Stress statistics Stress management
Pedometer Exercising
Recovery statistics Recovery from work
Posture change reminder Sedentary behavior
Dietary rhythm rehearsal Nutrition (dietary behavior)
Diet planning Nutrition (dietary behavior)
Circadian rhythm Sleep, Efficient working hours (time management), Recovery

from work
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2.2 Research Method

We decided to take a closer look at the goals of the participants, and the premises,
validity and role of the two aforementioned principles in achieving goals. Therefore,
we conducted a deductive thematic analysis from the transcribed interviews. Among
qualitative research, interviews are the most common method for collecting data [12].

According to Braun and Clarke [13], “Thematic analysis is a method for identi-
fying, analyzing and reporting patterns (themes) within data. It minimally organizes
and describes your data set in (rich) detail”. We chose a deductive approach for this
thematic analysis, because we aimed to test the PSD principles of self-monitoring and
reminders in this particular case [14]. Deductive thematic analysis, however, tends to
produce less rich overall description of the data set, but is suited for answering theory-
bound research questions, as it is analyst-driven, i.e. driven by analytical or theoretical
interest; and the analysis can be more detailed for some aspects of the data [13].

Data Collection. The interviews were conducted as semi-structured, with a pre-
defined set of open-ended questions. When deemed necessary, the interviewer could
ask follow-up questions for in-depth answers. Question sets had been used in a pre-
vious intervention study [15], in which the team had participated, and the questions
were piloted with two pilot participants for this intervention study.

When piloting the application, it was discovered that recruiting interviewees via
email could be difficult, as most pilot users never answered our emails. Therefore, we
decided to ask for a voluntary pre-agreement for interview in the enrollment phase of
the intervention, which required those interested to fill in their phone numbers. Some
other researchers in the research consortium were also interviewing other participants
from a different point of view. All those who had expressed consent to be interviewed,
were randomized and split into two lists, one for each group of researchers. The list for
our team consisted of 50 randomized participant names and contact info.

Each participant on the list was tried to be reached by a phone call three times, while
dividing the calls into several days and potentially suitable times. In case a participant
did not answer these calls, we send an email or mobile text message explaining why we
had called, which led to some calling back to us. Total of 32 participants were recruited
for our study to be interviewed about their experiences regarding the application. Three
interviewees canceled for personal reasons; therefore, we conducted 29 interviews. As
we also collected log data about the actual usage of the application, we checked that all
invited interviewees had logged into the application.

The main platform used for the interviews was Skype, a Voice over Internet Proto-
col (VoIP) software. Only the audio connection was enabled and thus recorded. The
interviewees were asked for their final consent in the beginning of the interviews and
each had received the information about the research beforehand. In case the inter-
viewees shunned using Skype, recorded telephone calls were used instead.

The recorded interviews were transcribed into textual form for analysis purposes.
The content of the interviews were not altered in any way for the transcriptions, e.g.
dialects were transcribed precisely, but the transcriptions were not precise phonetically,
meaning that for example not all coughs or sneezes were marked down explicitly.
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Data Analysis. In the first phase of thematic analysis, researchers should familiarize
themselves with the data, while in the second phase, initial coding of the data takes
place [13, 16], potentially with the help of computer program software [17] suited for
the process. The third phase consists of searching for themes within the coded data and
once themes are devised, the themes are reviewed in the fourth phase [13, 16]. Defi-
nition and naming takes place in the fifth phase [13, 16], while making sure that all text
relevant for the research question are included in the themes, but avoiding the pitfall of
refining the themes forever [17]. In the sixth phase, a final thematic analysis is written
[13, 16], while using direct quotes from the participants as examples in the report [17].
Making notes and/or marking ideas for coding in the first phase of analysis can be
beneficial later on [13]. Keeping a reflexivity journal during the process increases the
trustworthiness of the research [16].

At first, the transcribed interviews were read through carefully, while paying
attention to information, such as names and places of living, which could be used to
recognize the interviewees, thus needing to be shrouded in order to grant the inter-
viewees anonymousness. A reflexivity journal was initiated concurrently. Next, the
interviews were carefully re-read twice. After the data set familiarization phase, the
interviews were printed on paper and initial codes were generated. At this point, the
coding was done manually by using colored highlighter pens and by writing notes [13].

After the initial coding, we decided to use computer software program NVivo
version 11 (by QSR International) for the next phase. Therefore, the transcribed
interview files were exported into NVivo and the prints were used for guidance for
transferring the initial codes into the program. Because we had chosen a deductive
approach, we formed the main themes (parent nodes in NVivo) based on the research
question. Memos linked to each main theme were created in NVivo at this point. Sub-
themes were formed in similar way and presented as child nodes in NVivo.

The themes were reviewed, which involved deleting unnecessary codes as well as
those overlapping with other codes. In the next phase, the themes were defined and
named. In the final phase, a report of the findings and a final analysis was written,
which will be presented in the ‘results’ section. The reflexivity journal in the form of
memos and notes was helpful for presenting and interpreting the results (see Fig. 1).

Fig. 1. The data analysis process
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3 Results

Reactions to the application were mostly positive, although many complained about
technical difficulties hindering their usage. Total of 21 interviewees reported that the
application was persuasive (believable and convincing) for them, whereas eight
interviewees thought that it was not that persuasive in their case. Nevertheless, the
application was deemed persuasive by over two thirds of the interviewees, including
many of those complaining about the technical difficulties, as they expressed that it
would be even more persuasive if it would function correctly. As regarding persua-
siveness, the aspect was brought up in two different questions in the interviews, and
few interviewees asked for a clarification, which was given for them. Most of the
interviewees expressed interest in an updated and bug-free version of the application,
giving further evidence that the application was found useful and engaging, thus also
persuasive.

During the interviews, the users were asked about their personal goals and had their
personal goal changed or remained the same after the usage period. The themes for goal
setting were formed according to the research question (see Fig. 2).

We planned to ask the interviewees about reminders, but the subject actually came
up in most of the interviews, regardless whether we would have asked the prepared
question or not. Only with the case of one user, we did not ask about reminders due to
low usage of the app and neither did the subject come up by the interviewee.

We did not ask any specific questions about self-monitoring, but the subject came
up frequently. The themes for persuasive features investigated here (self-monitoring
and reminders, see Fig. 3) were formed according to the research question.

The only exception was one subtheme (customization), which was formed induc-
tively. Combining deductive and inductive approaches is not an uncommon phe-
nomenon in thematic analysis [16, 18, 19].

Fig. 2. Themes for goal setting
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3.1 Personal Goal

Goal at the Beginning of Usage. A recurring pattern could be spotted from the
interviews: all participants either had problems with their well-being or concerns about
their health. Both issues were intertwining with the core of the intervention, which was
recovery from work-related strain and stress. The motivation for enrollment might have
differed, as for some it was curiosity:

“Well, mostly I came along because of interest, as I should do something about my
own well-being and occupational well-being, so it hit the spot. When thinking about
having enough strength to keep on working, mostly the goal was that working life and
spare time would be in some sort of balance, so maybe having more free time and
gaining tools for balancing it” (Interview 16).

For others, there might have been more severe need for help, but everyone had
obviously realized that they had to do something about their situation eventually:

“I had an idea about somehow getting something new, which would help me to get
by, because at the moment I’m working on the brink of exhaustion” (Interview 13).

Personal Goal at the End of Usage. It should be noted that several interviewees used
the application for shorter than two months due to various reasons, which led them to
not use the application regularly. Five users stopped using the application altogether
almost immediately after the beginning of the intervention. The early abandonment of
the application was mostly due to technical issues experienced or from being too busy
due to work. Nonetheless, 15 users reported that the application had clearly supported
or affected their personal goal in one way or another:

“My goals are the same as before, so the app has not changed them, but it has been a
part of supporting the orientation to achieving the goals with time” (Interview 17).

Goal Did Not Change. For 23 interviewees, the goal remained practically the same at
the end of usage. Nevertheless, even if remaining the same, the goal or idea of the goal
had been strengthened for some users:

“The application, it also fortifies the confirmation that I just have to take the time for
exercising. All those fancy goals regarding exercising in the app those might not never
truly be reality for me as such, but if adapted, then they might” (Interview 15).

Achieving personal goals might be hard and take a lot of time, especially if one tries
to change a behavior that has been going on for years. Even with the support and

Fig. 3. Themes for persuasive features tested
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coaching of a persuasive application, it could be difficult, if one does not want to take
any time off from work. Being addicted to work bears down to such fundamental issues
that no application alone could resolve:

“The goals are more or less the same, because it is hard [to achieve them], when one
is a so-called workaholic, which has been going on for many years as an entrepreneur.
Therefore, changing habits is not easy” (Interview 9).

Goal Changed. For six interviewees, the goal appeared to have changed beyond the
point of fortification up to expansion or refinement. Achieving personal health-related
goals might take years, so we held no misconception about the application miracu-
lously curing all sort of ailments during a two-month usage period. Nevertheless, self-
reflection [11] was one of the key issues in the application, therefore it comes as no
surprise that people who take the time to reflect their own behavior might have their
goals at least refined or expanded, if not achieved:

“I now have a [new] goal as I have to get my sleep [quality and quantity] in order
and here [in the application] is help for that” (Interview 3).

For many interviewees, the reason for enrolling into the intervention was the need to
do something about their health, so they might have been pondering their personal
health issues for years. In that sense, even starting to use or trying out the application
might have been an important factor in the long road to better health behavior:

“Therefore, if my goal has changed, it has only been to the better direction, because
when I was busy and stressed, which I had been for many years, I thought that
eventually I would die. I thought that now I just have to start taking better care of
myself and that has only increased. Whether the application had a part in that, it
certainly did not decrease my need, so yes, it was a small part in the process”
(Interview 19).

3.2 Self-monitoring

As described in the PSD model [7], “A system that keeps track of one’s own perfor-
mance or status supports the user in achieving goals”. The application was a system
that enabled self-monitoring; therefore, the application should have supported the users
in achieving goals. In this case, it could be said that the self-monitoring tools were there
to help the users in the three-level TTM-based task related goals, rather than directly
with their personal goals. Nevertheless, this did not exclude the tools being used by the
users for supporting their personal goals:

“Well now, that pedometer is by definition a good thing, because I became aware of
the fact that as I am doing [sedentary] work at the office, I get really too few steps
during the day. At least to that it has helped, so maybe because of it I have paid more
attention now when following the amount of steps” (Interview 16).

Some of the interviewees reported using wearables (for self-monitoring) concur-
rently with the application, or even abandoning the application in favor of wearables or
other health applications with sensor-based real-time self-monitoring functions. Pre-
vious experiences with health applications seemed to have molded the expectations for
them, which might have led to disappointments, as the app did not have various sensor-
based measuring functions. Few had started using wearables or another application
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more or less after the intervention period begun. Some thought that it would have been
nice to be able to connect their wearables into the ‘Recover!’-application, but as they
could not, they continued to use both:

“Now I have actually been testing this bracelet or watch, which follows my
heartbeat and sleep and so on automatically. I don’t have to mark those up myself, so I
have used it for about a month now, but it doesn’t mean that I wouldn’t use the
application, because there was that other stuff in there” (Interview 26).

It seemed that the interviewees chose whether to use the self-monitoring tools of the
app, or those provided by other applications or wearable devices, based on their per-
sonal needs or situations. Lack of comprehensive set of sensor-based self-monitoring
tools did not bother everyone, as they were more or less satisfied with the tools
provided by the application. This was likely because the tools, such as the circadian
rhythm, suited their needs. Nevertheless, the app had an automatic, sensor-based
pedometer, which was used by many interviewees. All the other tools were interactive
and required actions from the user. Rather than being merely self-monitoring, the tools
were also intended to be self-reflective:

“In a way, I had this conception of how these things are, but when you really start
marking them and following them, it might be that the truth really is not what you
thought it to be” (Interview 26).

One interviewee complained that the application and the circadian rhythm tool were
too persuasive in the sense that the user felt like being a slave to the phone, constantly
interacting with it. This led to the user abandoning the app due to stress, so apparently
the self-monitoring tool did not suit the user’s current health problem that well, as the
user also complained about being busy and stressed otherwise. However, the afore-
mentioned user also thought that the application was still partially responsible for
changing the personal goal in a positive way. Few others complained about minor
issues with the self-monitoring tools, mostly with pedometer, of which one issue was a
major bug (app crashing when turning phone sideways):

“There were good systems, pedometer and such, but if I went for a jog and the
phone turned sideways [while jogging], it rather became an obstacle” (Interview 11).

It could be said that in the case of the application, the premises were true if the user
had a need for the types of tools provided by the application and the tools functioned
technically. Therefore, if the premises were true, then the argument was also solid, thus
the application could be said supporting the users, whether they achieved their goals
during the usage or not.

3.3 Reminders

As described in the PSD model [7], “If a system reminds users of their target behavior,
the users will more likely achieve their goals”. The application was a system that
utilized reminders, so therefore the users of the application should have been more
likely to achieve their goals. It should be noted that many users had some technical
difficulties with the reminders, although it should also be mentioned that some of the
difficulties reported might rather have been misconceptions by the users (than actual
bugs). For example, one user thought that the reminders regarding tasks were mal-
functioning for not getting any. The user for some reason had assumed that tasks would
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be given for the users automatically, which was not the case. Nevertheless, when
functioning properly, the reminders were seen as helpful for achieving the goals set:

“[Reminders] were good, because otherwise those [tasks] would be left undone, so
it is very good that there comes reminders [from the application], because if there are
not reminders, then you just will not remember” (Interview 15).

However, there were other opinions, as not all users were keen on having remin-
ders, at least not very often. If not using the application actively, the reminders might
have been felt as annoying. Even if the user knew and admitted that reminders were
useful and supportive, they might still have been felt as annoying. One solution to
dissolving potential annoyance of reminders could very well be customization:

“When you know that I’ve set this reminder myself, just like you put alarms in a
calendar, I must say that those aren’t annoying at all when they are something that I’ve
set there myself, so that would be a good idea” (Interview 17).

Some users felt that the reminders occasionally arrived at improper times, such as
when they had meetings with customers. Therefore, it was difficult for them to react to
reminders at due times. According to the sixth postulate of the PSD model [7], per-
suasive features at improper moments may lead to undesirable outcomes and in the case
of reminders, ending up ignored. Customization could also be a solution for avoiding
the possible obtrusiveness of reminders:

“I cannot have any reminders beeping in those situations [with customers], so for
example it would be proper only on those days that I am at the office, which are limited.
I noticed, that I could not set a [customized] reminder in this app” (Interview 6).

It could be said that in the case of the application, the premises were true if: (1) the
reminders were not annoying, or obtrusive, and (2) the reminders functioned techni-
cally. Therefore, if the premises were true, then the argument was also solid, thus the
users could have been said to be more likely to achieve their goals, whether they
achieved them during the usage or not.

4 Discussion

The long-term personal goals of participants might have been under the way for a
while. Fifteen users reported that the application had clearly supported or affected their
personal goal, of which six users thought that their goal had changed during the
relatively short usage period. Hence, it could be seen as quite a positive thing that over
a half of the users felt that their personal goals were fortified and perhaps even refined
or expanded during the usage process.

Commercial systems supporting behavior change might nowadays be depending
heavily on sensor based self-monitoring tools, as well as on external wearable devices.
This seemed to have molded the expectations of some of the interviewed participants,
which evidently affected the usage. Pedometer was the only sensor based self-
monitoring tool in the application, which for some was enough, but for others insuffi-
cient as they were clearly expecting more. Nevertheless, those using the self-monitoring
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tools of the application, whether the pedometer or the non-sensor based options e.g.
circadian rhythm tool, seemed to benefit from the self-reflective side of the tools. On the
other hand, if the users could not find tools suitable for their specific needs, they could
still use the application by going through the contents and completing the tasks. They
seemed to switch to using the tools of other applications or wearable devices for self-
monitoring purposes in the aforementioned case, which in turn seemed to decrease the
overall interest for the ‘Recover!’-application for those users.

As regarding reminders, customization could be a solution for avoiding annoying
the users, as well as avoiding obtrusiveness. Even if push notifications at improper
times would not be bothersome for all, they seemed to disturb some. Implementing full
customization (times and dates) for reminders (push notifications) could consume
resources. At minimum, it might be wise to allow the option of turning the reminders
off altogether.

The contents of the application were planned specifically for micro-entrepreneurs,
but as they were derived from general evidence-based health and well-being recom-
mendations, they were also largely applicable for other entrepreneurs as well as for the
general population.

As regarding the limitations, this study was about one application in one context.
Additional limitations of this study include that the results were based on the inter-
views, which were more or less subjective opinions of the users, although important as
portrayals of personal experiences. Analyzing application’s actual usage by using log
data could add value to analyses such as the one carried out here.

5 Conclusions

Interviews can be fruitful for gaining insights about users’ goals, system’s persua-
siveness, and its persuasive features. Users may have long-term goals, which persua-
sive technologies can offer support. Nevertheless, it is a challenge for design that some
users may perceive a persuasive feature as fine, whereas others may find it irritating or
useless. This is especially challenging when designing for very heterogeneous target
groups. In any case, software bugs tend to decrease the persuasiveness and overall
trustworthiness dramatically.

For designers, this study offers user-based insights and perceptions about self-
monitoring tools and customization of reminders. For researchers, this study offers
further evidence that self-monitoring and reminders can indeed support users, as long
as the premises are true.
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Abstract. The concept of goals is prominent in information systems and also
artificial intelligence literature such as goal-oriented requirements engineering
and self-adaptive systems. Digital motivation systems, e.g. gamification and
persuasive technology, utilise the concept of behavioural goals which require a
different mind-set on how to elicit and set them up, how to monitor deviation
from such goals and how to ensure their completion. Behavioural goals are
characterised by a range of factors which are not the main focus in classic
information systems and AI literature such as self-efficacy, perceived usefulness.
To engineer software supporting goal setting, a concretised taxonomy of goals
would help a better-managed analysis and design process. In this paper, we
provide a detailed classification of behavioural goals and their associated
properties and elements (types, sources, monitoring, feedback, deviation and
countermeasures). As a method, we review the literature on goal setting theory
and its application in different disciplines. We subsequently develop five ref-
erence checklists which would act as a reference point for researchers and
practitioners in persuasive and motivational systems.

Keywords: Goal setting � Persuasive systems � Behavioural goals

1 Introduction

Goal Setting Theory relates to the relationship between people and goals. It includes
how people set up goals, how they react to them, and how they use them to attain
behavioural change [1]. Goal setting research is informed by cognitive psychological
theories, which demonstrate how a person’s perception of their skills, and the use-
fulness and ease of achieving a specific goal, play a vital role in being successful in
meeting that goal [2]. Goal setting is a core element of various persuasive information
system paradigms, such as gamification [3] and persuasive technology [4, 5]. A per-
suasive system is an information system intended to strengthen, change or shape states
of mind or behaviour or both without utilising pressure, this might delay or avoid the
onset of a range of medical problems, and enhance the quality of life [6, 7].

Goal setting is a core element of various techniques and principles within persuasive
technology. In terms of Fogg’s mechanisms [8], goal setting relates to reduction and
tunnelling where smaller steps lead to a bigger goal; self-monitoring, where goal
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achievement is tracked and enforced; surveillance where peers monitoring can put
pressure towards goal achievement and, conditioning, where failure or success in
meeting goals is rewarded accordingly. Regarding Cialdini’s principle of influence [9],
goal setting correlates well with the commitment and consistency principle, where
people remain motivated to sustain a behaviour that helps or has helped them to achieve
a behaviour change goal. In particular, self-set or agreed goals require a commitment
that then boosts the degree of adherence to the goal [10].

Research on goal setting can be found across a wide range of disciplines. This
includes the domain of management and business administration where the emphasis is
on productivity and supporting business achievement of tactic and strategic goals [11],
and the domain of social psychology, e.g. the use of goal setting within groups in
which social relationships become an integral part of goal definition and achievement
[12]. Similarly, targeted behaviour in theories of reasoned action [13] and planned
behaviour [14] can be defined as a goal. These theories highlight that the self-
perception of the ability to meet a goal affects the commitment and adherence to plans
to reach it.

In this paper, we present five reference checklists developed based on reviewing
the literature on goal setting theory and its application in various domains. Producing
reference checklists for goal setting that concretise the concept and depict its common
and variable components will help to achieve better software and automation of
behavioural goals support.

At the start of the research, we made a proposition that behavioural change goals
introduce the need for a new mindset when dealt with as requirements in persuasive
systems. Informed by goal-setting theory [1] and the literature on goal-oriented
requirements engineering [15], we defined five main pillars of behavioural goals to
guide our investigation. These pillars are sources of behavioural goals, goal identifiers,
goal elicitation, monitor and feedback, deviation and countermeasures. After setting
the initial template, we reviewed the relevant literature to inform our approach to
constructing the five goal setting reference checklists. We reviewed the research on
goal setting in various communities, including behavioural economics, persuasive
technology, and health and environmental sciences. We only considered papers which
adopted goal-setting as their primary research strategy and provided a description of
how it was used. Search criteria used to obtain the relevant work included variations
and combinations of keywords, incorporating terms such as goal setting, behavioural
goals, persuasive systems, and behavioural change. We used snowballing approach
[16], starting with influential papers in the field which led to further references.

2 Behavioural Goals: Five Reference Checklists

2.1 Sources of Behavioural Goals

The source of goals represents the party who sets the goal. Based on the literature
review findings, we identified five sources of goals; Table 1 provides a brief
description of each source of behavioural goals. By experts, we mean a behavioural
change expert. By subjects, we mean the people who are to achieve goals.
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There are some factors to consider when deciding the suitability of each source of
goal in the behavioural change process. These include:

Problem Origin plays a vital role in the decision about the subjects’ level of
involvement in the behavioural goal specification process. A subject’s behaviour could
be influenced by factors relating to social and individual context [17]. The social
context refers to the social influence of and peer pressure on a subject’s behaviour, and
the individual factors refer to the beliefs, values and state of mind of the subject. Any
intention to change the subject’s behaviour should, therefore, take into account such
influencing factors. If the social context is the origin of the problem, then the beha-
vioural goals would need to be set collaboratively, agreed upon and committed to by
the subjects, with help from an expert. If the problem originates from individual factors,
such as the subject’s personality, or the pleasure derived from performing the beha-
viour, consideration would be necessary for assessing variables such as personality, the
stage of change and treatment levels before selecting a source for the goals.

Self-efficacy refers to one’s belief that one has the skills and abilities required to
attain the goals. Subjects with a higher self-efficacy, tend to be more committed to their
goals, as they are likely to come up with better strategies and put in more effort towards
goal attainment [18]. When goals are to be set collaboratively, the selection of subjects
should be based on their skills and abilities to attain the goals. Subjects self-efficacy can
be increased by employing specific persuasion techniques, such as providing infor-
mation about the require approaches for goal-related tasks.

Behavioural change state affects the ability of subjects to set goals and their
receptiveness to external goal sources. For users in the contemplation stage, self-set
goals could be avoided as the users may be defensive about their behaviour and may be
in denial or biased when expressing goals [19]. When this is the case, we might
consider choosing participatory, guided, group-set or even assigned goals. Self-set
goals would fit those in the advanced stages of change, i.e. users who have already
started to implement the behavioural change.

2.2 Behavioural Goal Identifiers

Various properties describe goals. The goals can be influenced by specific moderating
variables relating to the person or their group context. Table 2 provides a summary.

Table 1. Sources of behavioural goals

Source Description

Self-set Goals are designed and chosen solely by subjects
Assigned The experts designed goals with no subjects input
Participatory Goals are designed jointly by subjects and experts
Guided Subjects are given directions by experts on how to choose a goal,

but the choice is left for them to make
Group-set Goals are designed and chosen within a group, typically facilitated

by an expert
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Proximity refers to how far into the future goals are set. Setting proximal goals, in
addition to distal goals, could enhance performance [1] and self-efficacy [20], because
they provide a relatively quick sense of achievement in the short-term, leading to
sustained performance. For example, a distal goal to spend less time online this month
could be attained by setting proximal goals such as to reduce the time spent online by
20 min a week. Also, goal proximity could help lessen the loss of goal interest,
increase motivation and confidence toward goal attainment. In persuasive systems,
users could be motivated to set proximal goals by awarding gamification elements such
as points to a user when goals are self-set or collectively when the behavioural change
goals are set in a group.

Commitment refers to the status of a person dedicated to a goal. In [1], two factors
are found to influence commitment; (1) the importance of goal attainment, and (2) self-
efficacy. Elsewhere in [21], external influences (peer influence, authority), interactive
influences (participation and competitiveness), and internal factors (expectancy and
internal rewards) are outlined as elements which could define commitment. To improve
commitment, when goal setting is performed collaboratively, the individuals involved
could make a collective commitment to attaining the goals. When the goal is assigned,
the subject’s commitment tends to reflect their self-efficacy levels; therefore, assessing
self-efficacy before assigning goals could be essential in gauging the subject’s
commitment to the goals.

Table 2. Behavioural goals identifiers

Goal properties Description

Proximity The time by which the goals is to be achieved; Distal (goals set on a long-
term basis) or Proximal (goals based on short-term goals)

Goal specificity The precision and granularity of what is to be achieved
Goal difficulty The effort required from a subject for goal attainment
Goal moderators Description

Commitment The importance of goal attainment and an individual’s determination to
achieve the goal defined by subjects’:
• Self-efficacy or believing in one’s ability to achieve the goal
• Perception of usefulness, and the significance of achieving the goal

Feedback The knowledge of performance progress in relation to attaining goals
Task complexity The complex nature of a task defines the level of effort, skills, and also the

strategy required to attend the goal
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2.3 Behavioural Goal Elicitation

The main techniques to elicit behavioural change goals are listed in Table 3. We
comment on the main types in the following. Interviewing as an elicitation method
could be used at the initial stages of implementing the system. The technique can
capture in-depth information relating to a subject’s behaviour. During the interview
process, subjects could be encouraged to reflect on their emotional state, the behaviour
which needs to change and how they plan to change such behaviour. The findings from
this activity could then be used to determine the correct behavioural change goals, but
also assess the eligibility of subjects pursuing a behavioural change goal as employed
in [22]. Diaries could enable the capturing of events as they happen. This information
may be used to help identify adverse behavioural issues and possible techniques to act
as countermeasures. In [23], diary entries were used to gather student motivation
strategies, employed for improving their school work, demonstrating a self-regulatory
process for managing learning.

When goals are set collaboratively, group discussion could be more useful as it
enables a debate amongst the subjects to help understand their behaviour, and conse-
quently, the setting of goals. Furthermore, obstacles to goal attainment and strategies
for overcoming such obstacles could be addressed more efficiently in such a group-
therapy style [24]. The social element of a group discussion could lead to better goal
performance, as a result of peer influence and the ability to make a collective com-
mitment to the goals of a group [25]. Algorithms could be used to learn and understand
the behaviour and behaviour pattern of subjects, by performing behaviour analysis on
their historical activity data.

2.4 Behavioural Goals Monitoring and Feedback

Our fourth checklist is related to the monitoring and feedback strategies used to assess
and enhance behavioural goal attainment. Table 4 provides a summary.

Table 3. Behavioural goal elicitation methods

Elicitation method Description

Interview Used when in-depth understanding is required
Diary study Used for capturing events as they happen
Group discussion Used for discussing barriers and strategies for alleviating them
Counselling Used for helping subjects understand their behavioural change needs
Brainstorming Used for discovering bespoke strategies for reaching the goal
Observation Used for assessing behaviours in a natural setting
Algorithms Used for understanding a subject’s behaviour from their historical data
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Monitor refers to the agent who collects behavioural metrics and progress status.
Monitoring can be performed by the subjects, by peers or be computerised.

• Self-monitoring refers to the responsibility of a subject to observe and reflect on
their behaviour and goals. Self-monitoring is performed by recording and tracking
goal-related activity, and by evaluating the progress made. Reminders and jour-
naling, in the form of a progress bar or timers, could help individuals perform self-
monitoring and increase their awareness of their behaviour [26].

• Peer-monitoring refers to other individuals observing a subject’s behaviour, pos-
sibly on mutual understanding. Peer-to-peer monitoring could lead to social rela-
tionship breakdown if the feedback method implemented is not carefully designed,
as it may be viewed as spying [27]. Peer monitoring could be useful in relation to
behavioural change when goal setting is performed collaboratively. Hence, the
surveillance is seen positively as part of behaviour awareness and change.

• Automated monitoring is based on the use of sensors and communication tech-
nology, e.g. geographic location and heart rate monitoring via a smartwatch. The
accuracy and intensity of monitoring could empower individuals to gain insight into
their behaviour or pattern of behaviour. However, the lack of privacy and anxiety
could have negative consequences. Also, automated monitoring may fail to capture
the intention and context of the behaviour. This may necessitate a blended approach
putting together self-monitoring or peer monitoring with an automated one.

Feedback content refers to the central theme in the feedback informational
content.

• Motivational feedback informs subjects how well they perform towards their goals
and encourages them to continue in the same way or perform better. Performance
could be rewarded by employing gamification elements such as points, badges and
avatars. Competitive rewards and game mechanics, such as the leader-board, need
to be avoided as they may distract from the primary goal or the spirit of the ultimate
behavioural change goal, especially when goals are set collaboratively.

Table 4. Behavioural goals monitoring & feedback

Monitor and feedback

Monitor Self-monitoring; Peer monitoring; Automated
Feedback content Motivational feedback; Learning feedback; Outcome feedback;

Performance feedback; Comparative feedback (Self-comparisons; Social
comparisons)

Feedback timing Reflection during the behaviour; Reflection after the behaviour
Feedback
framing

Gain frame; Loss frame; Formal; Informal
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• Learning feedback helps subjects to learn the consequences of specific committed
or avoided behaviours [22]. This feedback needs a clear rationale. For example, in
regulating printing behaviour, when a subject prints ten articles daily while the goal
is not to exceed four articles a day, the feedback should clarify how the deviation
from goal occurs, and show the subject how this was manifested in their printing
behaviour.

• Performance feedback shows a subject’s performance toward their goal and could
be used to help determine the chances of attaining behavioural goals. This feedback
could help persuade the subjects who are committed, motivated, and have the right
ability, to put in more effort and time when a discrepancy is detected between the
feedback provided and their behavioural goal.

• Outcome feedback represents the knowledge of results; subjects should be able to
have the skills required to evaluate whether the outcome feedback represents a good
or poor performance toward the goal.

• Comparative feedback compares subjects to their past goal performance (self-
comparison) or to the performance of their peers when the collaborative goal setting
is adopted (social comparison). Self-comparison may work better when self-
monitoring is employed and may fit well those subjects with lower self-esteem.
Social-comparison works by comparing goal performance within a social circle to
motivate individuals to attain their goals. It may also lead to competition and
conflict between subjects within the same group or between groups if an inter-group
comparison is adopted. This could negatively impact self-esteem and self-efficacy.

Feedback timing is concerned with the right timing of feedback message so that it
is seen as a motivational tool and its acceptance is increased. Feedback can be delivered
while the behaviour is taking place (reflection during usage) for real-time awareness or
afterwards (reflection after usage) for off-line learning and future planning.

Framing refers to the language used in the message content of the feedback in style
and orientation. The feedback may not have the desired effect when the subjects view it
as strict or consisting of threatening messages [28]. The language used relates to what
extent the feedback is consistent with the subjects’ attitudes and preferences, e.g.
whether the message is a gain or a loss frame, strict, precise, or personal. Loss frame
refers to feedback which shows a negative impact, e.g. smoking can cause cancer,
whereas gain frame relates to feedback which indicates a positive impact of healthy
behaviour, e.g. quitting smoking makes sleep quality better.

2.5 Deviation and Countermeasures

Deviation refers to the difference between the desired behaviour of a person and their
actual behaviour [29]. Deviation consists of different types, and various facilitators can
trigger it. Reducing or preventing deviation is achieved by employing a series of
countermeasures, as summarised in Table 5. Due to space limitation and given that
most of these deviation facilitators and countermeasures are self-explanatory; we will
only elaborate on main and more complex elements from each category.

Goal Setting for Persuasive Information Systems 243



Deviation Facilitators. These capture the various factors that can facilitate deviation.

• The timing of the goal refers to when goals are improperly time which could lead to
conflicting, combined or competing goals. For instance, a smoking cessation goal
may conflict with other goals, such as a weight loss goal or stress coping goal [30].
Similarly, individuals who have a heavy workload in conjunction with their goals
could easily deviate due to their busy lifestyle [5]. It is, hence, vital to set goals so
that their timing does not coincide with other personal activities.

• The frequency of executing the goal is essential for ensuring that the execution of
goal-related actions does not overwhelm the subjects. If the rate of goal execution is
not ideal for the subjects, they may lose interest in pursuing their goal.

• Inaccessibility to resources needed to achieve a goal, even temporarily, may affect
the attainment of the goal. Examples of such resources include devices such as
mobile phones and personal computers, or software application. To illustrate this
point, a study by Gasser et al. [31], showed the difference in application usage
between mobile phone application users and web application users which may be
based on the lack of internet access and the restriction of mobile phone usage in the
workplace, both been resources needed to accomplish the given goal.

Table 5. Deviation from behavioural goals: types, facilitators and countermeasures

Type Time-related; Frequency-related; Communication-related

Facilitators Goals that combined, conflict or compete with other goals; Source of the
behavioural goal; Social influence or peer pressure on the subject
pursuing the goals; Setting ambiguous goals with limited skills or time to
attain the goals; Lack of commitment to the set goals; Lack of proper
timing of the goals; Setting complex goals that do not match subjects’
ability to attain them; Lack of self-efficacy to achieve the goal;
Environmental influence; Lack of a structured method for goal setting;
Inaccessibility to resources to aid goal attainment; Not understanding
users’ needs for the goals; Over-estimating participants’ self-efficacy
level to achieve goals; Lack of understanding of barrier to gain
attainment; Timing of the behavioural goals; Frequency of executing the
set goals

Countermeasures Detect and resolve goal conflict; Discuss barriers to goal attainment and
ensure subjects could adequately handle them; State clear goal outcome;
Assess subjects commitment and self-efficacy levels; Assess complexity
of goal and analyse complex goals into series of sub-goals;
Review goals, re-strategise and analyse complex goals into series of sub-
goals; Monitor goal-related activities; Provide summary feedback in
relation to goal performance; Reminders; Perform manipulation checks
to assess whether subjects understand the goal or task; A proper
explanation of the goal-related task; Task familiarisation by asking
subjects to try out a task similar to the goal; Persuade subjects to verbally
commit to the goal; Set unambiguous goals, Rewards
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• A complex task perception depends on the subject’s self-efficacy, i.e. their per-
ception of their ability to come up with the right strategies to achieve the task [1].
When the goals are set collaboratively, the experts could help subjects overcome the
challenges that come as a barrier to attain the goal. They can also help them develop
the required skills needed to continue pursuing their goals.

• Not understanding users’ needs when setting a goal is a primary deviation facili-
tator and can be avoided by supporting users to comprehend their current beha-
vioural patterns firstly. The ideation technique used in [32] could be adopted in the
initial stages of the goal-setting process, to help understand the users and their
needs.

• Source of behavioural goals whether goals are group-set, guided or participatory
set, deviation could be attributed in part to insufficient communication between the
subjects and experts involved in the process. As a result, the experts may not
understand the subjects and their needs, and subsequently, may set goals that cannot
be attainable. Also, when goals are assigned, the subjects’ lack of participation in
the process could affect their interest, commitment or motivation towards the goals,
and this could lead to goal deviation or complete goal abandonment.

• Social influence and peer pressure occur when a person’s feelings, emotional state
and behaviour are affected by others’ actions or behaviours [33]. When the beha-
vioural change goals are set collaboratively, social influence could either have a
positive effect, for instance, group members motivating each other toward goal
attainment or a negative effect where people deviate from their goals, particularly
those with low self-esteem. In a social setting, the individuals’ actions are driven by
the group norms which are most often than not agreed upon by the group members.
When goal setting is performed collaboratively, it is essential that the group’s,
commitment and motivation are at the same or similar level to avoid social loafing
and social compensation.

Deviation Countermeasures. The applicability of the countermeasures largely
depends on the deviation type and their facilitator. Some of the identified counter-
measures are discussed here.

• Review goal, re-strategise and analyse complex goals into a series of sub-goals.
When goal performance is lower than expected; then the goal could be reviewed to
develop better attainment strategies. Poor performance could be the result of task
complexity, low skills and ability levels, and not tackling other barriers to goal
attainment. A complex task could be broken down into a series of subtasks that
could relate to individuals’ self-efficacy level which could help improve goal pro-
gress. Performance could be enhanced by adopting techniques such as barrier
counselling, skill development approaches [34], and persuasion by providing sub-
jects information concerning the approaches to use to attain their goals.
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• Monitor goal-related activities. This technique involves monitoring and tracking
the difference between the desired and actual behaviour which could be facilitated
by an action-oriented approach, where subjects document their actions in pursuit of
the goal. This process would enable the subjects to review their actions and identify
the source of the deviation which may be related to some contextual or emotional
factors and find the best plan for countering the deviation. Action planning is
considered necessary during the early stages of behavioural change, while coping
planning is assumed to be useful in the advanced stages of behaviour change, i.e.
the action or maintenance stage [35].

• Obtain verbal commitment to goals. Verbal expression of commitment, and also the
confidence to attain the behavioural goals may be obtained through persuasion.
When subjects commit verbally to the setting of goals, this could help prevent
deviation, especially when goals are set collaboratively. Subjects tend to adhere to
the group goal once a verbal commitment is obtained due to fear of being socially
excluded which may lead to loss of group identity, negative judgement, and blame
for the group’s failure to attain their behavioural change goals.

• Detect and resolve goal conflict. Conflicting goals should be identified and man-
aged so that the subjects can progress toward attaining their goal. The environment
could influence conflicting goals, i.e. the social setting of subjects, and also the
source of the goals, i.e. when goals are assigned or set collaboratively. Goals could
be prioritised to help resolve the conflicts among them. Also, the expert involved
could facilitate negotiation with the subjects by applying, for example, logic and
emotion negotiation approaches and help subjects understand that such conflict if
not resolve may lead to deviation and lack of goal attainment in the long term.

• Assess individual self-efficacy and commitment. A subject’s self-efficacy levels may
influence their goal performance. Therefore, it is important to evaluate self-efficacy
before setting the goals, to ensure that the right goals are chosen, in terms of
difficulty and complexity levels. When goals are set collaboratively, subjects could
be asked to confirm their goal commitment level verbally. To ensure that some of
the subjects’ responses are not influenced by the answers given by others in the
group, all responses regarding goal commitment levels could be anonymised.
Hence, reassuring subjects that given a lower response compare to others in the
group will not lead to any negative reinforcement.

• Conduct manipulation checks. These checks are conducted to detect whether the
subjects are paying attention to the set goals and goal-related tasks. Conducting
manipulation checks could help assess the eligibility and credibility of the users in
pursuing and attaining the goals. Persuasive techniques, such as tunnelling and
conditioning, could be employed to aid subjects through these checks to help
persuade them and improve their behaviour and commitment towards the set goals.
Providing positive reinforcement and guidance through the process may help
improve the outcome of such checks.
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• Task explanation and task familiarisation. Regarding task explanation, before
executing the goal-related task, a session could be conducted to explain to the
subjects the task that they are expected to perform, ensuring that they understand
what is expected of them. This process could be regarded as the induction phase of
the goal setting process. Establishing an understanding of the task at an early stage
could help prevent goal deviation which results from a lack of understanding of the
goal-related task. Also, for familiarisation purposes, subjects could be asked to
perform a task that is similar to the goal task before executing their goal related task.

• Goal summary feedback. Providing summary feedback may help motivate subjects
to continue pursuing their goals and help them make an informed decision regarding
the goals. Getting the feedback timing right, presenting it using an appropriate
language and messaging style could help prevent deviation from goal. In a group
setting, making the performance feedback visible to everyone may demotivate some
subjects, therefore, eliciting the subjects’ preferences is vital. Summary feedback
may be provided in the form of a progress bar or an avatar.

• Rewards. Rewarding subjects positively, e.g. for goal attainment or significant goal
progress, may help prevent deviation from the goal. The rewards could be provided
personally or collectively based on the source of the goal and the subjects’ pref-
erences. When the rewards are to be displayed collectively, the individual differ-
ences within the group, i.e. personality, motivation, skills and confidence levels,
should be carefully considered to ensure that reactance towards the rewards would
not negatively affect their future goal performances.

3 Conclusion and Future Work

Our literature reviewed around goal setting led to the development of five reference
checklists. We presented the reference checklists and elaborated on the various analysis
and design considerations for persuasive systems and explained some of the conven-
tional countermeasures for dealing with the deviation from goals. The five checklists
are meant to provide a much easier reference point for researchers and practitioners
using the strategy across different disciplines and build foundations for engineering
goals embedded in persuasive information systems. Our future work will build on these
initial results and further investigate the reference checklists in relation to behavioural
change goals with the aim of providing a specification method for these goals. We will
explore the set of stakeholders and their roles in the goal-setting process and also
elicitation methods for behavioural goals and their socio-technical processes, e.g. in the
reporting and adapting to behavioural change and progress.
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Abstract. This paper examines two personalization approaches to web adver-
tisements focusing on the Big Five personality traits: (i) personality-based ad
targeting, which predicts users’ receptiveness to ads from their Big Five per-
sonality and delivers ads to those with high receptiveness, and (ii) personality-
based ad creative design, which specifies target Big Five personalities and tailors
ad creative design for each personality. Previous research on (i) has not suffi-
ciently verified whether it works for various ad products/services and ad cre-
atives. To address this, we examined correlation between individuals’ Big Five
and their general receptiveness to ads across various ad products/services and ad
creatives. Regarding (ii), though its effectiveness has already been demonstrated,
what to tailor in the ad creative and how to tailor it have not been clarified in
previous research. We focused on cognitive bias, of which various kinds are
commonly used in ad creatives today, and, assumed that using different cog-
nitive bias depending on Big Five personality improves ad reaction (e.g., click
through rate). Conducting a questionnaire survey, which included over 3,000
subjects and 20 ad creatives, we confirmed that Big Five personality can be
significant predictor of receptiveness to ads and verified the potential of (i) to
work for various products/services and creatives. On the other hand, regarding
(ii), survey results did not support our assumption, the reason for which we
consider is that there is no/little interaction effect between Big Five and
cognitive bias on ad reaction.

Keywords: Personalization � Big Five � Advertisement � Cognitive bias

1 Introduction

Recently, user’s psychographic attributes have been attracting considerable attention as
the basis for personalization of web advertisements [17] in addition to demographic,
geographic and behavioral attributes. Many researchers have studied personality-based
ad personalization from various perspectives, among which two of the main aspects are
(i) ad targeting and (ii) ad creatives design. For example, [6] studied an approach for (i),
which predicts users’ receptiveness to ads from their Big Five personality traits
(Openness, Conscientiousness, Extraversion, Agreeableness and Neuroticism [11]),
and delivers ads to those with high receptiveness. Regarding (ii), [14, 19] specified
multiple target personalities by using the Big Five personality model (e.g., highly
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extravert, highly introvert, highly neurotic, etc.) and tailored ad creatives design to each
personality. These studies observed performance improvement (e.g., CTR/CVR lift,
CTR: Click Through Rate, CVR: Conversion Rate) under certain conditions.

However, they conducted their evaluation under only a limited condition, and have
not sufficiently verified whether (i) and (ii) work effectively under various conditions
including for different ad products/services, different skill levels of the ad designers and
different ad distribution media (e.g., Facebook, Twitter, web-banner etc.). In [6], (i) was
evaluated for only one specific ad service, a few specific ad creatives and one specific
ad distribution media. As for (ii), though ad creatives consist of various kinds of
components such as keywords, photos, color usage, fonts, and layout, [14, 19] did not
clarify which components contribute to ad performance improvement and how they
should be designed for a particular target personality. Almost all of the above have
been decided by ad designers based on their implicit knowledge, making it difficult for
(ii) to work effectively when the designer’s skill level is not high enough.

Given the above, this paper examines the potential of (i) and (ii); whether they work
effectively in various conditions. As for (i), we examined correlation between Big Five
personality and general receptiveness to ads of various ad products/services and ad
creatives, and evaluated whether ad targeting model using Big Five personality work
effectively regardless of ad products/services and ad creatives. Regarding (ii), we
focused on cognitive bias, of which various kinds such as the Zeigarnik effect [28],
Bandwagon effect [4] and Barnum effect [10] are commonly used in ad creatives today.
We assumed that using different cognitive biases depending on target Big Five per-
sonalities contributes to ad performance improvement, and examined the assumption.
The motivation of the assumption was to reduce dependence on a designer and make
(ii) to work independently of the designer’s skill by predicting which cognitive bias is
effective for particular target personality and recommending it to designers.

We conducted a questionnaire survey, where the key findings were as follows:

• Big Five personality can be significant predictor of general receptiveness to ads.
Although the degree of effectiveness differed on a case by case, ad targeting model
using Big Five personality works effectively and outperforms demographic tar-
geting across various ad products/services and ad creatives (CTR lift: avg – 1.26,
max – 1.70).

• Using different cognitive bias depending on the target’s Big Five personality did not
improve ad performance. Although we prepared ad creatives with different cogni-
tive biases in the survey, preference for ad creatives did not differ significantly by
subjects’ personality in the same ad product/service.

2 Related Work

2.1 Personality-Based Ad Targeting

Chen et al. [6] conducted an experiment using Twitter to examine whether personality-
based ad-targeting improves ad performance. Since their Twitter ad was an unsolicited
advertisement from newly created unknown brand, they assumed that people with high
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Openness, which includes the facet of “curiosity”, will be more willing to give their
service a try. They also assumed that people with high Neuroticism will be less trusting
of the Twitter ad and thus be less likely to respond positively. In the experiment, they
estimated Twitter users’ Big Five personality from their tweets, and demonstrated that
Openness was a significant positive predictor of click and follow, and Neuroticism was
a significant negative predictor.

However, their assumption on correlation between Big Five personality and
receptiveness to ads depended heavily on the characteristics of advertising media i.e. an
unsolicited advertisement tweet. In addition, only a single ad product/service (“Trav-
elersLikeMe”) and only three ad creatives were used in their experiment. Thus, it is still
an open question whether personality-based ad targeting improves ad performance for
various ad products/services, ad creatives and ad distribution media.

2.2 Personality-Based Ad Creatives Design

Hirsh et al. [14] and Matz et al. [19] conducted experiments to demonstrate ad per-
formance improvement by personality-based ad creatives design. First, they selected ad
products/services and specified multiple target personalities using Big Five personality
model. Next, they consulted with professional ad designers to design ad creatives for
each target personality. They provided ad designers with information about the target
personality, based on which the designers designed ad creatives by their own implicit
knowledge. In [14], mobile phone ads were prepared for five different personalities
which were high for each of the Big Five traits. In [19], prepared were cosmetic ads for
targets whose Extraversion was either high or low and crossword puzzle ads for targets
whose Openness was either high or low. Finally, they investigated users’ reactions to
each ad creative. Their results showed that users reacted to ad creatives more positively
when exposed to creatives which matched their personality.

Since their experiments were conducted using multiple different ad products/
services and ad creatives, it is expected that ad performance improvement can be
reproduced for other ad products/services and ad creatives. However, it was not
examined which components in their ad creatives elicited a positive reaction from a
targeted personality. In addition, how the components should be designed was still
dependent on the implicit knowledge of the designers. Thus, it is quite uncertain
whether the ad performance improvement can be reproduced when skillful designers
are not available.

3 Hypotheses

To examine the potential of (i) and (ii), we formulated two hypotheses about the
correlation between the Big Five personality and reactions to ads:

• (H1) People’s Big Five personality is correlated with their general receptiveness to
web advertisement regardless of ad products/services and ad creatives.

• (H2) People with different Big Five personalities prefer ad creatives with different
cognitive biases.
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(H1) is the basis for the potential of (i) to work effectively in various ad
products/services and ad creatives. If (H1) is true, it is possible to predict people’s
general receptiveness to web ads from Big Five personality.

(H2) is for (ii). A cognitive bias is “a systematic pattern of deviation from the norm
or rationality in judgment” [13]. Table 1 shows examples of cognitive biases. Previous
research has confirmed that there is a correlation between Big Five personality and
effectiveness of cognitive bias. For example, the Barnum effect positively correlates
with Neuroticism and negatively correlates with Conscientiousness [3]. Agreeableness
increases the bandwagon effect [25]. Agreeableness, Extraversion, and Openness
regress reactance [26]. These correlations suggest that people’s Big Five personality
can be a predictor of the degree to which they are influenced by a given cognitive bias.
Thus, if (H2) is true, we can reduce dependence on a designers’ implicit knowledge for
ad creative design by recommending a cognitive bias which has been predicted to be
effective for a particular target personality.

4 Questionnaire Survey

We conducted a questionnaire survey that included 3,365 subjects and 20 ad creatives
across six different ad products/services. The questionnaire enabled us to collect data
on participants Big Five scores and their expected reactions to ad creatives.

Table 1. List of cognitive biases

Cognitive bias Description

Zeigarnik effect People remember uncompleted or interrupted tasks better than completed
tasks [28]

Barnum effect Individuals give high accuracy ratings to descriptions of their personality
that supposedly are tailored specifically to them [10]

Reactance An unpleasant motivational arousal (reaction) to offers, persons, rules, or
regulations that threaten or eliminate specific behavioral freedoms [5]

Prospect theory The way people choose between probabilistic alternatives that involve risk,
where the probabilities of outcomes are uncertain [15]

Bandwagon
effect

The rate of uptake of beliefs, ideas, fads and trends increases the more that
they have already been adopted by others [4]

False consensus People tend to overestimate the extent to which their opinions, beliefs,
preferences, values, and habits are normal and typical of those of others [18]

Size–weight
illusion

The illusion occurs when a person underestimates the weight of a larger
object (e.g. a box) when compared to a smaller object of the same mass [23]

Cocktail party
effect

The brain’s ability to focus one’s auditory attention on a particular stimulus
while filtering out a range of other stimuli, as when a partygoer can focus on
a single conversation in a noisy room [20]
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4.1 Subjects

We recruited 4,122 Japanese subjects and measured their Big Five scores. Table 2 and
Fig. 1 show the demographic and psychographic distribution of the subjects, respec-
tively. To measure the Big Five scores, we used a Big Five personality inventory which
consists of 70 questions with 2-point scale (yes/no) [21]. In Fig. 1, squares show
random sampling in Japan (N = 1,166) [22], and circles show distribution in our
survey. There is no marked difference in the distribution shape between our subjects
and random sampling in Japan. In the measurement, 757 outliers were detected as non-
collaborative participants by scores defined the inventory [21] and these individuals
were subsequently excluded from the analysis.

4.2 Creatives

Figure 2 shows ad creatives used in the survey. Among six ad products/services, three
were fictional products/services used only for this survey (A*C in Fig. 2) and the
other three were real ones which were available commercially (D*F in Fig. 2). For the
former, we created the ad creatives from scratch; that is, we consulted with professional
ad designers and asked them to design the ad creatives so that only the cognitive biases
differ among the ad creatives and the same design policy was applied to the rest of the
materials (product/service name, logo design, color usage, photos/illustrations, etc.) in
the same ad products/services. For the latter, we selected ad creatives from the web
according to the same policy used for the fictional ones.

Table 2. Demographic distribution of subjects

Age 15- 20- 25- 30- 35- 40- 45- 50- 55- 60- 65- All

Male 108 195 315 263 355 282 336 231 181 209 152 2,627
Female 71 144 249 200 161 169 140 179 79 66 37 1,495
All 179 339 564 463 516 451 476 410 260 275 189 4,122
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4.3 Questionnaire

For each ad creative, subjects were asked to evaluate it by answering the following 5
questions (4-point scale answer: agree strongly, agree slightly, disagree slightly, and
disagree strongly): Q1: The creative is interesting, Q2: I want to click it, Q3: I want to
search it, Q4: I want to go to the store or inquire the store, and Q5: I want to buy it.

As for Q2, in the subsequent analysis, we regarded the answer “agree strongly” as a
click on the ad creative.

5 Results

5.1 Personality-Based Ad Targeting

First, we examined the correlation between subjects’ Big Five scores and their eval-
uation scores for all ad creatives to verify (H1). The evaluation score was calculated as
follows: agree strongly - 2, agree slightly - 1, disagree slightly and disagree strongly -
0. Table 3 shows the results. It can be seen that all Big Five traits positively correlated
with evaluation scores. Among the traits, Openness and Extraversion have a relatively
strong correlation with ad evaluation. The same correlation is shown more explicitly in
Fig. 3, where CTR (calculated by Q2 answers) averaged across all creatives are plotted
for each personality segment (High/Mid/Low for 5 traits. Criteria for High/Mid and
Mid/Low were set at l + r and l − r, respectively). For segments of high Openness
and high Extraversion, CTR lift from the average of all personality segments is 1.54
and 1.37, respectively. All these results support (H1).

1) Zeigarnik 2) Zeigarnik

1) Zeigarnik 2) Size–weight illusion 3) Prospect 4) No effect 1) Cocktail party effect 2) Size–weight illusion 3) No effect

Real (D~E)
F) Housing Loan

1) Zeigarnik 2) Bandwagon 3) Barnum 4) Reactance 1) False consensus 2) Zeigarnik

1) Prospect 2) Bandwagon 3) Reactance

Fictional (A~C)

A) Data Plan of Mobile Network Service B) Housing Loan

C) Car Share
D) Data Plan of Mobile Network Service 

E) Smart Phone

3) Barnum 

3) No effect

Fig. 2. Displayed creatives
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Given the validity of (H1), we proceeded to build and evaluate the ad targeting
model which predicts clicks on ad creatives from subjects’ scores for Big Five traits.
Specifically, we evaluated the model by conducting cross validation as follows; we
divided subjects into five equal groups, four of which were used for training the model,
with the remaining group used for testing. When training the model, we excluded the
click data of the ad product/service to be tested. For example, when predicting clicks on
A-* by Group-1, data about clicks on B-1*F-3 by Group-2*4 were used for training.
We used logistic regression to train and test the model, which calculates click proba-
bility for each subject on the ad creative being tested. For comparison, we also eval-
uated the targeting model which uses subjects’ demographic attributes (i.e., gender and
age). We evaluated the CTR when the models target at subjects in top 20% click
probability.

Figure 4 shows the results for the CTR lift of ad targeting by model compared to
random ad distribution and demographic ad targeting. Though the degree of
improvement varies with ad creatives, our model significantly lifted CTR for all ad
creatives compared to random distribution (CTR lift: avg. – 1.82, max – 2.12) and also
outperformed demographic targeting in almost all cases (CTR lift: avg. – 1.26, max –

1.70), confirming that personality-based ad targeting works effectively for various ad
products/services and ad creatives.

Table 3. Correlations between Big Five scores and creative evaluation score

Big Five Openness Conscientiousness Extraversion Agreeableness Neuroticism

Attract 0.1457 ‡ 0.0123 0.1506 ‡ 0.0625 ‡ 0.0874 ‡

Click 0.1435 ‡ 0.0455 † 0.1400 ‡ 0.0835 ‡ 0.0895 ‡

Search 0.1611 ‡ 0.0535 † 0.1508 ‡ 0.0748 ‡ 0.0871 ‡

Store 0.1570 ‡ 0.0339 * 0.1528 ‡ 0.0451 † 0.0816 ‡

Buy 0.1520 ‡ 0.0308 0.1448 ‡ 0.0482 † 0.0814 ‡

N = 3,364, *p < 0.05, †p < 0.01, ‡p < 0.001
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Fig. 3. CTR by each personality segment
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5.2 Personality-Based Ad Creative Design

To verify (H2), we checked whether reaction to ad creatives with different cognitive
biases differs in relation to Big Five personality. Tables 4 and 5 show CTR of each
creative for each personality segment (High/Mid/Low for Big Five traits). The bold
font indicates the highest CTR for each ad product/service for each personality segment
(i.e., best creative in the same ad product/service for a given segment), and the meshed
cell denotes that the best creative for a given segment is different from that for all
segments (e.g., A-1 is the best creative for O-Low among A-1*4, while A-3 is the best
creative for all segments (refer to the “All” row in the table)). For meshed cells, we
conducted t-tests to examine whether CTR of the meshed cells were significantly
different from the best creatives for all segments.

1.81 1.78 
1.73 

1.91 
1.81 

2.01 
2.07 

1.64 1.64 
1.71 

1.75 

1.52 
1.60 

1.84 

1.74 
1.84 1.88 

2.07 
2.12 

1.89 

1.59 

1.22 

1.41 

1.13 

1.70 

1.17 

1.67 

1.21 1.17 1.20 

1.40 

1.25 
1.16 

1.02 
1.07 1.04 

0.97 

1.19 1.19 

1.42 

0.8

1

1.2

1.4

1.6

1.8

2

2.2

(A-1) (A-2) (A-3) (A-4) (B-1) (B-2) (B-3) (C-1) (C-2) (C-3) (D-1) (D-2) (D-3) (E-1) (E-2) (E-3) (E-4) (F-1) (F-2) (F-3)

lift from random distribution lift from demographic targeting

CTR lift by personality-based ad targeting (targeting at subjects in top 20% click probability)

Fig. 4. CTR lift for each ad creative

Table 4. CTR of fictional ad creatives

Ad Creative A-1 A-2 A-3 A-4 B-1 B-2 B-3 C-1 C-2 C-3
Cognitive 

Bias Zeigarnik Bandwagon Barnum Reactance False 
Consensus Zeigarnik Barnum Prospect Bandwagon Reactance

Pe
rs

on
al

ity
 S

eg
m

en
t

O
High 0.097 0.092 0.115 0.086 0.081 0.069 0.083 0.090 0.078 0.074
Mid 0.072 0.055 0.074 0.059 0.041 0.041 0.039 0.072 0.059 0.058
Low 0.064 0.047 0.059 0.034 0.027 0.027 0.022 0.047 0.043 0.040

C
High 0.082 0.072 0.106 0.064 0.045 0.052 0.049 0.082 0.072 0.062
Mid 0.077 0.061 0.075 0.062 0.049 0.043 0.047 0.068 0.054 0.056
Low 0.061 0.048 0.065 0.042 0.036 0.038 0.028 0.071 0.069 0.059

E
High 0.108 0.073 0.093 0.073 0.058 0.055 0.058 0.080 0.088 0.082
Mid 0.074 0.063 0.082 0.064 0.049 0.044 0.048 0.075 0.054 0.052
Low 0.049 0.045 0.060 0.037 0.030 0.032 0.026 0.053 0.046 0.046

A
High 0.086 0.084 0.086 0.065 0.059 0.042 0.050 0.071 0.057 0.061
Mid 0.079 0.063 0.085 0.066 0.048 0.050 0.047 0.075 0.065 0.062
Low 0.053 0.031 0.049 0.025 0.027 0.020 0.029 0.051 0.040 0.036

N
High 0.093 0.075 0.099 0.069 0.048 0.044 0.051 0.088 0.073 0.073
Mid 0.082 0.061 0.079 0.062 0.054 0.051 0.051 0.070 0.057 0.055
Low 0.044 0.046 0.060 0.043 0.027 0.027 0.026 0.055 0.053 0.048

All 0.075 0.061 0.079 0.059 0.046 0.044 0.045 0.071 0.060 0.057
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The results did not support (H2). For all meshed cells, results of t-tests did not show
significant differences (i.e., p � 0.05 for all meshed cells). That is, reaction to ad
creatives with different cognitive biases did not differ in relation to Big Five personality.

6 Discussion

We consider that following are the possible reasons why (H2) was not verified by the
survey results:

(1) The cognitive biases we chose were not sufficiently incorporated into the ad
creatives.

(2) There is no/little interaction effect between Big Five personality and cognitive bias
on reaction to web ads.

The likelihood of (1) being the reason is low because our ad creatives were
reviewed by another designer other than one who designed the creatives to check
whether the chosen cognitive biases were reflected.

Table 5. CTR of real ad creatives

Ad Creative D-1 D-2 D-3 E-1 E-2 E-3 E-4 F-1 F-2 F-3
Cognitive

Bias Zeigarnik Zeigarnik No Effect Zeigarnik Size-weight
Illusion Prospect No Effect Cocktail

Party
Size-weight
Illusion No Effect

Pe
rs

on
al

ity
 S

eg
m

en
t

O
High 0.115 0.103 0.096 0.089 0.081 0.081 0.062 0.064 0.075 0.068
Mid 0.069 0.071 0.055 0.045 0.054 0.050 0.039 0.038 0.031 0.041
Low 0.050 0.062 0.041 0.030 0.035 0.027 0.031 0.013 0.016 0.030

C
High 0.082 0.091 0.069 0.059 0.059 0.052 0.045 0.029 0.035 0.042
Mid 0.076 0.074 0.063 0.052 0.058 0.056 0.042 0.043 0.042 0.048
Low 0.057 0.063 0.040 0.036 0.042 0.034 0.038 0.026 0.018 0.028

E
High 0.107 0.106 0.082 0.076 0.068 0.062 0.049 0.052 0.048 0.058
Mid 0.073 0.071 0.060 0.049 0.061 0.056 0.049 0.040 0.039 0.043
Low 0.049 0.058 0.040 0.032 0.033 0.033 0.020 0.021 0.024 0.033

A
High 0.109 0.107 0.059 0.050 0.052 0.040 0.025 0.038 0.034 0.040
Mid 0.073 0.078 0.070 0.057 0.062 0.058 0.050 0.043 0.043 0.050
Low 0.051 0.038 0.020 0.025 0.031 0.034 0.022 0.018 0.016 0.020

N
High 0.075 0.096 0.064 0.057 0.057 0.069 0.049 0.040 0.035 0.051
Mid 0.082 0.071 0.064 0.055 0.062 0.055 0.048 0.043 0.048 0.049
Low 0.057 0.063 0.048 0.037 0.040 0.028 0.022 0.026 0.017 0.027

All 0.075 0.075 0.060 0.051 0.056 0.052 0.042 0.038 0.037 0.044
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Fig. 5. CTR of C-1*3 and A-1*4 by Openness score segments
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We consider (2) is more possible reason. Figure 5 shows examples of CTR com-
parisons between ad creatives by different personality segments. In Fig. 5 (i), prefer-
ence order of ad creatives in each personality segment is the same, which typically
exemplifies (2). On the other hand, preference orders differ between personality seg-
ments in Fig. 5-(ii) (e.g., 1st and 2nd best creatives differ between O-High and O-Low,
and 3rd and 4th best creatives differ between O-High and O-Mid), which appears there
is the interaction effect. However, it was not statistically significant according to the test
results described below. Table 6 shows the results of interaction tests between ad
creatives and personality segments on CTR by two-way analysis of variance
(ANOVA). In almost all cases, the interaction effects are not significant (p � 0.05).
The only exception was D, in which the best ads varied in relation to the Agreeableness
score (The best creative for high and low is D-1, whereas the best for mid is D-2 in
Table 5) and ANOVA result shows the existence of the interaction effect (p < 0.05).
However, the effect did not originate from cognitive bias (both D-1 and D-2 used
Zeigarnik effect), but from other components of ad creatives, one of which we consider
is with/without a picture of famous people.

Previous studies on persuasive strategies have found the similar relations between
Big Five personality and persuasion principles. They showed that the most effective
persuasion principle did not differ regardless of the Big Five personality. Alkış et al. [1]
estimated the correlations between Big Five personality and Susceptibility to Persua-
sion Scale (STPS) [16], an inventory that measures the persuasiveness of Cialdini’s six
principles [7]. Thomas et al. [27] implemented four of Cialdini’s principles into a
healthy eating message application and compared performance between the principles
for each personality. Halko et al. [12] personalized the original factors for health-
promoting mobile applications, and Anagnostopoulou et al. [2] personalized eight of
the Persuasive Systems Design (PSD) principles [24] for changing the public’s
transport habits. These works show a trend that is similar to our experiment. In the
experiment conducted by Thomas [27], the Big Five affected the persuasiveness of
each principle, but the most effective principle was not changed by Big Five scores.
While Anagnostopoulou et al. [2] found several significant correlations between the
Big Five and persuasion principles, the order of effectiveness of principles does not
differ significantly by Big Five personality, i.e. The most effective principle for a high
Neuroticism user is the same as that for a low Neuroticism user.

Table 6. Tests for interaction between ad creatives and personality segments on
CTR

Personality P-value of ANOVA (Ad Products/Services)
A B C D E F

O 0.822 0.783 0.981 0.829 0.627 0.410
C 0.708 0.792 0.905 0.928 0.929 0.916
E 0.564 0.955 0.282 0.823 0.522 0.939
A 0.882 0.713 0.995 0.048 0.882 0.987
N 0.705 0.979 0.946 0.280 0.720 0.644
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Given the above, we consider that using different cognitive bias depending on Big
Five personality contributes little to increasing effectiveness of personality-based ad
creatives design. Other ad creative components, such as keywords, pictures, color
usage and layout, require further study. For example, as for pictures, previous studies
have found a correlation between Big Five personality and the features of a favorite
picture [8, 9] (e.g., Extraverts showed a preference for pictures portraying people and
colorful pictures while the preference of introverts was the reverse). We consider that,
by leveraging these findings, appropriate kinds of pictures and other components to be
used for a particular target personality can be predicted and recommended to ad
designers, reducing dependence on their implicit knowledge in ad creative design.

7 Conclusion

We studied two personalization approaches for web advertisements with a focus on the
Big Five personality: (i) personality-based ad targeting and (ii) personality-based ad
creative design. By administering a questionnaire survey to over 3,000 subjects and
including 20 ad creatives across six different ad products/services, we investigated the
correlation between the Big Five personality traits and receptiveness to web adver-
tisements and effectiveness of cognitive bias in ads, and examined whether (i) and
(ii) have potential to work effectively under various conditions.

In summary, the contribution of this paper is threefold:

1. Confirmed that the Big Five can be a predictor of general receptiveness to web
advertisements regardless of ad products/services and creatives, and, thus,
personality-based ad targeting is effective across various ad products/services and
ad creatives.

2. Confirmed that using different cognitive biases in ad creatives contributes little to
increasing effectiveness in personality-based ad creative design.

3. Identified the most likely reason for ii, namely, interaction effects on reaction to web
ads do not exist between Big Five and cognitive bias. People are most heavily
influenced by the same cognitive bias regardless of their Big Five personality traits
when exposed to ads for the same ad products/services.
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Abstract. Research has shown that persuasive strategies are more effective
when personalized to an individual or group of similar individuals. However,
there is little knowledge of how the value derived from consumers’ online
shopping can be used for group-based tailoring of persuasive strategies. To
contribute to research in this area, we conducted a study of 244 e-commerce
shoppers to investigate how the value they derive from shopping online
(hedonic or utilitarian value) can be used to tailor the persuasive strategies:
reciprocation, commitment and consistency, social proof, liking, authority and
scarcity. In addition, we investigate the susceptibility of the participants to these
strategies based on their gender. Our results suggest that people that derive
hedonic shopping value online are influenced by scarcity, while those that derive
utilitarian shopping value are influenced by consensus. In addition, male
shoppers who derive hedonic value from online shopping are influenced by
commitment. The results presented here can inform e-commerce developers and
stakeholders on how to tailor influence strategies to consumers based on the
value the consumers derive from online shopping.

Keywords: Persuasive strategies � E-commerce � Hedonic value �
Utilitarian value

1 Introduction

Research has shown that one of the reasons consumers return to a retailer is because of
the value they get from the retailer [26]. A shopping experience can be valuable or
valueless [10]. There are two common dimensions of value proposition: hedonic and
utilitarian values. Research has shown that people with high hedonic shopping value
tend to shop for the pleasure or happiness they derive from the shopping experience
and not necessarily for the utility or service the product offers [12, 26]. These shoppers
are typically motivated to approach pleasure and avoid pain and they can be sponta-
neous [10, 23]. On the other hand, shoppers with high utilitarian shopping value shop
for the functional benefits; they are typically goal-focused, see no need for commitment
and see shopping as a task that has to be carried out consciously [12]. Because per-
suasive strategies are more effective when tailored to individuals or groups of similar
individual [1–3, 7], identifying how consumers who belong to each of these
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dimensions of value proposition are influenced by persuasive strategies can lead to a
more personalized experience for shoppers. For example, if consumers with hedonic
values are susceptible to a particular influence strategy, implementing that strategy
when such consumers come online could lead to a desired behavior or attitude change
in the consumer.

E-commerce companies implement persuasive strategies (also referred to as
influence strategies) to change the behavior and attitude of their consumers [4, 5, 14].
The change in behavior could be to influence shoppers to buy more products or to buy
specific products. Research has shown that persuasive strategies are more effective
when they are tailored to individuals or groups of similar individuals [6, 13, 25]. Using
the right factors in grouping similar users is therefore important to the success of
group-based tailoring of persuasive strategies. To contribute to ongoing research in the
area of group-based personalization in e-commerce, we investigated the use of con-
sumers’ shopping value in identifying similarity of users. In particular, we aim to
answer two main research questions:

(1) Are there any significant differences in the susceptibility of e-commerce shoppers
to persuasive strategies based on their shopping value (hedonic or utilitarian)?

(2) What are the moderating effects (if any) of gender on the results from the first
research question?

To answer these questions, we carried out a survey of 244 e-commerce shoppers.
Using the result from the survey, we developed and tested a global model using partial
least squares structural equation modeling. Our result suggests that while online con-
sumers with hedonic shopping value are susceptible to scarcity, those with utilitarian
shopping value are influenced by consensus. The result of a multi-group analysis
between males and females suggests that utilitarian males are significantly influenced
by commitment compared to females who are not.

This paper contributes significantly in three ways to the field of e-commerce and
personalized persuasion. First, we validate the results of other researchers who suggest
that it is important to tailor persuasive strategies to groups of similar individuals by
showing that people of different value propositions are influenced differently. Second,
we show what influence strategies could be implemented for the different shopping
values derived by e-commerce shoppers and suggest design guidelines that can be
adopted when developing systems or presenting products to shoppers of the different
value propositions: hedonic or utilitarian. Finally, we show that people of different
genders are influenced differently.

2 Related Work

2.1 Hedonic and Utilitarian Shopping Value

Hedonic and utilitarian shopping motivations have been explored in e-commerce.
Overby and Lee [27] studied the effect of utilitarian and hedonic shopping motivation
on consumer preference and intentions in e-commerce. The authors suggest that the
hedonic and shopping motivations of e-shoppers are positively related to their
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preference for the retailer, however, the preference towards the retailer was stronger for
shoppers with utilitarian value compared to shoppers with hedonic shopping value. The
authors concluded that the consumers who shop for the functional benefits derive more
value shopping online compared to those who shop for pleasure.

2.2 Persuasive Strategies

Research suggests that the use of persuasion can result in behavior change in e-
commerce, such as consumers’ desire to buy more products or buy certain products as
influenced by the system [4, 22]. For example, according to Kaptein [22], “The average
sales of an e-commerce website increases by the use of persuasion”. Persuasion is
defined by Simons and Jones [28] as “human communication designed to influence the
autonomous judgments and actions of others”.

There are many persuasive strategies that could be used to influence behavior
change. The Persuasive Systems Design framework defines twenty four strategies
which can be used in systems’ design [24]. Cialdini’s six principles of persuasion [15]
comprises of six persuasive strategies: reciprocation, commitment and consistency,
social proof, liking, authority and scarcity. Cialdini argues that each category targets
human behavior and is based on basic psychological principles. Cialdini’s six princi-
ples were developed in the context of marketing, to get people to buy things. Thus, we
used these strategies in this paper.

Reciprocation is based on the psychological behavior of most humans who feel
obligated to return a favor. The principle of commitment and consistency is based on
the theory of Cognitive Consistency which states that when faced with internal
inconsistencies among their interpersonal relations, beliefs, feelings or actions, people
tend to behave in ways that reduce these inconsistencies because internal inconsis-
tencies produce a state of tension in individuals. Hence, humans are consistent in nature
[17]. When people are uncertain, they look up to others (social proof or consensus) for
hints on how to behave and act. Thus providing people with specific information about
what others are doing, can evoke similar behavior in them [14]. Humans are trained to
believe in obedience of authority figures, hence in deciding what action to take in any
situation, information from people in authority could help humans make decisions.
According to the liking strategy, people are more persuaded by something/someone
they like. Scarcity is referred to by Cialdini as “the rule of the few”. This principle,
according to him, is based on man’s seemingly desire for things that are scare, less
readily available or limited in number.

There have been research on the use of these six influence strategies in e-commerce.
Kaptein and Eckles [21] used three of the six influence principles in their study of
heterogeneity in the effect of online persuasion. Their study set out to identify the
difference in peoples’ responses to the effects of the influence principles in product
evaluations. In other words, to determine to what extent people responded to the various
principles. This could help marketers and online businesses determine if a one-size-fits-
all approach would be better in influencing users or a more adaptive approach. The
authors concluded that implementing the wrong influence strategy for individuals could
lead to negative effects compared to implementing no strategy at all and that
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implementing the best influence principle for an individual could lead to positive change
in behavior compared to implementing the strategy that performed best on the average.

Because of the extensive use of Cialdini’s six principles of persuasion in various
domains, we used it in this study.

3 Research Design and Methodology

In this paper, we set out to investigate the susceptibility of online shoppers to the
influence strategies reciprocation, scarcity, authority, commitment, consensus and
liking, based on the shopping value of the shopper. We also investigated the influence
of gender on these results. To achieve this, we developed and tested a hypothetical path
model described in Fig. 1 using structural equation modeling. Our research model is
made up of four constructs: hedonic shopping value, utilitarian shopping value, the
persuasive strategies (which comprise of reciprocation, scarcity, authority, commit-
ment, consensus and liking), use continuance and four hypotheses.

3.1 Development of Hypotheses

Research has identified six main motivations of shoppers with hedonic value: adven-
ture shopping, social shopping, gratification shopping, idea shopping, role shopping
and value shopping [8]. Adventure shopping is when people shop for the thrill and
adventure that comes with shopping while social shopping is when people see shop-
ping as an opportunity to socialize with others. Gratification shopping is shopping as a
means to “alleviate a negative mood”, while idea shopping is a means of keeping up
with trends and the latest fashions. Role shopping is when people derive pleasure from
shopping for others, while value shopping is when consumers shop for sales; hedonic
shoppers in this category enjoy the hunt for bargains and discounts [8].

Fig. 1. Research model. HEDO = Hedonic shopping motivation, UTIL = Utilitarian shopping
motivation, CONT = Continuance intention, Persuasive strategies = reciprocation, scarcity,
authority, commitment, consensus and liking
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Because consumers with hedonic shopping value see shopping as a social event
(social shopping) and an opportunity to bond and interact with others (that they pos-
sibly like) such as family and friends [8], we hypothesize that consumers with hedonic
shopping value will be influenced by the persuasive strategy liking.

Hedonic consumers enjoy shopping for sales, discounts and bargains (value
shopping). These shoppers are known to enjoy the thrill of seeking bargains and they
see bargain hunting as a challenge to be won [8]. Since limited edition products or
scarce products are not typically bargain products, we hypothesize that hedonic con-
sumers will not be influenced by the persuasive strategy scarcity.

Consumers with hedonic shopping value are also motivated by role shopping; they
enjoy shopping for others and are known to feel excited when they find the perfect
product for others [8]. For these consumers, shopping for people in their social circle is
important to them and they derive pleasure from carrying out this activity. Since hedonic
shoppers enjoy shopping for others in their social circle and see shopping as a social
event (social shopping), we hypothesize that consumers with hedonic shopping moti-
vation will be influenced by the persuasive strategy social proof, also known as con-
sensus. We also hypothesize that these shoppers will be influenced by the persuasive
strategy commitment because if they enjoy shopping for those in their social circle, if
they commit to shopping for these people, they will likely keep to their word. In other
words, they will likely keep to their commitment of shopping because they derive
pleasure from the shopping experience. Based on these, we propose hypothesis 1:

H1: Consumers with hedonic shopping value will be influenced by the persuasive
strategies liking, commitment, consensus and reciprocity and not by scarcity

Consumers with hedonic shopping value derive pleasure from adventure shopping and
social shopping; they enjoy the thrill of shopping and see it as an adventure and a social
activity. They also enjoy value shopping for deals and bargains [8]. We hypothesize
that though value shopping can be accomplished online, these shoppers might not
derive the social experience they expect while shopping online. We thus hypothesize
that consumers with hedonic shopping value might not be influenced to continue
shopping online. We thus propose the following hypothesis:

H2: Consumers with hedonic shopping value will not be influenced to continue
shopping online

Shoppers who derive utilitarian value from shopping have no requirement for com-
mitment [12]. We thus propose that they will not be influenced by the persuasive
strategy commitment.

H3: Consumers with utilitarian shopping value will not be influenced by the per-
suasive strategy commitment

Consumers with utilitarian shopping value see shopping as a task that has to be carried
out consciously [12]. They are goal-focused and prefer convenience, accessibility,
selection, and availability of information [12]. We hypothesize that these shoppers will
likely be influenced to continue shopping online because of the ease of online shopping
and the availability of a lot of information online. We therefore propose the following:
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H4: Consumers with utilitarian shopping value will be influenced to continue
shopping online

3.2 Measurement Model

We developed an online survey to measure the constructs described above. We adopted
the previously validated scale of Babin et al. [9] to measure hedonic and utilitarian
shopping values, while we adopted the scale of Anol [11] to measure continuance
intention. Persuasive strategies were measured using the scale of Kaptein [16]. All
items were measured on a seven-point Likert scale (1 = strongly disagree, 7 = strongly
agree). Due to space restrictions, we did not include the questionnaire in this paper.

3.3 Participants

We recruited 244 e-commerce shoppers for this study through Amazon Mechanical
Turk, social media platforms and news boards. Overall, 66% of the participants were
female while 34% were male. 63% were aged 30 years or less while 37% were older
than 30 years. Participation was voluntary and approved by the ethics board of the
University of Saskatchewan. Table 1 summarizes some of the demographics.

4 Data Analysis and Results

The data collected was analyzed using Partial Least Squares Structural Equation
Modeling (PLS-SEM) with the SmartPls tool. In the following section, we present the
results of our analysis.

4.1 Evaluation of Global Measurements

Before considering the relationship between constructs in a model, it is important to
evaluate the relationships between the indicators and constructs of the model [20]. This
is typically done by assessing the internal consistency, indicator reliability, convergent
and discriminant validity of the model [20]. We present the result of these in the
following sections.

Table 1. Demographics of participants

Value (%)

Age Less than or 30 years 63
Greater than 37

Gender Female 66
Male 34

House hold size 1 to 3 persons 65
More than 4 persons 35
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4.1.1 Internal Consistency
Composite reliability has been suggested as a better alternative to the popular Cron-
bach’s alpha in measuring internal consistency [20, 29]. This is because Cronbach’s
alpha assumes that all indicators are equally reliable. However, this is not the case as
not all indicators usually have equal outer loadings on the construct. In addition,
Cronbach’s alpha is sensitive to the number of items on the scale [20]. The composite
reliability values for all latent variables were higher than the acceptable threshold of 0.6
[20], hence high levels of internal consistency reliability were established among all
latent variables.

4.1.2 Indicator Reliability
Indicator reliability indicates how much the outer loading and the associated indicators
have in common. In our model, all constructs have outer loadings of at least 0.70, the
acceptable minimum [20].

4.1.3 Convergent Validity
Convergent validity describes the extent to which the indicators of a construct correlate
positively with the construct [20]. The average variance extracted (AVE) is an accepted
method of determining the convergent validity of a model in structural equation
modeling [29]. The constructs in our model had AVE values of at least 0.5, the
minimum acceptable threshold [20, 29].

4.1.4 Discriminant Validity
Discriminant validity describes the extent to which a construct is unique and captures
phenomena that are not captured by other constructs in the model [20]. For each
construct in our model, the square root of AVE is greater than the other correlation
variables. Hence, discriminant validity was well established [20].

4.2 Structural Model

Table 2 shows the results of our structural model. In particular, it shows the path
coefficients (b value) between the various constructs. The path coefficient explains how
strong the effect of the exogenous variables are on the endogenous variables. In
addition, the model indicates how much the variance of the endogenous variables are
explained by the exogenous variables [29]. Finally, the number of asterisks indicates
the significance of each direct effect. The number of asterisks ranges from 1 to 4, and
this corresponds with the p-value of <0.05, <0.01, <0.001 and <0.0001 respectively.

Table 2. Results of structural equation modeling. HEDO = Hedonic shopping value, UTIL =
Utilitarian shopping value, RECI = Reciprocation, SCAR = Scarcity, AUTH = Authority,
COMM = Commitment, CONS = Consensus, LIKE = Liking, CONT = Continuance intention

RECI SCAR AUTH COMM CONS LIKE CONT

HEDO 0.166* 0.346**** 0.212** 0.063 0.183* 0.227* 0.124
UTIL 0.024 0.085 0.213* 0.105 0.300* 0.170 0.087
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From the results of our structural equation modeling shown in Table 2, hedonic
shopping value has the strongest effect on scarcity. The path HEDO ! SCAR has the
highest b value of 0.346 and the strongest significance of <0.0001. This suggests that
shoppers with hedonic shopping value are more susceptible to scarcity compared to the
other persuasive strategies. Thus, while presenting products to hedonic shoppers,
(people who see shopping as a fun activity), using strategies that emphasize scarce or
limited goods could bring about the desired behavior change in these category of
consumers. On the other hand, utilitarian shopping value has the strongest effect on
consensus compared to the other persuasive strategies, which suggests that utilitarian
shoppers are more influenced by the consensus strategy compared to the other strate-
gies. According to the consensus strategy [14], people look up to similar others when
they are making decisions. Thus, utilitarian shoppers will likely look up to others when
making buying decisions online.

4.3 Validation of Hypotheses

We hypothesized in H1 that “Consumers with hedonic shopping value will be influ-
enced by the persuasive strategies liking, commitment, consensus and reciprocity and
not by scarcity”. This was however not the case. As shown in Table 2, consumers with
hedonic value were influenced by all six persuasive strategies (including scarcity)
except commitment. In addition, we hypothesized in H2 that “Consumers with hedonic
shopping value will not be influenced to continue shopping online”. This hypothesis
was valid as consumers with hedonic shopping value were not significantly influenced
to continue shopping online as shown in Table 2.

We hypothesized in H3 that “Consumers with utilitarian shopping value will not be
influenced by the persuasive strategy commitment”. This hypothesis was validated; as
shown in Table 2, consumers with utilitarian shopping motivation were not signifi-
cantly influenced by commitment. On the other hand, we hypothesized in H4 that
“Consumers with utilitarian shopping value will be influenced to continue shopping
online” because of the convenience. As shown in Table 2, this was not the case as these
group of shoppers were not significantly influenced to continue shopping online.

4.4 Moderating Effect of Gender

Research has shown that people of different genders behave differently and are thus
influenced differently [3, 7, 25]. We therefore investigated the moderating effect of
gender on the susceptibility of e-commerce shoppers to persuasive strategies based on
their shopping values. The result of the multi-group analysis carried out between males
and females is presented in Table 3.

As shown in Table 3, men with utilitarian shopping value are significantly more
influenced by commitment compared to females. This appears to be the only significant
difference between females and males as suggested by the results of our multi-group
analysis in Table 4. This implies that when the gender of utilitarian shoppers is known,
applying the commitment strategy on them could bring about the desired behavior
change in e-commerce.
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Table 3. Result of structural model for males and females. HEDO = Hedonic shopping value,
UTIL = Utilitarian shopping value, RECI = Reciprocation, SCAR = Scarcity, AUTH = Author-
ity, COMM = Commitment, CONS = Consensus, LIKE = Liking, CONT = Continuance inten-
tion, F = Female participants, M = Male participants. Red rectangle indicates significant
difference

RECI SCAR AUTH COMM CONS LIKE CONT

HEDO (F) 0.161 0.377**** 0.242* 0.026 0.190 0.221* 0.123 

HEDO (M) 0.144 0.211 0.334** 0.018 0.214 0.395 0.193 

UTIL (F) –0.031 –0.028 0.211 –0.141 0.187 0.080 0.051 

UTIL (M) 0.240 0.323 0.251 0.251* 0.433* 0.143 0.124 

Table 4. Results of multi-group analysis between males and females showing that the only
significant difference is between UTIL ! COMM. Red rectangle indicates significant difference

278 I. Adaji et al.



5 Discussion

In this section, we discuss the findings presented earlier and the implications for e-
commerce stakeholders.

5.1 Susceptibility of E-Shoppers to Persuasive Strategies

Shoppers who derive hedonic value from their shopping experience are those who
purchase items because of the pleasure and enjoyment they derive from such goods
[19]. They typically shop for the entertainment the shopping experience brings and for
the out-of-routine experience the shopping trip affords them [26]. Results from our
global model as shown in Table 2 suggest that shoppers with hedonic value are more
influenced by scarcity compared to the other persuasive strategies. This result is similar
to previous research [18] that suggests that scarcity threatens consumers’ shopping
freedom, thereby influencing people that are high in hedonic shopping motivation to
become competitive and go after scarce products. The implication of this to e-
commerce stakeholders is to emphasize the scarcity principle when products are being
presented to shoppers of hedonic shopping value. One-way e-commerce stores such as
Laura1 implement scarcity is by using phrases such as “Hurry! 1 item left in stock”.
Amazon uses a similar phrase “Only 9 left in stock”.

Shoppers who derive utilitarian shopping value are goal-focused and see shopping
as a task that has to be carried out. They shop for the functional benefits, see no need
for commitment and they see shopping as a task that has to be carried out consciously
[12]. Our results in Table 2 suggest that this category of shoppers are more influenced
by consensus compared to other strategies. The consensus strategy suggests that people
look up to similar others when they are uncertain of how to act [14]. Similarity in e-
commerce can be based on products; people are similar because they have purchased
the same products. One way consensus is implemented by Amazon.com is by sug-
gesting products that are often bought together based on one’s current shopping cart.
By so doing, shoppers can be influenced to buy other products that similar shoppers
bought. By using phrases such as “customers who viewed this item also viewed”,
Amazon.com shows the user the products that other similar shoppers have viewed. This
could influence the shopper into buying those products. Amazon also uses phrases such
as “frequently bought together” to emphasize consensus. The result from this study is
not surprising; people with utilitarian shopping value see shopping as a “task” that has
to be carried out [12]. Therefore, having suggestions presented to them from similar
others makes it easier and quicker for them to carry out the “task” of shopping. Thus, it
is within reason that people with utilitarian shopping value will be influenced by the
persuasive strategy consensus.

One surprising result is that neither consumers with hedonic nor utilitarian shop-
ping value were influenced to continue shopping online. This suggests that shoppers
that are high in both hedonic and utilitarian value do not find value shopping online.
This was surprising for the shoppers with utilitarian shopping value because online

1 https://www.laura.ca/.
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shopping provides an easy way of searching for products and carrying out the “task” of
shopping quickly. For the shoppers with hedonic shopping value, we attribute this
result to the fact that the online shopping experience might not be as pleasant to the
shopper as that available in physical stores where shoppers can touch, feel and even try
on products before purchasing them; thereby adding more pleasurable value to their
shopping experience. This hypothesis will be explored in our future work.

5.2 Moderating Role of Gender

Because people of different genders act differently and are persuaded differently, we
investigated the influence of the persuasive strategies on shoppers based on their gender
[25]. The results of a multi-group analysis in Tables 3 and 4 show that the only
significant difference between females and males is between those who derive utili-
tarian shopping value online; the male participants who derive utilitarian shopping
value online were significantly influenced by commitment while the females were not.
There were no other differences between females and males. This result was unex-
pected because previous studies suggest that females and males are influenced differ-
ently and there are significant differences in their susceptibility to most of Cialdini’s six
principles of persuasion [18]. We attributed our results to the domain that we inves-
tigated which is e-commerce and the fact that we included the shopping value of
consumers in determining their susceptibility to the influence strategies.

The implication of our results to stakeholders of e-commerce include the following:
(1) Shopping value can be used in group-based tailoring of persuasive strategies; our
results suggest significant differences in the influence of persuasive strategies on
shoppers based on their shopping value - hedonic or utilitarian. (2) While presenting
products to shoppers who derive hedonic value from online shopping, the persuasive
strategy that could likely bring about the desired behavior change is scarcity.
(3) While presenting products to shoppers who derive utilitarian value from online
shopping, the persuasive strategy that could likely bring about the desired behavior
change is consensus. If however the gender of the utilitarian shopper is known to
be male, the persuasive strategy that should be used is commitment.

5.3 Limitations

Our research has a few limitations. First, our study presents the self-reported persua-
siveness of the six persuasive strategies that were used in this study; the actual per-
suasiveness of the strategies could differ when observed and is not self-reported.
Therefore, we plan to explore the persuasiveness of these strategies by observing
shoppers in an actual e-commerce platform on a larger scale. Second, the ratio of males
to females is not equal. We are in the process of collecting more data from specific
genders so that we can have an equal or close to an equal number of females and males
in the future. Finally, our research was conducted in the domain of e-commerce. The
results presented here may not generalize to other forms of commerce such as brick-
and-mortar commerce.
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6 Conclusion and Future Work

Persuasive strategies are more effective when personalized to an individual or group of
similar individuals. There is ongoing research to improve e-commerce personalization
by identifying the factors can be used for group-based personalization. There is little
knowledge of how the value derived from consumers’ online shopping can be used for
group-based tailoring of persuasive strategies. To contribute to research in this area, we
conducted a study of 244 e-commerce shoppers to investigate how the value derived
from shopping online (hedonic or utilitarian value) can be used to tailor the persuasive
strategies: reciprocation, commitment and consistency, social proof, liking, authority
and scarcity. We developed and tested a global model using structural equation
modeling. In addition, we investigated the susceptibility of our participants to these
strategies based on their gender. Our results suggest that people that derive hedonic
shopping value online are influenced by scarcity more than the other strategies, while
those that derive utilitarian shopping value are influenced by consensus more than the
other strategies. In addition, the male shoppers who derive hedonic-value from online
shopping are influenced by commitment compared to the female shoppers. In the
future, we will like to explore the influence of other demographic data on our global
model. Of interest is the influence of age; to determine if younger and older adults are
influenced by the same strategies.

References

1. Adaji, I., Oyibo, K., Vassileva, J.: Consumers’ need for uniqueness and the influence of
persuasive strategies in E-commerce. In: International Conference on Persuasive Technol-
ogy, Waterloo, pp. 279–284 (2018)

2. Adaji, I., Oyibo, K., Vassileva, J.: Shopper types and the influence of persuasive strategies in
e-commerce. In: International Workshop on Personalized Persuasive Technology, Waterloo,
pp. 58–65 (2018)

3. Adaji, I., Oyibo, K., Vassileva, J.: The effect of gender and age on the factors that influence
healthy shopping habits in e-commerce. In: Proceedings of the 26th Conference on User
Modeling, Adaptation and Personalization - UMAP 2018, Singapore, pp. 251–255 (2018)

4. Adaji, I., Vassileva, J.: Evaluating personalization and persuasion in e-commerce. In:
International Workshop on Personalized Persuasive Technology, Salzburg, pp. 107–113
(2016)

5. Adaji, I., Vassileva, J.: Perceived effectiveness, credibility and continuance intention in e-
commerce. A study of Amazon. In: Proceedings of 12th International Conference on
Persuasive Technology, Amsterdam, pp. 293–306 (2017)

6. Adaji, I., Vassileva, J.: Tailoring persuasive strategies in e-commerce. In: International
Workshop on Personalized Persuasive Technology, Amsterdam, pp. 57–63 (2017)

7. Adaji, I., Vassileva, J.: The impact of age, gender and level of education on the
persuasiveness of influence strategies in e-commerce. In: Adjunct Proceedings of the 12th
International Conference on Persuasive Technology, April 2017, p. 10 (2017)

8. Arnold, M.J., Reynolds, K.E.: Hedonic shopping motivations. J. Retail. 79(2), 77–95 (2003)
9. Babin, B.J., Darden, W.R.: Consumer self-regulation in a retail environment. J. Retail. 71(1),

47–70 (1995)

Effect of Shopping Value on the Susceptibility of E-Commerce Shoppers 281



10. Babin, B.J., Darden, W.R., Griffin, M.: Work and/or fun: measuring hedonic and utilitarian
shopping value. J. Consum. Res. 20(4), 644–656 (1994)

11. Bhattacherjee, A.: Understanding information systems continuance: an expectation-
confirmation model. MIS Q. 25(3), 351 (2001)

12. Bridges, E., Renée, F.: Hedonic and utilitarian shopping goals: the online experience. J. Bus.
Res. 61(4), 309–314 (2008)

13. Busch, M., et al.: Personalization in serious and persuasive games and gamified interactions.
In: Proceedings of the 2015 Annual Symposium on Computer-Human Interaction in Play -
CHI PLAY 2015, New York, pp. 811–816 (2015)

14. Cialdini, R.: The science of persuasion. Sci. Am. 284, 76–81 (2001)
15. Cialdini, R.B.: Influence: Science and Practice. Pearson Education, Boston (2009)
16. Kaptein, M.: Adaptive persuasive messages in an e-commerce setting: the use of persuasion

profiles. ECIS (2011). aisel.aisnet.org
17. Feldman, S.: Cognitive Consistency: Motivational Antecedents and Behavioral Consequents

(2013)
18. Gupta, S.: The psychological effects of perceived scarcity on consumers’ buying behavior.

Dissertations, Thesis, and Student Research from the College of Business, July 2013
19. Gupta, S., Kim, H.-W.: Value-driven internet shopping: the mental accounting theory

perspective. Psychol. Mark. 27(1), 13–35 (2010)
20. Hair Jr., J., Hult, T., Ringle, C., Sarstedt, M.: A Primer on Partial Least Squares Structural

Equation Modeling (PLS-SEM). Sage Publications, Thousand Oaks (2016)
21. Kaptein, M., Eckles, D.: Heterogeneity in the effects of online persuasion. J. Interact. Mark.

26(3), 176–188 (2012)
22. Kaptein, M.: Personalized Persuasion in Ambient Intelligence. IOS Press, Amsterdam (2012)
23. O’Shaughnessy, J., Jackson O’Shaughnessy, N.: Marketing, the consumer society and

hedonism. Eur. J. Mark. 36(5/6), 524–547 (2002)
24. Oinas-Kukkonen, H., Harjumaa, M.: A systematic framework for designing and evaluating

persuasive systems. In: Oinas-Kukkonen, H., Hasle, P., Harjumaa, M., Segerståhl, K.,
Øhrstrøm, P. (eds.) PERSUASIVE 2008. LNCS, vol. 5033, pp. 164–176. Springer,
Heidelberg (2008). https://doi.org/10.1007/978-3-540-68504-3_15

25. Orji, R., Mandryk, R.L., Vassileva, J.: Gender, age, and responsiveness to Cialdini’s
persuasion strategies. In: MacTavish, T., Basapur, S. (eds.) PERSUASIVE 2015. LNCS, vol.
9072, pp. 147–159. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-20306-5_14

26. Overby, J.W., et al.: The effects of utilitarian and hedonic online shopping value on
consumer preference and intentions (2006). Elsevier

27. Overby, J.W., Lee, E.-J.: The effects of utilitarian and hedonic online shopping value on
consumer preference and intentions. J. Bus. Res. 59(10–11), 1160–1166 (2006)

28. Simons, H.H.W., Jones, J.: Persuasion in Society. Taylor & Francis, New York (2011)
29. Wong, K.: Partial least squares structural equation modeling (PLS-SEM) techniques using

SmartPLS. Mark. Bull. 24(1), 1–32 (2013)

282 I. Adaji et al.

http://aisel.aisnet.org
http://dx.doi.org/10.1007/978-3-540-68504-3_15
http://dx.doi.org/10.1007/978-3-319-20306-5_14


Actual Persuasiveness: Impact
of Personality, Age and Gender
on Message Type Susceptibility

Ana Ciocarlan1(B), Judith Masthoff1,2, and Nir Oren1

1 University of Aberdeen, Aberdeen, UK
{ana.ciocarlan,j.masthoff,n.oren}@abdn.ac.uk

2 Utrecht University, Utrecht, The Netherlands

Abstract. Persuasive technologies use a variety of strategies and prin-
ciples to encourage people to adopt and maintain beneficial behaviours
and attitudes. In this paper we investigate the influence of Cialdini’s
seven persuasive principles on people’s choices, actions and behaviour.
In contrast to related work investigating perceived persusaion, this study
analyses actual persuasion. We also investigate the impact of personal-
ity, age and gender on people’s susceptibility to different message types.
Furthermore, we investigate if people’s susceptibility to different persua-
sive messages is consistent over time. The findings suggest that certain
persuasive principles have a greater influence on a person’s actions than
others, with Reciprocity and Liking being the most effective. Our results
differ from work investigating perceived persuasiveness, suggesting that
what people perceive to be more persuasive is not necessarily what will
persuade them to perform an action. Moreover, the study showed that
people’s susceptibility to different principles is dependent on their per-
sonality traits, and it remains constant with time. The findings from
this study have implications for future work on personalising persuasive
strategies and designing digital behaviour change interventions.

1 Background

Persuasive technologies and interventions motivate, shape and reinforce benefi-
cial behaviours and attitudes through the use of a wide range of strategies. Some
of the most commonly employed strategies in the design of behaviour change
interventions have been identified by Cialdini [1,2], Fogg [6], Michie et al. [16],
and Oinas-Kukkonen and Harjumaa [18].

While digital behaviour change interventions can be delivered using various
approaches, persuasive games have attracted attention in recent research work,
due to their strong motivational pull [22]. Persuasive games are very interac-
tive and require active engagement from participants, which can increase the
emotional quality of the intervention [17] and act as an incentive to keep users
engaged with the intervention [13].

Recent work has shown that persuasive interventions are more effective if they
are personalised [9,14] and an increasing number of persuasive games have been
c© Springer Nature Switzerland AG 2019
H. Oinas-Kukkonen et al. (Eds.): PERSUASIVE 2019, LNCS 11433, pp. 283–294, 2019.
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developed in recent years as novel solutions for motivating healthier behaviours,
such as encouraging physical activity and balanced nutrition [11,12,24]. For
example, the game by [24] encourages healthy eating and physical activity to
prevent diabetes and obesity among adolescents, the Re-Mission game improves
self-efficacy in young adults undergoing cancer treatment [11], and the work of
Orji [19] investigated personalisation to gamer types to motivate healthy eating.

With a growing interest in tailoring persuasive technologies and games, many
studies investigate people’s perceived persuasiveness of different strategies [20,21,
23,25]. Some studies have focused on investigating whether persuasive messages
have an effect on behaviour, such as [10] who showed that using persuasive cues
can increase compliance to a perform request. However, there remains a need to
further analyse actual persuasiveness, or the direct influence different persuasive
strategies and principles have on people’s actions and behaviour. Furthermore,
we need to investigate whether people’s susceptibility to these strategies and
principles is consistent over a longer period of time.

In this paper, we present the results of a study which investigates the influ-
ence of different persuasive principles on people’s direct actions and behaviour.
Moreover, we analyse the relationship between people’s characteristics and their
susceptibility to different principles. We also investigate whether people’s suscep-
tibility to Cialdini’s persuasive principles varies with time. The findings from our
study will allow us to develop personalisation algorithms for further experiments
and will inform the design of effective persuasive interventions for wellbeing.

2 Study Design

The aim of this study was to investigate how choices, actions and behaviour
are influenced by messages using different persuasive principles. We wanted to
investigate if certain persuasive principles have a greater impact than others and
which persuasive principles are most suited for people of different personality
types, age and gender. Additionally, we investigated if people’s susceptibility to
persuasive principles is consistent over time.

2.1 Research Questions

The study was designed to investigate the following research questions:

1. How effective are different persuasive principles in influencing people’s
behaviour and actions?

2. What is the effect of age, gender and personality on people’s susceptibility to
different persuasive principles?

3. Is susceptibility to different persuasive principles consistent over time?

2.2 Participants

We recruited a total of 130 unique participants to take part in the experiment
(79 females and 51 males, age ranges between 18 and 70 years old). A subset of
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55 participants (29 females and 26 males, age ranges between 18 and 53 years
old) agreed to return one week later for a second session. The second session
was intended to investigate whether people’s susceptibility to different persua-
sive principles is consistent over time, but participants were not aware of this.
Participants were recruited using email lists and social media platforms. Par-
ticipants reported that they generally played games a few times per year (19
participants), a few times per month (20 participants), a few times per week (22
participants), every day (45 participants) and almost never (24 participants).
Participants were not offered any monetary payment or reward to take part in
this study. Table 1 shows participants’ demographics.

Table 1. Participants’ demographics

Study session Participants Age range

Total Males Females

Session A 130 51 79 18–70

Session A and B 55 29 26 18–53

2.3 Procedure

Participants were told that the purpose of this experiment is to investigate how
persuasion principles influence people’s behaviour and actions. Consent forms
and information sheets were provided and participants were informed that taking
part in the study was voluntary and that they could withdraw at any time and
for any reason. All materials produced by the participants were stored securely.
Ethical consent for our experiments was obtained from the Physical Sciences
and Engineering ethics board of the University of Aberdeen.

Participants completed a brief demographics questionnaire, as well as the Ten
Item Personality Inventory [7] to determine their personality traits. Additionally,
participants were asked to play a short text adventure game in which they were
shown a scenario and a list of quests displayed in a randomised order. The quests
required participants to help various fictional characters and each quest reflected
one of Cialdini’s seven principles of persuasion. Table 2 shows the mapping of
Cialdini’s persuasive principles to the quests in the adventure text game.

Participants were told that they could only help one of the characters and
they must choose one of the seven quest options. They were informed that they
would receive the same reward, independent of the quest they choose to complete.
We asked participants not to roleplay when taking decisions in the game, but
instead, consider the choices as they would in real life. Figure 1 shows an example
with the first game scenario and quests displayed in a randomised order.

After selecting a quest, participants received a randomly generated amount of
gold and experience points. They were also given feedback about their progress
through the game. A new round would start in which participants were shown a
new list of quests to choose from, excluding any they selected in previous rounds,
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Table 2. Mapping of Cialdini’s persuasive principles to adventure game quests

Persuasive
principle

Quest

Authority The king of these lands would really like you to help this character

Liking You have always admired this character and you enjoy their
company

Scarcity This character is a traveling merchant who will be leaving
tomorrow, so this is your only chance to help them

Reciprocity This character has done a favour for you in the past, so now you
can help them too

Commitment You have already agreed to help this character with another task,
so you could help them with this one too

Social proof The majority of those living in this village would like you to help
this character

Unity This character is originally from the same village as you

Fig. 1. Example of the first scenario in the text adventure game, followed by a list of
quests displayed in a randomised order, reflecting Cialdini’s principles of persuasion.

until only two choices remained. Thus, participants made a quest selection over a
total of seven rounds. To maintain the influence of scarcity throughout the game,
the quest would refer to a different character requiring help for a limited period
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of time during each round. Through this method, we were able to observe the
action paths taken by participants in the adventure game. The order in which
they selected quests resulted in a ranking for each persuasive principle, thus
showing the direct influence the messages have on behaviour. Figure 2 shows an
example of the scenario in the fourth round when participants are left with four
quest choices to select from.

Fig. 2. The fourth scenario in the text adventure game showing feedback and rewards
received, as well as a new list of quests displayed in a randomised order

After one week, 55 of the participants took part in the second session of the
adventure game. We wanted to investigate whether the selections they make in
the game after some time has passed are similar to their previous ones. Par-
ticipants’ progress was saved from the first session, so they kept any gold and
experience points they earned in the previous week. The scenario and quests
were slightly changed to provide continuity to the story in the game. Figure 3
shows an example of a scenario from the second session of the study. The quests
were displayed in a randomised order.

3 Results

3.1 Influence of Persuasive Principles on Behaviour

Overall, we identified that people are more susceptible to certain persuasive prin-
ciples than others. Table 3 shows the frequency and percentages of what partic-
ipants selected in each round of the game during the first session of the study.
The highest proportion of participants chose to complete the quest reflecting the
Reciprocity principle (32.8%) in the first round. They also preferred to complete
the quests representing either the Reciprocity or Liking principles (29.9%) in
the second round, followed by the Scarcity principle (24.6%) in the third round.
This suggests that people are more persuaded by Reciprocity, Liking and Scarcity
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Fig. 3. Example of scenario in the second session of the study and the list of quests
displayed in a randomised order

Table 3. Frequency and percentages of selections of quests reflecting persuasive prin-
ciples across rounds R1 to R7 in Session A (N = 130)

Liking Scarcity Authority Reciprocity Unity Commitment Consensus

R1 30 (22.4%) 11 (8.2%) 7 (5.2%) 44 (32.8%) 4 (3%) 10 (7.5%) 24 (17.9%)

R2 40 (29.9%) 11 (8.2%) 7 (5.2%) 40 (29.9%) 7 (5.2%) 9 (6.7%) 16 (11.9%)

R3 18 (13.4%) 33 (24.6%) 10 (7.5%) 14 (10.4%) 16 (11.9%) 19 (14.2%) 20 (14.9%)

R4 17 (12.7%) 16 (11.9%) 20 (14.9%) 17 (12.7%) 18 (13.4%) 20 (14.9%) 22 (16.4%)

R5 14 (10.4%) 17 (12.7%) 25 (18.7%) 5 (3.7%) 30 (22.4%) 19 (14.2%) 20 (14.9%)

R6 7 (5.2%) 21 (15.7%) 23 (17.2%) 6 (4.5%) 31 (23.1%) 25 (18.7%) 17 (12.7%)

R7 4 (3%) 21 (15.7%) 38 (28.4%) 4 (3%) 24 (17.9%) 28 (20.9%) 11 (8.2%)

when they must make a choice regarding their next action. The least selected
persuasive principle was Authority, with 28.4% of participants completing this
quest last.

A Chi-Square Test showed that there is a significant overall difference
between people’s susceptibility to the various principles (χ2(36) = 260.938,
p< 0.001). Pairwise comparisons (with Bonferroni corrected p-values to account
for the 21 comparisons made) showed that Liking and Reciprocity were signif-
icantly different from all other principles (p< 0.05), but not from each other.
Authority was significantly different from all other principles (p< 0.05) except
from Unity and Commitment. Unity was significantly different from Consen-
sus (p < 0.05). Other comparisons were not significant. Combining the results
with Table 3, this seems to indicate that people were most susceptible to Lik-
ing and Reciprocity principles, and least susceptible to Authority, Unity and
Commitment principles. Analysing whether the principles were used differ-
ently over different rounds, there is a significant difference for each principle
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(Liking χ2(6) = 51.677, p< 0.001; Scarcity χ2(6) = 18.508, p< 0.01; Authority
χ2(6) = 42.092, p< 0.001; Reciprocity χ2(6) = 90.662, p < 0.001; Unity χ2(6)
= 35.954, p< 0.001; Commitment χ2(6) = 16.031, p< 0.05), with the exception
of Consensus (χ2(6) = 6.015, p = 0.421).

3.2 Influence of Age, Gender and Personality on Susceptibility to
Persuasive Principles

To analyse the influence of different characteristics on susceptibility, we investi-
gated the relationship between age, gender, personality traits, and the ranking
of principles which resulted from participants’ actions. We found a weak positive
correlation between participant age and the ranking of the Authority principle
(r = 0.278, p< 0.01), as well as a weak negative correlation between participant
age and the ranking of the Commitment principle (r =−0.240, p< 0.01). This
suggests that people’s susceptibility to the Authority principle increases with
age, while their susceptibility to the Commitment principle decreases as they
grow older.

An Independent t-test was used to evaluate differences in susceptibility
to different persuasive principles between female and male participants. We
found that female participants had statistically significantly lower susceptibility
(3.96± 1.8) to the Scarcity principle compared to male participants (4.73± 1.8),
t(128) =−2.295, p = 0.023. This suggests that gender does not generally influ-
ence susceptibility to principles, but Scarcity could persuade male participants
more than female participants.

To observe the effect of personality, we investigated the relationship between
the five personality traits of the Five Factor Model [15] and the rankings obtained
for each persuasive principle. We identified several significant correlations, shown
in Table 4. For Extraversion, we found two weak negative correlations with Lik-
ing and Authority, as well as two weak positive correlations with Reciprocity
and Commitment. A weak negative correlation was found for Agreeableness and
Scarcity, as well as a weak positive correlation for Conscientiousness and Author-
ity. Emotional Stability was positively correlated with Scarcity and Commitment
principles, but negatively correlated with the Consensus principle. For Openness

Table 4. Correlations between personality traits and rankings of principles in Session
A (N = 130; * = p< 0.01; **= p< 0.001)

Liking Scarcity Authority Reciprocity Unity Commitment Consensus

Extraversion −.180* −.052 −.242** .183* −.081 .178* .170

Agreeableness .064 −.232** .072 .019 .082 0.57 −.036

Conscientiousness .018 −.060 .216* .015 −.127 .110 −.171

Emotional stability −.092 .173* .054 −.097 −.068 .175* −.173*

Openness −.070 −.063 −.193* 0.008 −.010 .249** .059
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we found a weak negative correlation with Authority and a weak positive corre-
lation with Commitment. These findings suggest that people’s personality traits
have an impact on their susceptibility to different persuasive principles.

3.3 Consistency in Susceptibility to Persuasive Principles

Our findings show that people’s susceptibility to different persuasive principles
does not vary over time. In general, participants who completed both sessions
of the experiment were consistent in their choices and followed similar paths
of action in the second session of the adventure game. A Paired Samples t-test
was used to compare participants’ rankings from the first session and the second
session of the experiment. As shown in Table 5, we found no significant aver-
age difference between the scores of the two sessions, with the exception of the
Commitment principle1. Table 6 shows that all the pair scores were significantly
positively correlated. This suggests that people’s susceptibility to different mes-
sages remains consistent over time.

Table 7 compares the mean and standard deviation for the rankings in the
first and second sessions of the adventure game. We found that percentages
of selections of quests reflecting different persuasive principles were similar in
sessions A and B. Figure 4 show the percentages for the first three rounds of the
adventure game. The majority of participants selected Reciprocity, Liking and
Scarcity during the first round for both sessions, while only a small proportion
of participants chose Authority or Unity.

Table 5. Paired differences between rankings of persuasive principles in sessions A and
B (N = 55; df= 54; * = p< 0.05)

Liking Scarcity Authority Reciprocity Unity Commitment Consensus

Mean (SD) −.400 (1.5) .109 (1.7) .200 (1.7) .145 (1.7) −.164 (1.4) .436 (1.5) −.327(1.6)

t score −1.903 .457 .870 .629 .852 2.058* −1.496

p-value .062 .650 .388 .532 .398 .044 .140

Table 6. Paired Samples correlations between rankings of persuasive principles in
sessions A and B (N = 55; *= p< 0.01; ** = p< 0.001)

Liking Scarcity Authority Reciprocity Unity Commitment Consensus

.599** .653** .458** .348* .582** .655** .614**

Table 7. Mean and standard deviation of rankings for Sessions A and B (N = 55)

Liking Scarcity Authority Reciprocity Unity Commitment Consensus

Session A 2.82 (1.7) 4.07 (1.9) 4.89 (1.6) 2.33 (1.5) 5.11 (1.5) 4.82 (1.9) 3.96 (1.7)

Session B 3.22 (1.7) 3.96 (2.2) 4.69 (1.6) 2.18 (1.3) 5.27 (1.5) 4.38 (1.8) 4.29 (1.8)

1 This was only borderline significant (p = 0.044), so, if a Bonferroni correction was
applied given the number of statistical tests performed, it would not be significant.
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Fig. 4. Percentages for selections of quests reflecting different persuasive principles in
the first three rounds of sessions A and B (N= 55)
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4 Conclusions and Future Work

Our findings in this study lead us to conclude that people are influenced to take
an action due to certain persuasive principles more than others. In general, Reci-
procity and Liking were the most effective persuasion principles, while Authority
and Unity are the least effective persuasion principles. The findings differ from
work investigating perceived persuasiveness, such as [23] who found that peo-
ple perceived messages using the Authority or Liking principles to be the most
persuasive. This is an indication that what people perceive to be more persua-
sive is not necessarily what will persuade them to complete a certain action.
Further investigation is required to identify differences between percieved and
actual persuasiveness.

Recent work has shown that perceived persuasiveness to different message
types is influenced by personality [8,20,21]. While our study focused on investi-
gating actual persuasion, our results also show that personality influences peo-
ple’s susceptibility to different principles, while gender and age seem to have
a small effect. Furthermore, we found that susceptibility to persuasive princi-
ples remains stable over time. This could be explained by the fact that people’s
personality does not change and, therefore the level of influence different per-
suasive principles has on them remains constant. In this study we investigated
consistency over time with one week in between the two sessions. An additional
study could investigate if susceptibility to different persuasive messages remains
constant after a longer period of time.

The results of the study could support future work in personalising persua-
sive strategies and designing digital behaviour change interventions. We have
done some initial research on how a gamified digital behaviour intervention can
be adapted to encourage people of different personality types to perform kind
activities [3,5]. We also conducted a qualitative study on how to adapt activ-
ity complexity to personality, stress level and attitude [4]. Further investigation
is necessary to find out whether other attributes such as an individual’s mood
states or need for cognition can impact susceptibility to persuasive principles.

In this study, participants did not have the choice to select no quest, so
the results only show relative behaviour when individuals are exposed to all
persuasive principles. Hence, it does not provide an absolute measure of actual
persuasiveness, but a relative measure. A future study could investigate whether
participants are persuaded at all. Future work could also explore actual persua-
siveness in a different domain, such as persuading people to engage in healthy
or sustainable behaviours.
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Abstract. Persuasive technology (PT) has been shown to be effective at
motivating people to accomplish their behaviour goals in different areas, espe-
cially health. It can support students to improve their learning by increasing their
motivation to engage deeply with their educational resources. Research on the
use of persuasive systems to improve students’ motivation to learn is still scarce.
Thus, in this research, we examined whether three socially-oriented influence
strategies (upward social comparison, social learning, and competition),
implemented in a persuasive system, can motivate students to engage more in
learning activities. Research has shown that the strategies can motivate people
for attitude- or behaviour-change when employed in PT design. The strategies
were operationalized in a persuasive system as three versions of visualization
using students’ assessment grades. The persuasive system was applied in a real
university setting to determine whether it can encourage students to improve
their learning activities in an introductory biology class. Three groups of stu-
dents used the persuasive system versions, each group used one version. Among
the groups, some students received a version of the persuasive system, tailored
to their personal preference to the corresponding influence strategy. The results
of this research analysis show that tailoring the persuasive system versions to
students’ strategy preference increases its effectiveness. Moreover, the results
reveal that the three social influence strategies can be employed in educational
software to influence students to achieve a positive goal in their learning.

Keywords: Persuasive technology � Social influence � Persuasion profile �
Personalization � Social comparison � Social learning � Competition � Education

1 Introduction

An increasing number of universities are using computing technologies to enhance the
process of teaching and learning in order to meet the needs of diverse learners.
Interactive systems and internet technology allow effective distribution and delivery of
educational resources to students. This gives students the opportunity to learn at their
own pace and convenience. Despite the usefulness of these systems, students find it
hard to engage for a long time with learning resources. There are many distractions
which compete for students’ attention, such as chatting, playing games, listening to
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music, watching videos, etc. Thus, a wide gap exists in academic performance between
successful and unsuccessful students (those that drop out of universities). Therefore,
there is a need for research on how to increase students’ motivation to learn and engage
actively in learning activities. The level of motivation of students to learn and progress
in their education determine the length of time they spend on learning-related activities.

Reading, understanding and remembering various learning materials in the quest
for knowledge can be tedious and monotonous. Students make plans on how to succeed
in their learning activities but find it difficult to motivate themselves to stick to their
plans. Thus, this research investigates the use of persuasive technology (PT) in pro-
moting students’ learning activities to improve their academic performance. PT
describes technological applications and software purposely designed to change users’
attitudes or actions without using coercion or deception [5]. It achieves behaviour
change through the use of various techniques (strategies) that promote a positive
change of behaviour or attitude. The success of PT applications in encouraging users to
adopt desirable behaviour has been established in various domains. For example, the
ability of persuasive systems built on socially-oriented strategies to inspire people to
achieve their goals has been established in e-commerce [16] and health [14]. This
suggests that strategically designed PTs using social influence constructs can motivate
for a desirable change of attitude or behaviour in other domains, for example,
increasing engagement in learning activities.

Social influence persuasive strategies are a good candidate in this case because a
wide gap exists in academic performance between successful students and unsuccessful
ones (those that fail) in universities. To bridge this gap, there is a need to create
performance awareness among students offering a course. It will help the students to
measure and understand their academic progress in relation to their peers. Besides, it
will encourage the students to improve their learning activities because according to the
social influence theory [15], individual behaviours and actions are often influenced by
those of other people. Therefore, this research explores the use of social influence
strategies (upward social comparison, social learning, and competition) implemented in
PT in motivating students for learning activities. The three strategies are operational-
ized as different versions of a social visualization in a persuasive system used by
students. The effect of each individual strategy on students’ learning activities is
established in a controlled study.

This work has the following contributions: Firstly, we show that the three strategies
can be implemented in a persuasive system and applied in a university setting without
jeopardizing students’ privacy and security. Secondly, we demonstrate how to make
implementation of different strategies in a persuasive system easier. We implemented
three strategies as three versions of a persuasive system. Next, this research establishes
that the system versions which implemented the strategies are effective in motivating
students for learning activities. This means that implementing one suitable strategy for
a desirable goal will be effective to motivate users to achieve a target goal. Lastly, we
show that personalizing the persuasive system versions by tailoring the strategies
employed in their design makes them more effective.
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2 Background and Related Work

The application area of persuasive technologies has been growing rapidly over the
recent years [6, 10, 13]. The driving force for this has been its potential to intentionally
change users’ opinion and action towards a desired goal. The success of PT applications
is based on the use of appropriate strategies for users that target a specific behaviour
change domain and goal. In this research, we investigate the suitability of three social
influence strategies of PT at changing students’ learning behaviour positively.

According to Kelman’ social influence theory [15], thoughts, attitudes, and beha-
viours of an individual are influenced by that of other people. He postulated that
changes in behaviour and attitude are a result of social influence and are brought about
by three processes: compliance, identification, and internalization.
Compliance - the individual changes to the desired behaviour to get a reward or evade
chastisement.
Identification - adopting to the target behaviour or attitude is as a result of the indi-
vidual trying to sustain his relationship to other people (conformity).
Internalization - the individual decides and accepts to change her belief and activities
to that of other people because she thinks the change will be beneficial to her.

Hence, Kelman suggested that the processes used in implementing social influence
cause differences in the level of changes in behaviour among individuals. In line with
this, Fogg proposes that computers can act as a behaviour change support agent as they
can influence users through the services built on them. And can manipulate different
influence strategies for different users and still persist the influence as long as is needed.
Based on Fogg’s work [5], Oinas-Kukkonen et al. [9] established a design model called
Persuasive Systems Design (PSD) model which describes the development and eval-
uation process for persuasive systems. Among Oinas-Kukkonen et al. [9] persuasive
strategies are the social influence strategies. Social influence strategies change people’s
opinion or attitude by using other people who are performing the desired behaviour as a
role model for the target behaviour change. This research investigated social com-
parison, social learning, and competition of the PSD model.

The Social Comparison strategy offers users the opportunity to view and compare
their behaviour performance data with that of other user(s). The direction of social
comparison could be upward or downward. The upward social comparison is normally
used for self-improvement as people are motivated to improve in behaviour or task
performance by comparing themselves to similar others who are performing well (or
better than themselves) on the specified task. Social comparison in this research refers to
an upward comparison; research [4] has established that students use upward comparison
when comparing their performance. The Social Learning strategy assumes that people
learn through observation, modelling and imitation of others performing the intended
behaviour. It points to what many similar others have done or what they are already doing
to induce observational learning. According toBandura [1], observational learning can be
achieved by watching an actual performance of a task, reading or visualizing behaviour
performance description, and symbolic demonstration of behaviour performance. The
Competition Strategy provides opportunities for users to compete with each other; getting
ahead of others motivates them to perform the desired behaviour.
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Research has established the efficacy of social influence strategies of PTs in
motivating people to achieve certain goals in various domains [12, 16]. Christy and Fox
[3] investigated the effects of social influence strategy (Social Comparison) on stu-
dents’ academic performance in a virtual classroom. They reveal that social comparison
can influence women academic performance in Math. Stibe et al. [16] explored the use
of social influence strategies: social comparison, social learning, normative influence,
social facilitation, cooperation, competition, and recognition in encouraging customers
to generate and share feedbacks. Based on the results of their analysis of the influence
strategies, they indicate that the strategies motivated customers to improve the rate at
which they generate and share feedbacks. Orji et al. [12] examined the influence of
competition, social comparison, and cooperation in the health domain.

Based on our literature search, research has not shown how the three influence
strategies can affect students’ learning activities in a real university setting. However,
the effectiveness of the strategies at encouraging users to achieve a desired goal in other
domain has been demonstrated.

3 Study Design and Methods

Our study aims to investigate the persuasiveness of three versions of a persuasive
system designed with social comparison, social learning, and competition in motivating
students’ learning activities in a real university course-based setting. We intend to
answer the following research questions:

RQ 1: How do the students perceive the three versions of the persuasive system?
RQ 2: Is there a difference in the perceived persuasiveness of the three system

versions overall?
RQ 3: Does tailoring the persuasive system increase the perceived persuasiveness of

the system?

To successfully implement a persuasive system and answer our research questions,
we first determine the suitability of the strategies for our user group.

3.1 Determining Users’ Susceptibility to the Three Social Influence
Strategies

Determining the applicability of PT strategies to a particular user group is an important
step prior to PT design. Hence, implementing appropriate strategies in PT design
increases its efficacy to achieve the intended objective. We examined the susceptibility
of our user group (Biol 120 students) to social comparison, social learning, and
competition. According to existing research [2], understanding users’ preferences for
PT strategies assist designers in making informed decisions on the requirements and
implications of their design. Some of the decisions are to determine whether specific
strategies will be effective in motivating a particular user group for a task, and how to
personalize PTs built with the strategies to users.

We used a tool developed by Busch et al. [2] for measuring susceptibility to social
influence strategies called persuasive inventory (PI). A questionnaire implementing the
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PI was slightly adapted to reflect the target domain, education. All questions were
assessed using the participants’ agreement to a 9-Likert scale ranging from
“1 = Strongly Disagree” to “9 = Strongly Agree”. According to Busch et al. [2], the
persuadability inventory gives an estimation of people’s susceptibility to a specific
persuasive strategy which designers of persuasive technology can use in identifying the
most effective persuasive strategy to use in designing PT for a particular user or user
group.

The total number of participants was n = 220. The reliability test for participants’
responses is a = 0.817 and KMO sampling adequacy is 0.858 which means that the
responses were reliable. Our repeated-measure ANOVA results show significant main
effect of strategy type (F1.63, 355.54 = 22.04, p < .0001) on persuasiveness and pairwise
comparison reveal that a significant difference exists between the persuasiveness of
competition (M = 5.615) and social learning (M = 5.029) and also between social
comparison (M = 5.560) and social learning, p < 0.05. There was no significant dif-
ference between the persuasiveness of competition and social comparison.

Based on the result of our analysis, all the strategies were perceived as persuasive,
as each strategy has a mean rating which is greater than the neutral score of 4.5
(p < .001). Table 1 shows the susceptibility of the participants to the three strategies.
According to the table, the majority (88%) of the students could be persuaded using the
three social influence strategies of PT.

The results from the analysis demonstrate that the strategies are effective tools
which can be employed to influence students’ learning behaviour positively. Hence,
most of the students rated some of the strategies as persuasive. It suggests that
implementation of the strategies in persuasive applications will encourage students to
improve their learning behaviour. In general, there is no significant effect of gender on
the persuasiveness of strategies by the students. This implies that educational systems
designed with these strategies will create the same persuasive effect in both male and
female students. Therefore, in creating the students’ persuasion profiles, we did not
consider the gender of the student, but only considered the student’s susceptibility to

Table 1. Susceptibility of the participants to the three social influence strategies of PT

Strategies Number of
participants

Percentage of
students (%)

Social comparison - social learning – competition 112 51
Social comparison - social learning 20 9
Social comparison – competition 34 15
Social learning – competition 9 4
Competition 10 5
Social comparison 6 3
Social learning 3 1
Non-susceptible 26 12
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the three strategies. Following Busch et al. [13], “participants having higher scores in
one or more of the scales are expected to be more susceptible to these specific per-
suasive strategies (p. 36).” However, some students are susceptible to all the three
strategies, as shown in Table 1. This means that any of the three strategies can motivate
them to achieve a specific goal. The level of motivation each strategy provides depends
on the participant’s preference for that strategy. Hence, we considered participants’
highest preference for any of the strategies in their persuasion profile. According to
their highest preference, 38% of the students had competition as their highest preferred
strategy, 30% had social comparison, 20% had social learning, and 12% were not
susceptible to any of the strategies. This result indicates that the preference for com-
petition (38%) is the highest, followed by social comparison (30%), and social learning
(20%) is the least.

Having established the appropriateness of the strategies for the students using this
study, we moved to operationalize the strategies in an actual persuasive system to
evaluate their effectiveness at motivating students to improve in learning activities.

3.2 Persuasive Intervention Experiment

We developed a web application for our persuasive system and operationalized each of
the strategies as a system version in our application. In most PT designs, strategies are
achieved as a design goal or based on system usage. For example, Stibe et al. [16]
implemented the three strategies in their visualization. To facilitate social comparison,
they display the number of tweets each user submitted. The number of tweets for each
user changes colour as it increases to make comparison easy. For the competition, they
ranked users based on their number of tweets. To allow for social learning, they
displayed newsfeed from users so that others can observe and learn.

We considered the issue of security and students’ privacy as we used individual
students’ information to develop the application for social comparison and competition.
Social learning also uses students’ information but in an aggregated form. The appli-
cation was integrated with the learning management system (LMS) which the students
access for most of their course information needs to make it easier for them to use the
application. Students log in to the LMS with their student identification number (Id).
To solve the privacy problem, we used a pseudonymized student Id to display students’
grades and points except for the logged-in student. For the logged-in student (who
views the visualization), the student’s actual Id and name are shown so that he or she
can identify his or her position in comparison with the others. Each version depicts one
of the strategies using a persuasive visual display (visualization), as shown in Figs. 1,
2, and 3.

The visualization (in all three versions) updates dynamically when students perform
new assessments and provides students with an opportunity to send feedback
expressing their feeling about their grade by clicking on an emoticon, shown in Figs. 1,
2, and 3. The visualizations allow the students to view their class performance in a
course so that they can compare, compete, or model their behaviour. This aligns with
previous research showing that human actions and attitude could be influenced by that
of others. People can change their behaviour to adopt or imitate the behaviour of other
people which they think will be beneficial to them.
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3.3 Measurement Instruments and Data Collection

Each student was assigned a version of the application. The persuasion profile of
students who participated in the PI survey was used to tailor the versions to them.
Students that did not participate in the PI survey described in Sect. 3.1 were randomly
assigned. The students used the system for six (6) weeks.

To elicit feedback on the persuasiveness of the system versions in our application,
we employed a validated tool for assessing the perceived persuasiveness of applica-
tions. The tool was adapted from Orji et al. [11] and other PT research works [13, 15]
have used it. The tool consists of four questions: (1) “The system would influence me.”
(2) “The system would be convincing.” (3) “The system would be personally relevant
for me.” (4) “The system would make me reconsider my study habits.” The questions
were measured using participant agreement with a 7-point Likert scale ranging from
“1 = Strongly disagree” to “7 = Strongly agree”. We designed a system exit survey

Fig. 1. A display of the logged-in student’s grades and grades of five random students with
anonymized id who have higher grades than the target student (upward social comparison)

Fig. 2. A display of grade ranges and the number of
students that has each range in a course (social
learning)

Fig. 3. A display of students’
ranks based on their performance
(competition)
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with the questions and conducted the survey among the students after they have used
our persuasive system for six weeks.

Data Collection
Participants for this study were undergraduate students of the University of Sas-
katchewan taking Biol 120 during the winter term 2018. All the participants (students)
were at least 16 years old. Before the main study, we conducted a pilot study to test the
validity of our persuasive system design. For the pilot study, we recruited nine random
students from the same university and they used the system versions. We ascertain that
our system versions were persuasive based on their feedback. For our main persuasive
system experiment, a total of 643 students taking Biol 120 participated in the inter-
vention. We received a total of 266 responses from our system exit survey conducted
among the students that used the system. Among the 266 students that responded, 228
agreed that we should use their data for analysis. Among the 228 participants, 96 used a
tailored version of the system, 11 used the contra-tailored version (i.e. the version
based in the strategy they were least susceptible to), 35 were in the control group that
didn’t use or rate the system, and 86 were randomly assigned to the three different
versions. The contra-tailored group was too small and therefore was not involved in the
analysis. In summary, the sizes of the groups subjected to the analysis were as follows:
competition – 21 students, social comparison – 105 students, and social learning – 67
students.

4 Data Analysis

To measure the persuasiveness of the three versions of the persuasive system and
evaluate the effect of the tailored compared to the random assignment of students to
versions, we employed some well-known analytical techniques and procedures. The
following steps were followed to analyze the data.

1. Kaiser-Meyer-Olkin (KMO) sampling adequacies and the Bartlett Test of Sphericity
were used to determine the suitability of the data for analysis.

2. After establishing the suitability of the data, we conducted a one-sample t-test on
the data measuring the persuasiveness of each persuasive system version separately
to establish their individual persuasiveness overall.

3. Next, to examine and compare the persuasiveness of the three system versions, we
computed the average persuasiveness score for each strategy and performed a One-
Way ANOVA after validating for ANOVA assumptions.

4. Finally, to compare the efficacy of the tailored and random assignment intervention
types with respect to their ability to promote learning activities among students, we
conducted an independent sample t-test.

The detailed results of the analysis are presented below.
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5 Results of System Perceived Persuasiveness

The Kaiser-Meyer-Olkin (KMO) sampling adequacy was 0.764 and the Bartlett Test of
Sphericity was statistically significant (v2 (6) = 548.12, p < 0.0001). These results
show that the data were suitable for further analysis [8].

5.1 The Persuasiveness of the Persuasive System Versions

Each version of the persuasive system was used by different groups of students and
each group rate the version that they used.

In 7-point Likert scale, system persuasiveness score above 3.5 (median score of
scale) is categorized as high. To determine if the persuasiveness of the system versions
is high, each version persuasive score is compared to the scale median score. From the
results of the one-sample t-test examining the persuasiveness of each system version
using a confidence interval of 95, we established that the three persuasive system
versions representing social comparison, social learning, and competition were rated as
significantly persuasive with persuasiveness score higher than the neutral value (me-
dian rating) of 3.5 as shown Fig. 4, social comparison (M = 4.64, SD = 1.42,
t104 = 7.61, p = .0001), social learning (M = 4.39, SD = 1.64, t66 = 3.77, p = .0001),
and competition (M = 4.28, SD = 1.35, t20 = 2.38, p = 0.03). Overall, the system
implementations of the three strategies were perceived as persuasive by the students.

5.2 Comparison of the Persuasiveness of the Three Persuasive System
Versions

The results of one-way ANOVA show that there was no statistically significant dif-
ference between the three persuasive system versions with respect to their persua-
siveness (F2,190 = 0.711, p = .493). This result indicates that the perceived

0

1

2

3

4

5

6

7

Strategies

Social Comparison
Social Learning
Competition

M
ea

n 
R

at
in

g

Fig. 4. A bar graph of the mean of the individual strategies showing their overall persuasiveness
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persuasiveness of the three system versions did not differ significantly among the
experimental condition (social comparison, social learning, and competition) of stu-
dents even though they used different system versions.

5.3 Comparison of the Persuasiveness of the Tailored and Non-tailored
Group

The independent sample t-test results between tailored and non-tailored students’
groups show a statistically significant difference in the persuasiveness of the system,
t132.74 = 2.66, p = .009. Specifically, the students in the tailored group that used their
preferred persuasive system version rated the system as more persuasive than the
students that were randomly assigned to use any of the system versions without con-
sidering their strategy preference.

6 Summary and Discussion

The results of our study of students’ susceptibility to the strategies demonstrated that
students can be motivated by all of the three social influence strategies and that the
preferences of students to the strategies differ. Most students are motivated by com-
petition, followed by social comparison and then social learning. Based on this we
developed persuasion profiles for students that we used for tailoring a persuasive
application.

To validate the results of the susceptibility study, we developed three versions of a
persuasive visualization system to encourage students to engage in learning activities,
using social comparison, social learning, and competition. The versions were tailored to
some of the students that participated in our susceptibility study, while the rest of the
students were randomly assigned to versions without considering their strategy pref-
erence. Our results reveal that tailoring persuasive system using students’ persuasion
profile will improve the efficacy of the system to promote a desired learning behaviour
of students. Below we discuss how these results answer the three research questions
formulated in Sect. 3.

6.1 Social Comparison, Social Learning, and Competition of PT

The findings in this research show that socially-oriented PT strategies (upward social
comparison, social learning, and competition) can effectively be applied in university
education to promote desirable learning behaviour among students. Although the three
strategies differ in their operationalization in the system design, students acknowledged
their potential in promoting learning behaviour (engagement) overall. Based on the
system evaluation results, all the students that used the system perceived as persuasive
the implementation of the three strategies with respect to their ability to motivate
students to engage in their learning activities. Thus, the research question RQ1 has been
answered by showing that persuasive visualizations designed based on socially-
oriented persuasive strategies (upward social comparison, social learning, and com-
petition) are perceived by students as promoting learning and engagement.
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6.2 The Persuasiveness of the Different System Versions

Without considering tailoring, our results indicate that the three versions of the per-
suasive system do not differ significantly in their perceived persuasiveness, suggesting
that the strategies are not fundamentally different in their effectiveness overall. Thus,
RQ2 has been answered. However, tailoring the system versions to the individual
susceptibility of the students showed a difference in their persuasiveness. This reveals
that tailoring the persuasive system to students using their persuasion profile makes
them perceive it as more persuasive as shown by the higher rating of the system
persuasiveness by students in the tailored condition. This answers the third research
question, RQ3, showing that the effectiveness of the strategies in education software
can improve, if students receive tailored versions of the system that match their per-
suasion strategy preference.

6.3 Timing of Persuasive Intervention

It is hard in the education domain to manage the timing for persuasion so that it catches
students’ attention without causing a distraction to their learning. This work shows one
possible way to achieve this. The persuasive system was integrated into a learning
management system through which students access their course information. Our
results demonstrate the success of this approach at apprehending and directing stu-
dents’ attention to the persuasive information, thereby making students reflect on their
learning progress in general. Feedback from students to the system supports this
conclusion, for example: “I should be doing better, its just a poor effort on my part”, “I
don’t know how to study”, and “I usually do better, and I know I can, but I just don’t
have the time”.

6.4 Design Implications of Our Study

The common practice in the design of persuasive systems is to incorporate multiple
strategies in a single system. In this way, at least one of the strategies would be able to
motivate some users. However, this approach makes it hard to evaluate the persua-
siveness of the individual strategies and to improve the overall persuasiveness of the
system. Our approach of applying different strategies, tailored to different user groups
allows the evaluation of the persuasiveness of each deployed strategy.

Our evaluation results reveal that the use of a single strategy suitable for a particular
user group is more effective at achieving the intended goal. Moreover, research [7] has
shown that combining appropriate strategies in a single system may not increase the
persuasion effect in motivating for the intended behaviour change. Thus, designers
should aim to incorporate means to profile users according to their susceptibility to
persuasive strategies and determine a single appropriate strategy for a particular user
group for an intended goal.

Tailoring of persuasive systems to individual users can be costly if the designer has
to develop different system version for each user. Our work has shown that specifically
with persuasive visualizations and social influence strategies, this task is not so hard, as
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the three strategies can be implemented in a fairly straightforward way as tailored
visualizations, generated from the same system data.

7 Conclusion

Previous research has established the efficacy of persuasive systems at encouraging
users to achieve a specific objective in various domains. To contribute in advancing the
field of persuasive technology research in the education domain, our work investigated
the perceived persuasiveness of three strategies based on the Social Influence Theory in
increasing students’ engagement in learning activities. Our study in a large first-year
University biology class shows that these strategies can be implemented as persuasive
visualizations that are perceived as motivating by students in engaging them in their
learning activities. Moreover, it shows that tailoring can enhance the effect of each
persuasive strategy. Our work can help designers of learning management systems by
providing an example of how three social-influence-based persuasive strategies can be
implemented in persuasive visualizations of learning analytics data, and suggesting
tools that can be used to profile students to allow for personalization based on students’
persuasion preference.
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Abstract. The current study is based on the assumption that social
topology and its interaction pattern affect users’ behavioral changes,
especially continuity. To verify the hypothesis, several metrics have been
introduced, and experiments have been conducted, resulting in interest-
ing and quantitative findings. In the experiments, two conditional differ-
ences lead to statistic significance in continuity and other metrics; the
first difference is the existence of feedback implementation, another one
is information visibility. It has been experimentally confirmed that users
who received more feedback from system bots (i.e., they did not know
that they were controlled until the experiment ended) tend to also send
more feedback themselves. Moreover, it has been found that only the fact
that the others (i.e., bots), except the participant, sent feedback to each
other made the person feel isolated, and the participant sent feedback
him/herself to avoid being depressed with no interaction. On the other
hand, information visibility had little effect on their continuity and no
effect on their consciousness.

Keywords: Social behavior · Behavior change · Healthcare ·
Social network · Continuity

1 Introduction

Recently, the traditional research areas of psychology and behavioral economics
have absorbed new Information and Communication Technology (ICT) and
mobile devices, resulting in a movement towards persuasive technology in the
world [5,17]. Previously, only a few studies have been reported where research
knowledge can be accumulated. Persuasive systems design (PSD), proposed by
Harri et al. [19], suggests a thinking framework by which people can be persuaded
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effectively and naturally and a behavior change support systems (BCSS)[12] that
proposes a way to implement ICT systems in accordance with the PSD.

Although short-term goals, such as temporary advertisements, are in a broad
range of behavior change topics, a large number of social issues that should be
associated with continuity of behavior still exist. Addictions to tobacco, drugs,
or gambling, for instance, and night-life problems still require solutions [2,6,7,
10,14]. As mentioned above, the techniques that allow people to continue their
behavior without coercion are incredibly important in the healthcare research
areas.

Traditional psychology and sociopsychology have revealed that forming a
support community of people can guide individuals to take sustainable action
to some extent [11]. These studies, however, identified only offline relationships,
and they have not mentioned whether social networking services with online
strangers, which have been remarkably developed, have the potential to create
the same effect. Although the effect of social influence has often been evalu-
ated in the persuasive technology research domain, only a few studies deal with
the continuity of a changed action. Software features named “social influence”
are currently being investigated still more deeply. This area is crucial for the
settlement of social issues and sustainable development and should be tackled.

Sherman et al. [18] raised the problem caused by information overload in the
world that accessible information depends on the search engines, calling it “the
invisible web.” When considering Social Networking Service (SNS) via Internet
communications, all the information is not necessarily seen by all participants.
Participants who tend to be absorbed in SNS out of the sheer desire to get
others’ feedback cannot check all the feedback to others, except what they send,
resulting in subjective persistence only in feedback to them. The communications
in SNS are characterized by the strong working of a certain kind of confirmation
bias. In order to grasp the property of SNS, the impact on the effect of behavior
change given by “social influence” features should be validated not with binary
presence or absence but in gradual steps. This paper aims to gradually inspect
the utility of information visibility by handling experimental situations where
ones are made aware of being seen by other participants and others are socially
excluded or included [16]. No study has quantitatively investigated the effect
caused by the difference in the structure of a social community or information
visibility to the best of our knowledge.

In the following sections, we define information visibility and classify it in
terms of the difference in social topology, then describe the behavioral change
result of the experiment and our findings and contributions.

2 Related Work

The work done by Verduyn et al. [20] is one of the studies on the relationship
between happiness and the use of online SNSs, such as Facebook, through the val-
idating effects of forming a SNS community with many and unspecified persons.
They concluded that the feeling of connectedness might have the potential to
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promote social capital and happiness. Moreover, social capital is roughly divided
into two kinds; bridging social capital and bonded social capital [13,21]. Ellison
et al. [4] found a positive correlation between bridging social capital in Facebook
and the number of actual friends rather than acquaintances. Although this study,
however, mentioned the engagement to communication, in other words, activi-
ties to retain communities, it has not tried to change behavior. This is, however,
very important in the fact that it revealed the way to build SNS communities,
namely social influence, which affects the sustainability of a community.

Ruijten et al. [16] used virtual agents to demonstrate that the two situations
when participants were socially included or excluded, which led to the difference
in the behavior change effect. The study reported by Hamari et al. [8] revealed
experimentally that the existence of badges would increase interactions among
users and indicated that the difference in SNS’s functionality could influence
users’ actions while it dealt with nothing about continuity. Alluhaidan et al. [1]
constructed an ICT empowerment model from the theoretical aspects to direct a
spotlight on continuous behavior changes. However they did not verify whether
it worked through experiments; therefore, it should be validated quantitatively.

3 Materials and Methods

The current study is based on the assumption that behavioral changes dif-
fer depending on information visibility. The structure of a community that
varies with information visibility is defined as “Social Topology” (hereinafter
called“ST”), and four types of STs (Table 1) are introduced. For simplicity, we
consider only the case when three persons are in each ST. Additionally, we also
introduced the “Social Topology Interaction Pattern” (called “STIP”) as shown
in Fig. 1, which means the existence of the orientation of feedback used in ST
3 and 4. In the figures, the black lines/circles and purple lines are invisible and
visible for others, respectively, then the green arrows depict feedback such as
“Like” used by Facebook. It is assumed that the difference in STIP (Fig. 1) may
raise various psychological effects. To evaluate the hypothesis, we conducted an
experiment by recruiting participants.

Table 1. Four patterns of Social Topologies (� means it can be seen by “you”)

ST Your posts Others’ posts Feedback to you Feedback to others

1 � - - -

2 � � - -

3 � � � -

4 � � � �

ST 1 (Fig. 1a) You can NOT see the others and you are NOT seen by the others.
ST 2 (Fig. 1b) You can see the others and you are seen by the others.
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ST 3 (Fig. 1c) You can see the others and you are seen by the others. You can
see ONLY feedback to you and feedback to you is NOT seen by the others.

ST 4 (Fig. 1d) You can see the others and you are seen by the others. You can
see ALL feedback to the others and feedback to you is seen by the others.

Fig. 1. Social Topologies and Social Topology Interaction Patterns

4 Experiments

4.1 Experimental Design

It is crucial for the health management of people to understand not only exercises
but also meals. Especially for those who must manage and record every meal,
such as diabetic patients, there should be smartphone apps that help them do
so [15]. Although those apps have recently appeared and calories are calculated
automatically, taking a photo each mealtime requires a lot of attention [3]. Before
the trial, we asked 22 participants to take a photo of every meal. Participants
could see on the app how many times they had continuously completed the
tasks until then. They were told that if they missed the task three times in a
row they would not receive participation fees, resulting in the fact that only one
participant completed all the tasks without an once mistake.

As the difficulty of this task was discovered, we adopted it as the experimental
task and evaluated the effect of ST and STIP through an experiment. A total of
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560 participants were finally recruited by a research agency; female participants
were about 60%, and the average age of all was about 38 years old (the detailed
statistics are shown in Table 2). We extracted the participants who did not use a
kind of meal management apps at that time and used daily SNS, such as Twitter,
Facebook, and Instagram, with the use of posting their contents or liking others’
posts. They were required to continue to upload photos of every meal for 18 days,
and they were told that they would get the reward unless they miss the task
three times successively with the same condition as our preliminary survey.

In order to control the effect of STIP and evaluate it quantitatively, we
introduced system bots as actors, except the real participants (i.e., X and Y in
Fig. 1) in each ST. All of the system bots always uploaded pre-defined photos
of meals, and in STIP 4, 6, and 7, they were programmed to give feedback
to real participants an hour after the uploaded photo. Although there are 11
kinds of STIPs in total (Fig. 1), only STIPs from 1 to 7 have been selected
as the experimental condition because these are considered effective. The 560
participants were divided into seven patterns of 80 people.

Participants were required to install an Android app, which differed in its
system behavior depending on the assigned pattern of STIP. The ST 1’s app has
the features by which the participant can only upload their photos and he/she
can NOT see the photos taken by others. The ST 2’s app has the features by
which the participants can see the others’ photos in addition to the ST 1’s app.
The ST 3’s app has the features of “request for the next upload” as feedback in
addition to ST 2; however, the participant can see ONLY feedback to him/herself
and feedback to him/herself can NOT be seen by others. The ST 4’s app has
the features by which all feedback is visible to all participants. Besides, we have
taken into account the discussion by Hamari et al. [9], so that we implemented
these features carefully not to change the UI or ease of use. Moreover, the par-
ticipants were told of the existence of system bots only after the experiment was
completed.

The images and comments that the participants uploaded and in-app actions,
such as a “Like” or a page transition, were saved in the server with its timestamp.
On the beginning of the experiment, all the 560 participants were asked for a
questionnaire about whether they give care to everyday meals and they want to
apps to manage meals. After the experiment, the xxx participants who did not
miss the tasks three times successively were asked again about an impression on
using the experimental app in addition to the same as Pre questionnaire. These
two questionnaires are described as “Pre” and “Post” in Table 3, respectively.

Table 2. The number of participants (sociodemographic characteristics)

Sex Age

20–29 30–39 40–49 50–59

Male 18 54 90 58

Female 96 158 59 27
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4.2 Metrics

Thirteen metrics (M-1, 2, · · · , 13) were introduced as shown in Table 3 to evalu-
ate the behavior change effect quantitatively. They include a “continuity”, which
depicts how long the participants continued the tasks. Also, seven research ques-
tions as shown in Table 4 were defined. We considered these questions as the keys
to the psychological effect.

Table 3. Metrics

(a) Log data

No. ST Item Definition

M-1 1–4 Continuity Continuity(n) means the ratio of those

who have continued the task without

consecutive n times miss/misses

(n = 0, 1, 2). When n = 2, this condition

is as same as told to the participants

M-2 1–4 The # of sent feedback The total number of feedback responses

they sent to teammates during the whole

experiment

(b) Questionnaire items

No. ST Item Pre Post Choices

M-3 1–4 Do you give care to everyday

meals?

� � Three-point scalea

M-4 1–4 Do you want apps to manage

meals?

� � Five-point scaleb

M-5 2–4 Did you feel a sense of intimacy

to teammates?

� Five-point scale

M-6 2–4 Did you get encouraged by seeing

teammates uploading photos?

� Five-point scale

M-7 2–4 Were you conscious that your

photos can be seen?

� Five-point scale

M-8 2–4 Did you feel isolated on the team? � Five-point scale

M-9 3, 4 Did you expect to receive

requests?

� Five-point scale

M-10 3, 4 Did you get encouraged by

receiving requests?

� Five-point scale

M-11 3, 4 Did you want boast to teammates

that you received requests?

� Five-point scale

M-12 3, 4 Were you concerned whether

teammates received requests?

� Five-point scale

M-13 4 Were you conscious that requests

you received can be seen?

� Five-point scale

a Three-point scale of “I want to care about meals, and do well.”, “I want to care about

meals, but cannot do well.”, and “I do not want to care about meals.”
b Five-point scale of “Strongly agree”, “Agree”, “Neither agree nor disagree”, “Disagree”,

and “Strongly disagree.”
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Table 4. Research questions and Metrics

No. Factor that may be influential A pair of STIP Metric

RQ-1 The fact that your photos can be seen by teammates {1, 2} 1, 3–4

RQ-2 The expectation of receiving feedback {2, 3} 1, 3–8

Rq-3 The positive feeling when receiving private feedback {3, 4} 1–12

RQ-4 The positive feeling when receiving public feedback {5, 7} 1–13

RQ-5 The desire to boast of receiving public feedback {4, 7} 1–12

RQ-6 The relief from the fact teammates received no feedback {3, 5} 1–12

RQ-7 The sense of isolation under the condition that
teammates send feedback to each other

{5, 6} 1–13

Table 5. Results summary

Metric RQ-1

(STIP 1,2)

RQ-2

(STIP 2,3)

RQ-3

(STIP 3,4)

RQ-4

(STIP 5,7)

RQ-5

(STIP 4,7)

RQ-6

(STIP 3,5)

RQ-7

(STIP 5,6)

M-1; Continuity n.s. STIP

3 > 2

STIP

3 > 4

STIP

5 > 7

STIP

7 > 4

n.s. n.s.

M-2; The # of

sent feedback

- - STIP

4 > 3

STIP

7 > 5

n.s. n.s. STIP 6 > 5

M-3(diff); A will

to care about

meals

STIP

1 > 2

n.s. n.s. STIP

7 > 5

n.s. n.s. n.s.

M-4(diff); A will

to use apps to

manage meals

STIP

2 > 1

n.s. n.s. n.s. n.s. n.s. n.s.

M-5; A sense of

intimacy

- n.s. n.s. STIP

7 > 5

n.s. n.s. STIP 5 > 6

M-6; Be

encouraged by

teammates’

photos

- n.s. n.s. n.s. n.s. n.s. n.s.

M-7;

Consciousness

that your photos

are seen

- n.s. n.s. STIP

5 > 7

n.s. n.s. n.s.

M-8; To feel

isolated

- n.s. n.s. STIP

5 > 7

n.s. n.s. STIP 6 > 5

M-9; To expect

feedback

- - STIP

4 > 3

STIP

7 > 5

n.s. n.s. n.s.

M-10; To be

encouraged by

feedback

- - STIP

3 > 4

STIP

5 > 7

n.s. n.s. n.s.

M-11; A will to

boast that you

received FB

- - n.s. n.s. n.s. n.s. n.s.

M-12;

Consciousness

that teammates’

feedback is seen

- - n.s. n.s. n.s. n.s. n.s.

M-13;

Consciousness

that your

feedback is seen

- - - STIP

7 > 5

- - n.s.
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4.3 Results

The results associated with each metric are shown in Figs. 2, 3, 4, and 5. Even
though each STIP has 80 participants, not everyone started the tasks. The num-
bers of people who did the task even once, which is used to calculate M-1 (Con-
tinuity), are 31, 37, 35, 40, 41, 43, and 39 from STIP 1 to 7, respectively. On
the other hand, the numbers of people who has completed all the tasks with
less than three times misses in a row and answered the questionnaire, which is
used to calculate M-2 to M-13, are 28, 30, 33, 34, 34, 38, and 37 from STIP
1 to 7, respectively. In the following, the results of the research questions are
summarized in Table 5 with associated metrics. A chi-square test and a t-test
were used to assess the statistical significance of M-1 and of the other metrics
(i.e., from M-2 to M-13), respectively.

From the comparison between by RQ-1 (STIP 1, 2), no significant difference
can be caused by whether the completion of the task can be seen by teammates or
not. Observations associated with RQ-2 (STIP 2, 3) can lead to the assumption
that the existence of the feedback feature enables people to continue the “primary
task.”

RQ-3 (STIP 3, 4) derived the receiving feedback may reduce users’ continuity
a little but has strong power to allow users to send feedback from them subjec-
tively. It was so surprising that those who received a lot of feedback desired more
feedback but were less encouraged by that feedback. The effect caused by the
automatically received feedback can be observed also in RQ-4 (STIP 5, 7), so
it can be said that this psychological effect is a universal truth. Moreover, the
result of M-13 (shown in Fig. 5) tells us the automated mechanism plays a part
in teaching users of the existence of the feature.

On the other hand, as shown in RQ-5 (STIP 4, 7), information visibility
had no significance in this experiment; meanwhile, there is a little difference in
continuity in Fig. 3. This insight is consistent with the one by RQ-6 (STIP 3, 5).

Additionally, RQ-7 (STIP 5, 6), where the key is a sense of isolation, revealed
an interesting result. Those who are isolated tend to send feedback more than
natural people (i.e., STIP 5) and feel less familiar with teammates (M-5) because
they were feeling isolated (M-8). This result indicated they were willing to send
feedback and expecting feedback from teammates for a present received, in other
words to get familiar with them.

In conclusion, with the focus on the result of M-1, it can be said that the
existence of the implementation of feedback is effective in making users continue
the task, meanwhile too much feedback has the opposite effect.
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Fig. 2. The results associated with M-1, M-2

Fig. 3. Continuity (The yellow/red background means statistical significance, where
p < .05/p < .01, respectively.) (Color figure online)



Social Behaviors 319

Fig. 4. The results associated with M-3, M-4

Fig. 5. The results associated with M-5 to M-13
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5 Discussion and Conclusion

This paper focused on the psychological effect caused by “Social Topology” and
“Social Topology Interaction Pattern”. We conducted the experiment to verify
the hypothesis by changing experimental settings and controlling for feedback
with system bots.

The experiment revealed some interesting information. First, only the fact
that the completion of tasks is seen by others had little statistical significance,
nevertheless this feature has been implemented in many applications generally.
If apps try to activate users more and improve user behavior, it is not satisfied
only by this feature then further software features, such as feedback, should be
installed. Second, those who receive much feedback are willing to send feedback
themselves, as well as, and continued the task for a short time. If a system desires
to maintain interaction among active users, this work validated automated feed-
back, which may be helpful. Third, the participants easily can feel isolated if
others only communicate with each other as our system bots showed. System
developers and designers must care about this phenomenon in order to avoid
puncturing participants. What we contributed to the society is this quantitative
findings since they are known only empirically. Even though we assumed that
information visibility might lead to some differences in user behavior, that could
not be proved in our experiment.

In this work, we adopted only positive feedback as interaction among users.
Nevertheless there are also communications with negative meanings in real com-
munities. The effect caused by them should be studied further. Additionally,
although we designed the experiment with participants of equal position, real
interaction can be affected by other properties, such as “authority” or“social
role.” The position or role of the person sending feedback should be considered
in future work.
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Abstract. We present an exploratory field study to investigate the
acceptability of a group intervention to promote physical activity. To
this end, a five-week group coaching program was developed, as well as
the technological infrastructure to deliver this program. People partici-
pated in teams, consisting of hospital staff working together in a ward or
department. Two teams of nurses and one team of facility support staff
participated in the study. The program contained two consecutive team
challenges; aimed at increasing daily step count and daily stairs taken.
Participants wore a FitBit One activity tracker to measure steps and
stairs. Personal information was delivered via a smart phone app, while
aggregated team information was shown on a large screen placed in a
common room at the ward. At the end of the study, group interviews
were held to elicit feedback on the acceptability of the concept and expe-
rience of the coaching program. Participants were enthusiastic about the
concept. They indicated that the group coaching caused bonding and
improved team cohesion. There was a clear need to communicate within
the team (now solved through WhatsApp groups). Furthermore, they
would have liked an element of competition between teams. Overall, the
results were positive, leading to the conclusion that team coaching at the
workplace is a promising strategy to promote physical activity.

Keywords: Group coaching · Physical activity ·
Workplace intervention · Digital intervention · Field study ·
Qualitative research

1 Introduction

People are living longer and as a consequence will have to work longer as well [15].
In 2017, 32% of Americans 65 to 69 were employed, while 19% of 70- to 74-year-
olds were still working [22]. This trend is likely to continue as healthcare evolves
and new medicines and technologies allow people to live longer and healthier
than ever before. In order to age healthily, it is important to maintain a healthy
lifestyle. Lifestyle factors at midlife, such as weight, smoking status, physical
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H. Oinas-Kukkonen et al. (Eds.): PERSUASIVE 2019, LNCS 11433, pp. 322–333, 2019.
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activity, alcohol consumption, and diet, are related to healthy aging [3]. How-
ever, it is often not easy for people to commit to those healthy lifestyle patterns.
For example, health professionals often prematurely leave their jobs due to health
reasons [17,21]. A possible explanation for this could be that nurses have sur-
prisingly high rates of obesity and hypertension [24]. Flannery et al. [9] showed
that approximately 50% of nurses report that they engage in enough exercise to
meet the physical activity guidelines promoted by the World Health Organiza-
tion [23]. However, physical activity data was self-reported via questionnaires;
therefore the authors expect measurement biases resulting in over-reporting over
daily physical activity. Blake et al. showed that almost half (45%) of NHS per-
sonnel does not meet the physical activity guidelines, and approximately 30%
reported to be sedentary at the workplace [4]. In the UK, health care employ-
ees are perceived as important role models for health behaviors for the general
public. Therefore these findings are of concern and warrant immediate interven-
tions to improve health behaviors in the NHS workforce. The authors suggested
that this could be achieved by ‘helping people to build activity into their daily
lives, particularly at their place of work by encouragement for, and promotion of
incidental physical activities such as brisk walking, increasing daily step counts
through pedometer challenges, cycling and walking to work.’ Another study of
Blake showed that a 12-week messaging intervention with employees of a UK
hospital increased the duration of moderate work-related activity and moderate
recreational activity, increased the frequency of vigorous recreational activity
and increased the duration and frequency of active travel. So they concluded
that minimal physical activity promotion can increase frequency and duration
of active travel and duration of moderate intensity physical activity at work
and for leisure. This effect was maintained up to one month after the messaging
ended [5].

1.1 Social Dynamics

Peer motivation, so getting and staying motivated because of your peers, helps
to start and maintain regular exercise. There is evidence that individuals who
exercise with others are better off in a number of ways. Dishman and Buckworth
reviewed more than 100 studies on physical activity interventions in various
settings (home, schools, work etc.) and concluded that interventions focused
at groups were much more effective than interventions at individuals [8]. The
mechanisms that lead to higher and better performance are robust for keeping
up motivation to participate in physical activity when used under the right con-
ditions. One of the mechanisms involved is social support [11]; by participating
in sport activities together, people can mentally support and encourage each
other. Another mechanism that is powerful especially for high achievers is com-
petition [6,10]. In light of these findings, a group intervention at work could be
a promising strategy to promote physical activity. After all, many employees are
already part of a work team. Even though they may also be part of other social
groups (e.g., a sports team or group of friends), they spend a significant amount
of time with their colleagues [1]. Thus, the social dynamics of (existing) work
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teams could be used to leverage health interventions. Indeed, previous research
has shown that group interventions at the workplace are effective in improving
participant health. Furthermore, they can have beneficial effects on the social
atmosphere at the work floor [6].

1.2 Study Objective

The objective of the field study was to gain insight into the acceptability of a
group intervention to promote physical activity of hospital staff working together
in a ward or department. Two teams of nurses and one team of facility support
staff participated in the study. Their feedback on the acceptability and experi-
ence of the intervention was elicited through group interviews held at the end of
the study. The study was executed in collaboration between Philips Research and
For All Our Wellbeing (FAOW), within the context of the EIT Digital subsidy
project ProVITA (Prolonging Vitality and Wellness at the workplace).

2 Method

2.1 Participants

Thirty employees of the Royal Free Hospital (London, UK) participated in the
study (2 male and 28 female). There were two teams of nurses and one team of
facility support staff. Each team consisted of ten participants. The age of the
participants ranged between 20 and 65 (mean = 37.2, sd = 13.5).

2.2 Infrastructure and Data Flow

Figure 1 shows the infrastructure developed for the study. Physical activity data
was collected with the FitBit One, an activity tracker that can be clipped onto
the pants or chest pocket [2]. This device was selected because nurses are not
allowed to wear any devices on their wrists for hygienic purposes. Participants
wore the FitBit One as much as possible during study participation, both at
work and outside working hours. Activity data was transferred from the tracker
to the FitBit app installed on the participant’s smart phone. Data was synced
with the FitBit Cloud, from which it was retrieved via the FitBit API every
15 min and stored in a local backend. Next, the data was used as input for the
Coaching Engine that determined the messages delivered to each individual
and team. Using production rules, the coaching engine selected the appropriate
coaching messages from the message database (e.g., ‘if team step count exceeds
25% of target, then deliver reward message’). Personalized coaching was delivered
to participants via the Active Team app. The app contained several tabs. The
Home tab contained with ‘data bubbles’, showing the number of steps and
floors taken by the user per day and summed over the week. The Messages tab
showed a newsfeed of coaching messages. The Settings tab allowed the user to
view their user profile, as well as the privacy policy of the app. Team coaching
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was delivered via the Active Team Screen, a large screen installed on the
ward. The Active Team Screen was placed in a room where it was only visible
for hospital staff. The team screen displayed a carousel of 5–7 slides, revolving
each 10 s (Fig. 4 shows a screenshot of one of the slides). At each cycle, data was
retrieved from the backend to populate the dynamic parameters on the slide
with real-time information (e.g., current distance covered).

Fig. 1. System architecture and data flow

2.3 Study Design

The study took place in November and December 2017 in the Royal Free Hos-
pital in London, UK. The Active Team program had a duration of five weeks
and contained two activity challenges; one focused at increasing step count,
and the other focused at increasing stair use (the program is described in more
detail in Sect. 2.4). The Active Team program started on a Monday. In the week
before the start of the program, participants joined an intake meeting, during
which they were informed about the study purpose and method. The FitBit
app and the Active Team app were installed on the participant’s smart phone.
The FitBit One was handed over and its use was explained. Also, participants
completed a questionnaire regarding age, gender, height, weight, physical activ-
ity habits, department floor, number of working days, commute type, dietary
habits, smoking habits and alcohol intake. In addition, participants signed the
Informed Consent form. After the five-week Active Team program, participants
were interviewed about their experience of the Active Team program. Inter-
views were held in small groups (approximately 4–5 participants) and guided by
a researcher from Philips Research. Another researcher from Philips Research,
as well as a member from FAOW were also present as observers. Interviews were
semi-structured and addressed the acceptability of the concept. Using a bottom-
up and top-down approach, common topics were distilled by the interviewers.
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Fig. 2. Study design and setup of the Active Team program

2.4 Active Team Program

The Active Team program had a duration of 5 weeks and consisted of two chal-
lenges (see Fig. 2). Participants were instructed to wear the FitBit One through-
out the entire study, both at work and outside working hours. In the first week
(Monday through Thursday) participants could sign up for the first challenge; the
Great British Step Challenge, which would take place in the second week.
In this challenge, the team would jointly walk to a famous destination in the
UK. The steps taken by each team member would contribute to the team’s total
number of steps. This would be translated in the distance covered towards the
end goal. Contributions were anonymous, thus participants were not informed
how many steps their fellow team members took. After signing up, participants
could set a personal step target (Fig. 3a). Based on the personal step targets
set by the team members, two virtual destinations were proposed by the system.
The distance to destination A was determined as the sum of the personal targets,
while the distance to destination B was 10% further than destination A. From
Friday onwards, participants could vote for one of the destinations (Fig. 3b).
In the second week the Great British Step Challenge was performed. Together
the participants of each team walked to their virtual destination. Throughout
the week participants received coaching messages to help them reach their goal.
They received personal feedback on their performance in the Active Team app
(Fig. 3c), and aggregated feedback on the Active Team screen (Fig. 4). The team
member with the highest step count on a particular day was rewarded with a
message on the following day. In addition, upon reaching 25% and 75% of the
team goal, the team received a virtual reward (a badge). Upon reaching 50%
and 100% of their goal, they received a real reward (a reusable water bottle,
and a fruit basket for the team, respectively). In the third week, a rest week
was incorporated. Participants could sign up, set their target and vote for the
Big Mountain Challenge, which would take place in week 4. During the Big
Mountain Challenge, participants collectively climbed a virtual mountain, by
taking as many stairs as possible. Again, two destinations were proposed based
on the personal targets of each team member. Destination A was the sum of
the targets, and destination B was 10% higher than destination A. In week 4,
the teams received the same coaching elements as in week 2; coaching messages,
personal feedback in the app and aggregated feedback on the screen, a reward
for the best climber (Fig. 3d), virtual rewards upon reaching 25% and 75% of
their target, and real rewards upon reaching 50% and 100% of their target (free
15-min shoulder massage and a free team lunch, respectively). During the fifth
week participants were informed on their results of the Big Mountain Challenge.
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Throughout the entire program, participants also received daily educational mes-
sages (Health Tip of the Day). These health tips informed on the beneficial effects
of taking enough steps and stairs, but also on other health behaviors, such as
drinking enough water and eating fruit and vegetables.

Some of the essential aspects in the Active Team Program are:

– Individual and team goals. The team goal is set based on the individual
goals of each team member. Individual goal setting is done via the personal
communication channel (i.e. App) and is not shared with the team (in contrast
to the team goal).

– Gamification elements. Rewards on team level (tangible and intangible ones)
are unlocked upon reaching challenge milestones 25, 50, 75, 100%. Competi-
tion within team is not promoted, it’s all about team effort.

– Peer pressure. The public team dashboard only indicates progress towards the
goal to avoid naming/shaming of team members. Information about a team
member’s relative performance within the team is only provided to the best
team performer after the challenge (only delivered via the personal message
feed of this best performer).

– Social loafing. Group size is chosen not to be too large (max 10 members), to
minimise the chance of social loafing.

(a) Target setting (b) Voting (c) Step feedback (d) Best climber mes-
sage

Fig. 3. Screenshots of the Active Team app

3 Results

3.1 Participant Characteristics

Three teams participated in the study; one team of facility support staff, one
team of nurses from an intensive care ward and one team of nurses from a pre-
operative care ward. On average, the facility support staff were older (M = 48.2,
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Fig. 4. Team feedback on Great British Step Challenge, displayed on the Active Team
screen

SD = 11.9) than the nurses (M = 31.7, SD = 10.7). The majority of participants
(16) had a normal BMI, 7 were overweight, and 5 were obese. Overall, partici-
pants reported their work to be physically demanding. Probed with the sentence
‘In comparison to others of my own age I think my work is physically...’ twelve
people answered ‘much heavier’, fifteen answered ‘as heavy’, and three answered
‘lighter’. They also indicated to be rather active at work (see Table 1). They
reported little sedentary time, and they reported to be standing and/or walking
the majority of their working time. The majority answered often or always being
tired after work. Table 2 shows the reported frequency of leisure time activities.
Most participants reported to walk quite frequently. Cycling and playing sports
were reported to be performed less frequently.

3.2 Results from Interviews

Overall, both hospital staff members and management were very enthusiastic
about the concept. In informal talks with the researchers, hospital management
expressed its enthusiasm about the concept, and asked the researchers to imple-
ment the concept more widely in the organisation.

Physical Activity Level. Most participants indicated that they became more
active during the challenge weeks. Several participants indicated that the oppor-
tunity to get more active at work was limited, but that they became more active
outside of work (e.g., by getting off the train a stop earlier and walking more).
Two out of three teams succeeded in the Great British Step challenge, and all
teams succeeded in the Big Mountain Challenge.
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Table 1. Self-reported frequency of physical activities at work

Frequency Never Seldom Sometimes Often Always

At work I sit 1 11 18 – –

At work I stand – – 4 17 9

At work I walk – – 2 19 9

At work I lift heavy loads 1 2 13 11 3

After working I am tired – – 11 5 14

Table 2. Self-reported frequency of leisure time activities

Frequency Never Seldom Sometimes Often Very often

During leisure time I play sport 9 9 10 2 –

During leisure time I walk – 2 19 7 2

During leisure time I cycle 18 10 2 – –

During leisure time I watch television 2 1 14 9 3

Team Building. Participants experienced a positive effect on team cohesion.
Ward colleagues who were unfamiliar with each other before the study did get
to know each other during participation. Some even mentioned that friendships
were started during the study. One of the participants mentioned ‘We started
as a study group and ended as a team’. Although this was not the primary
objective, the Active Team program did contain social strategies to promote
team building, as a means to make people feel more committed to the team,
and therefore more motivated to contribute to the team performance. Related
to this, participants appreciated the ‘real’ rewards received at certain milestones
during the challenges. They preferred rewards that could be shared with the
team, such as the team lunch and fruit basket. This reflects the team spirit that
was promoted by the program. The teams consisted of 10 people, which was
seen as a good size. Participants also appreciated the fact that the teams were
composed by the system, and how this allowed them to get to know new people.

Competition. Competition between the teams emerged, even though this was
not an element of the program. The concept was primarily designed for team
building, and the Active Team screen only showed the performance of the own
team. Nevertheless, participants indicated to be motivated by competing with
the other teams. The two teams of nurses checked each other’s progress on the
Active Team screen and also discussed the challenges with each other.

Communication. Participants indicated a need for communication within the
team about the study. To address this need, each team created a dedicated
Whatsapp group, in which they shared screen shots of the app and team screen.
They would also notify each other whenever a new message appeared in the



330 M. Krans et al.

newsfeed of the app. The infrastructure did not cater for this need, as it did not
include a communication channel (e.g., an in-app chat function).

Active Team App and Active Team Screen. Participants typically checked
the app several times per day. The facility support staff didn’t visit their common
room frequently, and therefore checked the Active Team screen less often. To
keep each other updated on the team status, team members would take pictures
of the Active Team screen and share those with the team through Whatsapp.
They also shared screenshots of the app at the end of every day. Participants
mentioned that seeing the progress toward the destination (in the app and on
the screen) motivated them.

Target Setting. At the start of the program, participants were unaware of their
baseline activity level, which made it difficult to set a realistic target. As a result,
some participants set targets that turned out to be too high. After learning from
the first challenge, targets for the second challenge were set more conservatively.
The majority of participants preferred the Big Mountain challenge. They did see
more opportunities to take the stairs (instead of the elevator) during work than
to walk more.

4 Discussion and Conclusion

Team Cohesion. A striking result of the study was that participants reported
improved team cohesion and enhanced communication. This is in line with other
studies that showed positive effects on the social dynamics on the workfloor.
For example, a qualitative study by Joubert and De Beer showed that par-
ticipation in organizational team sports was related to improved team commit-
ment, enhanced communication, and increased trust at the work floor [12]. These
beneficial effects could even have further implications; studies have shown that
nurses who report better team cohesion also report higher job satisfaction [7,14].
Moreover, improved teamwork amongst nurses has even been associated with
increased patient safety, improved quality of care, and greater patient satisfac-
tion [13]. In addition, numerous studies have shown that organizations with
a positive social atmosphere have healthier employees and lower rates of sick
leave. Thus, this group intervention could act as a double edged sword. It could
improve physical health directly, by motivating workers to become more active
during the challenges, and indirectly, through strengthening the social environ-
ment at the workplace. However, when implementing such group interventions,
it is important to enable every employee to participate. The flip side of stronger
team bonding is that non team-members might feel excluded. Indeed, our study
participants reported that their non-participating colleagues sometimes felt left
out. Therefore, it is important to ensure that group interventions are suitable for
employees with various physical abilities and fitness levels, including physically
impaired employees. In a digital intervention, there are several ways to lower
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the barrier for participation for people with lower physical abilities or fitness.
In our study, participants contributed anonymously to the team performance.
Thus, their personal targets and achievements were not shared with the team.
The Active Team screen only showed the aggregated group statistics. An other
option is to measure people’s performance relative to their capacity. For exam-
ple, an intervention could start with measuring baseline levels of activity of each
team member. Next, in a team challenge, each person’s proportional increase
from their baseline level is used, rather than their absolute activity level. This
allows team members with diverse physical abilities to contribute equally much
to the overall team performance. This could also prevent social loafing; the ten-
dency for individuals to expend less effort when working collectively than when
working individually [20].

Competition. Even though the Active Team program did not include a com-
petitive element, a competition between the three teams emerged. Competition is
a gamification strategy that is often used in physical activity programs. Shameli
et al. [19] concluded that competition can lead to increases in physical activ-
ity level across a wide variety of user demographics. They also provide some
recommendations for selecting competing participants:

– Competing participants should have similar pre-competition activity levels.
Otherwise the effect of the competition on physical activity drops significantly.

– Competitions should have a balanced mix of both men and women.
– Competitions should ideally include some participants who have previously

increased their activity in response to competitions to encourage the other
participants.

Individuals differ in their preferred way of comparing themselves with others.
Some people are motivated by comparing themselves to others who perform
better than themselves (upward comparison), whereas others are more motivated
by comparing themselves to people performing slightly worse than themselves
(downward comparison). It is important to take these personal preferences into
account; presenting users with the non-preferred type of social comparison may
actually be counter-effective [16,18].

Active Team Screen. We expected that the Active Team screen would func-
tion as an additional touch point and visual reminder. Also, we expected that it
might invite people to discuss the program (with team members and non-team
members). In the nurses’ common rooms, this was indeed the case. Team mem-
bers as well as non-team members discussed the challenges and the progress.
Participants appreciated the screen, especially seeing their progress toward the
destination. Since the facility support staff visited their common room less fre-
quently (they were working all over the hospital), they had less interaction with
and in front of the Active Team screen.
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Conclusion. Overall, the results of this field study were positive. Study partic-
ipants as well as hospital management were very enthusiastic about the concept.
Based on the feedback from the participants, we conclude that team coaching at
the workplace is a promising strategy to promote physical activity. In the current
field study, we only explored the acceptability of our concept. Next steps would
be to improve the Active Team program based on the participant feedback and
investigate the effectiveness of our concept in a randomized controlled trial.
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Abstract. The motivational impact of gamification elements differs
substantially across users. To account for these differences, we inves-
tigate Hexad user types and behavior change intentions as factors to
personalize gamifed, persuasive fitness systems. We conducted an online
study (N = 179), measuring the perceived persuasiveness of twelve gam-
ification elements using storyboards. Results show the applicability of
the Hexad user type in the Physical Activity domain. Besides replicating
correlations between gamification elements and user types, we also found
correlations which were hypothesized in literature, but not yet shown.
Our main contribution is to show that behavior change intentions influ-
ence the perception of gamification elements in general and affect the set
of relevant elements for each user type. Since a static set of elements has
been suggested for each user type so far, this is an important finding,
leading to potentially more effective personalization approaches.

Keywords: Personalization · Gamification · Physical Activity

1 Introduction

Gamification, the use of game elements in non-game contexts [5], has been suc-
cessfully used to engage users in various domains [9,11]. Among these, the Health
domain is one of the most prominent [8], with gamification being frequently used
to motivate people to lead a more active lifestyle [26]. Given that an increas-
ing number of people lead sedentary lifestyles [24], investigating gamification for
behavior change in this domain is important. While in general most gamified
systems have been shown to be successful when adopting a “one-size-fits-all”
approach [8,26], research has also found negative results [4,9,26]. This is unsur-
prising, given that the motivational impact of game elements differs substan-
tially across users [3,29]. Therefore, understanding how to personalize gamified
c© Springer Nature Switzerland AG 2019
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systems has gained attention as a topic for research. To personalize gamified sys-
tems, static factors like personality [11], age [1,2] or gender [18] have been shown
to influence the perception of game elements. Also, the Hexad model [15], a user
type model specifically developed for gamified interventions, was shown to be a
useful factor for tailoring gamified, persuasive systems [20,30]. However, psycho-
logical models like the Transtheoretical Model of Behavior Change (“TTM”) [23]
suggest that the behavioral intention to perform a behavior dynamically changes,
with people passing through several qualitatively different, successive stages of
change (“SoC”). When individuals progress through these stages, the type of
motivation changes from extrinsic to intrinsic as behavioral regulation becomes
more self-determined [17]. This potentially affects the perception of gamifica-
tion elements. Therefore, the SoC might play an important role in personalizing
gamified, persuasive interventions. Yet, to our knowledge, this has not been
researched so far. In this paper, we contribute to this open question by using
a storyboard-based approach, illustrating frequently used gamification elements
for persuasive systems in the Physical Activity domain. After ensuring that these
storyboards illustrate the intended gamification elements, we conducted a user
study confronting participants with the aforementioned gamification elements
(N = 179) and correlated their answers to their user type and TTM level.

With our findings we reproduce the set of relevant gamification elements for
Hexad user types from previous research, showing its applicability in the Physical
Activity context. We also found correlations between gamification elements and
user types, which were hypothesized in literature, but not yet shown. As our main
contribution, our results show that the SoC indeed influences the perception of
gamification elements in general and changes the set of relevant gamification
elements for each user type. This implies that the set of relevant gamification
elements does not remain stable for each user type, but dynamically changes
when behavior intentions change. This finding is important, as, so far, a static
set of gamification elements has been suggested for each user type [30], not taking
into account the dynamic process of behavior change [23].

2 Background and Related Work

After introducing the Hexad- and the Transtheoretical models, related work
about individualizing gamified systems is presented in this section.

2.1 Hexad User Type Model

The Hexad user types model [15] was specifically developed for gamified sys-
tems [20]. It was shown to be an effective personalization tool for persuasive
systems [20]. Also, a questionnaire was created and validated [28]. The Hexad
consists of six user types that differ in the degree to which they are driven
by their needs for autonomy, relatedness and competence (as defined by the
Self-Determination Theory (SDT) [25]). Philanthropists (“PH”) are socially-
minded, like to bear responsibility and share knowledge with others. They are
driven by purpose. Similarly, Socializers (“SO”) are socially-minded, but they
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are more interested in interacting with others. Relatedness is most important
for them. Free Spirits (“FS”) are satisfied when acting without external con-
trol, with autonomy being most important for them. Achievers (“AC”) are
satisfied when overcoming difficult challenges or learning new skills. Competence
is most important for them. Players (“PL”) are out for their own benefits,
and will do their best to earn rewards. Extrinsic rewards are most important
for them. Lastly, Disruptors (“DI”) are driven by disrupting systems and by
testing its boundaries. Triggering change is most important for them.

2.2 Transtheoretical Model

The Transtheoretical Model by Prochaska et al. [23] describes the process of inten-
tional behavior change. It posits that behavior change involves progress through
five stages of change. In the Precontemplation stage, the subject has no inten-
tion to take action in the foreseeable future (usually 6 months), while subjects in
the Contemplation stage intend to take action within the next 6 months. Sub-
jects in thePreparation stage intend to take action in the immediate future (usu-
ally 30 days), and have taken some behavioral steps yet. In the Action stage, the
subject has changed their behavior for less than 6 months, while inMaintenance,
subjects have changed their behavior for more than 6 months. When individuals
progress through these stages, their motivation becomes more intrinsic as behav-
ioral regulation becomes more self-determined [17]. We expect that this has an
effect on the perception of gamification elements.

2.3 Individualization of Gamified Systems

Individualizing gamified systems has been shown to be appreciated [13] and
more effective than traditional “one-size-fits-all” approaches [4,12]. Consequently,
research has been conducted on how gamified systems can be individualized. For
instance, Jia et al. [11] investigated the relationship between personality traits and
perceived preferences for several motivational affordances. They found multiple
significant correlations (e.g. that Extraverts tend to be motivated by points, lev-
els, and leaderboards) which help to personalize gamified systems. Similarly, Orji
et al. [19] studied how personality traits can be used to tailor persuasive strategies
within systems for health. They found that individuals’ personalities indeed influ-
ence the perceived persuasiveness of persuasive strategies (which were explained
using storyboards). Studies also revealed age [1,2] and gender as factors influenc-
ing the perception of motivational affordances [18,22]. For instance, Birk et al. [2]
found that motivations to engage in games change with increasing age, from focus-
ing on performance towards focusing on enjoyment, which is supported by findings
from Altmeyer et al. [1]. Complementing these findings, Oyibo et al. [22] found
relationships between age and gender for the game elements rewards, competi-
tion, social learning and comparison. One of the most promising approaches to
personalize gamified systems is using the Hexad user types model [30], as it is the
only model that was specifically developed for gamified systems (rather than for
games) [20]. Also, the applicability of this model for gamified, persuasive systems
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has been shown [20]. Research has been carried out to examine whether differ-
ent Hexad user types prefer different game elements or motivational affordances.
Indeed, Tondello et al. [30] found several significant correlations between Hexad
user types and the perception of game elements. In a follow-up work, Tondello et
al. [29] propose a conceptual framework for classifying game elements based on an
exploratory factor analysis of participants’ preferences. In line with the previous
study, they found several correlations to theHexaduser types. Furthermore,Orji et
al. [20] showed that the Hexad user types play a significant role in the perception of
persuasive strategies to change risky alcohol behavior. Thus, the Hexad user type
model offers great potential for tailoring gamified, persuasive systems. However,
the Hexad framework (and all aforementioned factors) does not take into account
the dynamic process of behavioral intentions, which has been shown to affect the
type of motivation a user develops towards an activity [17]. In this paper, we aim
to reduce this gap by investigating whether the SoC has an effect on the perception
of gamification elements in the Physical Activity context.

3 Gamification Elements, Storyboards and Validation

For the storyboards, we ensured to have at least one gamification element for
each user type, based on [15,30]. This resulted in twelve different storyboards
(showing the gamification elements as stated in Table 1). These were created
using the guidelines by Truong et al. [31]. We decided to use storyboards since
they provide a common visual language that is easy to understand and do not
involve game- or technology-specific knowledge [21]. Due to space restrictions,
only two storyboards are included in this paper (see Fig. 1). However, all created
storyboards can be found on figshare1.

Fig. 1. Virtual Character (a) and Custom Goal (b) storyboards

1 https://doi.org/10.6084/m9.figshare.7380902.v1.

https://doi.org/10.6084/m9.figshare.7380902.v1
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Table 1. Gamification elements included in the main study, a short textual description
explaining what is depicted in the corresponding storyboard and the user types (“PT”)
we expect to be positively affected by them based on [15,30].

Gamification element Short storyboard description Expected PT

Virtual Character The appearance of a virtual character
is linked to the amount of steps walked

AC, PL

Custom Goal The user sets herself a custom step
goal

AC, FS

Personalized Goal The system personalizes the users’
step goal

AC

Challenge The user manages to reach a
demanding goal

AC

Badges The user reaches her goal three times,
unlocking a new badge

AC, PL

Points The system rewards the user with
points for walking steps

PL, AC

Rewards After reaching the step goal three
times, the user receives a coupon code

PL

Knowledge Sharing The user helps another user in a
forum by answering a question

PH

Unlockable Content After reaching the step goal three
times, the app unlocks a new feature

FS

Cheating The user decides to cheat by driving a
car to reach her step goal

DI

Social Collaboration A group of users have to collaborate,
to reach their shared step goal

SO

Social Competition A group of users are shown on a
leaderboard, competing for the top
position

SO, PL

3.1 Storyboard Validation

To ensure that participants understand the storyboards, we conducted a quali-
tative pre-study in the lab.

Method. After answering demographic questions, the printed storyboards were
shown to each participant in random order. A semi-structured interview followed
in which all sessions were conducted by one researcher and audio recordings
were made. First, participants were asked to describe the storyboards in their
own words. When necessary, the interviewer asked questions to prompt partic-
ipants to identify which activities are depicted by the storyboards. Questions
included: “What is the character’s goal?” and “What means does the character
use to achieve her goal?”. Afterwards, participants were given a short textual
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summary of each gamification element. They were asked to assign each of the
storyboards its respective element by placing the aforementioned pieces of paper
(holding the textual summaries) next to the respective storyboard. Next, inter-
views were transcribed and analyzed by two independent raters (“R1”,“R2”).
They received the transcriptions for each storyboard, without revealing which
gamification element was described by the participants. Their tasks were to eval-
uate which element was being described and to rate how well the element was
understood on a 5-point scale (1-very poor to 5-very well).

Results. 8 German participants took part (4 female, average age 21.75). To
ensure that the ratings can be interpreted objectively, we calculated the inter-
rater agreement and found it to be Kappa = 0.75, which is considered as sub-
stantial [16]. Analyzing the ratings of the two independent raters, we found that
the participants understood the storyboards very well (MR1 = 4.90, MinR1 = 4;
MR2 = 4.86, MinR2 = 4). This was supported by the fact that both raters suc-
cessfully assigned the correct game element based on participants’ storyboard
descriptions. Regarding users assigning the textual summaries to the respective
storyboard, only one assignment was incorrect. However, this wrong assignment
was not due to a misunderstanding of the game element, but due to the partic-
ipant misreading the descriptions of one of the game elements. The participant
assured us that the storyboard and respective game element were clear to him.

4 Main Study

We conducted an online survey, which was available in English and German.
Participants were recruited via social media and Academic Prolific (paid 1.50
pounds). The study took 10–15 min to complete and was approved by our Ethical
Review Board2. After asking for demographic data and gaming behavior, the
TTM SoC was determined using a validated scale for the Physical Activity
context [14]. For later analysis, participants were split into two groups: “Low-
TTM” (participants who did not take action so far, having a SoC≤ 3 [33]) and
“High-TTM” (participants who did take action, having a SoC≥ 4 [33]), according
to the suggestions of Xiao et al. [33] on how to analyze the different TTM stages.
Afterwards, participants’ user type was determined using the Hexad User Types
scale [30]. Finally, as the main part of the questionnaire, participants were shown
the 12 storyboards in a randomized order. To measure the persuasiveness of
each gamification element depicted in the storyboards, we adapted the perceived
persuasiveness scale by Drozd et al. [6] in the same way as was done by Orji et
al. [19]. The scale consists of four items to be answered on 7-point Likert scales.
A Shapiro-Wilk test revealed that the persuasiveness items were not normally
distributed, which is why we used non-parametric tests for our analysis. For
correlation analysis, Kendall’s τ was used, as it is well-suited for non-parametric
data [10]. It should be noted that Kendall’s τ is usually lower than Pearson’s

2 https://erb.cs.uni-saarland.de/, last accessed January 24, 2019.

https://erb.cs.uni-saarland.de/
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r for the same effect sizes. Therefore, we transformed interpretation thresholds
for Pearson’s r to Kendall’s τ , according to Kendall’s formula [32] (small effect:
τ = 0.2; medium effect: τ = 0.3; large effect: τ = 0.5).

Table 2. Persuasiveness of gamification elements in the Low- and the High-TTM group
and results of Mann-Whitney-U tests comparing them (“Diff. sig.”). Significant differ-
ences from the neutral choice are colored (green = positive, red = negative deviations)

Low-TTM High-TTM Diff. sig.

Virtual Character
M = 4.05, SD = 1.77,
Mdn = 4.50

M = 3.94, SD = 1.81,
Mdn = 4.25 -

Custom Goal
M = 4.34, SD = 1.49,
Mdn = 4.63

M = 4.70, SD = 1.55,
Mdn = 5.25 -

Personalized Goal
M = 4.88, SD = 1.44,
Mdn = 5.00

M = 4.93, SD = 1.38,
Mdn = 5.25 .

Challenge
M = 4.32, SD = 1.65,
Mdn = 4.75

M = 4.88, SD = 1.27,
Mdn = 5.00

p = 0.045, Z = -2.00,
U = 3173.50

Badges
M = 3.95, SD = 1.57,
Mdn = 4.00

M = 4.46, SD = 1.40,
Mdn = 4.75

p = 0.028, Z = -2.19,
U = 3108.50

Points
M = 4.39, SD = 1.46,
Mdn = 5.00

M = 4.52, SD = 1.43,
Mdn = 4.50 -

Rewards
M = 5.16, SD = 1.48,
Mdn = 5.25

M = 5.50, SD = 1.39,
Mdn = 5.75 -

Knowledge Sharing
M = 4.06, SD = 1.52,
Mdn = 4.25

M = 4.26, SD = 1.51,
Mdn = 4.50 -

Unlockable Content
M = 4.70, SD = 1.49,
Mdn = 5.00

M = 4.84, SD = 1.53,
Mdn = 5.00 -

Cheating
M = 2.12, SD = 1.16,
Mdn = 2.00

M = 2.35, SD = 1.44,
Mdn = 2.00 -

Social Collaboration
M = 4.23, SD = 1.56,
Mdn = 4.88

M = 4.81, SD = 1.61,
Mdn = 5.25

p = 0.009, Z = -2.62,
U = 2963.50

Social Competition
M = 4.09, SD = 1.74,
Mdn = 4.50

M = 4.61, SD = 1.76,
Mdn = 4.75

p = 0.048, Z = -1.98,
U = 3180.50

4.1 Results

We excluded three participants who are unable to exercise or answered all gaming
related questions with “Strongly disagree”, leading to 179 valid responses. Of
these participants, 44.1% were male, 55.3% were female and 0.6% identified
themselves as “nonbinary”. Most participants (38%) were aged 18–24 years,
followed by 25–31 (34.1%), 32–38 (17.3%), 39–45 (6.7%) and younger than 18
(1.7%). The remaining participants were aged 45 and older (1.7%). Participants
claimed to have a passion for video games (M = 3.70, SD = 1.11, Mdn = 4.00)
and to frequently play video games (M = 3.58, SD = 1.24, Mdn = 4.00).
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SoC and Gamification Elements. After splitting participants into two TTM
groups (as suggested in [33]), 72 participants were in the Low-TTM and 107
participants in the High-TTM group. To investigate whether the perceived per-
suasiveness changes between these groups, we performed a two-sided Mann-
Whitney-U test for each gamification element. Also, a one-sample Wilcoxon
signed rank test was performed against the value 4 on the 7-point scale to
investigate which gamification elements were perceived as significantly better
or worse than the neutral choice. Table 2 shows an overview of these tests and
the means and medians of the perceived persuasiveness for each gamification
element. Overall, we found that some gamification elements were perceived sig-
nificantly differently from the neutral choice in the High-TTM group but not in
the Low-TTM group. Also, significant differences for four gamification elements
were found. Badges and Challenges, both building on the need for mastery or
competence [15], were shown to be significantly more persuasive for users at
high stages of change than for users at low stages. This is explainable by goal-
setting theory (as both elements require reaching a goal), stating that goals
are most effective when users are committed to them [27], which is unlikely for
users in the Low-TTM group. Another reason could be that participants in Low-
TTM considered themselves not to be able to reach those goals [7]. Moreover,
Social Competition and Social Collaboration, both building on the relatedness
motive [15] were perceived as significantly more persuasive in the High-TTM
group. A potential reason for this includes the fear to not be able to keep up
with other users [7], detrimentally affecting users’ motivation. These findings
show that the SoC on its own is a relevant factor that should be considered in
tailoring persuasive, gamified interventions in the physical activity context.

Table 3. Kendall’s τ and significance between the Hexad user types and the gamifica-
tion elements. Bold entries represent expected correlations (Table 1). *p < .05, **p < .01

AC DI FS PH PL SO

Virtual Character - - - - .237** .114*

Custom Goal .205** - .132* .119* - .106*

Personalized Goal .211** - - .145** - -

Challenge .200** - .145** - .177** -

Badges .122* - - - .223** -

Points .201** - .110* .192** .169** .105*

Rewards .114* - - .152** .250** .109*

Knowledge Sharing .123* - - .234** - .175**

Unlockable Content .140** - .143** - .163** -

Cheating - .157** - - - -

Social Collaboration .147** - .153** .145** .216** .314**

Social Competition .105* - - - .370** .204**
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Hexad User Types and Gamification Elements. Table 3 presents the sig-
nificant correlations of gamification elements to each user type. We found 16
positive correlations between user types and gamification elements out of 17
expected correlations (see Table 1). The positive correlation between the gam-
ification element “Virtual Character” and the“Achiever” user type is the only
correlation that was expected but not found. Given these results, we extend
and replicate previous work [20,30]: We show the applicability of previous find-
ings in the Physical Activity context and contribute evidence for previously
hypothesized, but not yet shown correlations, i.e. between the Philanthropist
and the gamification element “Knowledge Sharing” and between the Disruptor
and the gamification element “Cheating” [30]. In addition to expected correla-
tions, some unexpected correlations were found. However, this is in line with
previous research about the Hexad user types [20,30]. Also, all but one unex-
pected correlations are weak (τ < 0.2), which suggests that their actual effect is
negligible.

Table 4. Kendall’s τ and significance between the Hexad user types and gamification
elements for the Low- and the High-TTM group. Colored cells indicate that a correla-
tion is significantly stronger in one group than in the other group. *p < .05, **p < .01

Low-TTM High-TTM
AC DI FS PH PL SO AC DI FS PH PL SO

Virtual Character .218* - - - - - - - - - .304** .183**
Custom Goal .192* - - - .171* - .215** - .178* .194** - -
Personalized Goal - - - - - - .253** - .178* - - -
Challenge .182* - - - - - .214** - - - .249** -
Badges - - - - .215* - .161* - - .141* .276** -
Points - - - .213* - .191* .250** - .200** .170* .195** -
Rewards - - - - .182* - - - - .144* .303** -
Knowledge Sharing - - - - - - .191** - - .327** - .248**
Unlockable Content - - .222* - - - .154* - - - .230** -
Cheating - .222* - - - - - - - - - -
Social Collaboration - - .191* - - - .153* - - .185** .285** .343**
Social Competition - - - - .316* - - - - - .422** .206**

SoC, Hexad User Types and Gamification Elements. To investigate
potential effects of the SoC on the set of suitable gamification elements for
each user type, we compared correlations of gamification elements to user types
between the Low- and the High-TTM group. Table 4 shows these correlations for
both groups. The analysis revealed that the set of significantly correlating gam-
ification elements is different in both groups, suggesting that taking the SoC
into account when tailoring persuasive systems for user types should improve
personalization. To emphasize this, we also investigated whether the strength of
correlations differs significantly between the Low- and the High-TTM groups.
For this, we converted Kendall’s τ to Pearson’s r according to Kendall’s formula
described in [32]. Afterwards, we applied Fisher’s z-transformation to these coef-
ficients to check for effects. Supporting the main hypothesis of this paper, we
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found multiple significant differences between the groups for all user types but
the Disruptor. Gamification elements for which the correlation coefficient signifi-
cantly increased on a user type level are colored green in Table 4. For example, we
found that the correlation between the “Virtual Character” gamification element
and the “Achiever” user type is significantly stronger in the Low-TTM than in
the High-TTM group. Similarly, we found that social competition is positively
affecting for Socializers only when being in a High-TTM stage. Besides the Dis-
ruptor, we found similar findings for all other user types. Therefore, these results
should be considered when making decisions about which gamification elements
should be included in a system, in order to enhance its persuasiveness.

Discussion and Limitations. We investigated the effect of behavior change
intentions on the perception of gamification elements in the Physical Activity
domain. We contribute three main findings: First, we presented results about the
individual impact of the SoC on the perception of each gamification element,
leading to a set of well- and poorly perceived elements for each TTM group.
We found that there are differences in this set, as many gamification elements
are not perceived similarly across groups, showing that the SoC impacts their
perception. This is supported by finding multiple significant differences between
both groups, showing that considering the SoC for tailoring gamified, persua-
sive systems in the Physical Activity domain is important. Second, confirming
previous findings [20,30], we found 16 out of 17 expected correlations between
gamification elements and Hexad user types. Besides validating previous findings
in the Physical Activity context, we contribute a set of new correlations, which
were expected in previous works [15,30], but have not been shown. This might be
due to using storyboards rather than textual descriptions as in [30] and because
of using a concrete context rather than a general context, also as in [30], poten-
tially leading to a more concrete idea of how the elements work. Additionally,
we examined the “persuasiveness” of gamification elements, whereas past work
by Tondello et al. [30] investigated “enjoyment”. Third, by analyzing the effect
of the SoC on the set of relevant gamification elements for each user type, we
show that even though the user type itself may remain stable [30], the set of rel-
evant gamification elements does not. This is important, as so far a static set of
elements has been suggested for each user type [30], not taking into account the
dynamic process of behavior change intentions [23]. However, our work has sev-
eral limitations that should be considered. First, we used storyboards to assess
the persuasiveness of each gamification element. Therefore, validating our find-
ings using real implementations is an important next step. Second, even though
we investigated atomic gamification elements, some aspects of the realization of
these gamification elements are inherently a matter of interpretation, affecting
the external validity of our results when implementing gamification elements
differently. Third, it should be noted that combining gamification elements may
create different experiences for the user, which should be analyzed in future work.
Fourth, our participants reported to have experience in games, which should
be considered. Last, we cannot say whether our findings generalize to different
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contexts besides Physical Activity. Therefore, further research should be con-
ducted about the SoC as a factor for personalization in different contexts.

5 Conclusion and Future Work

We investigated the effect of behavior change intentions on the perception of
gamification elements in the Physical Activity domain, both on their own as
well as for each Hexad user type. We conducted an online study (N = 179) and
replicated previous correlations between the Hexad model user types and gam-
ification elements. This suggests the validity of previous results found in other
domains [20] or in a general context [30]. Thus, we contribute a set of suitable
gamification elements for each user type. Furthermore, we provide the first inves-
tigation of using behavior change intentions to personalize gamified, persuasive
systems. As an overarching result, we show that the set of relevant gamification
elements does not remain stable for each user type, but dynamically changes
when behavior intentions change. This is important as, so far, a static set of
gamification elements has been suggested for each user type [30]. In future work,
gamification elements should be implemented to investigate in how far our find-
ings are transferable to real implementations. Furthermore, our results suggest
that investigating the effect of behavior change intentions in different contexts
is worthwhile to consider in order to inform the design of persuasive systems.
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Abstract. The persuasiveness of a narrative is increased by the audience’s
engagement with it, which in turn depends on the extent to which its needs and
goals are served by the narrative. This study considers whether indulging the
audience’s prejudice might be a way to serve their needs and increase
engagement. Two different versions of a news videoclip, one neutral and one
prejudiced, were displayed in a between-participants design (N = 44). The
participants’ familiarity with the topic and prejudice against it were measured,
and their effect on the engagement with the two types of video was tested. The
analysis shows an indifference for biased content, equally engaging than non-
biased; they also show an effect of familiarity. These first results are relevant to
the current debate about biased news and the potential manipulative role of
personalized content recommendations.

Keywords: Engagement � Prejudice � News � Narrative persuasion

1 Introduction

Narratives describe the sequential connection between events. They are not only a
natural format to organize and share information, explain new concepts, and provide
justifications [3, 26]; but also one of a great persuasive power. Reporting events as
sequential chains of cause and effect is one of the most renowned principle of per-
suasion [8]. DalCin et al. also suggest that the narrative format makes it more difficult
to apply counterarguments [6]. Green and Brock found that the more participants
reported to be transported into a story, the less false notes they found in it [14],
regardless of whether the story was labeled as fact or fiction; it also activated story-
consistent believes. According to Slater and Rouner, the engagement with a narrative
makes the audience less aware of any hidden persuasive agenda [27].

Engagement is a multi-dimensional concept used to capture the experiential
involvement with a media and its content [7]; it can be defined as a quality of the user
experience characterized by the depth of the cognitive, temporal, behavioral, and
affective investment in interacting with a digital system [21]. Among the factors that
facilitate engagement in a narrative is the personal identification with it [6, 27]:
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empathy with characters [4], prior knowledge or experience relevant to the theme of the
story [13], a system of beliefs consistent with the media content selected. In the
qualitative study carried out by O’Brien [19], at least seven interviewees out of 30
mentioned that a personal connection with the news makes them more engaging [19,
24]. A similar idea emerges from the study reported McCay and colleagues [18], who
found that the participants’ interest in the topic is a good predictor of their focused
attention, more than the visual catchiness of the news presentation.

From the point of view of persuasion, this suggests that to make some piece of
news more engaging (and then persuasive, according to [27]) one needs to facilitate the
users’ identification with it. This can be achieved by emphasizing topics that are close
to the participant’s personal sphere of interests (autobiographical familiarity); or by
emphasizing aspects that are close to the users’ beliefs and worldview (attitudinal
closeness). Both strategies are at reach nowadays given the level of sophistication of
the techniques to identify users’ preferences and recommend content consequentially
(e.g., [16, 17]). Within a larger project that aims at understanding users’ response to
biased content in the news, we report here an exploratory study in which we examine
the effect of familiarity with the news topic and of holding a prejudice towards the news
topic on the audience’s engagement with news.

2 Study Method

The study consists of showing participants a video clip that reports a piece of news and
then measuring their level of engagement with it. Neutral and prejudiced versions of
the video are varied between participants. The participants’ familiarity with the news
topic and their prejudice against such topic are measured and related with the
engagement level.

2.1 Video

In order to select the topic of the news, we carried out a preliminary small survey with
participants similar to the ones involved in the main study, i.e., students enrolled in a
university course at the University of Padova, mainly psychology. We were looking for
a subject that was relevant to them, and that could be a target of prejudice for a part of
them. We asked participants to (a) express their “level of concern” for a set of topics on
a 5-point scale (1 = I am indifferent, 5 = I am very concerned); and (b) to provide up to
three adjectives or words spontaneously associated with each topic. The first question
gave us a rough idea of whether participants had a strong position about the topic, and
the second was meant to collect terms that could be used in the video commentary.
Since train transportation was one of the topics, we also asked participants if they were
commuters or not. The questionnaire was administered in paper and pencil modality
after signing an informed consent. 37 first-year psychology students (26 women)
participated. Out of the five topics proposed (university tuitions, trains comfort and
timeliness, animal testing in research, recycling efficiency at the campus, and
male/female ratio in the students’ population), we eventually selected trains comfort
and timeliness, because for this topic most respondents avoided the middle value of the
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scale (8 respondents only out of 36) and 66.67% of the adjectives were negative
(delays, crowded, expensive, dirty). We also noticed that being a commuter made
concern more likely.

Following the lead provided by this short survey, we created a video about train
service, in which new plans were announced fulfilling the needs of commuters in the
region in which the data were collected. The video was created with Powtoon and
comprised a sequence of images related to train transportation, an audio commentary
and over-layered graphics (Fig. 1). Images of commuters and railway transportation
were taken from the Internet. Audacity was used for sound editing. To obtain the two
versions of the video, slight changes in the audio commentary were made to either
exclude or include a few sentences betraying a strong prejudice against train trans-
portation. For instance, the neutral sentence “I spend four hours a day on public
transportation, so I value the quality of the services to commuters” became “I spend
four hours a day on public transportation. Unluckily, I waste both time and money due
to several disservices”. Overall, each version of the video lasted about 2 min.

2.2 Data Collection Tools

User Engagement scale. The most robust measure for engagement is the UES (User
Engagement Scale). It has been used to test user engagement in a variety of digital
domains including news [20, 22]. We used the version validated by O’Brien, Cairns
and Hall [23] and covering four constructs. Despite the names of the constructs, which
seem somehow restrictive in scope, the items are able to cover a large part of the user
engagement experience: Focused Attention (FA) measures the extent to which the user
feels immersed in the content (e.g. “I lost myself in this experience”), Perceived
Usability (PU) measures the ease with which the content was experienced (e.g., “This
experience was demanding.”), Aesthetics (AE) measures the aesthetic pleasantness of
the experience (e.g. “This application was aesthetically appealing”) and Reward
(RW) measures how satisfactory the experience was (e.g. “Using the application was
worthwhile” or “This experience was fun”). Answers were collected on a Likert scale
ranging from 1 to 5 (1 = strongly disagree). In order to employ this scale, certain

Fig. 1. Screenshots from the video used in the study (left) and from the IAT task (right).
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wordings had to be modified to reflect the medium used in our study (for example
“video” and “watching” replaced “application” and “using”). The scale was then
translated to Italian following the Translation-Back translation method [2]: three dif-
ferent Italian native speakers with high knowledge of English translated the original
scale to Italian separately; then they met to solve any discrepancy between their
individual versions. A bilingual Italian and English speaker, who was not involved in
the forward translation and had no knowledge in human-computer interaction or user
engagement, translated the resulting version back to English. The discrepancy with the
original UES scale were examined by the research team and adjusted to produce the
final version, reported in Appendix 1. All translators were asked to choose the simplest
and most straightforward translation, and to avoid the use of local or colloquial
terminology.

Familiarity with Public Transportation and Other Self-reported Measures. Par-
ticipants’ familiarity with public transportation was checked with a set of items col-
lected at the end of the session (Appendix 1). A few additional items checked that some
inclusion criteria were met, i.e., that participant’s mother tongue was Italian and that
there was no left hand preference. Participants’ age, and type of academic course in
which they were enrolled were also collected.

Prejudice. An Implicit Association Test (IAT) was used to detect the presence of
prejudice against public transportation. The IAT consists of presenting one stimulus at
a time on a computer screen along with two labels (Fig. 1, right), which are positioned
on the top-left and on the top-right areas of the screen [15]. The participant is asked to
pick as quickly as possible the correct label to categorize each stimulus, for instance
‘transportation’ to categorize the image of a train, or ‘pleasant’ to categorize the word
‘beautiful’ (Table 1). The label is picked by clicking on it with the mouse, following
Freeman and Ambady [9]. The central part of the IAT consists of two combined blocks
of trials (block 3 and 5 in Table 1), where target and attributes are both used alter-
natively as stimuli, so that the same part of the screen can be occupied by labels
referring to the target (transportation or food) and by labels referring to the attributes
(positive or negative). When the participant needs to pick the attribute positioned in the
same space of the screen as the target, the task performance is hampered if the attribute
and target are competing and dissonant categories in the experience of the participant.
For instance if “trains” and “smart” share the same button, and the participant has a
negative prejudice against trains, the clicking behavior is slower [9]. As an alternative
category to public transportation for the discrimination tasks we chose food; for the
attributes, we had a set of positive ones (good, smart, beautiful, wonderful, pleasant)
and of negative ones (bad, ugly, rude, horrible, annoying) fitting both types of target,
i.e. transportation and food. The fourth and fifth blocks were displayed before or after
the second and third, to counterbalance the order of tasks.
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2.3 Data Collection and Analysis

Procedure. The video and the questionnaire were displayed via OpenSesame v.3.2.5,
while the IAT interface was provided by MouseTracker v.2.84 [9]. In both cases the
participant could proceed autonomously from task to task by reading the instructions
on the screen. At the time appointed for the data collection session, the participant was
welcome, and was asked to read the information note about the study. After signing the
consent to participate, the participant was randomly assigned to either the neutral video
condition or the prejudiced video condition and the session started; the participant was
instructed on the way to start the task and recommended to carefully read the
instructions on the screen. The participant was left alone in the room and asked to call
the researcher after the end of the IAT part in order to switch interface. The whole
session lasted about 30 min. The response time (RT) in the compatible and incom-
patible blocks of the IAT was collected by MouseTracker in a log file, while the
answers to the questionnaire were collected in a csv file via GoogleForm.

Data Preparation. To identify prejudice, the D index was calculated. The mean
Response Time recorded during the incompatible block (the block associating transport
and unpleasant attributes) was subtracted from the mean Response Time recorded
during the compatible block (the block associating transport and pleasant attributes);
this difference was then divided by the inclusive standard deviation of the two blocks
[15]. Participants having negative D values (D < −0.2) are considered as holding a
negative prejudice. The general UE score and the score of each UE subscale were also
calculated, after reversing the score of items PU1, PU2, PU3, PU4, PU5, PU6, PU8,
and RW3. An additional preparatory work consisted of recoding the willingness to
watch longer (30 s = 1, 1 min = 2, 2 min = 3, 3 min = 4, 4 min = 5, Longer than
4 min = 6), and the frequency of using transportation (daily = 1, some times a
week = 2, a few times a month = 3, never = 4).

Research Questions. The study is exploratory, and investigates the effect of famil-
iarity, exposition to prejudiced content and holding a prejudice on the engagement with
the news content. By engagement we mean: (a) the overall UE score; (b) the scores of
all UE subscales (FA; PU; AE; RW); and (c) the willingness to watch the video longer.
All statistics were run using R software version 3.3.3.

Table 1. The structure of the IAT tasks

1st block 2nd block 3rd block 4th block 5th block

Goal Target discrimination Attribute
discrimination

First combined task Reverse attribute
discrimination

Reverse combined

Labels Left Right Left Right Left Right Left Right Left Right

Transportation Food Positive Negative Transportation/
Positive

Food/
Negative

Negative Positive Transportation/
Negative

Food/
Positive

Stimuli Picture Text Picture or Text Text Picture or Text

Trials 20 20 40 40 40
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2.4 Ethics

During recruitment the study goal was described, generically, as assessing the audience
reaction to multimedia content. Two consents were asked, one for participating in the
study and one, after debriefing, to obtain permission to use the data collected; the
participant kept a copy of each. A disclaimer was given at the end of the data collection
session that all content in the video was fabricated for the sake of the study and the
news was then not actually true. All data was pseudonymized and the file with the
participants’ identity was destructed four weeks after completing the data collection.
No physical or psychological wellbeing was compromised by the procedure. No
monetary or other compensation was offered. Common content was used for pictures
and licensed software for programming (free or test).

2.5 Participants

Recruitment took place at the university campus as well as via dedicated social media
platforms. Mandatory recruitment criteria were being an Italian native speaker (due to
the categorization task with Italian words) and right-handed (to simplify mouse
movement analysis); fulfillment of such criteria was checked during recruitment as well
as via dedicated questionnaire items (Appendix 1). 56 participants completed the study;
12 participants were excluded from the analysis being left-handed or having incomplete
data for some technical issue, thus leaving a total sample of 44 participants (29 women
and 15 men, aged 25 years on average, SD = 2.29). They were mostly right-handed
(93.18%), except for three participants who were ambidextrous. Most of them were
enrolled in a psychology course (86.36%) and the remaining ones in other university
courses. No one participated in the preliminary study.

3 Results

3.1 Overall Results

Regarding the video content, the scores expressing the engagement with it were overall
positioned on the middle value of the scale (M = 3.18, SD = 0.50); higher values were
observed in the items referring to one construct, PU (M = 4.11, SD = 0.56), which
measured the ease with which the video was experienced (Fig. 2). The willingness to
keep on watching the video longer after the end of the session was on average 2.6 min
(SD = 1.37), which was not the shortest possible option and which was longer than the
duration of the video itself.
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A negative prejudice against train transportation (D < −0.2) was found in more
than a half of the sample, i.e. in 63.64% of the participants. Since 54% of them declared
to use public transportation daily/a few times a week, and 77% declared to use trains at
least a few times a month, we assumed that participants’ prejudice might somehow be
related to their personal experience. To examine whether this was the case, a Wilcoxon
rank sum test with continuity correction was run to test the relation between the
declared frequency of using public transportation and the presence of negative preju-
dice against it, returning a result close to statistic significance, W = 151, p = 0.06.
Similarly, a significantly higher frequency of prejudice in heavy train users was found
after running a Wilcoxon rank sum test, W = 92.5, p = .021 (Fig. 3); the 83.33% of the
train commuters have shown a negative prejudice against train transportation
(D < −0.2) versus only the 50% of participants who do not use the train. This suggests
that, in our sample, the personal experience with trains tends to be accompanied by
negative prejudice; however, negative prejudice are hold also by participants who do
not use the train, reflecting a pervasive cultural stereotype.
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3.2 Factors Affecting User Engagement

We measured the relation between familiarity (the frequency of use of public trans-
portation) with the overall UE score and the score of its sub-constructs with a Pearson
correlation (overall UE score r = .103, p = .507; single constructs scores: FA
r = −.070, p = .653; PU r = .233, p = .127; AE r = −.091, p = .555; RW r = .181,
p = .239). We also measured the correlation between the frequency of using trains with
the overall UE score and its sub-constructs (overall UE score r = .065, p = .697; single
constructs scores: FA r = −.110, p = .512; PU r = .246, p = .137; AE r = −.104,
p = .535; RW r = .127, p = .449). In this way we considered the effect of having a
direct experience of public transportation on the engagement with the video and the
willingness to watch it longer. According to the results reported above, no significant
effect was found.

Regarding the effect of holding a prejudice against public transportation, we
compared with a t-test the UE overall score, as well as the score of each UE subscale, in
participants holding a negative prejudice vs. participants holding no prejudice. No
significant difference was found (overall UE score t = .347, p = .730; single constructs
scores: FA t = .141, p = .888; PU t = 1.253, p = .219; AE t = .418, p = .678; RW
t = −.476, p = .637). The willingness of these two groups to watch the video longer
was then compared with a Wilcoxon rank sum test, returning no significant difference,
W = 199, p = .536.

Then we checked the effect of prejudiced content compared with neutral content on
the same variables. Again, no difference was found (overall UE score t = .186,
p = .853; single constructs scores: FA t = .227, p = .821; PU t = 1.378, p = .176; AE
t = −.038, p = .970; RW t = −.628, p = .537). With a Wilcoxon rank sum test we also
tested the difference between these two groups in the willingness to watch the video
longer, and found no effect, W = 265, p = .576.

Finally, we focused on one subconstruct of UE that seemed more sensitive, PU.
A multiple linear regression was calculated to predict the engagement subconstruct
called PU based on two factors, the frequency of using public transportation (famil-
iarity) and the presence of a prejudice against public transportation; the regression
equation was not significant, (F2,35) = 2.93, p = .067 with an R2 of .094. If the factors
were considered separately, however, the frequency of public transportation resulted to
be a significant predictor of PU, t = 2.148 p = .038, while prejudice was not signifi-
cant, t = −1.84 p = .074. Also, if train commuters were split into groups, commuters
versus non commuters, and a regression was run with train commuter and holding a
prejudice as factors a not significant regression equation was found, (F2,35) = 2.73,
p = .079 with an R2 of .085. But the effect of train commuters on PU was significant,
t = 2.056, p = .047, while prejudice was not significant t = −1.76, p = .087. The
correlation with the willingness to watch the video longer tested with Spearman’s rank
correlation for the frequency of using public transportation (rho = .088, p = .571), and
with Wilcoxon rank sum test for the difference between train commuters and non
commuters (W = 136.5, p = .196) was not significant.
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4 Conclusions

The analysis showed that both types of video, neutral or prejudiced, were received with
great ease, and participants were willing to keep watching them. In other words, the
presence of biased content in the video did not affect the engagement with it, which was
no higher but also no lower than with the neutral video. Even participants who were
void of any prejudice against public transportation did not seem disturbed by watching
biased content. Of the two factors considered here, holding a prejudice or having
personal familiarity with public transportation, only the latter affected engagement.
This is consistent with the theory of narrative persuasion [27], according to which
engagement increases if the narrative serves personal goals: prejudice might be of
cultural origin and not derive from personal experience. In the future, we will try and
see if these results are confirmed even if the difference between biased and prejudiced
video is enhanced by including prejudice in the visual content and by using neutral and
prejudiced topic. We will also see if engagement and credibility are affected differently.

The results of this first exploratory study allow to make some initial remarks about
the persuasive power of narratives. First, users might feel engaged with news content
just because it seems close to their own experience; the occurrence of this phenomenon
is exacerbated by the pervasiveness of technological solutions that recommend on-line
content based on past navigation history and preferences. This might lead in turn to the
false impression that one’s worldview and life experience is shared by many; or can
accentuate that natural tendency to find confirmation for our own beliefs. The second
remark regards users’ seeming lack of awareness of the extent to which news can be
biased and prejudiced; if participants, regardless of their position on a given topic, were
not annoyed by content that is prejudiced, what would be the threshold they are willing
to reach before eventually discarding a source as not credible? Persuasive interventions
that have the goal of increasing users’ awareness of narrative persuasiveness would be
much beneficial, accompanied by regulatory provisions and safeguards against diffu-
sion of forged news.

Acknowledgments. We thank Roberto Barattini for having recorded his voice as a narrator in
the video.

Appendix 1. Questionnaire

Constructs Items

1 UE-FA I lost myself in the narrative (Mi sono perso/a nel racconto)
2 UE-FA I was so involved in the narrative that I lost track of time (Ero cosi

coinvolto/a nel racconto che ho perso la concezione del tempo)
3 UE-FA I blocked out things around me when I was watching the video (Mentre

guardavo il video mi sono isolato/a da ciò che mi circondava)

(continued)
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Constructs Items

4 UE-FA When I was watching the video, I lost track of the world around me.
(Quando stavo guardando il video, ho perso la concezione del mondo
intorno a me)

5 UE-FA The time I spent watching the video just slipped away. (Il tempo speso a
guardare il video è passato velocemente)

6 UE-FA I was absorbed in the narrative. (Ero immerso/a nel racconto)
7 UE-FA During the narrative I let myself go. (Durante il racconto mi sono

lasciato/a andare)
1 UE-PU I felt frustrated while I watched this video. (Mi sono sentito/a frustrato/a

mentre guardavo questo video)
2 UE-PU I found the video confusing to watch. (Ho trovato questo video

disorientante da guardare)
3 UE-PU I felt annoyed while I was watching the video. (Mi sono sentito/a

infastidito/a mentre guardavo il video)
4 UE-PU I felt discouraged while I was watching the video. (Mi sono sentito/a

scoraggiato/a mentre guardavo questo video)
5 UE-PU Watching this video was mentally taxing (Vedere questo video è stato

mentalmente difficile)
6 UE-PU The narrative was demanding. (Il racconto è stato impegnativo)
7 UE-PU I felt in control while I was watching the video. (Mi sono sentito/a in

controllo mentre guardavo questo video)
8 UE-PU I could not do some of the things I needed to do while I was watching the

video. (Non ho potuto fare alcune delle cose che dovevo fare mentre
guardavo il video)

1 UE-AE This video was attractive (Questo video era piacevole)
2 UE-AE This video was aesthetically appealing (Questo video era esteticamente

accattivante)
3 UE-AE I liked the graphics and images in the video. (Mi sono piaciute la grafica e

le immagini del video)
4 UE-AE The video appealed to be visual senses. (Il video ha attratto i miei sensi

visivi)
5 UE-AE The screen layout of the video was visually pleasing. (Il layout dello

schermo del video era visualmente piacevole)
1 UE-RW Watching the video was worthwhile (È valsa la pena guardare il video)
2 UE-RW I consider this experience a success. (Considero questa esperienza un

successo)
3 UE-RW This experience did not work out the way I had planned. (Questa

esperienza non ha funzionato come avevo pianificato)
4 UE-RW This experience was rewarding. (Questa esperienza è stata gratificante)
5 UE-RW I would recommend the video to my family and friends (Raccomanderei il

video alla mia famiglia e ai miei amici)
6 UE-RW I would continue to watch the video out of curiosity. (Riguarderei questo

video per curiosità)

(continued)
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Constructs Items

7 UE-RW The content of the video incited my curiosity. (Il contenuto del video ha
stimolato la mia curiosità)

8 UE-RW I was really drawn into the narrative. (Sono stato/a veramente attratto/a
dalla narrazione)

9 UE-RW I felt involved in the narrative. (Mi sono sentito/a coinvolto/a dalla
narrazione)

10 UE-RW This experience was fun. (Questa esperienza è stata divertente)

1 Willingness to
watch longer

How longer would you keep watching the video without getting bored
(Quanto più a lungo avresti guardato il video senza annoiarti?)
RESPONSE OPTIONS: 30 s/1 min/2 min/3 min/4 min/Longer than 4 min

2 Background How old are you (Quanti anni hai?)
3 Background In what university course are you enrolled? (A quale corso universitario sei

iscritto?)
4 Inclusion
criterion

What is your mother tongue? (Qual è la tua lingua madre?) RESPONSE
OPTIONS: Italian/Other

5 Familiarity Are you a commuter (Sei pendolare?) RESPONSE OPTIONS: yes/no
6 Familiarity How often do you use public transportation? (Quanto spesso usi i trasporti

pubblici?) RESPONSE OPTIONS: daily/some times a week/a few times a
month/never

7 Familiarity Which public transportation means do you use more often? (Quali mezzi di
trasporto pubblico usi più spesso?) RESPONSE OPTIONS: train, bus,
tram, other (specify)

8 Inclusion
criterion

What is you hand preference? (Sei mancino o destrimane?)
RESPONSE OPTIONS: righthanded, lefthanded, ambidextrous

9 Familiarity Have you ever been a commuter in the past? If you did, which
transportation means did you use? (Sei mai stato un pendolare regolare in
passato? Se sì, con che mezzo?)
RESPONSE SCALE: Bus; train; car (you can select more than one)
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Abstract. This paper addresses the possibility to build on the success of digital
development in order to design messages that will be seen by individuals as
being the most relevant to the object being addressed. By studying the social
representations status as well as ergonomic features of interfaces like the
information elements’ location and the color of background, we tried to deter-
mine whether persuasive technology can be a particularly effective medium to
achieve favorable attitudes and behaviors towards organ donation. We recorded
participants’ ocular activity and administered them a self-reported measures
questionnaire. Results show several significant effects, particularly on attitudes,
intentions and behaviors. We demonstrate that to increase the persuasive impact
of a message, it is better to mobilize central elements of the social representa-
tions of the object being treated and to place these elements in the middle of the
screen. The blue background screen did not show the expected effects. However,
regarding to the interaction between social representations’ status and back-
ground’s color, it seems that white is more appropriate than blue for techno-
logical persuasion. In the end, this research contributes to propose optimization
tracks for public communication though technologies, for example in fields of
health, commerce, education, environment, professional efficiency or social
media marketing.

Keywords: Persuasive technology � Social representations �
Ergonomics of interfaces � Behavior change � Organ donation

1 Introduction

Responses provided by users to computers follow the same characteristics in terms of
emotions [40] and persuasion [38] as what can be observed in human-human
interactions.

In this paper, we argue that, building on psychosocial concepts and combining
them with design features for human-media interactions (HMIs), we could propose a
better approach of the user’s psychology.

The present study intends to rely on the fields of technological persuasion, social
representations (SR) and ergonomics of interfaces in order to deliver the messages that
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are most suitable for individuals in relation to the object being addressed. Our ultimate
purpose is to investigate the effects of technological persuasion on changes in attitudes
and behaviors, specifically regarding to organ donation.

In the following, we will discuss the interconnection between SRs and socio-
cognitive process [6, 22]. Although works have shown that articulating the SR’s status
with commitment procedures and binding communication is particularly efficient to
subsequently obtain attitudes’ and behaviors’ changes [15, 41], to our knowledge, no
studies have yet explored the articulation between the theory of SRs and the field of
technological persuasion.

Associating the salience’s power of the central elements of the representations with
ergonomic features would suggest us new ways for understanding technological per-
suasion implications.

2 Persuasion: A Dialogic Communicative Process

Persuasion can be summed up as transmitting a message from a source to a target with
the aim to modify the attitudes and possibly the behaviors of this target [4].

Although we can think that they are independent parts, source and target might
necessarily be engaged in an interactive process and transformed in and through
communication and social thought [24]. Therefore, persuasion goes beyond the simple
level of a content’s diffusion. The dialogism of this communication involves multi-
dimensional aspects and multiple purposes, reminding us of the mechanisms involved
in HMIs.

Just as persuasive communication designs the strategies that are most suited to the
objectives pursued, the systems contain tasks that each respond to specific goals.
Consequently, it appears particularly appropriate to bring together what happens in the
dialogical process of persuasive communication with that happens in human-machine
interactions. The systems functioning is thus, very well-articulated with the fields of
interpersonal communication and influence, and it can be related to research on
decision-making in interaction [10].

Consequently, exposing users to elements that are supposed to be the most
cognitively salient to them can be particularly relevant to enhance the persuasive
impact [9].

In this paper, we refer to the theoretical field of SRs as a key to understand the ways
in which individuals and groups communicate and behave (see [27]).

The content constituting SRs is structured in a dual system of ‘central’ and ‘pe-
ripheral’ elements [1, 26]. Central elements can be defined as a stable set of cognitions
produced and shared by the individuals of the same group about the same object [1, 26,
33]. They have the particularity of being meaning markers. On their part, peripheral
elements constitute the individualized part of the SR and thus, support the hetero-
geneity of the group [1, 26, 33]. They have the particularity of being context-sensitive
[23, 35].

Because of their consensual and stable character, central cognitions could partic-
ularly appropriate to fulfill the epistemic function of the SRs [7]. They effectively make
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possible to provide the individual with a predictable and controllable vision of the
world.

Maintaining that central cognitions contain more necessary and salient content than
the peripheral [17], we can deduce that the individual will focus more closely her
attention on the central elements compared to the peripheral when she is exposed to
them. Therefore, individuals should be more motivated to process information con-
taining central elements of the SR than peripheral leading them to further borrow a
“central” processing of the information in line with the Elaboration Likelihood Model
(ELM) [31, 34].

According to the ELM model, the strength in which a message is received by the
target (i.e., as relevant, convincing) depends on the elaboration initiated by this target
relating to the message’s content.

Two ways of information processing are possible. About the first way (the “central
route”), the individual is sufficiently motivated or able to treat the information, leading
her to an attentive examination of the content. Thus, this way should lead to the
production of positive cognitive thoughts and validation of these, allowing more atti-
tudes’ changes and expression of more attitudes’ certainty [30, 32]. Interestingly,
attitude strength makes more possible to predict the subsequent behavior [40].

Regarding to the second way (“the peripheral route”), the individual engages in a
superficial treatment. She uses heuristics allowing some cognitive economy and she
focuses her attention on external conditions such as the source’s credibility or the felt
sympathy towards this source.

As we have seen above, it may be particularly interesting to operate on the cog-
nitive salience of the message’s content (by playing on the status of SR, for example).
To facilitate the achievement of the objectives pursued in a context of persuasive
technologies, it is also possible to work upon the ergonomic criteria.

3 Facilitating Decision-Making by Using Ergonomic Criteria

Digital interfaces reveal effective communication skills when it comes to influencing
and persuading in a decision-making task involving HMIs [18, 37].

Although the final decision remains to the user, this one may need interfaces to
guide her through information processing, in order to achieve the pursued behavior in a
cognitively cost-effective manner. Working on the interfaces’ architecture could
overcome the limits of processing capacity. In this vein, we can wonder if designing
aesthetic, satisfying and user-relevant digital interfaces could track the goal of reducing
the individual’s cognitive load during a decision-making process [36].

Several studies insist on the need to work on the “emotional design” [29] and on the
user’s feelings during human-computer interaction [21]. For example, works show that
website design leads to a formation of positive consumer opinions [25].

The color of websites could be particularly useful in context of persuasive tech-
nologies. Thus, internet users express more preference with cooler colors such as blue
[5]. From a cognitive point of view, mobilizing color can particularly draw attention
based on this feature.
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The location can be an additionally interesting way since it is possible to observe
some constants in the way people approach a screen. Figure 1 shows as percentages,
the proportion of Internet users who have traveled at least once in one of the designated
areas when looking at a web page [28].

Figure 1 informs that it is better to place a message at the top and the middle of a
page to maximize its visibility. Zones numbered 1, 2 and 3 (i.e., the “middle” of the
screen) appear to be the most privileged location to broadcast a message with per-
suasive aims. Likewise, zones at 33%, 31% and 10% of visualization can be defined as
the least viewed and named “the sides” of the screen.

Placing elements in locations that are spontaneously the first to be viewed will
allow direct attention to the content of the information [20]. Given the mechanisms of
selective attention, we are able to consider that a first element placed in the middle of a
screen would function as an “information gateway”. Indeed, this first element would
invite attentional allocation in the central field, circumscribed and close to it. In doing
so, design can help reduce cognitive workload by facilitating the processing of
important data [11]. It should reduce compensation costs and improve performances.

4 Objectives and Hypotheses

This study aimed at analyzing the impact of a combination of ergonomics features
about the interface (i.e., ‘Location’ and ‘Color’) with the SR of the participant about the
object being addressed, particularly manipulating the ‘Status’. In a specific way, we
hoped to contribute enhancing the persuasive technologies outcomes.

For the variable Location, we expected that participants will focus more attention
on elements placed in the middle of the screen than on the sides, in terms of number of
fixations, fixation duration and number of rollbacks. Additionally, we expected that
participants report more favorable attitudes towards organ donation, more attitudes’
certainty, more willingness to become organ donors and finally, we expected that they

Fig. 1. Percentage of Internet users who have looked at the indicated area at least once (schema
reproduced from [28], p. 33).
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will more perform this behavior when they were exposed to elements placed in the
middle than on the sides.

For the variable Status, we expected that participants will focus more attention on
the central elements of the SR than on the peripheral ones (i.e., number of fixations,
fixation duration and number of rollbacks). We expected that participants exposed to
central elements of the SR would take the “central route” in processing information.
Also, we expected that participants will better memorize elements referring to the
central status of the SR compared to elements referring to the peripheral one. In the
end, we expected that participants report more favorable attitudes, more attitudes’
certainty; declare more willingness to become organ donors and finally, we expected
that they will more perform this behavior when they were exposed to central elements
than to peripheral.

For the variable Color, we expected that participants focus more attention exposed
with a blue background screen compared to a white one (especially, in terms of number
of fixations, fixation duration and number of rollbacks). We also expected that par-
ticipants express higher satisfaction when exposed to a blue background screen than a
white one. For this reason, we finally expected that participants report more favorable
attitudes towards organ donation, more attitudes’ certainty, more willingness to become
organ donors and finally, we expected that they will more perform this behavior when
they were exposed to a blue layout than to a white one.

Also, we expected interaction effects of our three independent variables on atti-
tudes, strength of attitudes, and behaviors.

5 Method

5.1 Preliminary Step

A previous study made possible to collect the content and the structure of the SRs. This
previous study solicited the same population as in the main study. However, there were
two separate samples.

Participants were asked to associate the four words or expressions that came to
mind when we said to them “organ donation” [39]. Then, participants had to rank these
words or expressions from 1 to 4 (i.e., from the most important word, according to
them related to organ donation, to the least important). Crossing frequency and
importance-rank of occurrences, a prototypical analysis provided centrality assump-
tions. To ensure verification of these assumptions, we performed a test of context
independence [23].

Items included in their formulation the salient themes regarding to the prototypical
analysis and were formulated on the following pattern: “In your opinion, is organ
donation always, in any case, an act of generosity?”. Participants had to situate their
opinion among 4 propositions: “1 = definitely no, 2 = rather no, 3 = rather yes,
4 = definitely yes”. A percentage of centrality of each element was obtained calculating
the percentage of “rather yes” and “yes”. Finally, the decisional threshold for defining
centrality was calculated using a Kolmogorov-Smirnov table. Results provided: “help”,
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“save lives” and “good deed” as being central elements of the SR of organ donation;
and “generosity”, “illness”, and “evidence” as being peripheral elements.

5.2 Main study

5.2.1 Participants
Two hundred forty undergraduates people participate to the study (218 females,
Mage = 19.27 yrs, SD = 1.68). All participants were students enrolled in the first year
of psychology and receiving course credit for their participation. None of them was
informed of the experiment purpose before performing it.

5.2.2 Procedure and Materials
For all participants, we gathered their attitude towards organ donation before exposure
to the message, asking them how much they supported organ donation on a scale of 0
to 10.

Then, each participant was randomly assigned to one of the experimental condi-
tions. There were 8 experimental conditions crossing the three independent variables
with two modalities each: Location (in the center of the screen or on the sides), Status
(elements referring to the central or peripheral status of the SR), Color (with a blue or a
white background screen).

The participant installed herself in front of a computer and was exposed to the
stimuli. The slide lasted seven seconds and introduced participants to one of the eight
conditions.

Eye paths were recorded using the Tobii Studio®. For each participant, we were
interested in (1) the total number of fixings; (2) the total visual time spent; and (3) the
number of rollbacks performed on a same element during the exposure.

After being exposed to the message, participants were invited to answer an online
questionnaire. This, first included a measure of satisfaction with the slide previously
presented, rating on a scale of 0 to 10.

Then, the participants’ cognitive thoughts and individual validation of these
thoughts were collected [30, 32]. It consisted in asking them to write down all the
thoughts that came to mind as watching the message; and by asking them to assign a
valence for each of these thoughts (i.e., ‘zero’, ‘plus’ or ‘minus’ if their thoughts were
‘neutral’, ‘favorable’ or ‘unfavorable’ to them). The validation consisted in asking
participants how much they were confident about their thoughts on a scale of 0 to 10.

We collected a measurement of explicit attitude, “At this time, on a scale of 0 to 10,
how would you rate your support for organ donation?”; and just after measures of the
attitude’s strength (i.e., importance and certainty) [40].

We collected a behavioral intention measurement [2] about declaring as an organ
donor on 0 to 10.

Last measures concerned free recall of the words as well as collection of the socio-
demographic data.

Once the questionnaire was completed, we proposed to each participant to take a
sticker on which was displayed the comment “I am an organ-donor” and to stick it on
her phone.
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6 Results and Discussion

Ad Hoc Behavioral Measure – Taking the Sticker. Out of 119 participants per
condition, 105 took the proposed sticker within the central status condition while only
89 took it within the peripheral status condition, v2(1, N = 238) = 7.138, p < .01.
Furthermore, this effect occurred while the central status elements were contrasted
against white [v2(1, N = 121) = 7.760, p < .005] versus against blue colored back-
ground, v2(1, N = 117) = 0.982, ns.; and, jointly, while these elements were located in
the middle [v2(1, N = 60) = 6.405, p = .01] but not aside, v2(1, N = 61) = 2.241, ns.
(both v2s are ns. within the blue condition).

This suggests that participants exposed to terms such as “help”, “save lives” and
“good deed” (central status; vs. “generosity”, “illness”, and “evidence” for peripheral
status)–and mainly when these elements were contrasted against a white background
and in the middle of the screen—were more willing, at the term of our experiment, to
ostensibly adhere to organ donation. This implies that while SR issues are of impor-
tance when articulated with the commitment theory or with the binding communication
paradigm [15, 41], this articulation is also relevant in terms of technological persuasion.
Moreover, our study puts forward that the persuasive effect due to the social status of
the representation does not happen independently of the interface layout. In addition,
the location on the interface may sensibly underpin the reach of persuasive messages
being displayed and this effect is increased with an appropriate color background,
consisting in white in the context of this study (i.e., with the theme of organ donation).

Self-reported Measures. Based on the valence participants attributed to their cognitive
thoughts as ‘favorable’ (+), ‘unfavorable’ (−) or ‘neutral’ (0), a one-way analyze of
variance (ANOVA) could be performed. It revealed a significant effect, F(1, 237) =
17.68, p < .001, g2p ¼ :07, leading us to say that participants produced more favorable
thoughts when exposed to central elements than to peripheral. Additionally, partici-
pants expressed a better confidence in their thoughts in the ‘central elements’ condition
rather than in the ‘peripheral elements’ condition, F(1, 238) = 9.85, p = .002,
g2p ¼ :04.

Also, a better confidence in the thoughts led to a stronger attitude towards organ
donation (respectively for the certainty, r(240) = .41, p < .001, and for the importance,
r(240) = .37, p < .001).

Finally, results showed a main effect of the structural status of SR on free recall, F(1,
238) = 9.6, p = .002, g2p ¼ :039. On average, participants recall more words when
being central elements of the representation rather than peripheral.

These few results tell us that individuals who have been exposed to central Status
paid attention to the presented elements and memorized them better. It appears con-
sistent with the theory of treatment depth [12, 13]. Also, regarding effects on attitudes,
these results provide relevance for the ELM model predictions.

Moreover, several previous models assume that human behavior result from pre-
viously formed intentions and, sometimes, attitudes [2, 3, 14]. In this vein, logistic
regression indicated that the observed ad hoc behavior (i.e., in our case, declaring as an
organ donor by taking a sticker) depend namely on attitudes (p = .001), on attitudes’
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certainty (p = .01) and on intentions (p = .001), Nagelkerke’s R2= .61, v2(14,
N = 240) = 70.25, p < .001.

Furthermore, multiple analysis of variance (MANOVA) performed on all self-
reported measures yielded interesting effects of Status, of Location and, marginally, of
Status � Location � Color interaction (see Table 1).

Moreover, ANOVA revealed a significant Status � Location � Color interaction on
attitudes’ certitude, F(1, 232) = 25.48, p = .02, η2 = .02 (see Fig. 2).

As Fig. 2 suggests, the most certain attitudes appeared while central elements were
displayed in the middle of the screen and against white background. In all other
conditions, peripheral elements were treated with more certainty or did not differ, in
certainty of attitudes, from central elements. By the way, these central elements did not
receive the same degree of certainty as in the first mentioned combination. Interestingly
enough, the smallest differences appeared against the blue background, as if consid-
ering blue screenshot led participants to treat the color instead of different elements’
characteristics.

Table 1. Results of MANOVA performed on Status, Location and Color, regarding effects on
all self-reported measures.

Variables Wilks’ k df F p η2

Status .938 6 2.52 .02 .06
Location .942 6 2.34 .03 .06
Color .923 6 3.15 .005 .08
Status � Location � Color .955 6 1.78 .10 .05
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Fig. 2. Results of ANOVA performed on Status, Location and Color, regarding effects to the
certainty of attitudes.
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Thus, if we previously showed, by examining the simple effects, that exposure to
central elements led to an in-depth treatment, it seems to be that, when Status and
Location are coupled with Color, we observe a focus of the users’ attention on this
latter. We can advance that the color “blue” may be sufficiently salient compared to
locating elements in the middle of a screen or reading textual content involving central
status’ elements. The individual seems closely focused on the color, which in turn
allows her to enjoy considerable cognitive economy and to drop the other factors
summoned. As mentioned when discussing theoretical foundations of this paper, the
ergonomics of interfaces can be particularly indicated to lighten the user’s workload.

Finally, no significant interesting effects were found in satisfaction measures
respecting to the layout and the color background, although we expected some ones.

Eye-Tracking Measures. MANOVA performed on eye-tracking measures including
number of fixations, total fixation times and number of rollbacks yielded too, inter-
esting results. Namely, there was a combined and of large magnitude Location effect
[Wilks’ k = .750, F(3, 223) = 24.84, p < .001, η2 = .25]. Also, there was a marginally
Status � Color interaction, Wilks’ k = .993, F(3, 223) = 2.29, p = .08, η2 = .03. In
detail, ANOVA showed that number of fixations as well as total fixation times and
number of rollbacks were more important when displayed in the middle (Ms = 56.57,
4.25 and 5.68 respectively) than when displayed aside, Ms = 50.70, 3.52, and 4.56,
respectively, all Fs(1, 225) > 10.32, all ps < .01, all η2 > .04. Moreover, there was a
significant Status � Color interaction, F(1, 225) = 4.75, p = .03, η2 = .02 (see Fig. 3).

As Fig. 3 indicates, whereas the number of fixations did not differ between central
and peripheral elements against the blue background, there was a clear increase in
fixations of peripheral (but not central) elements against the white background. This
result is even more striking when considering the above-mentioned Status � Location
� Color interaction on attitudes’ certainty. Here, in fine, less is more, as a lesser
number of fixations on central elements against white background yielded stronger and
more certain attitudes than a greater number of fixations on peripheral elements against
the same background, further suggesting a smooth interaction between persuasion
through SRs on one hand, and the interface layout on the other.
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Fig. 3. Results of a two-way ANOVA performed Status and Color, regarding effects to the
number of rollbacks.
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7 Conclusion and Perspectives

The present study intended to deliver the most persuasive and attractive elements in the
content and format displayed. This work sheds new light for future empirical contri-
butions, including proposing to leverage the status of SRs in the field of interface
design that have a user-centric approach. In particular, dealing with a theme such as
difficult as organ donation in terms of thinking and performing behavior, results of our
study appear very encouraging to think about future perspectives.

Disseminating information to a wide audience simultaneously [8, 19], systems
relating to HMIs can be considered optimal for persuasive communication. So, we
hope that this study will be able to join the existing workflow interested in serving
many problems and social issues by using persuasive technologies media.

For the future, the challenge for us, regarding persuasive technologies, will be to
have the means to reveal, analyze and discuss the human, social, cultural, ethical and
political implications of attitudes and behaviors changed by technologies; referred by
Fallman as “philosophy of technology” [16].
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