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Preface

The 22nd TACR International Conference on Practice and Theory of Public-Key
Cryptography (PKC 2019) was held April 14-17, 2019, in Beijing, China. The
conference is sponsored by the International Association for Cryptologic Research
(IACR) and focuses on all technical aspects of public-key cryptography. These
proceedings consist of two volumes including 42 papers that were selected by the
Program Committee from 173 submissions. Each submission was assigned to at least
three reviewers while submissions co-authored by Program Committee members
received at least five reviews. During the discussion phase, the Program Committee
used quite intensively a recent feature of the review system, which allows Program
Committee members to anonymously ask questions to the authors. The reviewing and
selection process was a challenging task and we are deeply grateful to the Program
Committee members and external reviewers for their hard and thorough work. Many
thanks also to Shai Halevi for his assistance with the Web submission and review
software. We thank the authors for promptly responding to the questions raised by the
committee, which helped us understand the content of their submissions.

The conference program also included an invited talk by Tatsuaki Okamoto (NTT).
We would like to thank the invited speaker as well as all the other speakers and the
authors of all submissions for their contributions to the program and conference.
Finally, we would like to thank Xiaoyun Wang, the general chair, and all the members
of local Organizing Committee for organizing a great conference and all the conference
attendees for making this conference a truly intellectually stimulating event through
their active participation.

April 2019 Dongdai Lin
Kazue Sako
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Sub-logarithmic Distributed Oblivious
RAM with Small Block Size

Eyal Kushilevitz and Tamer Mour®)

Computer Science Department, Technion, 32000 Haifa, Israel
eyalk@cs.technion.ac.il, tamer.mour@technion.ac.il

Abstract. Oblivious RAM (ORAM) is a cryptographic primitive that
allows a client to securely execute RAM programs over data that is stored
in an untrusted server. Distributed Oblivious RAM is a variant of ORAM,
where the data is stored in m > 1 servers. Extensive research over the
last few decades have succeeded to reduce the bandwidth overhead of
ORAM schemes, both in the single-server and the multi-server setting,
from O(v/N) to O(1). However, all known protocols that achieve a sub-
logarithmic overhead either require heavy server-side computation (e.g.
homomorphic encryption), or a large block size of at least £2(log® N).
In this paper, we present a family of distributed ORAM construc-
tions that follow the hierarchical approach of Goldreich and Ostrovsky
[17]. We enhance known techniques, and develop new ones, to take bet-
ter advantage of the existence of multiple servers. By plugging efficient
known hashing schemes in our constructions, we get the following results:
1. For any number m > 2 of servers, we show an m-server ORAM
scheme with O(log N/ loglog N) overhead, and block size £2(log? N).
This scheme is private even against an (m — 1)-server collusion.
2. A three-server ORAM construction with O(w(1) - log N/ loglog N)
overhead and a block size almost logarithmic, i.e. £2(log'*¢ N).
We also investigate a model where the servers are allowed to perform a
linear amount of light local computations, and show that constant over-
head is achievable in this model, through a simple four-server ORAM
protocol. From theoretical viewpoint, this is the first ORAM scheme with
asymptotic constant overhead, and polylogarithmic block size, that does
not use homomorphic encryption. Practically speaking, although we do
not provide an implementation of the suggested construction, evidence
from related work (e.g. [12]) confirms that despite the linear computa-
tional overhead, our construction is practical, in particular when applied
to secure computation.

Keywords: Oblivious RAM - Multi-server setting -
Secure computation - Private storage

A full version is available on arXiv.org e-Print archive as arXiv:1802.05145 [cs.CR].
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4 E. Kushilevitz and T. Mour

1 Introduction

Since it was first introduced by Goldreich and Ostrovsky [17], the Oblivious RAM
problem has attracted a lot of attention (see, e.g. [22,33,35]). Throughout the
past three decades, efficient ORAM protocols were constructed (e.g. [18,34]),
their various applications, such as secure storage [4,28], secure processors [32],
and secure multi-party computation [20,25], were studied, and their limits were
considered [1,17,24].

Standard Model. The standard ORAM model considers a setting where a client
outsources his data to an untrusted server that supports read and write opera-
tions only. The goal of an ORAM simulation is to simulate any RAM program
that the client executes over the remote data, so that the same computation is
performed, but the view of the server during the interaction would provide no
information about the client’s private input and the program executed, except
their length. Clearly, encryption can be employed to hide the content of the
data, but the sequence of reads and write locations itself might leak information
as well. Thus, the focus of ORAM protocols is to hide the access pattern made
to the server. The main metric considered in ORAM research is the bandwidth
overhead of an ORAM scheme (shortly referred to as “overhead”), which is the
multiplicative increase in the amount of communication incurred by an oblivious
simulation relative to a regular run of the simulated program. In this standard
model, researchers have been able to improve the overhead from O(log® N) [17]
to O(log N) [5,34,35], where N is the number of data blocks in storage, and thus
reaching the optimal overhead in that model due to the matching impossibility
results of Goldreich and Ostrovsky [17] and Larsen and Nielsen [24].

In an attempt to achieve sub-logarithmic overhead, research has deviated
from the standard model (e.g. [4,19,25]). For instance, by allowing the server
to perform some local computation, multiple works [4,11,14] could achieve a
constant overhead. However, this improvement comes at a cost: the server per-
forms heavy homomorphic encryption computation which practically becomes
the actual bottleneck of such schemes.

Distributed Oblivious RAM. Another interesting line of work, often referred to
as Distributed Oblivious RAM [1,19,38, etc.], was initiated by Ostrovsky and
Shoup [28] and later refined by Lu and Ostrovsky [25], and considers the multi-
server setting. We denote by (m,t)-ORAM an ORAM scheme that involves
m > 1 servers, out of which t < m servers might collude. In the two-server
setting, Zhang et al. [38] and Abraham et al. [1] construct (2,1)-ORAMs with
sub-logarithmic overhead. In order to achieve O(log, N) overhead (for any d € N)
using their construction, Abraham et al. require that the size of a memory block,
i.c. the data unit retrieved in a single query to the RAM, is £2(dlog” N) (with
larger blocks the asymptotic overhead increases). For example, for an over-
head of O(log N/loglog N), one has to work with blocks of relatively large
size of Q(log3 N), which may be undesired in many applications. Zhang et al.
require a polynomial block size of 2(N€) for a constant bandwidth blowup.
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Other attempts to achieve low overhead in the multi-server setting [26] were
shown to be vulnerable to concrete attacks [1]. These recent developments in
distributed ORAM raise the following question, which we address in this paper:

Can we construct a sub-logarithmic distributed ORAM with a small block size?

Known sub-logarithmic ORAMs [1,38] belong to the family of tree-based
ORAMs [33]. One of the key components in tree-based ORAMs is a position
map that is maintained through a recursive ORAM. Such a recursion imposes
the requirement for a large polylogarithmic block size!. Thus, it seems that a
positive answer to the question above will come, if at all, from constructions of
the other well-studied type of ORAMs, those based on the hierarchical solution
of [17]. By applying the hierarchical approach to the distributed setting, Lu and
Ostrovsky [25] obtained the first logarithmic hierarchical ORAM scheme. In this
paper, we show how to take a further advantage of the multiple servers in order
to beat the logarithmic barrier, and still use a relatively small block size, with
constructions in both the two-server and three-server settings. In addition, we
consider the case where t > 1, and show how to generalize our two-server solution
to an (m,m — 1)-ORAM, with the same asymptotic complexity, for any m > 2.

ORAM for Secure Computation. An interesting application of ORAM is its inte-
gration in multi-party computation (MPC) protocols for RAM programs on large
data. The possibility of using ORAM for MPC was first pointed out by Ostro-
vsky and Shoup [28], and was revisited by more recent works [20,25] due to the
increasing interest in applied secure computation. Despite the extensive improve-
ments in the practicality of secure circuit evaluation protocols, the theoretical
framework for MPC protocols for RAM evaluation, given in [20,25,28] and other
works, encountered major obstacles toward achieving practical efficiency.

A new line of work [12,19,36,37] studies the practicality of (distributed)
ORAM in MPC, and observes that the traditional ORAM approaches were
designed for the client-server model, and that in the MPC context, a focus on
a different set of efficiency measures and optimizations is required in order to
achieve better performance. For instance, constructions where the client com-
plexity is optimized, even in exchange for server-side work that is linear in NV
per read/write, perform better than classic schemes, where server work is usually
limited. In this context, the new cryptographic primitive of function secret shar-
ing (FSS), introduced by Boyle et al. [7], was shown to be useful for constructing
schemes that are practically efficient [12], or that have low interaction [19]. How-
ever, despite their practical efficiency, none of the mentioned schemes achieve
sub-logarithmic overhead, thus leaving us with the following question:

Can we achieve sub-logarithmic ORAM that is “optimized for MPC”?
! To the best of our knowledge, the only tree-based ORAM that bypasses recursion,

due to Wang et al. [19], works in a different model where linear server work is allowed
(see preceding discussion).
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Table 1. Comparison of ORAM schemes.

Scheme H m ‘ t ‘ Overhead ‘ Block size ‘Server work
Goldreich-Ostrovsky [17] 1 - O(log® N) 2(log N) -
Kushilevitz et al. [22] 1 - O( lolzghz)gNN) 2(log N) -
Wang et al. [35] 1 - O(log N -w(1)) | £2(log? N) -
Asharov et al. [5] 1 - O(log N) 2(log N) -
Lu-Ostrovsky [25] 2 1 O(log N) 2(log N) polylog
Chan et al. [9)] 3 1 O(log? N) 2(log N) -
Zhang et al. [38] 2 1 O(1) N2(N€) polylog
Abraham et al. [1] 2 1 O(log, N) w(dlog? N) polylog
Doerner-Shelat [12] 2 1 O(V'N) 2(log N) linear
Gordon et al. [19] 2 1 O(log N) 2(log N) linear

Our 4-server construction
Instantiation 1 ‘ ‘ 4 ‘ 1 ‘ o(1) ‘ 2(Xlog N) ‘ linear

Our 3-server construction
Instantiation 2 3 1 | O(logg N -w(l)) | £2(dlogN) polylog
d=loe” N Ol (1) 2(oght N)
Instantiation 3 3 1 O(log, N) 2(dlog!-® N) | polylog
d=log® N o( 1o'g°ﬁ,]ng) 2(log!-5+¢ N)

Our m-server construction
Instantiation 4 (m>2lm—1] O(2l) | 2(log? N) | polylog

We show that by allowing the servers to perform linear computations per
RAM step, we can achieve a four-server ORAM scheme with a small constant
overhead. Our constructions strictly improve over the two-server ORAM schemes
from [12,19], which were shown to perform well in practical implementations, in
terms of overhead and computation, both asymptotically and concretely.

1.1 Owur Contribution and Technical Overview

Sub-logarithmic Distributed ORAM Constructions. Our main contri-
bution is a family of distributed hierarchical ORAM constructions with any
number of servers. Our constructions make a black-box use of hashing schemes.
Instantiating our constructions with hashing schemes that were previously used
in ORAM [8,18,25], yields state-of-the-art results (see Table 1). We elaborate.

A Three-Server ORAM Protocol. By using techniques from [25] over the bal-
anced hierarchy from [22], and using two-server PIR [10] as a black box,
we are able to construct an efficient (3,1)-ORAM scheme. Instantiating the
scheme with cuckoo hash tables (similarly to [18,22,25]) achieves an overhead
of O(w(1) -log,; N) with a block size of B = 2(dlog N). Thus, for any € > 0, we
achieve O(w(1) - log N/ loglog N) overhead with B = 2(log"t® N).
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In the classic hierarchical solution from [17], the data is stored in log N lev-
els, and the protocol consists of two components: queries, in which target virtual
blocks are retrieved, and reshuffles, which are performed to properly maintain
the data structure. Roughly speaking, in a query, a single block is downloaded
from every level, resulting in log N overhead per query. The reshuffles cost log V
overhead per level, and log® N overall. Kushilevitz et al. [22] suggest to balance
the hierarchy by reducing the number of levels to log N/loglog N. In the bal-
anced hierarchy, however, one has to download log N blocks from a level in every
query. Thus, balancing the hierarchy “balances”, in some sense, the asymptotic
costs of the queries and reshuffles, as they both become log? N /loglog N.

At a high level, we carefully apply two-server techniques to reduce the over-
head, both of the queries and the reshuffles, from the single-server ORAM of
[22]. More specifically, to reduce the queries cost, we use two-server PIR to
allow the client to efficiently read the target block from the log N positions, it
had otherwise have to download, from every level. By requiring the right (rel-
atively small) block size, the cost of PIRs can be made constant per level and,
therefore, log N/loglog N in total. To reduce the reshuffles cost, we replace the
single-server reshuffles with cheaper two-server reshuffles, that were first used by
Lu and Ostrovsky [25], and that incur only a constant overhead per level.

So far, it sounds like we are already able to achieve log N/loglog N over-
head using two servers only. However, combining two-server PIR and two-server
reshuffles is tricky: each assumes a different distribution of the data. In stan-
dard two-server PIR, the data is assumed to be identically replicated among the
two servers. On the other hand, it is essential for the security of the two-server
reshuffles from [25] that every level in the hierarchy is held only by one of the
two servers, so that the other server, which is used to reshuffle the data, does not
see the access pattern to the level. We solve this problem by combining the two
settings using three servers: every level is held only by two of the three servers
in a way that preserves the security of the two-server reshuffles and, at the same
time, provides the required setting for two-server PIR.

An (m,m — 1)-ORAM Protocol. We take further advantage of the existence
of multiple servers and construct, for any integer m > 2, an m-server ORAM
scheme that is private against a collusion of up to m — 1 servers. Using oblivious
two-tier hashing [8], our scheme achieves an overhead of O(log N/loglog N), for
which it requires B = 2(log? N) (see Theorem 4 and Instantiation 4).

We begin by describing a (2,1)-ORAM scheme, then briefly explain how to
extend it to any number of servers m > 2. Let us take a look back at our three-
server construction. We were able to use both two-server PIR and two-server
reshuffles using only a three-server setting. Now that we restrict ourselves to
using two servers, we opt for the setting where the two servers store identical
replicates of the entire data structure. Performing PIR is clearly still possible,
but now that the queries in all levels are made to the same two servers, we
cannot perform Lu and Ostrovsky’s [25] two-server reshuffles securely. Instead,
we use oblivious sort (or, more generally, oblivious hashing) to reshuffle the
levels. Oblivious sort is a sorting protocol in the client-server setting, where the
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server involved learns nothing about the obtained order of blocks. Oblivious sort
is used in many single-server hierarchical ORAMs (e.g. [17,22]), where it incurs
log N overhead per level. Since we aim for a sub-logarithmic overhead, we avoid
this undesired blowup by performing oblivious sort over the tags of the blocks
only (i.e. their identities) which are much shorter, rather than over the blocks
themselves. We require a block size large enough such that the gap between the
size of the tags and the size of the blocks cancels out the multiplicative overhead
of performing oblivious sort. Once the tags are shuffled into a level, it remains
to match them with the blocks with the data. That is where the second server is
used. We apply a secure two-server “matching procedure” which, at a high level,
lets the second server to randomly permute the data blocks and send them to
the server holding the shuffled tags. The latter can then match the data to the
tags in an oblivious manner. Of course, the data exchange during the matching
has to involve a subtle cryptographic treatment to preserve security.

The above scheme can be generalized to an (m, m—1)-ORAM, for any m > 2.
The data is replicated in all servers involved, and m-server PIR is used. The
matching procedure is extended to an m-server procedure, where all the servers
participate in randomly permuting the data.

ORAM with Constant Overhead for Secure Computation. We also
investigate “ORAM for practical MPC”, where we allow linear server-side work
and focus on client efficiency, and show that constant overhead is achievable in
this model (see Table 1). The proposed scheme, described below, applies function
secret sharing over secret-shared data, thus avoiding the need for encrypting the
data using symmetric encryption (unlike existing schemes, e.g. [12,19]).

A Simple Four-Server ORAM Protocol. Inspired by an idea first suggested
in [28], we combine private information retrieval (PIR) [10], and PIR-write [28],
to obtain a four-server ORAM. To implement the PIR and PIR-write protocols
efficiently, we make a black-box use of distributed point functions (DPFs) [7,16],
i.e. function secret sharing schemes for the class of point functions. Efficient
DPF's can be used to construct (i) a (computational) two-server PIR protocol if
the data is replicated among the two servers, or (ii) a two-server PIR-write pro-
tocol for when the data is additively secret-shared among the two servers. These
two applications of DPF's are combined as follows: we create two additive shares
of the data, and replicate each share twice. We send each of the four shares (two
pairs of identical shares) to one of the four servers. A read is simulated with two
instances of PIR, each invoked with a different pair of servers holding the same
share. A write is simulated with two instance of PIR-write, each invoked with a
different pair of servers holding different shares.

We stress that the client in all of our constructions can be described using a
simple small circuit, and therefore, our schemes can be used to obtain efficient
secure multi-party protocols, following [25].
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1.2 Related Work

Classic Hierarchical Solution. The first hierarchical ORAM scheme appeared in
the work of Ostrovsky [27] and later in [17]. In this solution, the server holds
the data in a hierarchy of levels, growing geometrically in size, where the i
level is a standard hash table with 2¢ buckets of logarithmic size, and a hash
function h;(-), which is used to determine the location of blocks in the hash
table: block of address v may be found in level 7 (if at all) in bucket h;(v). The
scheme is initiated when all blocks are in the lowest level. An access to a block
with a virtual address v is simulated by downloading bucket h;(v) from every
level i. Once the block is found, it is written back to the appropriate bucket
in the smallest level (i = 0). As a level fills up, it is merged down with the
subsequent (larger) level ¢+ 1, which is reshuffled with a new hash function h;41
using oblivious sorting. Thus, a block is never accessed twice in the same level
with the same hash function, hence the obliviousness of the scheme. Using AKS
sorting network [3] for the oblivious sort achieves an O(log® N') overhead.

Balanced Hierarchy. Up until recently, the best known single-server ORAM
scheme for general block size, with constant client memory, was obtained by
Kushilevitz et al. [22], using an elegant “balancing technique”, that reduces the
number of levels in the hierarchy of [17], in exchange for larger levels. Their
scheme achieves an overhead of O(log2 /loglog N), using oblivious cuckoo hash-
ing (first applied to ORAM in [18,31]). An alternative construction, recently
proposed by Chan et al. [8], follows the same idea, but replaces the relatively
complex cuckoo hashing with a simpler oblivious hashing that is based on a
variant of the two-tier hashing scheme from [2].

Tree-Based ORAM. Another well-studied family of ORAM schemes is tree-based
ORAMs (e.g. [33,35]), where, as the name suggests, the data is stored in a tree
structure. The first ORAMs with a logarithmic overhead, in the single-server
model, were tree-based [34,35]. However, tree-based ORAMs usually require a
large block size of at least B = 2(log® N).

Optimal ORAM with General Block Size. The recent work of Asharov et al.
[5], which improves upon the work of Patel et al. [30], succeeds to achieve opti-
mal logarithmic overhead with general block size (due to known lower bounds
[17,24]). Both results are based on the solution from [17] and use non-trivial
properties of the data in the hierarchy to optimize the overhead.

Distributed ORAM Constructions. Ostrovsky and Shoup [28] were the first to
construct a distributed private-access storage scheme (that is not read-only).
Their solution is based on the hierarchical ORAM from [17]. However, their
model is a bit different than ours: they were interested in the amount of commu-
nication required for a single query (rather than a sequence of queries), and they
did not limit the work done by the servers. Lu and Ostrovsky [25] considered
the more general ORAM model, defined in Sect.2.1. They presented the first
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two-server oblivious RAM scheme, and achieved a logarithmic overhead with
a logarithmic block size by bypassing oblivious sort, and replacing it with an
efficient reshuffling procedure that uses the two servers.

The tree approach was also studied in the multi-server model. Contrary to
the hierarchical schemes, known distributed tree-based ORAMs [1,38] beat the
logarithmic barrier. The improvement in overhead could be achieved by using
k-ary tree data structures, for some parameter k& = w(1). However, these con-
structions suffer from a few drawbacks, most importantly, they require a large
polylogarithmic (sometimes polynomial) block size.

ORAM Constructions for MPC with Linear Computational Overhead. The work
of Ostrovsky and Shoup [28], as well as some recent works [12,19] have consid-
ered the model where the servers are allowed to perform a linear amount of
light computations. Both the works of Doerner and Shelat [12] and Wang et al.
[19] elegantly implement techniques from the standard model (square-root con-
struction, and tree structure, respectively), and use the efficient PIR protocol
from [7], to construct practically efficient two-server ORAM schemes with lin-
ear server-side computation per access and bandwidth overhead matching their
analogues in the single-server setting (see Table 1).

1.3 Paper Organization

Section 2 contains formal definitions and introduces cryptographic tools that we
use. In Sect.3, we present our four-server ORAM. In Sect.4, we provide an
overview of the hierarchical ORAM framework, on which our main distributed
ORAM constructions are based. In Sects. 5 and 6, we present these constructions.
Due to space limit, de-amortization of our constructions, and a discussion of their
application to secure computation, are left to the full version.

2 Preliminaries

2.1 Model and Problem Definition

The RAM Model. We work in the RAM model, where a RAM machine consists
of a CPU that interacts with a (supposedly remote) RAM storage. The CPU has
a small number of registers, therefore it uses the RAM storage for computations
over large data, by performing reads and writes to memory locations in the RAM.
A sequence of £ queries is a list of £ tuples (op1, v1, 1), - - -, (0pe, ve, T¢), where op;
is either Read or Write, v; is the location of the memory cell to be read or written
to, and x; is the data to be written to v; in case of a Write. For simplicity of
notation, we unify both types of operations into an operation known as an access,
namely “Read then Write”. Hence, the access pattern of the RAM machine is the
sequence of the memory locations and the data (vy,x1),..., (ve, xp).
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Oblivious RAM Simulation. A (single-server) oblivious RAM simulation, shortly
ORAM simulation, is a simulation of a RAM machine, held by a client as a CPU,
and a server as RAM storage. The client communicates with the server, and
thus can query its memory. The server is untrusted but is assumed to be semi-
honest, i.e. it follows the protocol but attempts to learn as much information
as possible from its view about the client’s input and program. We also assume
that the server is not just a memory machine with I/O functionality, but that
it can perform basic local computations over its storage (e.g. shuffle arrays,
compute simple hash functions, etc.). We refer to the access pattern of the RAM
machine that is simulated as the wvirtual access pattern. The access pattern that
is produced by the oblivious simulation is called the actual access pattern. The
goal of ORAM is to simulate the RAM machine correctly, in a way that the
distribution of the view of the server, i.e. the actual access pattern, would look
independent of the virtual access pattern.

Definition 1 (ORAM, informal). Let RAM be a RAM machine. We say that
a (probabilistic) RAM machine ORAM is an oblivious RAM simulation of RAM,
if (i) (correctness) for any virtual access patterny = ((v1,21), ..., (ve,z¢)), the
output of RAM and ORAM at the end of the client-server interaction is equal with
probability > 1 —negl(¢), and (ii) (security) for any two virtual access patterns,
y,z, of length £, the corresponding distribution of the actual access patterns
produced by ORAM, denoted y and Z, are computationally indistinguishable.

An alternative interpretation of the security requirement is as follows: the
view of the server, during an ORAM simulation, can be simulated in a way that
is indistinguishable from the actual view of the server, given only £.

Distributed Oblivious RAM. A distributed oblivious RAM simulation is the ana-
logue of ORAM simulation in the multi-server setting. To simulate a RAM
machine, the client now communicates with m semi-honest servers. With the
involvement of more servers, we can hope to achieve schemes that are more
efficient as well as schemes that protect against collusions of ¢ servers.

Definition 2 (Distributed ORAM, informal). An (m,t)-ORAM simulation
(0 <t <m) is an oblivious RAM simulation of a RAM machine, that is invoked
by a CPU client and m remote storage servers, and that is private against a
collusion of t corrupt servers. Namely, for any two actual access patterns y, z
of length £, the corresponding combined view of any t servers during the ORAM
stmulation (that consists of the actual access queries made to the t servers) are
computationally indistinguishable.

Parameters and Complezity Measures. The main complexity measure in which
ORAM schemes compete is the bandwidth overhead (or, shortly, overhead).
When the ORAM protocol operates in the “balls and bins” manner [17], where
the only type of data exchanged between the client and servers is actual memory
blocks, it is convenient to define the overhead as the amount of actual memory
blocks that are queried in the ORAM simulation to simulate a virtual query to
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a single block. However, in general, overhead is defined as the blowup in the
number of information bits exchanged between the parties, relative to a non-
oblivious execution of the program. Following the more general definition, the
overhead is sometimes a function of the block size B. Clearly, we aim to achieve
a small asymptotic overhead with block size as small as possible.

Other metrics include the size of the server storage and the client’s local
memory (in blocks), and the amount and type of the computations performed by
the servers (e.g. simple arithmetics vs. heavy cryptography). We note that all of
these notions are best defined in terms of overhead, compared to a non-oblivious
execution of the program, e.g. storage overhead, computational overhead, etc.

2.2 Private Information Retrieval

Private information retrieval (PIR) [10] is a cryptographic primitive that allows
a client to query a database stored in a remote server, without revealing the iden-
tity of the queried data block. Specifically, an array of n blocks X = (z1,...,z,)
is stored in a server. The client, with input ¢ € [n], wishes to retrieve x;, while
keeping i private. PIR protocols allow the client to do that while minimizing the
number of bits exchanged between the client and server. PIR is studied in two
main settings: single-server PIR, where the database is stored in a single server,
and the multi-server setting, where the database is replicated and stored in all
servers, with which the client communicates simultaneously. More specifically,
an (m,t)-PIR is a PIR protocol that involves m > 1 servers and that is secure
against any collusion of ¢ < m servers. It was shown in [10] that non-trivial
single-server PIRs cannot achieve information-theoretic security. Such schemes
are possible with two servers (or more). Moreover, many known two-server PIRs
(both information theoretic and computational, e.g. [6,7,10,13]) do not involve
heavy server-side computation, like homomorphic encryption or number theo-
retic computations, as opposed to known single-server protocols (e.g. [15,23]).

3 A Simple Four-Server ORAM with Constant Overhead

We present our four-server ORAM protocol with constant bandwidth overhead
and linear server-side computation per access. The protocol bypasses the need
for symmetric encryption as it secret-shares the data among the servers. We use
distributed point functions [16] (see Sect. 3.1 below) as a building block.

Theorem 1 (Four-server ORAM). Assume the existence of a two-party DPF
scheme for point functions {0,1}"™ — {0,1}™ with share length A(n,m) bits.
Then, there exists a (4,1)-ORAM scheme with linear* server-side computation
per access and bandwidth overhead of O(A(log N, B)/B) for a block size of B =
2(A(log N, 1)).

2 Up to polylogarithmic factors.
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Instantiating our scheme with the DPF from [7] obtains the following.

Instantiation 1. Assume the existence of one-way functions. Then, there exists
a (4,1)-ORAM scheme with linear server-side computation per access and con-
stant bandwidth overhead for a block size of B = 2(Alog N), where X is a security
parameter.

3.1 Building Block: Distributed Point Functions

Distributed Point Functions (DPF), introduced by Gilboa and Ishai [16], are a
special case of the broader cryptographic primitive called Function Secret Shar-
ing (FSS) [7]. Analogous to standard secret sharing, an FSS allows a dealer to
secret-share a function f among two (or more) participants. Each participant
is given a share that does not reveal any information about f. Using his share,
each participant p;, for ¢ € {0,1}, can compute a value f;(x) on any input z in
f’s domain. The value f(x) can be computed by combining fo(z) and fi(x). In
fact, f(x) = fo(xz) + fi1(x). Distributed point function is an FSS for the class of
point functions, i.e., all functions P, : {0,1}™ — {0,1}™ that are defined by
P,y(a) = b and P,p(a’) = 0™ for all a’ # a. Boyle et al. [7] construct a DPF
scheme where the shares given to the parties are of size O(An+m), where A is a
security parameter, that is the length of a PRG seed. We are mainly interested
in the application of DPFs to PIR and PIR~write [7,16].

3.2 Overview

Similarly to the schemes of [12,19], we apply DPF-based PIR [7] to allow the
client to efficiently read records from a replicated data. If we allow linear server-
side computation per access, the task of oblivious reads becomes trivial by using
DPFs. The remaining challenge is how to efficiently perform oblivious writes to
the data.

The core idea behind the scheme is to apply DPFs not only for PIR, but also
for a variant of PIR-write. PIR-write (a variant of which was first investigated
in [28]) is the write-only analog of PIR. We use DPFs to construct a simple
two-server PIR-write where every server holds an additive share of the data.
Our PIR-write protocol is limited in the sense that the client can only modify
an existing record by some difference of his specification (rather than specifying
the new value to be written). If the client has the ability to read the record in a
private manner, then this limitation becomes irrelevant.

We combine the read-only PIR and the write-only PIR-write primitives to
obtain a four-server ORAM scheme that enables both private reads and writes.
In the setup, the client generates two additive shares of the initial data, X°, X!
st. X = X°® X!, and replicates each of the shares. Each of the four shares
obtained is given to one of the servers. For a private read, the client retrieves
each of the shares X% X!, using the DPF-based PIR protocol, with the two
servers that hold the share. For a private write, the proposed PIR-write protocol
is invoked with pairs of servers holding different shares of the data.
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We remark that our method to combine PIR and PIR-write for ORAM is
inspired by the 8-server ORAM scheme presented in [28], in which an elementary
4-server PIR-write protocol was integrated with the PIR from [10].

3.3 Oblivious Read-Only and Write-Only Schemes

Basic PIR and PIR-Write. Recall the classic two-server PIR protocol, proposed
in [10]. To securely retrieve a data block x; from an array X = (x1,...,2x) that
is stored in two non-colluding servers Sy and &7, the client generates two random
N-bit vectors, € and e} such that e? @ e! = e;, where e; is the i*" unit vector,
and sends e? to Sp. In other words, the client secret-shares the vector e; among
the two servers. Then, each server, computes the inner product z? := X - €% and
sends it to the client. It is easy to see that x; = 29 @ z}.

The same approach can be used for two-server PIR-write. However, now we
require that the data is shared, rather than replicated, among the two servers.
Namely, server S, holds a share of the data X?, such that X°@® X! = X. In order
to write a new value &; to the i*" block in the array, the client secret-shares the
vector (Z; ® x;)e; to the two servers. Each of the servers adds his share to X b
and obtains a new array Xb. After this update, the servers have additive shares
of X with the updated value of x;. Notice that we assume that the client already
read and knows x;; this is not standard in the PIR-write model.

Efficient PIR and PIR-Write via DPFs. In the heart of the PIR and PIR-write
protocols described above is the secret sharing of vectors of size N. Applying
standard additive secret sharing yields protocols with linear communication cost.
Since we share a very specific type of vectors, specifically, unit vectors and their
multiples, standard secret sharing is an overkill. Instead, we use DPFs. The
values of a point function P, , : [N] — {0,1}" (that evaluates z at 4, and zero
elsewhere) can be represented by a multiple of a unit vector v; , := xe;. Hence,
one can view distributed point functions as a means to “compress”’ shares of
unit vectors and their multiples. We can use DPFs to share such a vector among
two participants py and p1, as follows. We secret-share the function P; ; using a
DPF scheme, and generate two shares Pgw and P},. For b € {0,1}, share Pib@ is
sent to participant p,. The participants can compute their shares of the vector
v;. ¢ by evaluating their DPF share on every input in [N]. Namely, p, computes
his share v}, := (P},(1),...,P?,(n)). From the correctness of the underlying
DPF scheme it holds that vZ - ® vl . = Vi . Further, from the security of the
DPF, the participants do not learn anything about the vector v;, except the
fact that it is a multiple of a unit vector. Using the DPF construction from
[7], we have a secret sharing scheme for unit vectors and their multiples, with
communication complexity O(Alog N + m), assuming the existence of a PRG

G :{0,1}* — {0,1}™.

3.4 Construction of Four-Server ORAM

Initial Server Storage. Let SJ,8?,St and Si be the four servers involved in
the protocol. Let X = (z1,...,zy) be the data consisting of N blocks, each of
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size B = §2(A(log N, 1)) bits. In initialization, the client generates two additive
shares of the data, X° = (29,...,2%) and X! = (21,...,2%). That is, X° and
X1 are two random vectors of N blocks, satisfying X°® X! = X. For b € {0, 1},
the client sends X° to both S} and S?. Throughout the ORAM simulation, we
maintain the following invariant: for b € {0,1}, S and S? have an identical array
X? such that XY and X! are random additive shares of X.

Query Protocol. To obliviously simulate a read/write query to the i" block in
the data, the client first reads the value z; via two PIR queries: a two-server PIR
with 8§ and S to retrieve z¥, and a two-server PIR with S} and S to retrieve
xl. The client then computes x; using the two shares. Second, to write a new
value Z; to the data (which can possibly be equal to x;), the client performs two
identical invocations of two-server PIR-write, each with servers Sp and S} for
b € {0,1}. It is important that S§,S? (for b € {0,1}) receive an identical PIR-
write query, since otherwise, they will no longer have two identical replicates.

3.5 Analysis

The security of the scheme follows directly from the security of the underlying
DPF protocol from [7]. It remains to analyze the bandwidth cost. To simulate
a query, the client sends each of the servers two DPF shares: one for reading of
length A(log N, 1) bits, and another for writing of length A(log N, B). With a
block size of B = £2(A(log N, 1)) this translates to O(A(log N, B)/B) bandwidth
overhead. Each of the servers, in return, answers by sending two blocks.

4 The Balanced Hierarchical ORAM Framework

In this section, we lay the groundwork for our constructions in the standard
distributed ORAM model, that are presented later in Sects.5 and 6.

4.1 Main Building Block: Hashing

Hashing, or more accurately, oblivious hashing, has been a main building block of
hierarchical ORAM schemes since their first appearance in [27]. Various types of
hashing schemes, each with different parameters and properties, were plugged in
ORAM constructions in an attempt to achieve efficient protocols (e.g. [8,17,18]).
Hashing stands at the heart of our constructions as well. However, since we make
a generic black-box use of hashing, we do not limit ourselves to a specific scheme,
but rather take a modular approach.

We consider an (n,m, s)-hashing scheme®, H, to be defined by three proce-
dures: Gen for key generation, Build for constructing a hash table T of size m
that contains n given data elements, using the generated key, and Lookup for
querying T for a target value. The scheme may also use a stash to store at most

3 Implicitly stated parameters may be omitted for brevity.
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s elements that could not be inserted into 7. In a context where a collection of
hashing schemes operate simultaneously (e.g. ORAMS), a shared stash may be
used by all hash tables. We denote by Chyila(H) and Clookup(H), the build-up
complexity and the query complexity of H (resp.) in terms of communication
(in the client-server setting).

An oblivious hashing scheme is a scheme whose Build and Lookup procedures
are oblivious of the stored data and the queried elements (respectively). In the
full version, we provide formal definitions and notation for the above, and survey
a few of the schemes that were used in prior ORAM works.

4.2 Starting Point: Single-Server ORAM of Kushilevitz et al. [22]

Overview. The starting point of our distributed ORAM constructions in
Sects.5 and 6 is the single-server scheme from [22]. In standard hierarchical
ORAMSs, the server stores the data in log N levels, where every level is a hash
table, larger by a factor of 2 than the preceding level. Kushilevitz et al. changed
this by having L = log,; N levels, where the size of the i‘" level is proportional
o (d—1)-d*~!. Having less levels eventually leads to the efficiency in overhead,
however, since level i + 1 is larger by a factor of d (no longer constant) than
level 4, merging level ¢ with level i 4+ 1 becomes costly (shuffling an array of size
(d—1)-d" every (d—1)-d"~! queries). To solve this problem, every level is stored
in d — 1 separate hash tables of equal size in a way that allows us to reshuffie
every level into a single hash table in the subsequent level.

Theorem 2 ([8,22]). Let d be a parameter, and define L = log; N. Assume
the existence of one-way functions, and a collection {H;} |, where H; is an
oblivious (d*~k,-,-)-hashing scheme, with a shared stash of size s. Then there

exists a single-server ORAM scheme that achieves the following overhead for
block size B = 2(log N).

L
C‘1|J|
O<k+s+2d-qookup +Z Bdildlk. >

i=1

A special variant of the theorem was proven by Kushilevitz et al. [22]. In
their work, they use a well-specified collection of hashing schemes (consist-
ing of both standard and cuckoo hashing [29]), and obtain an overhead of
O(log? N/loglog N). The modular approach to hierarchical ORAM was taken
by Chan et al. [8], in light of their observations regarding the conceptual com-
plexity of cuckoo hashing, and their construction of a simpler oblivious hashing
scheme that achieves a similar result. Our results in the distributed setting fit
perfectly in this generic framework, as they are independent of the underlying
hashing schemes. Below, we elaborate the details of the construction from [22],
as a preparation towards the following sections.

Data Structure. The top level, indexed i = 0, is stored as a plain array of size
k. As for the rest of the hierarchy, the i*" level (i = 1...L) is stored in d — 1
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hash tables, generated by an oblivious (d*~'k, -, -)-hashing scheme H;. For every
i=1,...,Land j =1,...,d — 1, let T/ be the j'* table in the i*" level, and
let n{ be its corresponding key. All hashing schemes in the hierarchy share a
stash S*. The keys /{{ can be encrypted and stored remotely in the server. Also,
the client stores and maintains a counter ¢ that starts at zero, and increments
by one after every virtual access is simulated. The ORAM simulation starts with
the initial data stored entirely in the lowest level.

Blocks Positioning Invariant. Throughout the ORAM simulation, every data
block in the virtual memory resides either in the top level, or in one of the hash
tables in the hierarchy, or in the shared stash. The blocks are hashed according to
their virtual addresses. The data structure does not contain duplicated records.

Blocks Flow and Reshuffles. Once a block is queried, it is inserted into the top
level, therefore the level fills up after k queries. Reshuffles are used to push blocks
down the hierarchy and prevent overflows in the data structure. Basically, every
time we try to insert blocks to a full level, we clear the level by reshuffling its
blocks to a lower level. For instance, the top level is reshuffied every k queries.

In every reshuffle, blocks are inserted into the first empty hash table in the
highest level possible, using the corresponding Build procedure, with a freshly
generated key. Thus, the first time the top level is reshuffled (after round k), its
blocks are inserted to the first table in the next level, i.e. T, which becomes
full. The top level fills up again after k queries. This time, the reshuffle is made
to T2, as T} is not empty anymore. After d — 1 such reshuffles, the entire first
level becomes full, therefore, after d - k queries, we need to reshuffle both the top
level and the first level. This time, we insert all blocks in these levels into 775

Observe that this mechanism is analogous to counting in base d: every level
represents a digit, whose value is the number of full hash tables in the level. An
increment of a digit with value d — 1, equivalently - insertion to a full level, is
done by resetting the digit to zero, and incrementing the next digit by 1, that is,
reshuffling the level to a hash table in the next level (see Fig.1). We formalize
the process as follows: in every round ¢t = t' - k, levels 0,...,i are reshuffled
down to hash table T/ ;, where i is the maximal integer for which d' | ¢, and
j = (¢ mod d**1)/d". Notice that level i is reshuffled every k - d* queries.

d=6
t =360k = 14004 - k = I
o | | | | | o | | | — | —|
| o | o | s ] |  S— | — | S— s— —
L 11 1L 11 11 | L 1L 11 1L 11 1
L 11 11 11 I 1 1 L 11 I 1 ] 1 I 1 |
Hierarchy prior to reshuffle Hierarchy after reshuffle

Fig. 1. A demonstration of the flow of blocks during an ORAM simulation with d = 6.
A gray cell indicates a full hash table, a white one is an empty table.

* In the scheme of [22], the shared stash is ‘virtualized’, and is re-inserted into the
hierarchy. We roll-back this optimization in preparation to our constructions.
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Query. In order to retrieve a data block with virtual address v, the client searches
for the block in the top level and the stash first. Then, for every level 4, the client
scans hash tables T} using H;.Lookup procedure, in reverse order, starting with
the table that was last reshuffled into. Once the target block was found, the scan
continues with dummy queries. This is important for security (see Claim 4).

5 A Three-Server ORAM Scheme

Below, we formally state our first result in the standard distributed ORAM
model: an efficient three-server ORAM scheme.

Theorem 3 (Three-server ORAM using regular hashing). Let d be a
parameter, and define L = log; N. Assume the ezistence of one-way functions,
and a collection {H;}L |, where H; is a (d""(k + s),m;,s)-hashing scheme.
Then, there exists a (3,1)-ORAM scheme that achieves an overhead of

L
"
ofkersey )
< i:ld 'k

for block size B = 2(adlog N + slogd), where o := max; Clookup(Hi)-

We propose two different instantiations of our construction, each with a different
collection of hashing schemes that was used in prior ORAM works [8,18,22].
Both instantiations yield sub-logarithmic overhead, and their parameters are
very close. However, Instantiation 3 may be conceptually simpler (due to [8]).
More details about the used hashing schemes can be found in the full version.

First, we plug in the collection of hashing schemes used by Goodrich and
Mitzenmacher [18], and later by Kushilevitz et al. [22]. The collection mainly
consists of cuckoo hashing schemes, however, since stashed cuckoo hashing was
shown to have a negligible failure probability only when the size of the hash
table is polylogarithmic in N (specifically, £2(log” N)) [18], standard hashing
with bucket size log N/ loglog N is used in the first ©(log, log N) levels. We point
out that in both mentioned works [18,22], the stash size for cuckoo hashing is
logarithmic. In our instantiation, we use a stash of size ©(w(1)-log N/ loglog N).
Although [18] proved that failure probability is negligible in N when the stash
is of size s = O(log N) and the size of the table is m = 2(log” N) (by extending
the proof for constant stash size from [21]), their proof works whenever the
value m~®() is negligible in N, and in particular, when we choose s = O(w(1) -
log N/ loglog N).

Instantiation 2 (Three-server ORAM using cuckoo hashing). Assume
the existence of one-way functions. Let d be a parameter at most polylogarithmic
in N. Then, there exists a three-server ORAM scheme that achieves overhead of

O(logy N - w(1)) for B = §2(dlog N).
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When d = log® N for a constant € € (0, 1), we achieve an overhead of O(w(1)-
log N/loglog N) with B = O(log' ™ N).

Alternatively, we can use the simple two-tier hashing scheme from [2], with
buckets of size log”**¢ N, to achieve the following parameters.

Instantiation 3 (Three-server ORAM using two-tier hashing). Assume
the existence of one-way functions. Let d be a parameter at most polylogarithmic
in N. Then, there exists a three-server ORAM scheme that achieves overhead of
O(log, N) for block size B = 2(dlog"**¢ N).

For d = log®N, we obtain an overhead of O(log N/loglog N) with B =
O(log""*2¢ N).

5.1 Overview

Our three-server scheme is based on the single-server balanced hierarchical struc-
ture of Kushilevitz et al. [22] (described in Sect.4). We take advantage of the
existence of multiple servers and reduce the overhead as follows.

Reduce Query Cost Using PIR. One of the consequences of balancing the hier-
archy is having multiple hash tables in a level, in any of which a target block
can reside. More specifically, if 7}1,...,1}‘#1 are the hash tables at level 1,
then a block with address v can possibly reside in any of the positions in
T![H;.Lookup(v,s])] for j = 1,---,d — 1. To retrieve such a block, we could
basically download all blocks in these positions, i.e. ZiL:1(d — 1)Clookup (H;)
blocks in total. This already exceeds the promised overhead. Instead, we use
PIR to extract the block efficiently without compromising the security of the
scheme. For every level i, starting from the top, we invoke a PIR protocol over
the array that consists of the (d — 1)Clookup(H;) possible positions for v in the
level.

Performing PIR queries requires that the client knows the exact position
of the target block in the queried array, namely, in which bucket, out of the
d — 1 possibilities, block v resides, if at all. Therefore, the client first downloads
the addresses of all blocks in the array, and only then performs the PIR query.
Although some PIR protocols in the literature (e.g. [7]) do not impose this
requirement, we still need to download the addresses since it is essential for the
security of the protocol that the client re-writes the address of the queried block.

An address of a block can be represented using log N bits. Thus, down-
loading the addresses of all possible positions in all levels costs us Y1 (d —
1)Clookup(H;) log N bits of communication. If we choose B = 2(adlog N) for
a = max; Clookup(H;), this cost translates to the desirable O(L) overhead. Two-
server PIRs work in the model where the data is replicated and stored in two
non-colluding servers. Thus, every level in the hierarchy, except the top level,
will be stored, accessed, and modified simultaneously in two of the three servers.
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Reduce Reshuffles Cost by Bypassing Oblivious Hashing. We use a variant of the
reshuffle procedure suggested by Lu and Ostrovsky [25]. Their protocol works in
a model with two non-colluding servers, where one server stores the odd levels,
and the other stores the even levels. Before reshuffling a level, the servers gather
all blocks to be reshuffled, permute them randomly, and exchange them through
the client, who re-encrypts them and tags them with pseudorandom tags. The
level is then reshuffled by one server using some regular hashing scheme (not
necessarily oblivious), and is sent to the other server, record by record, through
the client. The security of their scheme follows from the following observations:

(i) the blocks are re-encrypted and permuted randomly before the reshuffle,

eliminating any dependency on prior events,

(ii) the blocks are hashed according to pseudorandom tags, hence their order is
(computationally) independent of their identities,

(iii) the server that holds a level cannot distinguish between dummy queries and
real ones since he was not involved in the reshuffle, and

(iv) the server that reshuffles the level (and can tell a dummy query) does not
see the accesses to the level at all.

Applying this method naively when each of the servers holds the entire hier-
archy might reveal information about the access pattern since (iii) and (iv) no
longer hold. Therefore, we should adapt their method wisely, while having two
replicates of every level, to allow performing PIR queries. A straight forward
implementation would require four servers: two holding replicates of the odd
levels, and two holding replicates of the even levels. However, this can be done
using three servers only by having every pair of servers (out of the three possible
pairs) hold every third level.

5.2 Full Construction

Data Structure. The data is virtually viewed as an array of N blocks, each of
size 2(adlog N) bits. Every block therefore has a virtual address in [N].

Distributed Server Storage. The data structure is identical to that from [22],
however, our scheme uses three servers, Sy, S1, and S, to store the data. The
top level is stored in all servers. Every other level is held by two servers only:
for j=0,..., L%J, So and 87 share replicates of levels ¢ = 35, S; and Sy share
replicates of levels 3j + 1, and Sy and Sy both hold all levels i = 35 + 2.

Dummy Blocks. Dummy blocks are blocks that are not “real” (not part of the
virtual memory), but are treated as such, and assigned dummy virtual addresses.
From the point of view of the ‘reshuffler’ server, a dummy block, unlike an empty
block, cannot be distinguished from a real block. We use two types of dummy
blocks, both essential for the security of the scheme.
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(i) Dummy Hash Blocks. Dummy hash blocks replace real blocks once they
are read and written to the top level. The security of our scheme relies on
the fact that all blocks in the hierarchy are of distinct addresses, hence the
importance of this replacement.

(ii) Dummy Stash Blocks. Dummy stash blocks are created by the client to fill
in empty entries in the hierarchy. Since our scheme uses a stash to handle
overflows, the number of blocks in the stash and in each of the hash tables
is not deterministic and is dependent on the access pattern. To hide this
information from the server that performs the reshuffling of a level, we fill
all empty entries in the stash, and some of the empty entries in the hash
tables, with dummy stash blocks.

Block Headers. To properly manage the data, the client needs to know the
identity of every block it downloads (i.e. its virtual address). Therefore, every
entry in the server storage contains, besides the data of the block, a header that
consists of the virtual address of the block, which can be either an address in
[N], a numbered dummy address, such as ‘dummyHashot’ or ‘dummyStashor’,
or just ‘empty’. The length of the header is O(log N) bits, thus does not affect
the asymptotic block size. Unless explicitly stated otherwise, the headers are
downloaded, uploaded and re-encrypted together with the data. An entry with
a block of virtual address v and data z is denoted by the tuple (v, x).

Tags. Since we use the servers for reshuffling the levels, we wish to hide the
virtual addresses of the blocks to be reshuffled. We use pseudorandom tags to
replace these addresses, as first suggested in [25]. The tags are computed using
a keyed PRF, F§, that is known to the client only. When generating a new hash
table, the server hashes the blocks according to their tags (rather than their
virtual addresses). Furthermore, to eliminate any dependency between tags that
are seen in different reshuffles, the client keeps an epoch €] for every hash table
Tij in the hierarchy. The epoch of a table is updated prior to every reshuffle, and
is used, together with 4 and j, to compute fresh tags for blocks in the table. The
epochs can be stored remotely in the servers to avoid large client storage.

Protocol. We refer to the balanced hierarchy of [22] as our starting point.

Query. We replace the reads performed by the client with PIR protocols that
are executed over arrays in the data. Specifically, the first PIR is performed over
the stash to retrieve the target block if it is found there. The top level can be
downloaded entirely since it has to be re-written anyway. The search continues
to the other levels in the hierarchy in the order specified in Sect.4. The target
block can possibly reside in any of the d — 1 hash tables in a level, therefore,
the client invokes a PIR protocol to extract the target block out of the many
possible positions. Every PIR in the procedure is preceded by downloading the
headers in the queried array, using which the client knows the position of the
target block. A technical detailed description is provided in Algorithm 1.
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Algorithm 1. Three-Server Construction: Query

1:
2:
3:

—_

11:
12:

13:
14:

15:
16:

17:
18:

19:
20:

21:

O L XD

Allocate a local register of the size of a single record.

Initialize a flag found « 0.

Download the top level, one record at a time. If v is found at some entry (v,x)
then store z in the local register, and mark found « 1.

: Download all headers from S. If v was found among these headers, let p be its

position, and mark found < 1. Otherwise, let p be a position of a random entry in
the stash. Invoke PIR(S,p) to fetch (v,x) with any two of the three servers, and
store z in the register.

: for every level i =1...L do

th— [t/k]

7« [(t' mod d*)/d""]

headers «— ()

for every hash table j =r...1 do
If found = false, compute the corresponding tag of v, 7 «— Fs(i, 7, ez,v).
Otherwise, assign 7 « Fi(i,, e, dummy o t).
QJ — H;.Lookup(T, k)
Download all headers of entries in Tij [QfL and append them to headers. If
one of the headers says v, mark found < true.

end for
Let p be the position of v in headers if it was found there, or a random value
in {1,..., |headers|} otherwise.

Let A be the array of entries corresponding to headers in headers.
Invoke PIR(A, p) to fetch (v, z) with the two servers holding level i, and store
x in the register (if v was not found in headers this would be a dummy PIR).
Re-encrypt headers, and upload it back to the two servers, while changing v to
dummyHash o't.
end for
If the query is a write query, overwrite x in the register.
Read each entry of the entire top level from both servers one at a time, re-encrypt
it, then write it back, with the following exception: if the entry (v,x) was first
found at the top level, then overwrite x with the (possibly) new value from the
register, otherwise, write (v, ) in the first empty spot of the form (empty, ).
Increment the counter ¢, and reshuffle the appropriate levels.

Reshuffles. Let S, and Sp, be the two servers holding level i + 1, and let S, be
the other server. Reshuffling levels 0, ..., into hash table 77 .1 is performed as
follows. As a first step, we send all non-empty blocks that should be reshuffled
(including stash) to S., by having the servers exchange the blocks they hold
in levels 0,...,7 and the stash, through the client, one block at a time, in a
random order. Besides forwarding the blocks to S, the client also re-encrypts
every block and re-tags it with a fresh tag (using epochs, as already mentioned).
Once S, has all tagged blocks, he can create a new hash table and stash using the
appropriate Build procedure. He then sends the hash table and stash, one record
at a time, to the client. The client re-encrypts all records, and forwards them to
the other two servers, who store the hash table in Tf+17 and the stash to its place.



Sub-logarithmic Distributed Oblivious RAM with Small Block Size 23

Algorithm 2. Three-Server Construction: Reshuffle

Reshuffling into table Tin
Let S, and Sy be the servers holding level i + 1, and let S. be the other server.

1:

Every server of the three allocates a temporary array. For every level ¢ between
levels 1 and i, let S¢ be the server with the smallest id that holds level £. For every
such ¢, S¢ inserts all records in level £ to its temporary array. In addition, one of
the servers, say So, inserts all stash records into its temporary array.

Sc applies a random permutation on its temporary array, and sends the records
one by one to the client. The client re-encrypts each record and sends it to Sp.
Sy inserts all records it receives to its array. Sp permutes its array randomly, and
forwards it to S, through the client (who re-encrypts them). S,, in his turn, also
inserts all received records, applies a random permutation, and sends them one by
one to the client.

The client re-encrypts every non-empty record (v, z) and sends it to S, together
with a tag, which is the output of the PRF Fi(i+1, 7, eg_H, v), where e;41 is the new
epoch of Tijﬂ. Note that v may be a virtual memory address, or a dummy value.
In this step, dummy records are treated as real records and only empty records are
discarded.

. S receives di(k + s) tagged records, which are all records that should be reshuffled

into Tijﬂ. It generates a new key &} « H;.Gen(NN), and constructs a hash table and

a stash (Tij,S) — Hi.Build(,%g,Y)7 where Y is the set of tagged records received

from the client. If the insertion fails, a new key is generated (this happens with a

negligible probability). S. then informs the client about the number of elements

inside the stash, o, and the key fig7 then sends both the hash table Tij and the

stash one record at a time to the client.

As the client receives entries from S. one at a time, it re-encrypts each record and

sends it to both S, and S, without modifying the contents except:

(a) The first o empty records in the table the client receives from S, are encrypted
as (dummyStash or, -), incrementing r each time.

(b) Subsequent empty records from the table are encrypted as (empty, ).

(c) Every empty record in the stash is re-encrypted as (dummyStashor,-), incre-
menting r each time.

S, and Sp, store the table records in level ¢ 4+ 1 in the order in which they were

received, and store the stash records at the top level.

The client uses dummy stash blocks to replace as many empty blocks as needed
to get a full hash table, and a full stash. This is important since we do not want
to reveal the load of the stash to the server that does the next reshuffle. The
reshuffle procedure is described in full details in Algorithm 2.

5.3 Analysis

Complexity. We begin with analyzing the complexity of the described scheme.
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Storage Complezity. The combined server storage contains a stash of size s, a
top level of size k, and two duplicates of every other level ¢, consisting of d — 1

hash tables of size m; each. In total, we have O (s + k+ Zle dmi>.

The client uses constant working memory as he only receives and forwards
records, one at a time. The client does not need to keep the headers he downloads
prior to PIR queries, as it is sufficient to keep the position of the target block.

QOverhead. We now analyze the cost of performing a single query. First, consider
the communication cost of downloading the headers for the PIRs. The PIRs are
performed over the stash and each of the levels ¢ = 1,..., L. The number of
headers downloaded amounts to s + ZiL:1(d — 1)Clookup(H;) < s+ aL(d—1),
which is equivalent to O(L) blocks of the required minimum size. Overall, L + 1
PIR queries are invoked. For levels i = 1,..., L, the PIR queries are performed
over arrays of size at most (d — 1)Clookup(H;). By using the classic two-server
PIR from [10], this costs (d — 1)Clookup(H;) < ad bits and a single block per
level. The stash adds s bits and a block. All of this sums up to no more than
O(L) data blocks. The client also downloads O(k) blocks from the top level.
Next, consider the reshuffles. Blocks are reshuffled down to some hash table
in the i*" level if 7 is the smallest integer for which (¢/k) mod d* # 0. This occurs
whenever t/k is a multiple of d*~!, but not of d*, i.e., at most once every k-d'~!
queries. During the reshuffle of a hash table 7}, the number of blocks transmitted
is asymptotically bounded by the size of Tij and the size of the stash, which is

O(m;). Hence, the amortized overhead of the reshuffles is O(Zle )

Security. Next, we present the security proof for our construction. We prove
that the access pattern to any of the servers is oblivious and independent on the
input. We describe a simulator Sim, (for a € {0, 1,2}), that produces an output
that is indistinguishable from the view of server S, during the execution of the
protocol, upon any sequence of virtual queries, given only its length.

Lemma 1 (Security of the three-server ORAM). Let View,(y) be the
view of server S, during the execution of the three-server ORAM protocol,
described in Algorithms 1 and 2, over a virtual access pattern y = ((v1,21),. ..,
(ve,xp)). For a € {0,1,2}, there exists a simulator Sim,, such that for every
y of length £, the distributions Simg(¢) and View,(y) are computationally
indistinguishable.

Proof Sketch. As in all previous works, we assume that the client uses one-way
functions to encrypt and authenticate the data held in the servers, and therefore,
encrypted data is indistinguishable by content (notice that the client re-encrypts
every piece of data before sending it). We replace the keyed tagging functions,
that are modeled as PRF's, with random functions. These steps can be formalized
using proper standard hybrid arguments, which we avoid for brevity.

We begin by inspecting the view of the servers during the reshuffles. The
procedure starts with the servers exchanging all blocks stored in levels 1,...,7
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and in the stash, and sending them to S.. It is essential for security that the
number of these blocks is independent of the input, as argued in Claims 1 and 2.
We refer the reader to the full version for full proofs for these two claims, and
all claims to follow.

Claim 1. Throughout the ORAM simulation, the stash is always full.

Claim 2. Let t be a multiple of k, and denote t' = t/k. For every 1 <1i < L,
define rt ;= | (¢ mod d*)/d'*~1|. Then,

(i) the top level is full prior to the reshuffle at round t, and is empty afterwards.
(1) for every other level 1 < i < L, once the reshuffle is completed, the first rt

tables in level i (i.e., T} ..,Tﬁ) are full (contain d'(k + s) records each),

P00

and all other tables in level i are empty.

Claim 1 follows immediately from Step 5 of Algorithm 2. For Claim 2 follows
from the analogy of the reshuffles to counting in base d (see Sect. 4) (notice that
r! can be also defined as the ith digit in the base d representation of ¢').

Having shown that the amount of data exchanged during the first steps of
the reshuffling procedure depends only on ¢, we can simulate the view of any of
the servers by a sequence of arbitrary encrypted data of the appropriate length.
Next, S, receives (k + s) - d* tagged encrypted records (Claim 2). Since dummy
records are numbered uniquely, and virtual records are never duplicated, these
records always have unique addresses. We formalize this in Claim 3 below.

Claim 3. At all times during the execution, any non-empty record of the form
(v, ) will appear at most once in all hash tables in the hierarchy.

Since the addresses of the records are unique, their tags will be unique as
well (with overwhelming probability). This implies the following.

Corollary 1. The tagging function Fy(-) will not be computed twice on the same
input throughout the executions of Algorithm 2 during the ORAM simulation.

Hence, by assuming Fj is a random function, the view of S. can be simulated
as a sequence of (k + s) - d* arbitrary encrypted records with random distinct
tags. Once S, successfully creates the hash table, it sends it to S, and S, via
the client. The size of the hash table is fixed. The entries of the hash tables are
encrypted, and can be simulated as an arbitrary sequence of encrypted records.

To summarize, to simulate the view of the servers during the reshuffling
phase, Sim,(£) and Sim;(¢) output a sequence of encrypted arbitrary records of
the appropriate length (which is fixed due to Claims 1 and 2), whereas Sim.(¥)
outputs a sequence of encrypted arbitrary records that are tagged using distinct
uniform values (a,b, ¢ alternate between 0, 1,2 throughout the phases). From
Corollary 1 and the security of the underlying symmetric encryption and PRFs,
these outputs are indistinguishable from the views of the servers at the reshuffles.

We proceed to simulating the access pattern during queries. A query for a
block v begins, independently of v, with downloading all blocks in the top level,
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and all headers in the stash. Next, a PIR is invoked over the stash From the secu-
rity of the underlying PIR, there exist two simulators Simg ™ (m), Sim} ™ (m),
that simulate the individual views of the two servers (resp.) 1nv01ved in the pro-
tocol, given only the size of the queried array, m. We use these simulators to
simulate the view of the servers involved in the this and all following PIRs.

It remains to show that the identity of the blocks over which the PIRs
are called, i.e. the values Q! that a server S, sees during the execution of
Algorithm 1, can be simulated as well. Recall that, at every execution of the
algorithm, Qj is computed for every i, j, as H;. Lookup(T k1), where 7 is a tag
computed using F, and ] is the used hash key. We denote by (QJ )a the sequence
of Qz values seen by S, at all executions of Algorithm 1 during the ORAM sim-
ulation (these values correspond to levels i that are stored in S,). We also denote
by (7)a and (k?), the values used to compute (Q?),.

Claim 4. The same v will not be queried upon twice at the same hash table (in
Algorithm 1) between two reshuffles of the table during the ORAM execution.

Dummy queries are numbered uniquely. The order in which we traverse the
hierarchy, and the fact that no real queries are made after the block is found,
ensure that Claim 4 is true for real queries as well. Hence, the following holds.

Corollary 2. The tagging function Fs will not be computed twice on the same
input throughout the executions of Algorithm 1 during the ORAM simulation.

From Corollary 2, and since S, is not involved in the hashing of (7)., we get:

Claim 5. The sequence (7)., defined above, is comp. indistinguishable from a
uniform sequence of unique tags, given the view of S, during the reshuffles.

Claim 6. The sequence <I€g>a, defined above, is comp. indistinguishable from a
uniform sequence of hash keys, given the view of S, during the reshuffies.

In Claims 5 and 6, we show that (1), and (k!), are indistinguishable from
sequences of uniformly chosen values, given the view of S,. Therefore, to simulate
the values (Q7),, the simulator Sim,(¢) computes the output of H;.Lookup for
uniformly random tags and hash keys. This completes the proof of Lemma 1.

6 A Family of Multi-server ORAM Schemes

We present our following last result.

Theorem 4 ((m,m — 1)-ORAM wusing oblivious hashing). Let d be a
parameter, and define L = log; N. Assume the ezistence of one-way functions,
and a collection {H;}L |, where H; is an oblivious (d"~*(k + s),m;, s)-hashing
scheme. Then, for any m > 2, there exists an (m,m — 1)-ORAM scheme that
achieves the following overhead for block size B = 2(8log N + adlog N)

L
m
Olk+L+> —— >
( i:ld 'k

where o 1= max; Clookup(H;) and f := max; %(119)
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Here, oblivious two-tier hashing [8] performs slightly better than other can-
didates (e.g. oblivious cuckoo hashing [18]).

Instantiation 4 ((m,m—1)-ORAM using two-tier hashing). Assuming the
existence of one-way functions, there exists, for anym > 2, a (m,m—1)-ORAM

scheme with overhead of O(log N/loglog N) for block size of B = 2(log® N).

We first present the special case of our construction in the two-server setting,
and then generalize it the case where m > 2.

6.1 Two-Server ORAM: Overview

We base our two-server construction on the the (3,1)-ORAM from Sect. 5.

Back to Oblivious Hashing. Now that we limit ourselves to using two servers
only, each of which has to hold a replicate of the data for the PIR queries, we
lose the ability to perform the reshuffles through a “third-party”. Hence, we
require now that the underlying hashing schemes are oblivious, and the build-up
of the hash table is done using the oblivious Build procedures, where the client
is the CPU, and one of the servers takes the role of the RAM.

Recall that the tags were essential for the security of the three-server scheme
since the reshuffles were made by one of the servers, to which we did not want
to reveal the identity of the blocks being reshuffled. Now that the reshuffling is
done using oblivious hashing that hides any information about the records that
are being hashed, or the hash keys used to hash them, using tags is not necessary
anymore. Instead, the blocks are hashed, and accessed, by their headers.

Optimizing the Reshuffles. Naively creating a hash table at level ¢ using H;.Build,
incurs an overhead of Cpiq(H;). We observe that in any hashing scheme, the
only input relevant for the build-up of a hash table is the tags or, in our case, the
headers of the blocks being reshuffled. Thus, we suggest the following solution.
The reshuffles are modified so that the build-up of the hash tables is given, as
input, the set of headers, rather than the blocks themselves. Since the headers are
smaller than the blocks by a factor of at least § := max; %, the overhead
incurred by the build-ups is cut by 3, making it linear in d*~'k.

Matching Data to Headers. As the headers are hashed, we still have to move the
data to the new hash table. We securely match the data elements to the headers,
by tagging them, and letting the servers to permute them randomly.

6.2 Two-Server ORAM: Full Construction

Data Structure. We start with the scheme from Sect.5. The server storage
remains as is, except the entire data structure is now replicated in the two
servers. This is guaranteed to be the case at the end of every round in the
protocol.
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Query. Every virtual access is simulated as described in Algorithm 1, with the
exception that the target block is queried upon in the hash tables by its virtual
address, rather than its tag: H;.Lookup(v, &]) rather than H;.Lookup(T, 7). Also,
all reads and writes, as well as the PIR queries, are made now to Sy and Sj.

Reshuffles. The reshuffles are still performed in the same frequency. However, the
roles of the servers change, as only two servers participate in the protocol. First,
So prepares all headers of blocks that have to be reshuffled into the destination
hash table, and, together with the client, invokes the appropriate oblivious Build
procedure to hash the blocks into a new hash table.

We now match the data to the headers using our matching procedure. We
begin by tagging the headers. Sy sends the shuffled headers, one by one to the
client, who decrypts every header and tags it using a new epoch, then sends it
back to Sp. The headers corresponding to empty slots are tagged using numbered
values, e.g. ‘empty o 1. Notice that the number of empty slots in the hash table
and stash, combined, is fixed and independent of the input. Next, S; sends the
records (headers and data) that correspond to the shuffled headers, one by one,
in a random order. Among the actual records, S; also sends as many (numbered)
empty records as required to match the number of empty slots in the hash table.
The client tags every record he receives from &7, and forwards it Sy together
with its tag. Sp now matches every record he receives to a header in the hash
table or stash, according to the tags. He then sends the new hash table and stash
to 81, through the client. See Algorithm 3 for full details.

6.3 Two-Server ORAM: Analysis

Complexity. The query complexity is identical to that of the three-server con-
struction, and is equal to O(k + L). To obliviously construct a hash table and a
stash for a level i, the client and the servers exchange Cgyila(H;) = O(Bd k)
records (recall § := max; %(IIZ)) However, since the build-up is done over tags
of size log N bits, rather than whole blocks of size 2(31log N), this translates to
O(d*='k) overhead in blocks. The matching procedure has a linear cost in the
size of the level, that is O(m;). This amortizes to O(1 +m;/d"~1k) overhead per

level, and O(L + Zle i) overall.

Security. Following Definition 2, it suffices to prove the following Lemma.

Lemma 2 (Security of the two-server ORAM). Let View,(y) be the view
of server S, during the execution of the two-server ORAM protocol, described
in Sect. 6, over a virtual access pattern y = ((v1,x1), ..., (ve,x¢)). There exist
simulators Simg, Simy, such that for every y of length £, and every a € {0,1} the
distributions Sim,(£) and View,(y) are computationally indistinguishable.
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Algorithm 3. Two-Server Construction: Reshuffle

Reshuffling headers into table Tin
1: Sp sends all records in levels 1,...,7 and the stash, one by one, to the client. The
client re-encrypts every record he receives and forwards it to S1, while eliminating
all empty records. S; inserts every record he receives to a temporary array Y.
Server &1 now sends every header in Y back to Sp, through the client.

2: Let Y be the array of encrypted headers received by Sp. The client generates
a fresh hashing key /if — H;.Gen(N), and, together with Sp, invokes (T, S') —
H;.Build(x7,Y) to obliviously hash the headers into a hash table and stash.

Matching data to headers.

3: Sp sends (T, S’), record by record, to the client. The client decrypts every header
v he receives, and computes a tag 7 «— Fs(i + 1,7, egH, v). If the header is empty,
then 7 — Fs(i+1,7, eg_H, empty o z), where z is a counter that starts at 1 and and
increments after every empty header. Notice that the number of empty headers,
denoted by Z, depends only on ¢. The client sends the tag back to Sp.

4: 81 inserts Z empty records (emptyol,-),..., (emptyoZ,-) to Y. Server S; permutes
Y randomly, and sends it, one record at a time, to the client.

5: The client re-encrypts every record (v, x) it receives, and sends it to Sp with a tag
7, that is the output of Fs on v with the appropriate epoch.

6: So matches every tagged record it receives to one of the tags it received in Step 3,
and inserts the corresponding record to its appropriate slot (either in Tor S ).

7: At this point, Sp holds the newly reshuffled hash table and stash, headers and data.
The tags are discarded. Sp sends both the table and the stash to 81, via the client.
Both servers replace the old stash and T}, ; with the new data.

Proof Sketch. Again, we assume that encryption is secure and tagging functions
are random. Consider the view of the servers at the reshuffles. Claims 1 and 2
hold true here as well, therefore, the amount of encrypted data exchanged in Step
1 of Algorithm 3 is oblivious. From the obliviousness of the hashing scheme, the
view seen in Step 2 can be simulated with an access pattern for an arbitrary
execution of the oblivious H;.Build procedure. As for the matching procedure,
the view of S7 consists of the new hash table and stash, both encrypted and of
fixed size. Sy receives a sequence of tags computed using F for a sequence of
headers. We claim that these headers are unique. A proof of the claim is also
provided in the full version.

Claim 7. The tagging function Fs(-) will not be computed twice on the same
input in Step 3 of Algorithm 3 throughout the executions of the algorithms during
the ORAM simulation.

Hence, the tags seen by Sy are indistinguishable from uniform distinct values,
and Simg simulates them as such. Lastly, Sy receives a sequence of tagged records.
The records are encrypted and can be simulated. The tags were obtained by
tagging the same set of unique headers, however, in an order that is uniformly
and independently chosen by &; and that is not known to Sy. Therefore, we let
Simg to output the tags he has previously generated, permuted randomly.
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To simulate the access pattern for the queries we rely on the obliviousness of
the Lookup procedure: the sequence of H;.Lookup(v, k]) values is indistinguish-
able from a sequence generated for an arbitrary sequence of addresses v using
random hash keys. Thus, Sim4 just generates random keys using Gen, and com-
putes Lookup for arbitrary inputs. The transcripts of the PIRs can be simulated

from the definition of two-server PIR.

6.4 From Two Servers to m Servers

Lastly, we briefly show how to transform our two-server ORAM to an (m,m—1)-
ORAM for m > 2. Please refer to the full version for a detailed analysis.

Query Using Multi-server PIR. To obliviously simulate a query to a block, the
client follows the protocol used in the two-server construction (Algorithm 1).
However, now that we want to achieve privacy against any colluding subset of
corrupt servers, we use an m-server PIR protocol which guarantees such a pri-
vacy. That is, instead of invoking two-server PIRs to query blocks from the stash
and hierarchy levels, the client now uses an (m,m — 1)-PIR protocol involving
all m servers, where the joint view of any m — 1 servers is (computationally)
independent of the target index. In particular, we can use the straight-forward
m-server generalization of the basic PIR protocol from [10]. Since this protocol,
as well as many known m-server PIRs, follow the standard PIR setting where
the data is assumed to be replicated in all of the servers, the servers during the
ORAM execution will hold identical replicates of the same data structure.

Ezxtending the Matching Procedure. Reshuffles of levels are done in the same
frequency, and in a very similar manner as in the two-server protocol. We only
change the matching procedure. To match the content to the tags, we cannot
rely only on two servers, since they might be both corrupt. Instead, all servers
participate. The reshuffling procedure from Algorithm 3 is followed up to Step 5.
After the client receives the permuted records from S7, he re-encrypts them and
forwards them to Ss. Ss, in its turn, randomly permutes the records it receives,
and forwards them to Ss (if it exists), through the client. This continues until
all servers, except Sy, have received the records and permuted them. Once they
all had, the client tags the records and sends them to Sy, who matches them to
the shuffled headers. Lastly, the final hash table and stash are sent to all servers.

Acknowledgments. We thank Yuval Ishai, Rafail Ostrovsky and Benny Pinkas for
useful comments.
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As introduced by Peikert and Waters a decade ago [39], lossy trapdoor functions
(LTFs) are function families where injective functions — which are efficiently
invertible using a trapdoor - are computationally indistinguishable from many-
to-one functions, wherein the image is drastically smaller than the domain. Since
their introduction, they drew a lot of attention [19,23,24,43,45] and revealed
powerful enough to imply chosen-ciphertext (IND-CCA2) security [39], deter-
ministic public-key encryption in the standard model [9,15,41], as well as encryp-
tion schemes achieving the best possible security against selective-opening (SO)
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Abstract. Lossy algebraic filters (LAFs) are function families where
each function is parametrized by a tag, which determines if the function
is injective or lossy. While initially introduced by Hofheinz (Eurocrypt
2013) as a technical tool to build encryption schemes with key-dependent
message chosen-ciphertext (KDM-CCA) security, they also find applica-
tions in the design of robustly reusable fuzzy extractors. So far, the only
known LAF family requires tags comprised of ©(n?) group elements for
functions with input space Zj,, where p is the group order. In this paper,
we describe a new LAF family where the tag size is only linear in n and
prove it secure under simple assumptions in asymmetric bilinear groups.
Our construction can be used as a drop-in replacement in all applications
of the initial LAF system. In particular, it can shorten the ciphertexts of
Hofheinz’s KDM-CCA-secure public-key encryption scheme by 19 group
elements. It also allows substantial space improvements in a recent fuzzy
extractor proposed by Wen and Liu (Asiacrypt 2018). As a second con-
tribution, we show how to modify our scheme so as to prove it (almost)
tightly secure, meaning that security reductions are not affected by a
concrete security loss proportional to the number of adversarial queries.
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Lossy ALGEBRAIC FILTERS. Lossy algebraic filters (LAFs) are a variant LTFs
introduced by Hofheinz [25] as a tool enabling the design of chosen-ciphertext-
secure encryption schemes with key-dependent message (KDM-CCA) security
[6]. Recently, they were also used by Wen and Liu [44] in the construction of
robustly reusable fuzzy extractors. In LAF families, each function takes as argu-
ments an input = and a tag t, which determines if the function behaves as a
lossy or an injective function. More specifically, each tag t = (¢, t,) is comprised
of an auxiliary component t,, which may consist of any public data, and a core
component t.. For any auxiliary component t,, there should exist at least one
tc such that ¢t = (tc,t,) induces a lossy function fiag(t,-). LAFs strengthen the
requirements of lossy trapdoor functions in that, for any lossy tag t, the function
fiae(t, x) always reveals the same information about the input x, regardless of
which tag is used. In particular, for a given evaluation key ek, multiple evalu-
ations fiag(t1,),..., fiar(tn,x) for distinct lossy tags do not reveal any more
information about x than a single evaluation. On the other hand, LAFs depart
from lossy trapdoor functions in that they need not be efficiently invertible using
a trapdoor. For their applications to KDM-CCA security [25] and fuzzy extrac-
tors [44], lossy algebraic filters are expected to satisfy two security properties.
The first one, called indistinguishability, requires that lossy tags be indistinguish-
able from random tags. The second one, named evasiveness, captures that lossy
tags should be hard to come by without a trapdoor.

So far, the only known LAF realization is a candidate, suggested by Hofheinz
[25], which relies on the Decision Linear assumption (DLIN) [12] in groups
with a bilinear map. While efficient and based on a standard assumption, it
incurs relatively large tags comprised of a quadratic number of group elements
in the number of input symbols. More precisely, for functions admitting inputs
X = (21,...,7,)" € Z,, where p is the order of a pairing-friendly G, the core
components t. contain ©(n?) elements of G. For the application to KDM-CCA
security [25] (where t. should be part of ciphertexts), quadratic-size tags are not
prohibitively expensive as the encryption scheme of [25, Section 4] can make
do with a constant n (typically, n = 6). In the application to fuzzy extractors
[44], however, it is desirable to reduce the tag length. In the robustly reusable
fuzzy extractor of [44], the core tag component . is included in the public helper
string P that allows reconstructing a secret key from a noisy biometric reading
w. The latter lives in a metric space that should be small enough to fit in the
input space Zj of the underlying LAF family. Even if p is exponentially large
in the security parameter A, a constant n would restrict biometric readings to
have linear length in A. Handling biometric readings of polynomial length thus
incurs n = w(1), which results in large tags and longer public helper strings.
This motivates the design of new LAF candidates with smaller tags.

OUR RESULTS. The contribution of this paper is two-fold. We first construct a
new LAF with linear-size tags and prove it secure under simple, constant-size
assumptions (as opposed to g-type assumptions, which are described using a lin-
ear number of elements in the number of adversarial queries) in bilinear groups.
The indistinguishability and evasiveness properties of our scheme are implied
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by the Decision 3-party Diffie-Hellman assumption (more precisely, its natural
analogue in asymmetric bilinear maps), which posits the pseudorandomness of
tuples (g, 9%, ¢, g%, g*¢), for random a,b,c €g Zyp. For inputs in Z;;, where p is
the group order, our core tag components only consist of O(n) group elements.
These shorter tags are obtained without inflating evaluation keys, which remain
of length O(n) (as in [25]).

As a second contribution, we provide a second LAF realization with O(n)-size
tags where the indistinguishability and evasiveness properties are both almost
tightly related to the underlying hardness assumption. Namely, our security
proofs are tight — or almost tight in the terminology of Chen and Wee [16]
— in that the gap between the advantages of the adversary and the reduction
only depends on the security parameter, and not on the number of adversarial
queries. In the LAF suggested by Hofheinz [25], the proof of evasiveness relies
on the unforgeability of Waters signatures [42]. As a result, the reduction loses
a linear factor in the number of lossy tags obtained by the adversary. In our
second construction, we obtain tight reductions by replacing Waters signatures
with (a variant of) a message authentication code (MAC) due to Blazy, Kiltz
and Pan [7]. As a result, our proof of evasiveness only loses a factor O(\) with
respect to the Symmetric eXternal Diffie-Hellman assumption (SXDH). If our
scheme is plugged into the robustly reusable fuzzy extractor of Wen and Liu
[44], it immediately translates into a tight proof of robustness in the sense of the
definition of [44]. While directly using our second LAF in the KDM-CCA-secure
scheme of [25] does not seem sufficient to achieve tight key-dependent message
security, it may still provide a building block for future constructions of tightly
KDM-CCA-secure encryption schemes with short ciphertexts.

TECHNIQUES. Like the DLIN-based solution given by Hofheinz [25], our evalua-
tion algorithms proceed by computing a matrix-vector product in the exponent,
where the matrix is obtained by pairing group elements taken from the core tag
t. with elements of the evaluation key. Here, we reduce the size of ¢, from O(n?)
to O(n) group elements using a technique suggested by Boyen and Waters [14]
in order to compress the evaluation keys of DDH-based lossy trapdoor functions.
In the pairing-based LTF of [14], the evaluation key contains group elements
{(Ri, Si) = (g7, (W - w)™ )by, {(V; = g% Hy = (b1 - w)"5)}2_,. Using a sym-
metric bilinear maps e : G X G — G, these make it possible to compute the

off-diagonal elements of a matrix
G(Ri, HJ) ) 1/(5—14)

M; ;= e(g,h)"™ = (76(5 7
iy Vi

V(i,j) € [n] x [n]\{(G,9)}ie, (1)
via a “two equation” technique borrowed from the revocation system of Lewko,
Sahai and Waters [33]. By including {D; = e(g,g)""V - e(g, g)}_; in the evalua-
tion key, the LTF of [14] allows the evaluator to compute a matrix (M; ;); jemn
such that M, ; = e(g,9)"% if i # j and M, ; = e(g,9)""" - e(g,9)™ and for
which m; = 1 (resp. m; = 0), for all ¢ € [n], in injective (resp. lossy) func-
tions. The indistinguishability of lossy and injective evaluation keys relies on the
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fact that (1) is only computable when ¢ # j, making it infeasible to distinguish
{D; = e(g, h)"" - (g, )}y from {D; = elg, by},

Our first LAF construction relies on the “two equation” technique of [33] in a
similar way with the difference that we include {(V; = g%, H; = (h? -u)"}7_, in
the evaluation key ek, but {(R;,S;) = (¢", (h*-u)")}™_; is now part of the core
tag components t.. This makes it possible to compute off-diagonal elements of
(M;,j)i jem) by pairing elements of ek with those of £.. To enable the computation
of diagonal elements {M; ;}7_;, we augment core tag components by introducing
pairs (D;, E;) € G?, which play the same role as {D; = e(g,9)""% - e(g,9)}1;
in the LTF of [14]. In lossy tags, {(D;, E;)}?, are of the form

(Di, Ey) = (R He ()7, g"), (2)

for a random p; €g Zjp, where 7 is a chameleon hashing of all tag components.
Such pairs {(D;, E;)}?_; allow the evaluator to compute

e(Dmg)

Mii = e(Hg (1), E;)

=e(g,h)""" vi € [n],

which results in a rank-one matrix (M; ;); je[n), Where M; ; = e(g,h)""7. When
computed as per (2), {(D;, E;)}, can be seen as “blinded” Waters signatures
[42]. Namely, (g,h,V; = ¢g¥*) can be seen as a verification key; h¥i is the cor-
responding secret key; and r; € Z, serves as a blinding factor that ensures the
indistinguishability of (D;, E;) from random pairs. Indeed, the Decision 3-party
Diffie-Hellman (D3DH) assumption allows proving that h™ i is computation-
ally indistinguishable from random given (g, h, g*7, g"*). In our proof of indistin-
guishability, however, we need to rely on the proof technique of the Boneh-Boyen
IBE [11] in order to apply a hybrid argument that allows gradually replacing
pairs {(D;, E;)}?_; by random group elements.

In our proof of evasiveness, we rely on the fact that forging a pair of the
form (D;, E;) = (h""i - Hg(7)P*, g%) on input of (g, h, g"") is as hard as solving
the 2-3-Diffie-Hellman problem [32], which consist in finding a non-trivial pair
(g",g" %) € G* x G* on input of (g,9% ¢°). In turn, this problem is known to
be at least as hard as breaking the Decision 3-party Diffie-Hellman assumption.

The above techniques allow us to construct a LAF with O(n)-size tags and
evaluation keys made of O(n + \) group elements under a standard assumption.
Our first LAF is actually described in terms of asymmetric pairings, but it can
be instantiated in all types (i.e., symmetric or asymmetric) of bilinear groups.
Our second LAF construction requires asymmetric pairing configurations and
the Symmetric eXternal Diffie-Hellman (SXDH) assumption. It is very similar
to our first construction with the difference that we obtain a tight proof of
evasiveness by replacing Waters signatures with a variant of a MAC proposed
by Blazy, Kiltz and Pan [7]. In order for the proofs to go through, we need to
include n MAC instances (each with its own keys) in lossy tags, which incurs
evaluation keys made of O(n - \) group elements. We leave it is an interesting
open problem to achieve tight security using shorter evaluation keys.
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RELATED WORK. All-but-one lossy trapdoor functions (ABO-LTFs) [39] are
similar to LAFs in that they are lossy function families where each function
is parametrized by a tag that determines if the function is injective or lossy.
They differ from LAFs in two aspects: (i) They should be efficiently invert-
ible using a trapdoor; (ii) For a given evaluation key ek, there exists only one
tag for which the function is lossy. The main motivation of ABO-LTFs is the
construction of chosen-ciphertext [40] encryption schemes. All-but-many lossy
trapdoor functions (ABM-LTFs) are an extension of ABO-LTFs introduced by
Hofheinz [24]. They are very similar to LAFs in that a trapdoor makes it possi-
ble to dynamically create arbitrarily many lossy tags using. In particular, each
tag t = (tc,ta) consists of an auxiliary component ¢, and a core component t.
so that, by computing ¢. as a suitable function of ¢,, the pair ¢ = (¢, t,) can
be made lossy, but still random-looking. The motivation of ABM-LTFs is the
construction chosen-ciphertext-secure public-key encryption schemes in scenar-
ios, such as the selective-opening setting [2, 18], which involve multiple challenge
ciphertexts [24]. They also found applications in the design of universally com-
posable commitments [20]. Lossy algebraic filters differ from ABM-LTFs in that
they may not have a trapdoor enabling efficient inversion but, for any lossy tag
t = (tc,ta), the information revealed by fiar(¢,z) is always the same (i.e., it is
completely determined by x and the evaluation key ek).

LAFs were first introduced by Hofheinz [25] as a building block for KDM-
CCA-secure encryption schemes, where they enable some form of “plaintext
awareness” . In the security proofs of KDM-secure encryption schemes (e.g., [10]),
the reduction must be able to simulate encryptions of (functions of) the secret
key. When the adversary is equipped with a decryption oracle, the ability to pub-
licly compute encryptions of the decryption key may be a problem as decryption
queries could end up revealing that key. LAFs provide a way reconcile the con-
flicting requirements of KDM and CCA2-security by introducing in each cipher-
text a LAF-evaluation of the secret key. By having the simulator encrypt a lossy
function of the secret key, one can keep encryption queries from leaking too
much secret information. At the same time, adversarially-generated ciphertexts
always contain an injective function of the key, which prevents the adversary
from learning the secret key by publicly generating encryptions of that key.

Recently, Wen and Liu [44] appealed to LAFs in the design of robustly
reusable fuzzy extractors. As defined by Dodis et al. [17], fuzzy extractors allow
one to generate a random cryptographic key R — together with some public helper
string P — out of a noisy biometric reading w. The key R need not be stored as
it can be reproduced from the public helper string P and a biometric reading w’
which is sufficiently close to w. Reusable fuzzy extractors [13] make it possible to
safely generate multiple keys Rq,..., R; (each with its own public helper string
P,) from correlated readings wy, ..., w; of the same biometric source. Wen and
Liu [44] considered the problem of achieving robustness in reusable fuzzy extrac-
tors. In short, robustness prevents adversaries from covertly tampering with the
public helper string P; in order to affect the reproducibility of R;. The Wen-
Liu [44] fuzzy extractor relies on LAFs to simultaneously achieve reusability and
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robustness assuming a common reference string. Their solution requires the LAF
to be homomorphic, meaning that function outputs should live in a group and,
for any tag t and inputs x1, x2, we have fiap(t,z1+2z2) = fiar(t, z1)- fiar(t, z2).
The candidate proposed by Hofheinz [25] and ours are both usable in robustly
reusable fuzzy extractors as they both satisfy this homomorphic property. Our
scheme offers the benefit of shorter public helper strings P since these have to
contain a LAF tag in the fuzzy extractor of [44].

The tightness of cryptographic security proofs was first considered by Bellare
and Rogaway [4] in the random oracle model [3]. In the standard model, it drew
a lot of attention in digital signatures and public-key encryption the recent years
(see, e.g., [7,16,21,22,26-28,34,35]). In the context of all-but-many lossy trap-
door functions, a construction with tight evasiveness was put forth by Hofheinz
[24]. A tightly secure lattice-based ABM-LTF was described by Libert et al. [36]
as a tool enabling tight chosen-ciphertext security from lattice assumptions. To
our knowledge, the only other prior work considering tight reductions for lossy
trapdoor functions is a recent result of Hofheinz and Nguyen [29]. In particu-
lar, tight security has never been obtained in the context of LAFs, nor in fuzzy
extractors based on public-key techniques.

2 Background

2.1 Lossy Algebraic Filters

We recall the definition of Lossy Algebraic Filter (LAF) from [25], in which the
distribution over the function domain may not be the uniform one.

Definition 1. For integers £iap(N), n(N) > 0, an (€ar, n)-lossy algebraic filter
(LAF) with security parameter X consists of the following PPT algorithms:

Key Generation. LAF.Gen(1) outputs an evaluation key ek and a trapdoor
key tk. The evaluation key ek specifies an f ap-bit prime p as well as the
description of a tag space T = 1. x T,, where I is efficiently samplable. The
disjoint sets of injective and non-injective tags are called Tinj and Thon-inj =
T\ Tinj, respectively. We also define the subset of lossy tags Tiess to be a subset
of Tnon-inj, Which induce very lossy functions. A tagt = (tc,ta) is described by
a core part tc € 1. and an auxiliary part ty € T,. A tag may be injective, or
lossy, or neither. The trapdoor tk allows sampling lossy tags.

Evaluation. LAF.Eval(ek,t, X) takes as inputs an evaluation key ek, a tag t €
T and a function input X € Zy. It outputs an image Y = fer +(X).

Lossy Tag Generation. LAF.LTag(tk,t,) takes as input the trapdoor key tk,
an auziliary part t, € T, and outputs a core part tc such thatt = (tc,ta) € Tioss
forms a lossy tag.

In addition, LAF has to meet the following requirements:

Lossiness. For any (ek,tk) & LAF.Gen(1%), the following conditions should be
satisfied.
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a. For any t € Tij, fert(.) should behave as an injective function (note that
fe_k}t() is mot required to be efficiently computable given tk).

b. For any auziliary tag t, € T, and any t. < LAF.LTag(tk,t.), we have
t = (tc,ta) € Tioss, meaning that fex(.) is a lossy function. Moreover, for
any input X = (21,...,2,) € Zy and any t = (tc,ta) € Tioss, fer,i(X) is
completely determined by >, v; - x; mod p for coefficients {v;}1—, that
only depend on ek.

Indistinguishability. Multiple lossy tags are computationally indistinguishable
from random tags, namely:

Advy ™ (\) == | PrlA(1?, ek) AP ETE(R) = 1) — Pr{A(1Y, k)97 ) = 1]

is negligible for any PPT algorithm A, where (ek,tk) & LAF.Gen(1*) and
O7.(+) is an oracle that assigns a random core tag t. <~ 1c to each auxiliary
tag ta € T, (rather than a core tag that makes t = (tc,ta) lossy). Here Q
denotes the number of oracle queries made by A.
Evasiveness. Non-injective tags are computationally hard to find, even with
access to an oracle outputting multiple lossy tags, namely:
AdVSf\SQ ()\) — PI"[A(]./\, ek)LAF.LTag(tk,-), LAF .IsInjective(tk,-) c I\on—inj]
is negligible for legitimate adversary A, where (ek,ik, tk) & LAF.Gen(1*) and
A is given access to the following oracle:
— LAF.LTag(tk, ) which acts exactly as the lossy tag generation algorithm.
— LAF.IsInjective(tk, ) that takes as input a tag t = (tc,ta). It outputs O if
t € Tnon-inj = T \Tinj and 1 if t € Tij. If t € T, the oracle outputs L.
We denote by Q1 and Qo the number of queries to LAF.LTag(tk,-) and
LAF.IsInjective(tk, -), respectively. By “legitimate adversary”, we mean that
A is PPT and never outputs a tag t = (tc,ta) such that t. was obtained by
imwvoking the LAF.LTag oracle on t,.

In our construction, the tag space 7 will not be dense (i.e., not all elements
of the ambient algebraic structure are potential tags). However, elements of the
tag space 7 will be efficiently recognizable given ek.

We note that the above definition of evasiveness departs from the one used
by Hofheinz [25] in that it uses an additional LAF.IsInjective(tk,-) oracle that
uses the trapdoor tk to decide whether a given tag is injective or not. However,
this oracle will only be used in our tightly secure LAF (and not in our first
construction). Its only purpose is to enable a modular use of our tightly evasive
LAF in applications to KDM security [25] or robustly reusable fuzzy extractors
[44]. Specifically, by invoking the LAF.IsInjective(tk, -) oracle, the reduction from
the security of a primitive to the underlying LAF’s evasiveness does not have to
guess which adversarial query involves a non-lossy tag.
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2.2 Chameleon Hash Functions

A chameleon hash function [31] is a tuple of algorithms CMH = (CMKg, CMhash,
CMswitch) which contains an algorithm CMKg that, given a security parameter
1", outputs a key pair (hk,td) « G(1*). The randomized hashing algorithm
outputs y = CMhash(hk, m,r) given the public key hk, a message m and ran-
dom coins 7 € Rpgsh. On input of messages m, m’, random coins r € Rpash
and the trapdoor key td, the switching algorithm r' < CMswitch(td, m,r,m’)
computes 1’ € Rpqsn such that CMhash(hk, m,r) = CMhash(hk, m’,r’'). The
collision-resistance property mandates that it be infeasible to come up with
pairs (m/,r") # (m,r) such that CMhash(hk, m,r) = CMhash(hk, m’,r’) with-
out knowing the trapdoor key tk. Uniformity guarantees that the distribution
of hash values is independent of the message m: in particular, for all hk, and
all messages m,m’, the distributions {r «— Rpasn : CMHash(hk,m,r)} and
{r < Rhasn : CMHash(hk,m’,r)} are identical.

2.3 Hardness Assumptions

Definition 2. Let (G, G, Gr) be bilinear groups of order p. The First Decision
3-Party Diffie-Hellman (D3DH1) assumption holds in (G,G,Gr) if no PPT
distinguisher can distinguish the distribution

The D3DH1 assumption has a natural analogue where the pseudorandom value
lives in G instead of G.

Definition 3. The Second Decision 3-Party Diffie-Hellman (D3DH2)
assumption holds in (G,G,Gr) if no PPT algorithm can distinguish between
the distribution

Dy :={(9.:9,9%9".9%9%3",9°.9") | g & G,§ & G, a,b,c & L}
DO = {(gvgagaagbvgcagaagbhgcagz) | g & Gvg (i G: Cl,b, C, 2z ‘i Zp}

We also need a computational assumption which is implied by D3DH2. The
2-3-CDH was initially introduced [32] in ordinary (i.e., non-pairing-friendly)
discrete-logarithm hard groups. Here, we extend it to asymmetric bilinear groups.

Definition 4 ([32]). Let (G,G) be a bilinear groups of order p with generators
g € G and § € G. The 2-out-of-3 Computational Diffie-Hellman (2-3-CDH)
assumption says that, given (g, g%, §%, g%, ¢°) for randomly chosen a,b < Z,, no
PPT algorithm can find a pair (g",g" ) such that r # 0.

It is known (see, e.g., [37]) that any algorithm solving the 2-3-CDH prob-
lem can be used to break the D3DH2 assumption. On input of (g,g, g%,
g%, 9¢,G% 8%, 6% 9°), where z = abc or z €g Zy,, the reduction can simply run
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a 2-3-CDH solver on input of (g, g%, g°, §%, §°). If the solver outputs a non-trivial
pair of the form (Ry, Ry) = (¢9",9"%"), the D3DH2 distinguisher decides that
z = abc if and only if e(R1, §%) = e(Ra, §°).

In our constructions, we actually rely on a weaker variant of D3HD1, called
wD3HD1, where §% is not given. In our tightly secure construction (which
requires asymmetric pairings), we need to rely on the following variant of
wD3HD1.

Definition 5. Let (G,G, Gr) be bilinear groups of order p. The Randomized
weak Decision 3-Party Diffie-Hellman (R-wD3DH1) assumption holds in

(G, G, Gr) if no PPT distinguisher can distinguish the distribution

Dy := {{(9,5}79‘“’,91’,90791’,?/ﬁgaibc)}?:l lg &G, <G,
7

We do not know if DSDH1 or wD3DHI1 can be tightly reduced to R-wD3DH1
(the only reduction we are aware of proceeds via a hybrid argument). In asym-
metric pairings, however, we can give a tight reduction between R-wD3DH]1 and
a combination of wD3DH1 and SXDH.

Lemma 1. There is a tight reduction from the wD3DHI1 assumption and the
DDH assumption in G to the R-wD3DHI1 assumption. More precisely, for any
R-wD3DH1 adversary B, there exist distinguishers By and By which run in about
the same time as B and such that

Advg PP (N < Advig?® P () + Adv T (N),
where the second term denotes By ’s advantage as a DDH distinguisher in G.

Proof. To prove the result, we consider the following distribution:

Dint = {{(9,9,g“"”‘,gb,gc,ﬁb,éﬁgz‘“’i)}fil g &G, §&G,

R R *
a1,...,00,b,¢,2 & Zp, a<—Zp}}

A straightforward reduction shows that, under the wD3DH1 assumption, D,
is computationally indistinguishable from D;,;. We show that, under the DDH
assumption in G, D;,; is computationally indistinguishable from Dy. Moreover,
the reduction is tight in that the two distinguishers have the same advantage.

First, we show that, under the wD3DH1 assumption, D;,; is computationally
indistinguishable from D;.
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We can build a wD3DH1 distinguisher B; from any distinguisher for Dy
and Dy,;. With (g,9,9% ¢%,¢% 4% ¢, T) as input where ¢ & G, § & G and
a,b,c < Z,, By uniformly draws «;, ..., aq < Z, and computes

D5’1 = {{(g,g’ga-ai7gb’gc7gb’gc7Ta7:)}iQ:1 | ap,...,0Q &£ Zp} .

It is easy to see that if T = ¢g*¢, then Dp, is identical to D;. If T €r G, then
Dp, is distributed as D,,:. Hence, any distinguisher between D; and D;,; with
Dpg, implies a distinguisher By for the wD3DH1 problem.

Next, we show that, under the DDH assumption in G, D;,; is computationally
indistinguishable from Dy. In order to build a DDH distinguisher By out of a
distinguisher between D;,; and Dy, we use the random self-reducibility of the
DDH assumption.

Lemma 2 (Random Self-Reducibility [38]). Letting G be a group of prime
order p, there exists a PPT algorithm R that takes as input (g, g%, g%, g%) € G*,
for any a,b,c € Zy, and returns a triple (9%, 6" ,9°) € G? such that:

~ If ¢ =ab mod q, then V' is uniformly random in Z, and ¢’ = ab'.
- Ifc# ab mod g, then V', ¢’ €r Z, are independent and uniformly random.

On input of (g,¢%,¢% T) € G* where ¢ & G and z,a < Z,, By uses
algorithm R to generate () instances {(gz,g"”,Ti)}?Zl. Next, By draws § & G,
a,b,c <= Z, and defines the following distribution:

Di, = {{(9,9.(9™)" a", 6,3, 5° TO}Z, 1§ & Ga,bec £ 7, ).

We observe that, if T = ¢g*%, we have T; = g= for all ¢ € [@]. In this case,
Dp, is identical to D;n:. In contrast, if T €r G, the random self-reducibility
ensures that T4,...,Tp €r G are ii.d, meaning that Dg, is identical to Dy.
Using a distinguisher between D;,; and Dy and feeding it with Dg,, we obtain
a distinguisher By for the DDH problem in G. a

3 A Lossy Algebraic Filter with Linear-Size Tags

We present a LAF based on DDH-like assumptions with tags of size O(n), where
n is the number of input symbols when the input is viewed as a vector over Z,,.
Our tags are comprised of 4n elements of G, which outperforms the construction
of [25] for n > 4. In his application to KDM-CCA security [25], Hotheinz uses a
LAF scheme with n = 6, in which case we decrease the tag size from 43 to 24
group elements' and thus shorten ciphertexts by 19 group elements.

! The LAF of [25] was described in terms of symmetric pairings but it extends to
asymmetric pairings e : G x G — G where tags are comprised of elements in G.
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The construction is inspired by the lossy TDF of [14] and relies on the revoca-
tion technique of Lewko, Sahai and Waters [33] (LSW) in the same way. In asym-
metric pairings e : G x G — Gr, the evaluation key contains a set of LSW cipher-
texts {(V; = g%, H; = (hi - @)®7)}}_,, while each core tag component t. can be
seen as containing a set of LSW secret keys {(R;, S;) = (9", (h*-u)")}_,, allow-
ing the evaluator compute M;; = e(g, iL)”‘”J‘ for any pairwise distinct indices
i # j. In lossy tags (fc,ta), diagonal elements {M;;}? , are handled by having
t. contain Waters signatures (D;, E;) = (h™" - Hg(7)"¢, g"*), where p; €r Z,
and Hg : {0,1}* — G is an algebraic hash function mapping the output 7 of a
chameleon hash function to the group G. For indistinguishability purposes, pairs
{(D;, E;)}_, are not immediately recognizable as Waters signatures because the
underlying secret key A" is blinded by a random exponent r; = log, (R;). Still,
running the verification algorithm of Waters signatures on (D;, E;) allows the
evaluation algorithm to derive M;; = e(g, h)™', so that (M 5)i jepn) forms a
rank-1 matrix. In injective tags, {(D;, E;)}?_; are uniformly distributed in G, so
that (M; ;)i jen is the sum of a rank-1 matrix and a diagonal matrix.

3.1 Description
Key Generation. LAF.Gen(1*) conducts the following steps.

1. Choose bilinear groups (G,G,GT) of prime order p > 2% with ran-
dom generators g, h,u <~ G and G, h, @ & G subject to the constraints
log,(h) = log;(h) and log,(u) = log ().

2. Choose a chameleon hash function CMH = (CMKg, CMhash, CMswitch),
where the hashing algorithm CMhash : {0,1}* X Rpasn — {0,1}% has
output length L € poly()\). Generate a pair (hkcwmu, tdcmn) «— CMKg(1*)
made of a hashing key hkcyy and a trapdoor tdemy.

3. Choose random exponents wy, . ..,wy, < Z, and define

Wy, = g"*, Wy, = g** Vk € [0, L]

that will be used to instantiate two hash functions Hg : {0,1}Y — G,
Hg : {0,1}* — G which map any string m € {0, 1} to

L L
Hg(m) =W, - H W;ﬂ[k]’ He(m) =W - H W:[k]’
k=1 k=1

respectively. Note that e(g, Hg(m)) = e(Hg(m), §) for any m € {0,1}%.

4. Let n € poly(n) be the desired input length. For each j € [n], choose
v; < Z, and define

Vi =g", Hy = (b -a)™ Vj € [n].

5. Output the evaluation key ek and the lossy tag generation key tk, which
consist of

ek = (hkCMHa 9, h7 u, g7 }Ala ’&’ {Wk7Wk}£:0’ {‘A/J’HJ};L:I)’
tk = (tdCMHv {Uj}?ﬂ)'
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The tag space T = T¢ X Tyy, is defined as a product of 7, = {0,1}* and
7o :={({Ri, Si» Di, Ei}}— 1, Thash) | Thash € Remn A
Vi e [n]: (Ri,Si,Di, B;) € G** A e(Ri, h' - 4) = e(Si,9)},

where G* := G\ {1g}. The range of the function family is Rng, = G} and
its domain is Zj.

Lossy Tag Generation. LAF.LTag(tk,t,) takes in an auxiliary tag component
ta € {0,1}* and uses tk = (tdcwn, {vitj=,s {wi}f_) to generate a lossy tag
as follows.

1. For each i € [n], choose r; <~ Z and compute

R, =g", Sy = (h'-u)" Vi € [n]. (3)
2. For each i € [n], choose p; <~ Z, and compute

D; = h™" - Hg(1)", E;, = g™ Vi € [n],

where 7 € {0, 1}* is chosen uniformly in the range of CMhash.
3. Use the trapdoor tdcymuy to find 7hesn € Rhuaskh such that

7 = CMhash (hkhash; (ta7 {Rz; Sia Di7 Ei}?:l); rhash) S {07 1}L

and output the tag ¢t = (tc, ta), where tc = ({R;, Si, Di, Ei Y1, Thash)-
Each lossy tag is associated with a matrix (Mm)ije[n] = (e(g,ﬁ)m.uj)ij’
which is a rank-1 matrix in the exponent. Its diagonal entries consist of

Q(D“g) 7

M;; = m =e(g,h)"" Vi € [n], (4)

while its non-diagonal entries

M= (LD gy ) e (DY

()

are obtained by pairing tag component (R;,S;) with evaluation key compo-
nents (Vj, H;).
Random Tags. A random tag can be publicly sampled as follows.
1. For each i € [n], choose r; <~ Z% and compute {R;, S;}7; as in (3).

2. For each i € [n], choose (D;, E;) <~ G* x G* uniformly at random.
3. Choose Thash & Rhash-

Finally, output the tag ¢t = (tc, ta), where tc = ({R;, Si, Di, Ei Y1, Thash)-
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We note that, in both random and lossy tags, we have e(R;, 4¢ - h) = e(S;, §)
for all i € [n], so that elements of 7 are publicly recognizable.

Evaluation. LAF.Eval(ek,t,x) takes in the function input x € Z, as well as
the tag t = (¢, ta). It parses tc as ({R;, Si, Di, Ei Y, hasn) and proceeds as
follows.

1. Return L if there exists i € [n] such that e(R;, h* - @) # e(S;, §).
2. Compute the matrix (Mm»)i’je[n] e G*" as

e(Dia g)

Mt = (8, Ha (1)

Vieln (6)

where 7 = CMhash (hkhash, (ta,{Ri,Si, Di, B} 1), rhash), and

vy = ()T e ep @, 0
Note that, since R; = g™ and S; = (h*- )" for some r; € Z,, we have
M;; = e(g, h)mvites, Vi € [n] (8)
M ;= e(g, h)"™™, Vi # j,
for some vector (wi,...,wn)' € Zy, that only contains non-zero entries if

t = (t,ta) is injective.
3. Compute the vector (Vr;)

j € [n].
4. Use the input x = (z1,...,2,)" € Zy to compute

as Vr; = e(h,V;) = e(g,h)" for each

J€[n]

Jj=1
Y, =[] M Vi € [n]
j=1

and output Y = (Yp,Y1,...,Y,)" € G%H.

While the above construction inherits the ©(A)-size public keys of Waters
signatures [42], we believe that it can be adapted to other signature schemes in
the standard model (e.g., [8,30]) so as to obtain shorter evaluation keys.

INJECTIVITY AND LOSSINESS. For any injective tag, all entries of the vector
(w1,...,wn) " are non-zero in (8). We can use Y, to ensure that the function is
injective. As long as w; # 0 for all i € [n], the evaluation algorithm (9) yields a
vector Y = (Y, Y1,...,Yy,) € Gr}ﬂ of the form

Yo = e(g, h)>i=1 i
Vi = e(g, b ®itriien vt Vi € [n],
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meaning that z; € Z,, is uniquely determined by (Yp,Y;) and (R;, D;, E;) (note
that the triple (R;, D;, E;) uniquely defines w;).

For any lossy tag, the evaluation outputs Y = (Y, Y1,...,Y,) € G such
that

Yo = e(g, fL)Z_?:l V5T
Y; = e(g, h)"Xi=1 Vi Vi € [n],

which always reveals the same information Z;;l v; - ; mod p about the input
vector x = (x1,...,2,) ", no matter which tag is used.

3.2 Security

The proof of indistinguishability relies on the wD3DH1 assumption via a hybrid
argument over the queries to the LAF.LTag(tk,-) oracle and over the pairs
{(D;, E;)}?_4 produced by LAF.LTag(tk,-) at each query. Using the R-wD3DH1
assumption, it is possible to modify the proof so as to use a hybrid argument
over the pairs {(D;, E;)}?_; only (meaning that all queries to LAF.LTag(tk, -) are
processed in parallel at each game transition). However, this proof would require
the SXDH assumption — which only holds in asymmetric pairings — to apply the
result of Lemma 1. In contrast, the proof of Theorem 1 allows instantiations in
all bilinear group configurations, even in symmetric pairings.

The proof of Theorem 1 uses a hybrid argument to gradually replace pairs
{(D;, E;)}_; by truly random group elements in outputs of the lossy tag gen-
eration oracle. To this end, it relies on the proof technique of the Boneh-Boyen
IBE [11] in the proof of Lemma 3. Namely, in order to embed a D3DH1 instance
(g,h, g%, g™, T . h™+ Yk} in the k-th pair (Dg, Fk), for indexes i > k, the reduc-
tion has to simulate A" for a known r; € Z, and an unknown h"%.

Theorem 1. The above LAF provides indistinguishability under the wD3DH1
assumption in (G,G,Gr).

Proof. We first recall that, for any injective or non-injective tag t = (tc,ta),

the core component t. = ({R;, Si, Di, E;i}'_1, Thask) iImply a matrix (M”)2 i)

where the off-diagonal entries are M;; = e(g, fl)”‘”ﬂ' and the diagonal entries
are of the form (8). In injective tags, the vector (wy,...,wn) € Z} only con-
tains non-zero entries. In lossy tags, we have (wq,...,w,)’ = 0". We define
a sequence of hybrid games. In Game(q ), the adversary has access to the real
oracle LAF.LTag(tk,.) oracle that always outputs lossy tags. In Game(q ), the
adversary is given access to an oracle O (.) that always outputs random tags.

Game(, ;) (1 </ <Q,1 <k <n): In this game, the adversary interacts with a
hybrid oracle LAF.LTag(e’k)(tk7 .). At the p-th query, this oracle outputs tags
) = (tg“),tg”)) such that

- If p < ¢, the tag tg”) = ({R:i,Si, D;, E;} 1, Thasn) implies a matrix

(M(“.) (1) (H))T

i )i’je[n] of th