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Abstract. This paper contributes to the discussion on privacy preser-
vation methods in the context of electronic identification (eID) across
borders through interdisciplinary research. In particular, we evaluate
how the GDPR principle of ‘Data Protection by Design’ applies to the
processing of personal data undertaken for identification and authenti-
cation purposes, suggesting that, in some cases, unlinkable eIDs should
be a key requirement in order to facilitate data minimisation and pur-
pose limitation. We argue that in an attempt to welcome diverse types
of architectures, the Interoperability Framework could have the effect of
reducing the data protection level reached by some national eID schemes,
when transacting with services that do not require unique identification.
We consequently propose that data minimisation and purpose limitation
principles should be facilitated through the implementation of two meth-
ods, pseudonymisation and selective disclosure, through an addition to
eIDAS’ technical specifications.
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1 Introduction

Electronic identification aims at revolutionising the way users interact with
online services. In the EU, electronic identification of citizens is at the discretion
of the Member States. A handful of Member States have developed national
schemes for electronic identification (eID) provision to their citizens, with their
architectures varying to a large extend [9]1. As a result, national systems differ
not only in the amount of citizen data they process but also in the level of data
protection they offer to these data.
1 See also country profiles in http://ec.europa.eu/idabc/en/document/6484.html.
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Regulation 910/2014 on electronic identification and trust services (here-
inafter eIDAS),2 which came into force on 1 July 2016, enables cross-border
interoperability of the diverse national eID schemes. eIDAS aims to create “a
common foundation for secure electronic interaction between citizens, businesses
and public authorities”3 in order to “remove existing barriers to the cross-border
use of electronic identification means.”4 Chapter II “Electronic Identification”
defines the principles required for cross-border eID use across EU Member States
by specifying a common denominator in architecture and policies for national
schemes to become interoperable. The eID scheme of Germany is the first that
has become accessible by all Member States since 29 September 2018.

Meanwhile, the EU’s personal data protection framework has been updated
by the General Data Protection Regulation (GDPR),5 which introduced a risk-
based approach to data protection and became directly applicable on 25 May
2018. The GDPR aims to facilitate the “free movement of personal data within
the Union”,6 in particular in a cross-border context,7 while ensuring that the
data subjects’ rights (and in particular their right to the protection of their
personal data) are not violated8.

Article 25 of the GDPR introduces a new requirement of Data Protection
by Design. The term is linked to Privacy by Design, a principle stemming from
modern privacy engineering. Privacy by Design9 is advocating for privacy con-
siderations that are embedded in the technology itself, from the design stage
throughout the life-cycle of a system [11], rather than imposed only through
soft policy measures.10 The Privacy by Design Resolution, adopted in 2010 by
the International Conference of Data Protection and Privacy Commissioners,
stresses that Privacy by Design is a “holistic concept that may be applied to
operations throughout an organization, end-to-end” [1].

Although Privacy by Design is increasingly explored in literature, the effect of
the new requirement of the GDPR on design and architectural choices of online
services, such as eID provision, remains partially uncertain. This is especially

2 Regulation (EU) No 910/2014 of 23 July 2014 on electronic identification and trust
services for electronic transactions in the internal market and repealing Directive
1999/93/EC [2014] OJ L257/73.

3 eIDAS Rec. 2.
4 eIDAS Rec. 12.
5 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April

2016 on the protection of natural persons with regard to the processing of personal
data and on the free movement of such data, and repealing Directive 95/46/EC
(General Data Protection Regulation) (Text with EEA relevance), OJ L119/1.

6 GDPR Art. 1(3).
7 GDPR Rec. 5 “The economic and social integration resulting from the functioning of

the internal market has led to a substantial increase in cross-border flows of personal
data”.

8 GDPR Art. 1(2).
9 A term first coined by Ann Cavoukian [10,11] but referring to concepts that started

to emerge in privacy literature since the 1970s; see, for example, [12,13,30].
10 Which are considered less effective, “an afterthought” [40].
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true since Data Protection by Design befalls data controllers and processors but
not system designers, creating therefore inconsistencies as to how the obligation
will be translated into system design. Neither eIDAS nor the GDPR offer specific
guidance on the means to achieve Data Protection by Design, allowing room for
interpretation by the data controllers. However, although eIDAS is technology-
neutral,11 its provisions and accompanying Implementing Acts define a set of
requirements for national schemes. Consequently, there is a need to assess the
extent and the means by which Data Protection by Design can be effected in the
eIDAS Interoperability Framework. This becomes particularly important when
considering that, even though eIDAS primarily targets public-sector online ser-
vices, voluntary use of the eIDAS framework by private-sector services is actively
encouraged.12 In contrast to public-sector services, whose data dissemination
practices are often regulated by national legislation, the private sector remains
relatively free to decide how to comply with the data protection requirements of
the GDPR.

One key question, therefore, is to assess the implications of Data Protection
by Design upon the eIDAS Interoperability Framework, and determine whether
the Interoperability Framework could be extended to maintain a high level of
data protection in cross-border transactions with both public- and private-sector
services.

In order to tackle this question, this paper employs an interdisciplinary app-
roach through the use of three different methods: Desk research on Privacy by
Design and its application for eID schemes, a synthesised assessment of the
general guidance on Data Protection by Design and Data Protection Impact
Assessments, and qualitative data collection through a series of interviews with
experts in the field of eID. The desk research is used to identify the goals and
methods of Data Protection by Design, and in particular how these goals are
met in the context of eID. To fully identify its effects in the context of eID,
Article 25 of the GDPR should be read in conjunction with Article 35 on Data
Protection Impact Assessments, which are meant to provide a process through
which the engineering of data protection principles and security measures shall
be assessed [37]. Finally, the interviews, which followed a semi-structured format,
were used to confirm the findings of the assessment and gave the opportunity
to eID experts to express their opinion on Data Protection by Design for eID
and the expected impact of eIDAS’ Interoperability Framework on participating

11 eIDAS Rec. 27: “This Regulation should be technology-neutral. The legal effects it
grants should be achievable by any technical means provided that the requirements of
this Regulation are met”.

12 See eIDAS Rec. 17: “Member States should encourage the private sector to voluntarily
use electronic identification means under a notified scheme for identification purposes
when needed for online services or electronic transactions.” See also [44], p. 2: “the
Commission will further promote interoperability actions, including through issuing
principles and guidance on eID interoperability at the latest by 2017. The aim will
be to encourage online platforms to recognise other eID means – in particular those
notified under the eIDAS Regulation (EC) 910/2014 – that offer the same reassurance
as their own”.
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schemes. Through thematic analysis, the transcripts established the current prac-
tices in eID schemes and the state-of-the-art in regards to Data Protection by
Design. We refer to national eID schemes to illustrate how a state-of-the-art
system will be impacted by the Interoperability Framework.

The paper is structured as follows: Sect. 2 provides an overview of the Inter-
operability Framework as defined by eIDAS and its Implementing Acts. We
explain the link to the GDPR in Sect. 3 and examine the domain and effect of
Data Protection by Design, through seven ‘data-protection goals’ as proposed
by the German Standard Data Protection Model [15]. In Sect. 4 we examine
how the Interoperability Framework meets the data protection goals and note
that the goal of unlinkability is only partially met. We focus, thus, on unlink-
ability and analyse what unlinkability entails for eID schemes. We explain how
the Interoperability Framework might in certain cases result in constrains on
the level of unlinkability that can be supported in cross-border transactions in
Sect. 5 and consequently propose a practical way to assure the Interoperability
Framework can be extended to support a higher level of unlinkability in Sect. 6.
A summary of our findings and concluding remarks can be found in Sect. 7.

2 The eIDAS Interoperability Framework

The cross-border communication of national eID schemes takes place through a
set of nodes and related specifications that eIDAS names ‘Interoperability Frame-
work’.13 Communication between national eID schemes and service providers
happens through ‘eIDAS nodes’.14 eIDAS names the Member State whose noti-
fied eID scheme is used as the ‘sending Member State’ [17] and the Member
State where the service provider resides as the ‘receiving Member State’ [17].
Two configurations are supported: The sending Member State can operate an
eIDAS node domestically, which will relay authentication requests and assertions
between the service providers of the receiving Member State and the national
eID scheme (proxy configuration) [17]. Alternatively, the sending Member State
provides an instance of their national eID scheme as an eIDAS node which is
deployed to each receiving Member State (middleware configuration). The mid-
dleware is operated by operators at the receiving Member State [17].

eIDAS defines a set of ‘person identification data’ 15 to be transmitted in
cross-border identifications. Participating schemes need to satisfy a ‘Minimum
Dataset’, which contains four mandatory and four optional attributes.16 Manda-
tory attributes are the (a) first and (b) last names of the person, (c) their date
of birth and (d) a unique identifier “as persistent as possible in time.”17 In
addition, the Minimum Dataset may contain (a) the first and last name(s) at

13 eIDAS Art. 12.
14 eIDAS Art. 8(3) and [22].
15 eIDAS Art. 3(3): “a set of data enabling the identity of a natural or legal person, or

a natural person representing a legal person to be established”.
16 IR 2015/1501 ANNEX 1.
17 IR 2015/1501 ANNEX 1(d).
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birth, (b) the place of birth, (c) the current address and (d) the gender.18 The
Minimum Dataset is required in every cross-border identification.

eIDAS recognises that eID services have to perform data processing for the
needs of electronic identification. Accordingly, Article 5(1) establishes that all
processing should be carried out “in accordance with Directive 95/46/EC”, which
has since been repealed by the GDPR.19 Consequently the benchmark for data
protection compliance under eIDAS is the GDPR. Interestingly, eIDAS seems
to have anticipated the GDPR. Article 12(3)(c) of eIDAS mandates that the
Interoperability Framework shall “facilitat [e] the implementation of the princi-
ple of Privacy by Design;” and Article 5(2) provides that “the use of pseudonyms
in electronic transactions shall not be prohibited.” In addition, the explanatory
recital in the preamble refers to the principle of data minimisation.20 How-
ever, even if eIDAS seems to acknowledge the importance of Data Protection
by Design, it is arguable whether the way the Interoperability Framework has
been set up can really facilitate the level of data protection guaranteed by some
national eID schemes in cases where full identification of a natural person is not
necessary.

In order to derive the potential impact of the GDPR on eIDAS it is necessary
to analyse the domain and effects of GDPR Article 25. Such an analysis needs
to be coupled with an analysis of GDPR Article 35, which offers a process to
contextually derive the requirements of Data Protection by Design.

3 Data Protection by Design

Data Protection by Design, under Article 25 of the GDPR, stems from the lit-
erature and practice of Privacy by Design approaches in system engineering.
Privacy by Design models have extended and refined the protection goals from
the field of computer security (confidentiality, integrity and availability, i.e. the
‘CIA’ model [7,36]), following the model developed by [52] and [28] and which
formed the basis of the German Standard Data Protection Model [15]. Four pri-
vacy specific goals have been added to the CIA model, to form seven data pro-
tection goals: confidentiality, integrity, availability, transparency, intervenability
unlinkability and data minimisation [6,14,15,28,29,41,52].

Article 25 of the GDPR obliges data controllers to “implement appropriate
technical and organisational measures” in order to effectively adhere to data
protection principles.21 Data processors are indirectly captured by GDPR Arti-
cle 2522 and system producers are “encouraged [...] with due regard to the state
18 ibid.
19 GDPR Art. 94(2): “References to the repealed Directive shall be construed as refer-

ences to this Regulation”.
20 eIDAS Rec. 11: “authentication for an online service should concern processing of

only those identification data that are adequate, relevant and not excessive to grant
access to that service online”.

21 GDPR Art. 25(1).
22 GDPR Art. 28(1): “ [data controllers] shall use only processors providing sufficient

guarantees to implement appropriate technical and organisational measures”.
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of the art, to make sure that controllers and processors are able to fulfil their
data protection obligations.”23 Of note, eIDAS’ requirement to facilitate Privacy
by Design could be seen as going further than the GDPR in that it does not
expressly target only data controllers. The measures envisioned by Article 25
have to be in place “both at the time of the determination of the means for pro-
cessing and at the time of processing itself”.24 In other words, technological and
policy support for the privacy of data subjects has to be implemented from the
design phase and throughout the processing operations. A failure to comply with
this requirement might trigger an administrative fine of up to e10.000.000 or in
the case of an undertaking, up to 2% of the total worldwide annual turnover of
the preceding financial year, whichever is higher.25 The controller shall justify
the selected measures against a list of contextual factors: “the cost of implemen-
tation and the nature, scope, context and purposes of processing as well as the
risks [...] posed by the processing”.26

The seven data protection goals align with the data protection principles of
Article 5 GDPR.27 An overarching principle, explicitly mentioned in Article 25,
is data minimisation. Data minimisation requires the processing (including the
collection) of only the data “limited to what is necessary”28 to accomplish a
certain purpose. In tandem, under the purpose limitation principle, processing
purposes must be specified, explicit and legitimate;29 in other words purposes
should already be defined before data collection. Therefore, not only collection
of data must be limited, but collected data must be strictly necessary to a
predefined relevant purpose. Confidentiality refers to non-disclosure of certain
aspects in an IT system. In a privacy context it can be translated as the need to
ensure that information is accessible only by authorised users. Integrity protects
the modification, authenticity and correctness of data. It relates, therefore, to
safeguards for the accuracy and completeness of the data and their processing
methods. Availability concerns the availability, comprehensibility and process-
ability of data. Transparency relates to ‘soft’ privacy – the relevant policies,
reporting and auditing mechanisms in place. Intervenability ensures that parties
to the data processing can intervene in the processing when necessary. Finally,
unlinkability regards the inability of an attacker to know if any two points of a

23 GDPR Rec. 78.
24 GDPR Art. 25(1).
25 GDPR Art. 83(4)(a).
26 GDPR Art. 25(1); the qualification will be determined, among others, through a

data protection impact assessment.
27 Confidentiality under GDPR Art. 5(1)(f); integrity under Art. 5(1)(f); availability

under Art. 32(b) in relation to Art. 5(1)(f); transparency under Art. 5(1)(a); inter-
venability under Art. 5(1)(d) and (e) in relation to Arts. 15–22; unlinkability under
Art. 5(1)(c) and (e); data minimisation under Art. 5(1)(c).

28 GDPR Art. 5(1)(c).
29 GDPR Art. 5(1)(b).
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system are related (for example, an eID and its owner).30 Of note, this definition
as explained below is only partial as it focuses upon external actors only. Yet,
we argue that in a data protection context, unlinkability should also take into
account internal actors.

The data protection goals systematize the obligations put forth by the
GDPR, to assist when performing a Data Protection Impact Assessment [15].
Data Protection Impact Assessments are meant as a tool to effect the engineering
of data protection principles in a system and, thus, Data Protection by Design.
Examining the Interoperability Framework, therefore, in the light of the data
protection goals is a useful way to determine the level of Data Protection by
Design afforded by eIDAS.

4 The Goal of Unlinkability for eID Schemes

Looking at the Interoperability Framework through the prism of data protection
goals, it is clear that those goals have guided the action of the EU legislature.
Although most data protection goals have been taken into account by eIDAS and
its Implementing Acts,31 facilitation of the level of unlinkability might be further
extended, especially in cases where the service provider is a private-sector entity.

Data minimisation in eIDAS is dealt with through the definition of the Mini-
mum Dataset. The premise is that the Minimum Dataset represents the absolute
minimum of attributes necessary to “uniquely represe[nt] a natural or legal per-
son”.32 Confidentiality is guarding against unauthorised access and disclosure
of data. The Implementing Acts define a series of “implement [ed] security con-
trols”,33 following a risk-based approach depending on the applicable Level of
Assurance, that aim to secure that access and disclosure happens only against
authorised actors. The Levels of Assurance (‘Low’ – ‘Substantial’ – ‘High’)34

also guarantee that technical controls are in place to effect the integrity of the
claimed identity and its data.35 Availability, which is an explicit goal of eIDAS
Article 7(f), is served through legal36 and technical controls.37 Transparency
is addressed by way of published notices and user information about the ser-
vice providers and the national schemes.38 Even though eIDAS does not strictly
require service providers to display their identity to the users, it allows service
30 “ [Unlinkability] ensures that a user may make multiple uses of resources or services

without others being able to link these uses together [...] Unlinkability requires that
users and/or subjects are unable to determine whether the same user caused certain
specific operations in the system” [35].

31 For a detailed analysis of how the Interoperability Framework meets the data protec-
tion goals, see [47].

32 eIDAS Art. 12(4)(d).
33 Commission Implementing Regulation (EU) 2015/1501 Art. 6(2).
34 Commission Implementing Regulation (EU) 2015/1502 ANNEX 2.3.1.
35 ibid, ANNEX 2.4.6.
36 eIDAS Art. 11(1) and 11(3).
37 Commission Implementing Regulation (EU) 2015/1502 ANNEX 2.4.4 and 2.4.6.
38 ibid, ANNEX 2.4.2.
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providers to do so if they wish [18]. Intervenability, which relates to the user
rights about rectification, revocation and erasure of their data, is left to the
responsibility of the national eID schemes, since eIDAS is only meant to relay
eID data.

Unlinkability appears to be one of the most challenging goals to meet in
the context of the Interoperability Framework. Unlinkability aims to serve data
minimisation and purpose limitation. In general unlinkability is used to express
the impossibility of linking an action performed inside a system (for example,
sending a message) to a particular process or agent of the system (in this exam-
ple, the sender), or the possibility to infer from an outside standpoint that two
different sessions in the system (for example two different messages) are per-
formed by the same agent (have, for example, the same originator).39 However,
in a data protection context, unlinkability refers to the risk of linking personal
information to its data subject. Therefore, the goal of unlinkability is to elimi-
nate risks of data misuse by minimising risks of profiling [52]. Unlinkability is a
key requirement for eID schemes. Indicated in the literature, and confirmed in
the expert interviews,40 a primary goal of privacy-enhancing eID schemes is to
prevent different pieces of information to be linked together [28,29,49].

The GDPR elevates unlinkability into a performance standard through the
data minimisation and purpose limitation principles. Privacy discourse has iden-
tified mechanisms for unlinkability, such as data avoidance, separation of con-
texts through federated distribution, encryption, access control, anonymisation,
data destruction etc. [20]. However, the GDPR refrains from providing design
standards to realise purpose limitation and data minimisation. Article 25 and its
relevant Recital 78 only provide pseudonymisation as an example. In this paper
we limit the focus to two specific measures, pseudonymisation and selective dis-
closure, since both have been identified in electronic identification literature as
of particular importance for unlinkability [16,39,41,52]. Pseudonymisation is
explicitly mentioned in the GDPR.41 Based on the definition of pseudonymi-
sation,42 it must be assumed that a pseudonymised eID dataset can only exist
coupled with selective disclosure, i.e. when no other identifying attributes are
present in the dataset.43

Data minimisation could be seen as having three dimensions: minimisation
of content, where the amount of information collected should be the minimum
necessary;44 temporal minimisation, where information should be stored only

39 See [3] where the authors define the two as “strong” and “weak” unlinkability.
40 Excerpts from the interviews are not included in this paper due to space constraints.

For a transcript of the experts’ opinions, see Sect. 8 and the appendix in [47].
41 GDPR Art. 4(5).
42 “the processing of personal data in such a manner that the personal data can no

longer be attributed to a specific data subject without the use of additional infor-
mation, provided that such additional information is kept separately and is subject
to technical and organisational measures to ensure that the personal data are not
attributed to an identified or identifiable natural person;” [emphasis given].

43 For a thorough explanation of this argument, see [48].
44 GDPR Art. 5(1)(c): “limited to what is necessary in relation to the purposes”.
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for the minimum amount of time necessary for the specific processing;45 and
minimisation of scope, where data should be used only for the purposes col-
lected.46 Selective disclosure addresses data minimisation in the strict sense of
Article 5(1)(c) – content minimisation. As a means to effect content minimisa-
tion, selective disclosure refers to the ability to granularly release information
for a specific purpose. Selective-disclosure-capable systems have the ability to
accept and transmit only a subset of the available attributes, depending on the
processing at hand [38]. An advanced example of selective disclosure can be seen
in Fig. 1, where the system only transmits an inferred claim calculated from the
user’s age instead of transmitting the user’s date of birth.

Fig. 1. Simplified verifiable claim using selective disclosure

Pseudonymisation as a means of unlinkability refers to the substitution of
direct identifiers with constructed attributes so that the link with the orig-
inal identifying dataset weakens. There are several degrees of pseudonymisa-
tion, with the main impacting factors being the frequency of use of a certain
pseudonym and the amount of remaining identifying information in the set. In
cases where pseudonyms change across uses (‘unidirectional pseudonyms’), linka-
bility between datasets is greatly reduced. On the contrary, where the same psey-
donym is deployed regardless of use (an ‘omnidirectional’ pseudonym) there is a
risk of linkability as the pseudonym can act in the form of a de facto unique iden-
tifier. In eID architectures unidirectional pseudonyms have so far been deployed

45 GDPR Art. 5(1)(e): “for no longer than is necessary for the purposes for which the
personal data are processed”.

46 GDPR Art. 5(1)(b): “not further processed in a manner that is incompatible with
those purposes”.
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in two ways: in ‘pairwise persistent’ configurations, different pseudonyms are con-
structed for every pair of pseudonym–user, but remain the same for the specific
pair. This way no two service providers receive the same pseudonym, and there-
fore, service providers cannot easily infer that the pseudonyms refer to the same
user. However, since the pseudonym is persistent for that specific user–service
pair, it is technically possible for the service to monitor how the pseudonym is
used in its system (even if the real identity of the user is not yet known).47 In
contrast, in deployments where the pseudonyms change in between uses even
of the same service (‘transient pseudonyms’) a service provider is not able to
distinguish that two uses concern the same user [50]. Although this resolves the
issue of linkability it makes it difficult for services to recognise recurring users.
For this reason pairwise persistent pseudonyms are preferred in practice48.

An illustrative example of how unlinkability has been addressed can be given
through the case of the German “neuer Personalauswess” (nPA). The nPA is a
federated eID scheme, based around a national eID card that is provided to every
citizen. The scheme was built around Privacy by Design principles, supporting
advanced privacy controls for the users.49 The implementation does not depend
on an Identity Provider,50 identification of the user happens through the eID
card and a user-controlled middleware software [42].

The nPA incorporates data minimisation through selective disclosure and
pseudonymisation. The card has a pre-defined set of attributes stored inside a
local RFID chip (refer to Table 1). When performing an electronic identification,
the service provider requests the attributes necessary for the identification. The
user can then select which of the requested identifiers they wish to disclose to the
service provider (selective disclosure). Additionally the nPA employs pairwise-
persistent pseudonyms in lieu of an identifier, which are different for every pair of
user–service [23,24]. Notably, if a service decided to sub-let their eID infrastruc-
ture to other services, all services under the same infrastructure would receive
the same pseudonym, therefore increasing the potential to infer the associated
identity of the user by combining data. To eliminate this risk, Germany has

47 This is an issue with ‘pairwise persistent’ pseudonyms. In a case where two or more
services merge together, pairwise persistent pseudonyms can potentially allow link-
ability depending on the existence of other common identifiers in the dataset.

48 Privacy-aware eID schemes have started to deploy alternative architectures to
sidestep the privacy concerns of pairwise-persistent pseudonyms. See, for example,
the implementation of Gov.UK Verify, where a hub in between the Identity and
Service Provider mediates all communication in order to obscure the one from the
other [27] (cf. though [46] on potential risks); in contrast, the approach taken by the
German nPA scheme is to generate pseudonyms locally in the user’s eID token.

49 The basic premise behind the system’s design is that the identifying set of infor-
mation, referred to as a “sovereign data set”, has greater value after validation as
trustworthy by an official source and therefore deserves greater protection.

50 Although strictly speaking there is a central Identity Provider operated under the
Federal Ministry of the Interior; however its role is to authenticate the service
providers, not the users.
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put policies in place (soft privacy) that forbid linking of data.51 The nPA also
supports advanced calculations, providing a Yes/No answer about a user’s age
or location eligibility – without disclosing therefore the user’s date of birth or
address [24].

Table 1. Minimum data set provided by the German eID scheme [26]

Opt.a eIDAS MDS German eID

M Uniqueness identifier Pseudonymb

M Current family name(s) Family name

M Current first name(s) First name

M Date of birth Date of birth

O First name(s) and family
name(s) at birth

Birth name (if present on
the eID card)

O Place of birth Place of birth

O Current Address Address

O Gender N/A
aM = Mandatory attribute, O = Optional attribute
bThe pseudonym of the German eID scheme is specific to each
eID card and each receiving Member State (for public-sector bod-
ies) or each service provider (for private-sector bodies).

On 22 August 2017 Germany pre-notified the nPA under the process of eIDAS
Article 9 [25], with the notification published on 26 September 2017.52 Since the
nPA is the first notified scheme, it is an excellent example to highlight poten-
tial issues with unlinkability within the eIDAS framework. Of note, the nPA
is not the only national scheme to feature unlinkability for privacy protection:
the Austrian and the UK’s schemes also feature a form of pairwise persistent
pseudonymisation, whereas Austria plans to also introduce a form of selective
disclosure.53 The Belgian scheme is also exploring pseudonymisation solutions.54

51 German law is rich in privacy-enhancing principles. At the core is the ‘right to infor-
mation self-determination’ which is a German inception. It confers the right to decide
when and within what limits information about one’s self should be communicated to
others [31]. The right stemmed from a decision of the German Constitutional Court:
Volkszählungsurteil 1 BvR 209/83, BVerfGE 65 E 40 1ff. The Court further prohib-
ited any future creation of a persistent unique identifier, ibid s 1. Public authorities
operate under a ‘separation of informational powers’ – they are not allowed to collate
data, as the state should not operate as a single entity, and all data transfers have to
be justified against the principles of ‘purpose specification’ and ‘proportionality’ [8].

52 CEF Digital, Overview of pre-notified and notified schemes under eIDAS (2018)
https://ec.europa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre
-notified+and+notified+eID+schemes+under+eIDAS.

53 See for more [47] pp. 48–64.
54 ibid, Appendix.

https://ec.europa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre-notified+and+notified+eID+schemes+under+eIDAS
https://ec.europa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre-notified+and+notified+eID+schemes+under+eIDAS
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Effectively, one third of the schemes currently undergoing a notification proce-
dure for eIDAS is deploying some level of unlinkability.55 However, this paper
will largely refer to the German scheme since it has already undergone the noti-
fication process.

5 Unlinkability in the Interoperability Framework

The aspiration of eIDAS to set up a “technology-neutral” Interoperability Frame-
work should indicate that advanced privacy designs are supported. This is
supported by the explicit mention that the Interoperability Framework will
facilitate Privacy-by-Design56 and eIDAS will not prejudice against the use of
pseudonyms.57 At the very least, it should denote that where national systems
support such features, they can be integrated in the Interoperability Framework.
However, it appears that the necessity of a common denominator, which is con-
sidered essential for transactions with public-sector services, hampers the extend
to which Privacy by Design can be used. The main obstacle is the Minimum
Dataset and its mandatory attributes58.

The Minimum Dataset was devised in order to ensure that public-sector ser-
vice providers, who are obliged to accept other EU Member State’s notified eIDs,
will have enough information to uniquely identify a foreign citizen. The Minimum
Dataset, in other words, is based on the assumption that public-sector services
are dependent on successful unique identification of a person in order to pro-
vide a service. This is true for a lot of public-sector services eIDAS targets: filing
taxes, proving residence status, using student services, opening bank accounts.59

In addition, some e-government services depend upon a degree of linkability, that
the Minimum Dataset provides, in order to satisfy the ‘once-only principle’.60

However, not all services benefit from a degree of linkability: this is certainly
true for providers of the private-sector who rarely require identification in order

55 For the full list of national schemes undergoing notification, see https://ec.euro
pa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre-notified+and
+notified+eID+schemes+under+eIDAS.

56 eIDAS Art. 12(3)(c).
57 eIDAS Art. 5(2).
58 This is also the position of the ABC4Trust project in [2], which was published

before the GDPR, and hence before Data Protection by Design was elevated to a
requirement.

59 The four use cases are indicative examples about the benefits of eIDAS by the
eGovernment and Trust team: https://ec.europa.eu/digital-single-market/en/trust-
services-and-eid.

60 An e-government concept that citizens and businesses provide diverse data only
once in contact with public administrations, while public administration bodies
take actions to internally share and reuse these data. The ‘once-only principle’
was one of the targets of the EU’s ‘eGovernment Action Plan 2016–2018’ [21] and
the reason behind the EU’s ‘Single Digital Gateway’: http://www.europarl.europa.
eu/news/en/headlines/economy/20180911STO13153/single-digital-gateway-a-one-
stop-shop-for-all-your-online-paperwork.

https://ec.europa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre-notified+and+notified+eID+schemes+under+eIDAS
https://ec.europa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre-notified+and+notified+eID+schemes+under+eIDAS
https://ec.europa.eu/cefdigital/wiki/display/EIDCOMMUNITY/Overview+of+pre-notified+and+notified+eID+schemes+under+eIDAS
https://ec.europa.eu/digital-single-market/en/trust-services-and-eid
https://ec.europa.eu/digital-single-market/en/trust-services-and-eid
http://www.europarl.europa.eu/news/en/headlines/economy/20180911STO13153/single-digital-gateway-a-one-stop-shop-for-all-your-online-paperwork
http://www.europarl.europa.eu/news/en/headlines/economy/20180911STO13153/single-digital-gateway-a-one-stop-shop-for-all-your-online-paperwork
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to provide a service, such as for example online social platforms, but also for
a number of public-sector providers who either operate services where identifi-
cation is not necessary (i.e. where age verification suffices) or operate sensitive
services, like national health services (i.e. drug rehabilitation services). In such
cases, linkability could damage the reliability of the provided service, increasing
the risk of profiling or data misuse.

Looking back at Germany’s notification, the adaptation of the nPA’s char-
acteristics in order to conform to eIDAS’ requirements already excludes its full
pseudonymisation and selective disclosure capabilities. Germany will be deploy-
ing the nPA as middleware instances – an instance located at and operated by
each receiving Member State. They have also provided a mapping against the
attributes required by eIDAS (Table 1). The optional attribute of the gender
is not present in the nPA dataset; the optional attribute of name at birth can
be provided but only where the attribute has been included in the eID card.
All mandatory attributes, nonetheless, are supported. Since eIDAS mandates
that the mandatory part of the Minimum Dataset shall in any case be trans-
mitted, and, depending on the receiving service, might be enriched by optional
attributes, a user of the nPA will not be able to (de)select attributes for trans-
mission without resulting in an unsuccessful authentication.

In addition, in absence of unique identifiers in Germany61 the nPA will sub-
stitute the mandatory ‘Uniqueness identifier’ with a pseudonym. As explained
above, the card is capable of producing a persistent unique pseudonym for each
pair of user–service, which provides a basic protection against linkability of data
between services. However, in cross-border authentications, all of the public-
sector services of the receiving Member State will be considered as one service.
The receiving Member State will be assigned a pseudonym unique for the pair
user–Member State, which will function as the Minimum Dataset’s ‘uniqueness
identifier’ [26].62 As a result, all public-sector services of the receiving Mem-
ber State will be receiving the same unique identifier (along with at least the
remaining mandatory attributes) thereby raising the question of how linkability
of data and uses within a receiving Member State can be prevented. Note that,
as abovementioned,63 under the GDPR in order for a dataset to be considered
pseudonymised all other attributes aside from the pseudonyms have to be such
that identification of the data subject is not possible. That would be the case,
for example, when the only attributes in a dataset are a pseudonym and a date
of birth. Seeing as, even when a pseudonym is used in place of a unique iden-
tifier, it will always be accompanied by identifying information (the rest of the

61 See prohibition of the German Constitutional Court above Footnote 51.
62 The decision might be related to how services in Germany are authorised to access

the eID data: services have to file an application with the Federal Office of Admin-
istration, listing all the attributes they wish to have access to along with how the
attributes relate to the processing purposes [51]. The decision to treat all public-
sector services of a Member State as one, and therefore request a combined authori-
sation, might be in an attempt to make the process easier for the receiving Member
State’s authorities.

63 In Footnote 42 and related discussion.
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mandatory Minimum Dataset attributes) it is unlikely that an eIDAS dataset
will ever meet the definition of GDPR’s pseudonymisation.64 In this sense, there
can be no pseudonymisation in eIDAS without selective disclosure. Thus, use
of pseudonyms in eIDAS might not be ‘prohibited’ per se, but it certainly is
restricted.

With selective disclosure and pseudonymisation restricted, ‘facilitation’ of
Privacy by Design is constrained. In the spirit of the GDPR, the measures
afforded by a system should be proportionate to the levels of risk involved in the
data processing [4]. Cross-border eID provision should be expected to involve
high-risks of processing before any mitigating controls are put in place, in light
of the guidance on Data Protection Impact Assessments [5].65 It can be argued
therefore that, by limiting the amount of unlinkability afforded by national sys-
tems, service providers that do not require all the attributes of the Minimum
Dataset will face problems justifying its processing. Obviously this assertion is
contextual. The capabilities of the national scheme providing the electronic iden-
tification have a clear impact, as not all systems support selective disclosure and
pseudonymisation. However, at least when supported by the national system,
the eIDAS Interoperability Framework should be able to support a higher level
of unlinkability.

Acting otherwise can prove highly problematic for national schemes that
support a high level of unlinkability, as these national schemes will not be able
to guarantee such a level for cross-border transactions. In light of eIDAS Article
8, the description of the Levels of Assurance and their governing data protection
goals, i.e. integrity, the Member States that offer a high degree of unlinkability
would not be in a position to negotiate attributes with service providers that do
not require the full Minimum Dataset. As a result, there is an argument that
eIDAS Article 12(c) would not be met in the sense that the Interoperability
Framework would undermine rather than facilitate Privacy by Design. Going
further, national data controllers enabling and operating eID and authentication
cross-border would be prevented from offering to their users a high level of data
protection in cases where the services requesting eID do not need the complete
Minimum Dataset. This could have implications in terms of liability as eIDAS
Article 11 should be read in combination with GDPR Articles 82 and 83.

6 Reinforcing the Level of Data Protection by Design in
eIDAS

Better incorporation of selective disclosure and pseudonymisation into the Inter-
operability Framework could reinforce Data Protection by Design in the eIDAS
Interoperability Framework. It is true that modifying the Framework to accept
different capabilities depending on the features of every national system might
64 See further analysis in [48].
65 Among others: processing that affects a significant proportion of the population,

using data items in high volumes or on a wide scale, with a significant processing
duration and in a large geographical extent.
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be impossible, as it would require an upfront insight into the design of all EU sys-
tems – whose participation in the Framework is after all voluntary and, hence,
not guaranteed. A potential practical way out however would be through an
extension of the supported SAML exchanges.66 Currently the SAML profile spec-
ifies that “at least all attributes defined as mandatory within this minimum data
set MUST be requested. At least one minimum data set MUST be requested in
each <saml2p:AuthnRequest>” [19].67 The SAML exchanges could be enriched
to be able to distinguish and accept requests for a smaller amount of attributes
than the ones present in the Minimum Dataset, depending on the requirements
of the service provider. The extension would be similar to the proposed scenario
in [32]. In this scenario, the service provider would have to specify the required
attributes in its request for authentication (see Listing 1 in [32]). The Minimum
Dataset would still be sent to the eIDAS node, so as to satisfy the design of
systems that do not natively support selective disclosure or pseudonymisation.
However, the eIDAS node would then be able to extract only the attributes
specified in the request, repackage them into a set under a different pseudonym
in place of a unique identifier and transmit them back to the service provider. A
similar architecture has been proposed in [43], when the FutureID broker acts in
a ‘claims transformer mode’. However, the eIDAS node would not perform the
authentication itself (at least when functioning in a proxy mode) but it would
simply transform the SAML assertion received by the national eID scheme. Such
a functionality is supported, for example, by the eID component (based on [34])
in the FutureTrust project currently under way [33].

If the notified scheme is deployed in a proxy mode [17], and therefore oper-
ated by the sending Member State, a solution like that would ensure that no
excessive personal data leave the territory of the notified scheme. In cases where
the national system is deployed in and operated by the receiving Member State
in a middleware configuration, the transmitting Member State has significantly
less control over the amount of attributes used. In a middleware configuration
it seems likely that the Minimum Dataset will always have to be transmitted to
the receiving Member State. However, instead of forwarding the whole Minimum
Dataset to the service provider, the eIDAS node could then be able to selectively
transmit attributes. The ability to select which attributes to disclose and pack-
age them under different pseudonyms would strengthen the level of privacy by
reducing the amount of information service providers receive and, effectively, the
risk of data collusion. Additionally, selective disclosure at the receiving Member
State level would guarantee that in a case of dispute, i.e. in cases of fraud or
a law enforcement investigation, the receiving Member State would be able to
backtrack the pseudonymisation to identify the affected citizens. This extension

66 The national systems, the deployed eIDAS nodes and the service providers commu-
nicate through defined queries and answers in Security Assertion Markup Language
(SAML) [18].

67 See 6.2 SAML AuthnRequest in [19]. Of note, the equivalent SAML profile of the
STORK 2.0 project, which formed the basis of eIDAS, was capable of selective
disclosure (see 4.1.4.8.1 in [45]).
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of eIDAS constitutes an easy, low cost solution since it requires neither the alter-
ation of eIDAS nor the modification of the architecture. Instead, it can be effected
through the issuance of a Regulatory Technical Standard that will provided the
added SAML elements to the current eIDAS SAML profile.

7 Conclusion

The risk-based approach of the GDPR in principle allows data controllers to
tailor the protection of personal data in their systems as determined by the
nature of data processing. The GDPR supports this relative freedom by refrain-
ing from specifying an explicit list of appropriate compliance measures. However
in practice this might lead to protection that is sub-par to what technology can
currently support. Such a case can be observed in relation to eIDAS and its
requirement for a Minimum Dataset of mandatory attributes.

Modern electronic identity technology recognises that the amount of informa-
tion needed for successful authentication varies depending on the service. It also
accepts that for better protection of personal data, linkability of datasets should
be prevented as far as possible. This paper argues that, on par with the GDPR’s
risk-based approach, data minimisation should vary subject to the needs of the
accessed service and the implemented technical and organisational measures in
the Interoperability Framework should provide the same level of data protection
guaranteed by the Member States.

The adequate level of data protection should be judged based upon the data-
protection goals, which systematise the obligations put forth by the GDPR.
eIDAS has been diligent in satisfying most of these protection goals, through its
provisions and related Implementing Acts and technical specifications. However,
in an effort to define a common denominator for interoperability, the existence
of the Minimum Dataset and its unique identifier put constrains into the degree
of unlinkability that can be afforded by eIDAS’ Interoperability Framework.

This is problematic for participating national schemes that provide a high
degree of unlinkability through advanced selective disclosure and pseudonymi-
sation. These schemes will be forced, when participating in eIDAS, to lower the
level of protection they provide to their citizens.

This paper proposes that the way the eIDAS nodes operate should be altered
so that selective disclosure and pseudonymisation can be possible for the national
schemes that support them. Selective disclosure and pseudonymisation, and con-
sequently a greater level of data minimisation, will significantly improve the
amount of data that data controllers in electronic identification, residing either
in the sending Member State or the receiving Member State, are processing.
Thus, such a solution would reduce the associated risks, offering easier ways to
demonstrate compliance with the GDPR. We demonstrate how such a solution
could be achieved through alterations to the eIDAS SAML profile by way of a
Regulatory Technical Standard so that its implementation causes the minimum
disruption possible.
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