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The discovery of X-rays app. 120 years ago changed dramatically the diag-
nostic capabilities. Since then, there have been many advances in medicine, 
which have had more of an impact on modern health care. Radiology offers 
the best ways of thinking about different diseases of patients and the best 
methods to understand what is “real” diagnosis: moreover, it gives the oppor-
tunity to understand how we see, smell, hear, feel, taste, and touch and more 
ultimately to see how sick and how healthy we all are. Recently, with the use 
of Micro-CT, not only medical fields but also a large variety of disciplines can 
have beneficial effects from this technique in terms of basic sciences, material 
sciences, engineering, etc.

Research on the use of Micro-CT and 3D printer technologies for medical 
and industrial prototyping processes are becoming ever widespread through-
out the world. Processing of CT or Micro-CT scanning data of a biological 
structure, and subsequent modelling of its three-dimensional model in the 
digital environment, creates its own application areas in numerous fields. 
This growing demand for exploring allows us to jump in another level of 
research and engineering which needs help on such techniques as Micro-CT.

It should be emphasized that success is measured by the people’s impact 
on their community. This book is a team effort for creating an understanding 
of Micro-CT starting from basics to fundamental research. For these reasons 
and goals, this book should be regarded as a stage in learning and understand-
ing the Micro-CT imaging that will stimulate both engineering and medical 
professions that seek a more in-depth appreciation of the subject and its con-
tribution to the scientific community.

 Kaan Orhan
Faculty of Dentistry, Department of Dentomaxillofacial Radiology,  

Ankara University, Ankara, Turkey

Faculty of Medicine, OMFS IMPATH Research Group, Department of Imaging  
and Pathology, University of Leuven, Leuven, Belgium

Oral and Maxillofacial Surgery, University Hospitals Leuven,  
University of Leuven, Leuven, Belgium
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Experimental and preclinical bone and dental research has employed micro- 
computed tomography (Micro-CT) increasingly over the last two decades 
which is currently being utilized in various fields such as biomedical research, 
materials science, pharmaceutical medicine development and manufacturing, 
composites, dental research, electronic components, geology, zoology, bot-
any, construction materials, and paper production. From a technical point of 
view, Micro-CT indeed is a cone beam computed tomography technique 
which utilizes geometrically cone-shaped beams for reconstruction and back- 
projection processes, having a voxel size volumetrically almost 1 million 
times smaller than that of computed tomography (CT). Taking advantage of 
all these benefits provided by micro-computed tomography, various 
approaches in medicine and engineering are being conducted on 
Micro-CT. Throughout this book, all aspects of Micro-CT, including techni-
cal details and applications in medicine and engineering, are being 
discussed.

This book offers a comprehensive, detailed, up-to-date review of our cur-
rent knowledge in the Micro-CT imaging. The eminently readable text is 
complemented by numerous and superb illustrations. The authors of the indi-
vidual chapters were invited to contribute because of their outstanding per-
sonal experiences in the Micro-CT imaging and research and their major 
contributions to the literature on the topic.

Detailed research and Micro-CT findings are given in each chapter to 
demonstrate the level of detail required for research with insightful “pearls 
and pitfalls,” all designed to provide novice as well as experienced readers a 
brief but concise summary of the advantages and limitations of using this 
technology in the clinical setting.

In this book, the chapters follow two categories: medical approaches and 
engineering approaches of Micro-CT.  The technique and fundamentals of 
this imaging modality will be discussed in Chaps. 2–4. Chapters 2–3 briefly 
review the fundamentals of X-radiation and imaging and discuss reconstruc-
tion from projections of Micro-CT. Chapter 4 will be reviewing all artifacts 
for Micro-CT imaging. The rest of the book will focus on medical applica-
tions which are covered in Chaps. 5–13, whereas the engineering parts will be 
covered in Chaps. 14–19.

Preface
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As a result, this book offers a comprehensive review of the state of the art 
of Micro-CT imaging. I would like to congratulate the authors most sincerely 
for their superb efforts which have resulted in this excellent book, which will 
be of great interest not only for medical but also for engineering fields.

Ankara, Turkey Kaan Orhan 
Leuven, Belgium  
2019
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Introduction to Micro-CT Imaging

Kaan Orhan

1.1  Introduction

Micro-CT has the ability to create cross-sectional 
images of a physical object by making use of 
X-rays. Cross-sectional images created this way 
are then processed by relevant software in the 
computer environment, and a three-dimensional 
model of the scanned object is hence created in 
the digital environment. Since the pixels forming 
the 2D cross-sectional images obtained by micro- 
tomography are in terms of micro (μ) units, sci-
entific and processable information on internal 
structures and geometries of tiny objects or 
appropriately sized pieces of larger objects can 
be attained. Research on the use of Micro-CT and 
3D printer technologies for medical and indus-
trial prototyping processes are becoming ever 
widespread both in our country and throughout 
the world. Processing of CT or Micro-CT scan-
ning data of a biological structure and subsequent 
modelling of its three-dimensional model in the 
digital environment create its own application 
areas in numerous fields.

Hounsfield created the very first full-body 
computed tomography device back in 1975, and 
Hounsfield and Cormack received the Nobel 
Prize for physiology and medicine with this 
device in 1979. Main components of the micro- 
tomography device are the X-ray tube, a 
computer- driven step motor that intermittently 
rotates the sample mounted on its body, an 
image intensifier which focuses the X-rays in 
the medium onto the camera sensor, a CCD 
camera which converts X-rays received into 
image data, an image collector, and a computer 
that controls all these components. Better spa-
tial resolution is attained by 5–10 μm3 voxel size 
scan provided by micro-computed tomography, 
compared to 1 mm3 voxel size scan provided by 
computed tomography. This makes viewing 
areas 1,000,000 times smaller than that could be 
viewed by computerized tomography possible, 
which in turn allows conducting more detailed 
investigations. This was regarded as a revolu-
tionary development [1, 2].

Micro-CT scanners are mostly utilized in 
academic and industrial research laboratories. 
In order to examine specimen such as ceramics, 
polymers, and biomaterials, different fields of 
views (FOV) could be selected by Micro-CT 
devices relevant to the dimensions of the area to 
be examined, and hence, higher-resolution 
images can be obtained by working on smaller 
areas. In vitro and in vivo Micro-CT devices are 
currently available, and varying FOV ratios 
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applied in these devices determine the area to be 
examined and the resolution to be attained [3]. 
Similar to the cone beam computed tomography 
devices, Micro-CT systems utilize micro focal 
X-ray sources and high-resolution detectors to 
create 3D reconstructions of the samples [19]. 
Main components of the micro-tomography 
device are the X-ray tube, a computer-driven 
step motor that intermittently rotates the sample 
mounted on its body, an image intensifier which 
focuses the X-rays present in the environment 
onto the camera sensor, a CCD camera which 
converts X-rays received into image data, an 
image collector, and a computer that controls all 
these components [4].

Figure 1.1 shows analysis of search from 
www.scopus.com for “Micro-CT” on May 8, 
2019. The results show that the papers pub-
lished are increasing eventually and the works 
including Micro-CT are increasing. Figure 1.2 
shows the distribution of subjects of Micro-CT 
papers found in Scopus until 2018. The vast 
majority in medicine scope papers and follow-
ing engineering.

Interestingly, there are nearly half as many 
Micro-CT papers on tissue engineering scaffolds 
as there are in the nonbiology subject areas.

1.2  What Does the Life Sciences 
Profession Need in Terms 
of Micro-CT Imaging?

For scientific studies, an objective diagnosis 
using imaging techniques must be reproducible. 
Although there are criteria and conventional as 
well as contemporary evaluation methods in life 
sciences, there are still an unclear correlation 
often exists between clinical relevance and symp-
toms and the imaging findings in diseases.

There is no doubt that this is a maturing tech-
nology, but what is perhaps the most exciting 
aspect of using Micro-CT is that images of inter-
nal structures can be obtained without damage to 
the specimen. The technology provides the 
opportunity to undertake large-scale studies in a 
relatively short timescale and use museum col-
lections not normally amenable to conventional 
anatomical studies [5].

There are various applications for Micro-CT 
in life sciences. Micro-CT are viable inspection 
tools for biological applications as they can be 
used to compliment medical imaging techniques 
at increased resolution in the absence of dose 
restrictions. Due to its nondestructive nature, CT 
samples can be further utilized for other 

Fig. 1.1 Shows analysis of search from www.scopus.com for “Micro-CT” on May 8, 2019 that reveals the works 
including Micro-CT are increasing dramatically
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 experimental techniques such as mechanical test-
ing and histology [6]. For life sciences 
 histomorphometric analyses are destructive, long 
term, and costly methods. It is impossible to 
reuse the same sample for another measurement. 
Due to these disadvantages, three-dimensional 
micro-tomography techniques have been put into 
use as nondestructive, rapid, and reliable meth-
ods for analyzing micro-architecture of cortical 
and trabecular bones [7].

Bone quality evaluation is one of the main 
applications for Micro-CT in life sciences. The 
bone is a highly mineralized and multifunc-
tional tissue, which plays roles in mechanical 
support and protection, mineral homeostasis, 
and hematopoiesis. The “quality” of bone, as 
well as its quantity, contributes to the biome-
chanical performance of the skeleton and 
encompasses aspects of both macromolecular 
composition and microarchitectural arrange-
ment [8]. The excellent reproducibility and 
accuracy of Micro-CT measurements of bone 
morphology have been established in several 
studies [9, 10]. The accuracy of Micro-CT mor-
phology measurements has been evaluated by 
comparing them with traditional measures from 
2D histomorphometry both in animal and in 
human specimens [9, 11, 12]. These studies 

show that 2D and 3D morphologic measure-
ments by Micro-CT generally are highly corre-
lated with those from 2D histomorphometry. 
The most important part for these kinds of eval-
uations is gathering as much information to the 
Micro-CT technologists which allows to have a 
proper analysis in a realistic way.

1.3  What Does the Material 
Sciences Profession Need 
in Terms of Micro-CT 
Imaging?

The appearance of new digital scanning systems 
with numerous features in addition to the men-
tioned advantages above is changing the evalua-
tion of the materials in engineering as well.

Previously, the material science was stuck for 
evaluation in 2D.  However, 2D have several 
drawbacks, including errors that are classified as 
“errors of projection” and “errors of identifica-
tion.” Errors of projection are due to the two- 
dimensional (2D) which causes a shadow of the 
three-dimensional (3D) object. As a result of the 
various evaluations, modalities may lead to errors 
of identification and reduced measurement 
accuracy.

Fig. 1.2 Shows the distribution of subjects of Micro-CT papers found in Scopus until May 8, 2019. The vast majority 
in medicine scope papers and following engineering

1 Introduction to Micro-CT Imaging
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New technological advances in material sci-
ence especially Micro-CT imaging have resolved 
these errors and are becoming increasingly popu-
lar for evaluations for the materials, and this area 
is rapidly growing (Fig. 1.2). Mainly Micro-CT 
imaging can use not only hard characteristic 
materials like geological samples but also the 
materials such as composites to understand the 
mechanical behaviors. In particular, Micro-CT is 
a nondestructive technique that visualizes inte-
rior features within specimens with 3D imaging. 
This effective characterization method can alter 
the focus size from micro to macro to obtain reli-
able image data [13].

In materials science it is often necessary to 
make correlations between the properties of 
materials and their microstructure. In the case 
of metallic materials, the microstructure is usu-
ally correlated to defects defined as perturba-
tions in comparison with the perfect single 
crystal and to the presence of alloying elements. 
These defects are thus vacancies, dislocations, 
grain boundaries, pores, and cracks, and in the 
case of alloys, one can find foreign atoms in 
solid solutions [14]. There are several evalua-
tions that can be made by Micro-CT such as 
phase volume fractions and phase connectivity 
to more complex measurements such as spatial 
distributions, orientations, alignment, and con-
nectivity of microstructural features. These 
various microstructural features can form dur-
ing elaboration, shaping, and use of the materi-
als all along their life time [15, 16]. Throughout 
this book, detailed applications of Micro-CT 
will be discussed in detail.

The chapters that follow fall into two catego-
ries: medical approaches and engineering 
approaches and use of Micro-CT. The technique 
and fundamentals of this imaging modality will 
be discussed in Chaps. 2–4. Chapters 2–3 briefly 
review the fundamentals of X-radiation and imag-
ing and discuss reconstruction from projections of 
Micro-CT. Chapter 4 will be reviewing all arti-
facts for Micro-CT imaging. The rest of the book 
will focus on medical applications which are cov-
ered in Chaps. 5–13, whereas the engineering 
parts will be covered in Chaps. 14–19.

Acknowledgments Some of the researches in this book 
were supported by Ankara University Scientific Research 
Projects Coordination Unit (Grant number: 17A0234001).
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X-Ray Imaging: Fundamentals 
of X-Ray

Roberto Molteni

2.1  X-Rays and Their Interaction 
with Matter

X-rays are electromagnetic radiation with wave-
length (λ) in the 10+1 to 10−3 nanometers range. 
Since the frequency (ν) of an electromagnetic radi-
ation equals to the speed of light (c) divided by its 
wavelength, i.e., ν = c/λ, this corresponds to a fre-
quency range of approximately 1016 to 1020  Hz. 
The energy of a single photon (E) equals to ν mul-
tiplied by the Planck constant h (6.626 × 10−34 J s), 
so the energy range of a single X-ray photon falls 
between 2 × 10−17 and 6 × 10−14 joule, correspond-
ing to 100 eV (very “soft”) to 1 MeV (very “hard”), 
where 1 eV (electron volt) is the energy acquired 
by one electron when accelerated by an electric 
field of 1 V (the energy of subatomic particles is 
usually expressed in eV and multiples thereof, 
1 eV corresponding to 1.602 × 10−19 J).

Electromagnetic radiation in this energy range 
is called γ(gamma)-rays or X-rays depending on 
the process that generated it: a nuclear transition 
for the former, a phenomenon outside the atomic 
nucleus for the latter. However, a γ-ray beam is 
composed of photons all having essentially the 
same energy (monochromatic or monoenergetic 
radiation), because of the nature of the generation 

process, whereas an X-ray beam is generally 
composed of photons having a multitude of dif-
ferent energies, i.e., a continuous spectrum of 
energies (polychromatic radiation). Moreover, 
usually γ-rays have higher energies (are “harder”) 
than the typical energy of X-rays, although some 
overlapping exists.

X-rays (and γ-rays alike) have the desirable 
property of interacting with matter only moder-
ately, which is why they are so convenient for 
imaging the interior of solid bodies, that they 
penetrate to various depths before being stopped 
through absorption or scattering. Practically 
speaking and unlike visible light, an X-ray beam 
cannot be reflected, refracted, or focused (except 
minimally and under special conditions).

The interaction with matter of electromag-
netic photons in the range of energy of our inter-
est mostly occurs via two processes: photoelectric 
absorption and Compton scattering. Other two 
less-intense interaction phenomena can happen: 
production of an electron-positron pair and 
coherent scattering. The former start occurring 
when the photon’s energy is above 1022  keV 
(rest energy of the electron-positron pair); the lat-
ter is relevant just at very low photon energies. 
Both of them are outside the energy range of our 
interest here and will not be discussed further.

Photoelectric absorption occurs when a pho-
ton fully transfers its energy to the electronic 
shell of an atom and is thus absorbed. It predomi-
nates at photon energies up to approximately 
30 kV.
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Compton scattering (or Compton effect) 
occurs when a photon interacts with an atom by 
yielding only part of its energy. As a conse-
quence, its trajectory is randomly deviated, or 
scattered. The Compton scattering is rather unde-
sirable (albeit unavoidable) from the radiologic 
imaging standpoint since it causes a component 
of randomly directed, non-information-bearing 
photons to overlap the information-bearing com-
ponent of the X-ray beam, fogging the resulting 
radiographic image.

The interaction of photons, electrons, and 
atoms is governed by random statistics since they 
are quantic objects. Indeed, for an individual 
photon, one cannot predict with certainty what 
thickness (or distance travelled) of a given mate-
rial it will traverse before an interaction occurs. 
Only the probability that such interaction occurs 
for a certain thickness of a given material can be 
defined. Such probability, and the penetration 
capacity of an X-ray beam, can be expressed as a 
“Mean Free Path” and depends upon the photon 
energy and the material. The Mean Free Path is 
the mean distance travelled by a photon before an 
interaction occurs. It is also—by the law of 
Gaussian statistics—the thickness of material 
that causes a reduction in intensity (i.e., in the 
number of photons) of a monochromatic beam to 
0.368 (the inverse of the Napier’s constant 2.718). 
The inverse of the Mean Free Path is used more 
frequently, called the “Linear Attenuation 

Coefficient” (μ). Another pertinent quantity is the 
“mass attenuation coefficient,” which is the 
Linear Attenuation Coefficient divided by the 
density (ϱ) of the material. In the practical techni-
cal arena, another related quantity—essentially 
equivalent to the Mean Free Path—is much more 
frequently used, that is, the “Half-Value Layer” 
(HVL), namely, the thickness (usually in mm) of 
a given material that attenuates by half the inten-
sity of a monochromatic X-ray beam of given 
energy. It corresponds to 0.693/μ or 0.693 times 
the Mean Free Path. So, an X-ray beam with 
HVL of, e.g., 2.5 mm Alequiv means that two and 
half millimeter of pure aluminum, or of a sub-
stance of stopping power equivalent to alumi-
num, are needed to attenuate it by half. Aluminum 
(Al), for lower beam energies, or copper (Cu), for 
higher beam energies, is the material generally 
used to indicate the HVL for the range of interest 
in radiology (Fig. 2.1).

These numerical coefficients, and the formula 
that entails them, can be derived with merely 
theoretical mathematical considerations from the 
normal (or Laplace-Gauss) statistical nature of 
the interaction of photons with matter, which 
leads to the Beer-Lambert Law:

 
A I I t� � � �1 0/ exp -�

 
where A is the attenuation of beam intensity, I0 

is the beam intensity at the entrance of the absorb-
ing material, I1 is the beam intensity after 

1

I1/I0
I1I0

HVL
HVL

thickness

1/µ
1/µ

0.5

0.368

Fig. 2.1 Attenuation 
of a monochromatic 
X-ray beam through an 
increasing thickness of 
material, according to 
the Beer-Lambert Law, 
as shown with a 
wedge-shaped object of 
uniform radiologic 
density. HVL is the 
Half-Value Layer, and 
the Mean Free Path is 
1/μ (the inverse of the 
Linear Attenuation 
Coefficient μ)
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 transiting through the absorbing material, t is the 
thickness of the material, and μ is the Linear 
Attenuation Coefficient.

For the component of X-ray absorption due 
to photoelectric effect, the mass attenuation 
coefficient (μ/ϱ) depends—very steeply, namely, 
to the third power—on the (effective) atomic 
number (Z) of the material. This is why ele-
ments with high atomic number (like lead, 
Z  =  82; bismuth, Z  =  83; barium, Z  =  56) are 
very effective at shielding (= stopping) X-rays. 
Mass attenuation coefficients and density of all 
the natural elements and of many substances 
and compounds, for the whole range of photon 
energies of interest, can be found tabulated at 
the website established and maintained by the 
NIST—National Institute of Standards and 
Technology (USA): www.nist.gov/
pml/x-ray-mass-attenuation-coefficients.

The Beer-Lambert Law is very useful and 
straightforward for γ-rays, which are essentially 
monochromatic. Unfortunately, X-ray beams 
generally are polychromatic; hence each compo-
nent of their continuous energy spectrum involves 
a different value of μ. The attenuation is the result 
of an integral of all the differential beam intensi-
ties and values of μ through the energy 
spectrum.

The Linear Attenuation Coefficient decreases 
markedly as the energy increases, in other words 
X-rays with higher energy are more penetrant, or 
“harder.” Therefore, the different components of 
the spectrum are variously attenuated when the 
polychromatic X-ray beam passes through a layer 
of material, the lower-energy portion being atten-
uated more than the higher-energy portion. As a 
consequence after the attenuation, or “filtering,” 
the spectrum of the X-ray beam is skewed toward 
higher energies, that is, “hardened” with respect 
to the original spectrum. Again, this is obtained 
by absorbing portions of the spectrum in a dif-
ferential manner—more at low energies, less at 
higher energies—not by shifting the spectrum, 
whose value of maximum energy bin remains 
unaffected by the filtering. By selectively attenu-

ating the softer parts of the spectrum more than 
the harder part, filtering causes the beam to 
become slightly less polychromatic—but just 
slightly. There is a common misconception that 
more filtering always results into improved qual-
ity of the X-ray images, since the beam becomes 
harder (more penetrating) and less polychro-
matic. This is generally true for the minimal fil-
tering recommended by the standards for a given 
application, which removes a large portion of 
very soft radiation ineffectual for imaging but 
that adds unnecessary skin dose to a live patient. 
Beyond that, the primary consequence of filtering 
is attenuation of the radiative flux that was labori-
ously obtained via the best application of tech-
nology, with the hardening as a modest side 
effect. Anyway, there is an optimal radiation 
hardness for every radiological process and 
increasing it further is not beneficial.

Since hardness, or penetration capacity, of a 
polychromatic X-ray beam increases with filtra-
tion, its HVL after a first filtration is increased. 
Let us suppose that an X-ray beam is made to 
traverse a layer of material corresponding to its 
Half-Value Layer; at the exit the beam intensity is 
half than at the entrance, and the beam is harder. 
If the beam then traverses a second layer of equal 
thickness of the same material, the attenuation 
will be less than before because of the beam’s 
increased hardness; therefore the beam intensity 
at the second exit will be more than half of the 
intensity at the second entrance. In order to atten-
uate to half, the thickness of the second layer has 
to be increased with respect to the (1st) Half-
Value Layer; this new thickness is called the 2nd 
Half-Value Layer; and so on with any further 
attenuating layers or filters (Fig. 2.2). Of course, 
this “beam hardening” phenomenon is solely due 
to the polychromatic nature of the beam. The 
spectrum of a hypothetical monochromatic X-ray 
beam would be just a line (as with γ-ray); there-
fore there could not be reshaping of the spectrum, 
hence no hardening. Thus, the only effect of fil-
ters and of traversed materials would be attenua-
tion of the intensity.

2 X-Ray Imaging: Fundamentals of X-Ray
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2.2  The Radiographic Process

The radiographic process basically consists of 
four elements:

 1. The X-ray source
 2. The object to be radiographed (in medical 

radiology, a bodily part)
 3. The image detector
 4. The software for image processing and the 

device for its visualization

Together with the projection geometry, these 
four elements fully determine the outcome of the 
radiographic process.

A radiograph is produced when an X-ray 
beam from the source crosses the object to be 
radiographed, being thus variously absorbed and 
attenuated in the different parts of the object—
depending on its density and extent—and casts 
an X-ray shadow onto the radiographic image 
detector, namely, a negative image of the object. 
Thus, the signal is at full scale where there is no 
attenuation (= void), while it is zero where the 
attenuation is complete (no X-rays passing 
through).

To optimize the radiographic result as a 
whole, it is necessary to balance and compro-

mise the optimization of each element’s set-
tings. For instance, maximizing spatial 
resolution may require increasing the examina-
tion time, the imparted radiation dose, the size 
and/or the cost of the system, etc. This holds 
true also in micro CT, where, however, one goal 
is sought above all others, that is, the maximi-
zation of spatial resolution for the visualization 
of small details, whereas, e.g., irradiation time 
and imparted dose are of secondary or no 
concern.

X-rays are generated when electric charges 
(electrons) are abruptly decelerated or as a result 
of transitions between the atomic orbitals (or sta-
tuses) of electrons. Two devices are used to artifi-
cially generate X-rays: synchrotrons and X-ray 
tubes.

A synchrotron consists of a very large ring- 
shaped vacuum pipe along which numerous 
properly synchronized electromagnets veer the 
path of a beam of electrons travelling at relativ-
istic velocity. At suitable locations along the 
ring, a swift deceleration of the electrons causes 
the emission of “synchrotron radiation,” i.e., 
X-rays.

There is no doubt that synchrotron-generated 
X-rays vastly exceed in quality and features 
those produced from X-ray tubes (which will be 
addressed immediately after). Flux and spectral 
brightness is orders of magnitude greater; they 
can be quasi-monochromatic, tightly colli-
mated, coherent, and even polarized, which 
makes possible applications unachievable with 
X-ray tubes.

However, synchrotrons require very large 
and very expensive facilities that are also 
expensive to operate. Furthermore, the range of 
X-ray energies attainable falls somewhat below 
of what is required in many micro-CT applica-
tions. There are only a few dozens of them in 
the whole world; therefore they are impractical 
for routine applications and are used mostly for 
research.

Compact (even tabletop) synchrotron systems 
have been speculated and described, but mostly 
they are the object of experimental researches, 
and their industrial production and commercial 
availability are still away in the future.

I0 I1 = I0/2

t = HVL (1st) t = HVL (1st)

t = HVL (1st) t = HVL (2nd)

I2 > I0/4

I0 I1 = I0/2 I2 = I0/4

Fig. 2.2 Half-Value Layer attenuation of a polychro-
matic X-ray beam
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2.3  X-Ray Tubes

X-ray tubes constitute the vastly overwhelming 
majority of X-ray sources in any radiological 
imaging application, whether medical, industrial 
NDC (nondestructive controls), security (e.g., 
baggage scanning), or scientific.

The simplest (and possibly the most common) 
type of X-ray tube is the stationary anode X-ray 
tube (Fig.  2.3), a direct evolution of the design 
initially developed by William Coolidge in 1913. 
As in any electric vacuum tube, there are two 
main electrodes: the cathode and the anode, 
sealed in a gas-tight enclosure in a high-vacuum 
environment (10−4 Pa, or better). In operation, a 
very large difference of electrical potential is 
applied between cathode (at negative potential) 
and anode (at positive potential), in the order of 
several tens, or even hundreds, of kilovolts, caus-
ing a flow of electrons inside the X-ray tube and 
the circulation of an electric current in its circuit, 
called the anodic current (or just tube current). 
By universal convention and standards, such cur-
rent is referred to as the “mA” (milliampere) and 
the maximum instantaneous difference of electric 
potential (or high voltage) as the “kVp” (kilovolt 
peak—although the qualifier “peak” nowadays is 
rather unnecessary and obsolete in view of the 
current technology). The high voltage kV, the 
anodic current mA, the exposure time s (sec-
onds), and the product of anodic current by expo-
sure time mAs are called the technique factors.

The X-ray tube can (be designed to) operate in 
either:

• “Bipolar” mode, where the high voltage is 
equally split between cathode and anode, 

namely, a negative high voltage equal to half 
of the difference of potential is applied to the 
cathode and a positive high voltage equal to 
the balance (the other half) is applied to the 
anode. This is advantageous in terms of 
reduced stress to the X-ray tube and because 
of less stringent insulation requirements.

• “Grounded anode” mode, where the anode is 
electrically connected to ground and all the 
difference of potential consists of a negative 
high voltage at the cathode (potentially advan-
tageous for dissipating the thermal load of the 
anode, but with more severe insulation 
requirement at the cathode side).

• “Grounded cathode” mode, where the cathode 
(i.e., one side of the cathodic filament) is elec-
trically connected to ground and all the differ-
ence of potential consists of a positive high 
voltage at the anode (with the benefit of sim-
plifying the circuitry needed to supply and 
drive the cathodic filament, see below).

The cathode consists of a filament wire, which 
in operation is heated to glowing temperature by 
an electrical current, hence emitting a cloud of 
electrons by thermionic effect. Because of the 
large difference of electric potential applied 
between cathode and anode, the electrons are 
swept away and accelerated by the electric field 
to hit the anode. Here they are abruptly deceler-
ated by the interaction with solid matter, thus 
releasing the energy, which they had acquired 
from the electric field, as high-energy electro-
magnetic photons, i.e., the X-rays (Fig. 2.4).

The filament is usually made of a tungsten 
wire (W) or alloys thereof, and is wound in a 
tight helicoid, similarly to that of the now- 
obsolete glowing filament light bulb. The helicoi-
dal shape is mandated by the need to expose as 
much surface as feasible in order to boost the 
quantity of electrons thermionically emitted from 
a source of compact area. Generally, the greater 
the required electron flow (= the current), the 
larger the filament. In most cases it is, say, 
approximately 10 mm of length × 2 mm of diam-
eter, or slightly bigger. However, when the cur-
rent intensity to be achieving is not a major 
consideration (as is the case for certain micro-CT Fig. 2.3 An X-ray tube, stationary anode type

2 X-Ray Imaging: Fundamentals of X-Ray
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systems), the filament could also be a straight 
wire or even just the tip or the corner of an angle- 
bent wire.

The geometrical design of the X-ray tube is 
such to converge and focus the flow of electrons, 
by properly shaping the electric field onto a 
defined small area of the anode, called the “focal 
spot” or simply the “focus.” Often such goal is 
also assisted by the presence of a suitably shaped 
third electrode, called the grid, situated in close 
proximity of the cathode. The grid is at a more 
negative potential than the cathode itself and can 
be used to converge the electrons beam in a more 
stable and controlled way. Alternatively, a grid, if 
properly close to the emitting cathode, can also 
be used to suppress the electrons beam right at its 
thermionic emission, repelling the electrons into 
the cathode, hence controlling the turn on and off 
of the anodic current or its intensity.

The thermionic filament is an inconvenient 
emitter of electrons. It is energetically ineffi-
cient: in order to emit a relatively small number 
of electrons, it generally requires several watts 
of power, most of which is lost and dissipated as 
heat. It requires a control and drive circuit 
(potentially of significant sophistication) that in 
most circumstances must drive the filament in 
electrical isolation from other system’s cir-
cuitry, namely, floating at many tens of thou-
sands kV, therefore requiring substantial 
insulation. Worst of all, since the slow thermal 
response of the filament mediates the transfer 
function from power imparted to the filament to 
anodic current, the response time of the latter is 

slower than what would be desirable for many 
applications, being anything in the range 
0.1–1 s.

A possible alternative to the thermionic fila-
ment is the cold emission cathode, where extrac-
tion of the electrons is directly achieved by an 
electric field. It utilizes the phenomena that at 
sharp edges and point-like features of conductors 
the strength of the electric field is boosted (the 
smaller the feature, the more the boosting), 
potentially to exceed the electron extraction force 
of the material. For instance, the surfaces of 
material of suitably low extraction potential, such 
as diamond or ZnO, can be nano-shaped into, 
e.g., a pattern of tiny pyramids with sharp verti-
ces. More commonly, carbon nanotubes (CNT) 
are used, where the open tip of the nanotubes is 
down in size to molecular scale. From these 
quasi-singularities, a flow of electrons can be 
emitted under the action of an electric field of 
reasonably-moderate force (say, a few kV/mm). 
Potentially, cold cathode X-ray tubes offer many 
advantages over traditional thermionic cathode 
X-ray tubes:

 1. Instantaneous response, making possible to 
switch the emission on-off at a frequency of 
many kHz, if needed.

 2. Little or no circuitry appended to the 
cathode.

 3. Energetic efficiency, since there is no power 
dispersed in heating the filament.

 4. Ease to produce very small point-like sources, 
which, as we shall see in the subsequent 

cathode electrons thermionically
emitted by the hot filament,
accelerated by the electric
field to hit the anode target

anode

high-voltage
anodic circuit
power supply

filament
supply

+

–

Fig. 2.4 Principle 
electrical schematic of 
an X-ray tube circuit
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 chapters, is of paramount importance for 
micro CT.

Many regard cold cathode as the necessary 
evolution of X-ray tubes for the future. However, 
the technology and the manufacturing process for 
CNT cathodes, and X-ray tubes based upon them, 
is not yet mature. Indeed, there are still open 
questions about their long-time reliability and the 
applicability for large anodic current, notwith-
standing the scientific/technical investigations 
conducted in the past 20  years. Consequently, 
their adoption for industrially made devices has 
been quite slow; nevertheless they are now used 
in a number of commercially available products 
but typically outside the realm of mainstream 
medical radiology.

As said, the beam of electrons accelerated by 
the cathode-anode high-voltage electric field is 
focused onto the “target” portion of the anode, 
hitting the small area called the focal spot. At 
any given time, all hitting electrons have pre-
cisely the same energy, equal in eV to the accel-
erating voltage at that moment. If the 
cathode-anode difference of potential is, say, 
80 kV, then all electrons hitting the anodic target 
have an energy of 80  keV.  The electrons cede 
their energy to the anode’s target, mostly in form 
of heat. The majority of the X-rays are generated 
by the abrupt deceleration of the electrons over a 
path several micrometers deep into the target, 
through a mechanism called “bremsstrahlung,” 
which produces a continuous spectrum of energy. 
The maximum photon energy thus possible cor-
responds to the (peak) high voltage, which 
occurs when the electron yields all its energy in 
a single event generating just one photon having 
the entire energy that was carried by the elec-
tron; however, this is a vanquishing rare event 
since usually the hitting electrons interact mul-
tiple times with those in the atoms of the target, 
yielding a fraction of their energy at each inter-
action. The continuous X-ray spectrum origi-
nated from bremsstrahlung, unfiltered, has its 
maximum intensity in the lowest energies bins 
and slopes down to zero at the maximum energy 
corresponding to the accelerating difference of 
potential.

There is a second process by which X-ray is 
generated: the “characteristic radiation” (of the 
target’s material). It happens when an orbital 
electron of the innermost atomic shell (the K 
shell) gets knocked off its orbital (or energy sta-
tus) and another free electron (or an electron 
from an outer lower-energy orbital) refills the 
temporarily empty orbital, thus emitting a photon 
having an energy corresponding to the (negative) 
potential of that orbital. This ensues in quasi- 
monochromatic lines or peaks, superimposed to 
the continuous spectrum caused by bremsstrah-
lung, with energies corresponding to the (nega-
tive) potential of the K orbital of the target’s 
material. Energy lines corresponding to transi-
tions into other orbitals (notably the L) are also 
possible but of scarce practical relevance. Usually 
(but not always) characteristic radiation accounts 
for only a small portion of the total X-ray flux.

Part of the generated X-rays is reabsorbed 
before it leaves the target into empty space, pref-
erentially so for the very low-energy photons, 
which modifies the spectrum to a bell shape, with 
empty bins at very low energies (Fig. 2.5).

The X-ray generation mechanism just 
described is very inefficient, since only a small 
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Fig. 2.5 X-ray spectrum from a tungsten anode X-ray 
tube operated at 100 kV, with bremsstrahlung and peaks 
of characteristic radiation (after inherent filtration). The 
dashed lines indicate what the low-energy spectrum 
would be in the hypothetic case of zero inherent filtration 
(including no self-filtration by the target)
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portion (about 1%, or less) of the energy carried 
by the cathode-to-anode electrons beam results 
into X-rays, the remainder is wasted as heat. 
Managing the dissipation of such heat is one of 
the crucial points in the design of X-ray tubes and 
of their operation too.

The energy load per unit time (= per second) 
carried by the electrons’ beam, i.e., the thermally 
dissipated power (in watts), is simply calculated 
by the product of anodic current time cathode- 
anode difference of potential, i.e., mA × kV. Such 
power is imparted entirely to the anodic target, 
from where the ensuing heat has to be removed in 
the fastest and most efficient manner possible.

Only a limited number of metallic materials 
are practically suitable for the target. Tungsten 
(W) is the one used in the vast majority of cases 
(sometime alloyed or coated with rhodium) 
because of a combination of desirable 
properties:

• Extremely high melting temperature (3422 °C) 
and boiling temperature (5930 °C, the highest 
of all elements).

• Good thermal conductivity.
• Very good mechanical properties (hardness).
• Very high atomic number (Z = 74) and density 

(19.3), hence very short electron Mean Free 
Path so the X-ray generation occurs within a 
short depth from the surface.

• Characteristic radiation (K-line) at 59  keV, 
which is around the center of the energy spec-
trum suitable for many radiographic 
applications.

Another material used as target is molybde-
num (Mo), which also has good thermal and 
mechanical properties, high density, and charac-
teristic radiation at about 18 and 20 keV which 
makes it suitable for applications with relatively 
soft X-rays, such as in particular mammography. 
Rhenium, silver, or copper are also occasionally 
used for special applications.

In stationary anode tubes, the anodic target 
practically consists of a small disk of tungsten 
(say, approximately 10×20 mm in diameter and 
2 mm thick) embedded in a much more massive 
anodic bulk made out of copper, which is the best 

heat-conductive material practically available. 
The temperature of the focal spot in the target 
must not exceed 2600 °C with tungsten, 1800 °C 
with molybdenum, above which the metal begins 
to evaporate and blister. Such thermal load must 
be dissipated radiatively and/or conductively, the 
latter being the prevailing mechanism in the sta-
tionary anode case. The heath flows to the 
tungsten- copper junction, where the temperature 
must already drop to less than 900  °C (copper 
melts at 1085 °C), and then through the body of 
the anode to outside the tube where it is dissi-
pated, often with the assistance of a heath sink. 
The immediate outside environment is frequently 
dielectric oil which, in addition to conveying 
away the heat, is also required for high-voltage 
electrical insulation. Sometime the heat dissipa-
tion is assisted by recirculation of coolant liquid 
inside the anode itself.

Therefore, power management is a two-stage 
process in X-ray tubes: one relates to the maxi-
mum instantaneous power that the target can sus-
tain, defined by the combination of kV and mA 
on short-time loads, and the other to the maxi-
mum energy (in joule) resulting into a thermal 
load, which the bulk of the anode and its eventual 
heat sink can take and slowly dissipate into the 
surrounding environment, up to a steady-state 
equilibrium. They are expressed by characteristic 
diagrams (Fig. 2.6a–c).

From the imaging geometry standpoint—in 
micro CT, in particular, and also in general radi-
ology—it is intuitive that the smaller the focal 
spot, the better, all the rest being the same; but 
the rest cannot be the same! So it is desirable 
that the focal spot is as tiny as possible, but if a 
given current and power per unit surface is 
exceeded, the anode would promptly deterio-
rate. Such value is very approximately in the 
order of 200  W/mm2. Of course, it depends 
upon the total exposure time and duty cycle of 
the anodic current flow.

The remedy to increase the achievable anodic 
current while retaining an effectively small focal 
spot is the so-called Line Focus Principle. It is 
based on the optical illusion that a segment of 
line on a sloping plane is effectively seen as 
shorter than its actual length when observed at a 
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small angle from the plane, namely, reduced by a 
factor equal to the sinus of that angle. The anode 
surface facing the anode and holding the target, 
therefore, is slanted at a small angle from orthog-
onality to the main axis of the X-ray tube, called 
the anodic angle, and the “focal spot” produced 
by the hitting electrons beam is actually a “focal 
stripe” spread over a much larger surface, and 
consequently with less power to dissipate per unit 
area, at a given anodic current. The nominal 
X-ray beam axis, i.e., the central axis of the 
beam, is normally defined as one perpendicular 

to the X-ray tube axis. When observed from the 
nominal beam axis (and only at that angle), the 
focal strip appears shortened in length, but not in 
width, typically to an approximate square aspect 
(Fig. 2.7).

As the direction of view changes, so does the 
apparent shape and size of the focal spot: if the 
line of view moves toward the cathode side, the 
apparent length increases, while it decreases 
toward the anode side. In an X-ray tube, there-
fore, the nominal size of the effective focal spot 
is defined and specified explicitly along the line-
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Fig. 2.6 Main characterization charts for a small station-
ary anode X-ray tube, typically for dental intraoral appli-
cation, with focal spot 0.4 per IEC 60336 (derived from 
original technical data by Skan-X/C.E.I., San Lazzaro di 
Savena BO, Italy): (a) Emission curve. The flow of anodic 
current (and the consequent X-rays) starts rather abruptly 
and steeply at a value of filament current called the “knee,” 
at which the temperature of the filament is high enough to 
cause significant thermionic emission. (b) Loading charts. 
The curves indicate, for each given value of anodic high- 

voltage potential (kV), the limit combination of anodic 
current (mA) and exposure time (s) that must not be 
exceeded to prevent thermal damage of the anode. The 
abscissa is in logarithmic scale. (c) Thermal curves. The 
curves represent the thermal energy (in joules) accumu-
lated by the anode under different conditions of continu-
ous power load (in watts). The descending curve shows 
the dissipation over time of the thermal energy, after sus-
pension of the load
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of- view corresponding to the nominal central 
axis of the X-ray beam. Such specification 
entails the detailed definition of the methodol-
ogy by which it is measured—not a trivial matter 
especially for tiny physical dimensions, as is the 
case of the so- called microfocus X-ray tubes. 
Such methodology (or methodologies, actually, 
as there are more than one) and the classification 
of the focal spot sizes are addressed by the stan-
dard IEC 60336 for the range of focal spot sizes 
of interest in medical radiology—from 0.1 
upward—and by EC 12543-2 for the microfocus 
X-ray tubes. Note that the figure classifying the 
focal spot size is not (contrarily to a widespread 

misconception) the dimension of its square side 
in mm but just a conventional reference that only 
approximates it, by defect. For instance, a 0.5 
focal spot (a fairly common figure) per IEC 
60336 is anything with width and length in the 
range 0.60–0.75  mm and 0.85–1.10  mm, 
respectively.

X-ray tubes with very small focal spot are 
called microfocus, and micro CT is one of the 
main applications and technologies in which they 
are required. A microfocus X-ray tube is gener-
ally considered one with focal spot dimensions 
not exceeding 50 μm (0.05 mm), down to a few 
microns.

Fig. 2.7 Line Focus Principle. The X-ray emission area 
(shown in red) of the target is actually a stripe (or a quasi- 
line). When observed along the nominal X-ray output axis 
of the tube, the stripe appears effectively shortened (by a 

factor sin α) into a quasi-spot (the focal spot). The angle α 
between the flat surface of the target and the nominal 
X-ray output axis is called the anodic angle
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X-rays generated at the target are emitted in 
all directions, in principle over the half of the 
whole solid angle, however not with the same 
flux at all angles. In particular, as the direction of 
the outgoing X-ray beam departs from orthogo-
nality to the target surface, they are subject to 
more and more filtration as the length travelled in 
the target’s material increases, with a slight 
decrease in intensity and a slight increase in hard-
ness; this phenomenon is called the heel effect 
and becomes especially relevant for very small 
grazing angles (a few degrees). Note that the 
mentioned 1% efficiency in converting the energy 
imparted to the tube into X-rays refers to the 
whole X-ray flux over half the solid angle; the 
portion collimated and utilized for radiographic 
imaging is a further small percentage of that, say 
typically another hundredth!

The Line Focus Principle can only be exploited 
up to a certain extent. The smaller the angle and 
the greater the shortening of the focal strip length, 
the narrower is the possible aperture of the beam. 
In fact, the absolute maximum at the anode side 
corresponds to the anodic angle, even if the edge 
effect caused by the self-reabsorption of the 
X-rays in the target at very small grazing angle 
were to be neglected (Fig. 2.8).

Most of X-ray tubes have anodic angle 
between 12° and 20°, typically suitable for gen-
eral medical radiology applications. In some case 
smaller angles are used, e.g., when the dimen-
sions of the detector to be covered are small with 
respect to the SDD (source detector distance) as 
it is often the case in micro CT or 5° for applica-
tions with fan-shaped X-ray beam such as maxil-
lofacial panoramic radiology.

The case is not infrequent of X-ray tubes with 
two separate filaments, which can be alternately 
powered in order to generate two distinct shapes 
and sizes of focal spot for different application 
requirements, i.e., a smaller focal spot with lower 
maximum anodic current and a larger focal spot 
with higher maximum anodic current.

Within the stationary anode type, another sub-
type exists, which is of particular importance in 
micro CT in view of its suitability for achieving 
tiny focal spots: the transmission-anode (or 
transmission- target) X-ray tube. Here the target is 

a very thin lamina or foil of metal (say, a few tens 
of μm at most), hit by the anodic electrons beam 
on the face internal to the tube. The target is thin 
enough that a substantial portion of the produced 

Fig. 2.8 Heel effect. Part of the X-rays are generated at 
some depth (albeit shallow) in the body of the target, 
namely, not precisely at its surface. Those (A) that happen 
to have a direction roughly orthogonal to the surface of the 
target and the anode exit into the free space without tran-
siting much thickness of the target material and are not 
subject to much absorption by it. However, those (B) that 
happen to be produced at a direction close to the plane of 
the anode do transit through a significant thickness of 
(highly filtering) target material and are in part reabsorbed 
and attenuated by the target (and anode) itself. 
Consequently, the X-ray intensity is maximum at a direc-
tion perpendicular to the plane of the anodic face and 
gradually decreases at other angles, dropping almost to 
zero for X-rays grazing the anode surface, as qualitatively 
shown in the polar diagram of intensity in the figure. This 
is called the heel effect and limits the minimum anodic 
angle attainable
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X-rays escapes it from the opposite face, into the 
exterior. The target must also act as a sealant for 
the high vacuum inside the tube. Generally speak-
ing, only rather small loads can be sustained by 
this design, but the advantages of this design 
include a very compact construction and the pos-
sibility to emit soft X-rays that are unfiltered by 
anything but the target’s own self-filtration, with a 
fairly uniform angular distribution.

An important element in the X-ray tube design 
is also its physical enclosure, or body, that ensures 
the internal high-vacuum conditions essential for 
prolonged operation. In addition to that, the enclo-
sure must also provide the electric insulation for 
the very high difference of potential between the 
electrodes for cathode and anode. Most frequently 
this is accomplished with a tubular body of boro-
silicate glass, with the electrodes brazed at the 
opposite ends through the intermediation of kovar 
(a Fe-Ni-Cu alloy) or silver. Such metal parts need 
to have thermal expansion coefficient similar to 
that of the glass, to prevent cracks and loss of vac-
uum sealing when the anode gets hot. Although the 
finished X-ray tube may look like a small and sim-
ple object, its glass- blowing fabrication and the 
concurring thermal and electrical conditioning pro-
cesses are a delicate and critical affair. Alternatively, 
the enclosure of an X-ray tube can also be made out 
of a combination of ceramics and metal.

The glass wall usually has a thickness of about 
0.8 mm. Since the Mean Free Path of X-rays in 
borosilicate glass is similar to that in aluminum, 
then the glass wall contributes significantly to the 
minimum filtration required by the standard. 
However, such inherent filtration can be excessive 
when soft X-rays are required—which is the case, 
e.g., in mammography, but also in micro CT where 
the broad variety of possible radiographic objects 
require the range of kV to extend to relatively low 
values. In these cases, the output window of the 
X-ray tube is provided with a filter of beryllium, 
flanged to the glass. Beryllium (Z = 4) is the struc-
tural metal with the lowest density and as such its 
filtration of even very soft X-rays is quite modest.

Generally, the X-ray tube is shielded against 
leakage or emission of unwanted radiation with 
layers of lead or other high-filtration materials, in 
almost all directions but at an output window.

Another major type of X-ray tube is the rotat-
ing anode X-ray tube. Indeed, rotating anode 
X-ray tubes are predominant in major medical 
radiology applications where the radiographic 
source must be able to sustain very large power 
loads, such as in medical CT, radiographic exam-
ination tables and U-arm, fluoroscopic C-arms 
for cardiac and chest applications, and more—to 
the point that rotating anode tubes are sometimes 
the only type really familiar to many medical 
radiologists and addressed in detail in general 
medical radiology textbooks!

In rotating anode tubes, the idea behind the 
Line Focus Principle is pushed one step forward. 
The anode consists of a thick disk, or circular 
plate, slightly conical to implement the anodic 
angle, made to rotate at very high speed (say 
5000 to 15,000 rpm) during the X-ray emission. 
Therefore, the focal stripe is continuously and 
very rapidly swept through the surface of the 
anode target, and the momentary thermal load is 
uniformly spread all over the surface facing the 
cathode thus increasing the maximum sustain-
able load up to one or even two orders of magni-
tude compared to stationary anode X-ray tubes.

The rotating anode is generally made out of 
solid tungsten (or molybdenum) or thick tungsten 
clad to a copper back. Since the anode must be 
contained within the high-vacuum interior of the 
tube, rotation is imparted by induction with a sta-
tor wrapped outside the posterior part of the tube 
body. Electrical connection between the anode 
and the external circuitry must pass through 
 bearings with, e.g., silver-coated balls. So rotat-
ing anode X-ray tubes imply using a (rather- 
demanding) induction motor drive (Fig. 2.9).

It is evident that rotating anode is more com-
plicate and expensive (up to tenfold) than station-
ary anode X-ray tubes. Their superiority in terms 
of maximum attainable power (for the same focal 
spot size) is also evident. However, they also 
have shortcomings other than the greater cost:

 – While their maximum instantaneous load is 
much larger, not so is the long-term continu-
ous load. In fact, in stationary anode X-ray 
tubes, the thermal load of the anode can be 
dissipated conductively, especially with the 
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help of heat sinkers and/or forced fluid cir-
culation; but in rotating anode X-ray tubes, 
there can be only very little thermal conduc-
tion from the anode to the exterior (through 
the ball bearings), so all heat dissipation is 
left to irradiation. Thus, long-term thermal 
load capacity is left only to the large thermal 
mass of the anode, with little contribution 
from thermal dissipation to the exterior. This 
does not bode well in applications where the 
X-ray source must emit continuously, such 
as, e.g., baggage security scanning, certain 
nondestructive inspections, and in fact micro 
CT.

 – The useful operating life of rotating anode 
X-ray tubes is generally shorter than that of 
stationary anode ones, and in situations of 
heavy utilization, they may need to be 
replaced, e.g., once a year.

 – It is difficult, if not impossible, to achieve 
microfocus with rotating anodes (say, much 
smaller than 0.3  mm), which rules them out 
for applications in micro CT, where anyway 
their large instantaneous load capacity is not 
of interest.

2.4  Power Generators

The X-ray tube is the actual fount of radiation, 
but there is another element of fundamental 
importance for the X-ray source system: the elec-
trical power high-voltage generator.

In the past, high-voltage generation to supply 
the anode-cathode circuit was simply achieved 
with a very high-turns ratio transformer with ele-
vation factor of hundreds of times. The trans-
former would elevate the low-frequency mains 
electric power (230 V–50 Hz or 115 V–60 Hz) to 
the high voltage required for the anodic circuit. 
The alternate current often was rectified directly 
by the X-ray tube itself. This is a relatively sim-
ple, robust, and inexpensive design but has sev-
eral shortcomings, notably the difficulty (or 
impossibility) to accurately control fluctuations 
of kV (for instance, caused by transients of the 
mains power), the difficulty (or nearly impossi-
bility) to impart very short emissions of accu-
rately controlled duration, significant ripple, 
bulkiness, and weight. Consequently, this kind of 
design, called “AC generator” (AC for alternate 
current), is nowadays obsolete and abandoned 
except for low-cost applications.

All newly designed high-voltage generators 
are now of the so-called DC type (DC for direct 
current) or also “high frequency” (improperly, 
because the frequencies involved are medium 
frequency, not high frequency). In this case the 
mains electrical power is first rectified to direct 
current, converted to a stabilized square wave at 
medium frequency (range 5–200  kHz) with an 
electronic power inverter/converter, and elevated 
to the required high voltage via a “high- 
frequency” transformer that utilizes a ferrite 
magnetic circuit and is therefore much more 
compact and lightweight than a conventional 
low-frequency transformer with iron magnetic 
circuit. After the transformer, the voltage is recti-
fied and/or further elevated typically with a 
Cockcroft-Walton multiplier circuit and deliv-
ered to the X-ray tube as a highly stabilized DC 
voltage with small ripple and accurately con-
trolled duration, which can be very short.

2.5  Image Detectors

It should be made clear that micro CT is not con-
ventional computed tomography (CT), but rather 
cone beam computed tomography (CBCT), since 
the beam is cone-shaped divergent (or actually 

Fig. 2.9 A rotating anode X-ray tube. The stator for the 
rotation drive is wrapped around the anodic rotor part at 
the right side
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pyramidal-shaped, in most cases), not fan shaped, 
and the detector is an area detector, not a linear 
one.

In the past, the now long-obsolete chemical- 
processed X-ray film (“analog” radiographic sys-
tems, or “direct detectors” in the peculiar parlance 
of IEC), combined in one and the same element 
the image detector and the display, and no con-
trollable image post-processing was possible. All 
new radiographic systems use electronic digital 
detectors, and the image processing, display, and 
storage functions are assigned to different sub-
systems, which will be addressed later in this 
book.

In fact, the most basic and fundamental mech-
anism that determines and limits the performance 
in radiographic image detectors is …, well, … 
the detection! By detection it is here meant the 
conversion of the individual electromagnetic 
X-rays into another form of energy, namely, elec-
tric charges, either directly or via the intermedi-
ate of visible light, viz., lower-energy photons by 
a layer of scintillator. The electric charges are 
generated locally at the surface of a sensor with a 
matrixial structure of pixels (a pixel being the 
primary image element), which collects and sub-
sequently transfers them out as an electronic 
image.

In this chapter, the semiconductor matrix, or 
regular array, of charge-generating pixels, which 
compose the digital image, is called the sensor. 
The device as a whole, i.e., including the X-ray 
detection material (scintillator or direct conver-

sion), the driving electronics, the software driv-
ers, and all accouterments required to produce 
the electronic image and transmit to the receiving 
circuitry, is called the detector (Fig. 2.10).

Efficient detection requires a high statistical 
likelihood that X-ray photons are converted 
over a very short span of detecting material (i.e., 
high stopping power), so that the punctual infor-
mation associated with the details of the radio-
graphic image stays localized. Otherwise, if the 
X-ray stopping power of the detecting material 
is scarce, then a point-like radiographic detail 
generally would smear out, due to the diffusion 
of the charges or of the secondary photons of 
visible light in case of indirect detection. 
Optimally, the effective thickness of the detec-
tion material (= the detection depth) should be 
comparable and balanced with the size of the 
pixel.

The efficiency in converting X-rays into 
information- bearing charges is expressed by a 
physical quantity called detector quantum effi-
ciency (DQE) (or spectral detection quantum 
efficiency, if differentiated over specific energy 
bins), which (roughly speaking) expresses the 
ratio between the information-bearing charges 
produced in the detector and the number of hit-
ting X-ray photons. A more formal definition as a 
complete treatment of the concepts involved is 
outside the scope of this book, and the reader is 
directed to specialized literature.

If the thickness of detection layer were 
increased indefinitely (and many other factors 
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were speculatively ideal), the DQE could very 
theoretically increase asymptotically toward the 
ideal unity, but this would occur at the expense of 
unlimited degradation of spatial resolving power. 
Practically speaking, the DQE of commercial 
X-ray image detectors nowadays ranges between 
approximately 0.5 and 0.8. With all matters con-
sidered, this is a very remarkable feat!

The image sharpness or spatial resolution (or 
spatial resolving power) is expressed by the mod-
ulation transfer function (MTF), a diagram that 
correlates the contrast (usually in percent) with 
the spatial frequency, which is the inverse of the 
pitch of a periodic pattern (usually expressed in 
line pairs per mm—lp/mm), also related to the 
minimum size of a discernable detail feature. In 
case of a square matrix sensor where the spatial 
resolution limit is determined by the pixelation of 
the image caused by the finite dimension of the 
pixel (which is practically the case with opti-
cal = photographic sensors), the MTF can be pre-
dicted from merely mathematical considerations, 
resulting into the formula contrast = sinc f = sin 
(πf)/(πf), where f is the spatial frequency. This is 
the “theoretical” or “geometrical” MTF 
(Fig. 2.11).

So, the contrast is always 100% at zero spatial 
frequency (i.e., for features of very large dimen-
sions) and drops to zero at a value of spatial fre-
quency called the “Nyquist limit,” which 
corresponds to the inverse of twice the pixel pitch 
(this is a particular application of a more general 
theory of information and communication, called 
the Nyquist-Shannon Sampling Theorem).

In a real radiographic detector, the situation is 
more complicate, because the blurring, i.e., 
reduction in spatial resolution, caused by the 
finite-thickness detection layer, comes into play. 
The overall actual MTF is the product of the 
square of the theoretical MTF with the square of 
the MTF curve attributable to the detection layer 
and obviously is always lower than either of the 
two.

For simplicity, the MTF is often summarized 
by a single value (rather than with a complete 
diagram), i.e., the spatial frequency at which the 
contrast has dropped to 50% (MTF50) or to 10% 
(MTF10), the latter rather arbitrarily regarded as 
the minimum contrast discernible by the human 
eye. 

It has to be noted that often the vendors of 
digital image X-ray detectors declare only the 
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Fig. 2.11 Modulation transfer function (MTF) of a digi-
tal detector, comparing the maximum “theoretical” (or 
“geometrical”) curve (green line), solely determined by 
the pixelation of the sensor (70 μm), with the experimen-
tal curve (red line) also affected by the scintillator thick-

ness. The curve is interrupted at the Nyquist spatial 
frequency of 7.1 lp/mm. Evidently, the spatial frequencies 
for 50% contrast are very different between the “theoreti-
cal” and the actual MTF
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“theoretical” or “geometrical” maximum spatial 
resolution of their devices and confuse it with the 
actual maximum resolution, of which the former 
is just an unreachable upper limit.

There are indeed not many substances in 
nature that satisfactorily offer all the feature nec-
essary for good detection of X-rays. Let’s address 
first those practically suitable for direct conver-
sion of X-rays into electrical charges.

At first glance, silicon may appear as a superb 
candidate for X-ray detection, since it is the one 
of which all microelectronic structures are cur-
rently made of. There is a tremendous 
technological- manufacturing know-how avail-
able and stupendous mass production efficiency. 
Indeed, silicon matrix sensors (CCD or CMOS, 
as we shall see shortly) can be, and sometime are, 
made for X-ray direct detection, which means 
conversion of X-ray photons to electric charges 
in the pixels themselves. However, the atomic 
number of silicon is only 14; hence the free mean 
path of photons at the energies generally of inter-
est in radiology is relatively long, in the order of 
a few mm. For instance, HVL  =  2.3  mm at 
40 keV; hence its stopping power is rather mod-
est. Now and then, attempts are made to develop 
direct X-ray detection in a silicon matrix of pix-
els, but that has proved possible only for very 
special applications, where DQE is not a major 
consideration. However, micro CT could poten-
tially be one of those.

Selenium has been used for direct X-ray 
detection for several years; however it is gener-
ally deemed to be poorly suitable for fast 
sequences of rapid detection due to slow release 
of the electric charges. Furthermore, its atomic 
number 34 is rather low for applications with 
hard X-rays.

A very promising material for direct conver-
sion of X-rays into electrical charges is CdTe 
(cadmium telluride, or variations thereof). It has 
rather high effective atomic number, hence good 
X-ray stopping power and good charges mobility 
for them to be carried to the collecting electrodes 
(in the pixels) before recombination. It offers the 
potential of high spatial resolution, very good 
DQE, and—consequently—high signal-to-noise 
ratio, even at fast readout speed. However, the 
detector needs to be a single crystal, whose 

growth process is challenging; the coupling to the 
underlying matrix sensor is also technologically 
demanding and expensive and is mastered only at 
a few places in the world. Due to the single- 
crystal nature of the detector, the maximum area 
attainable is currently just a few cm2, which 
makes it potentially suitable for applications like 
scientific, nondestructive testing, dental, and—in 
fact—micro CR, but hardly for general-purpose 
human radiology.

The large majority of digital X-ray image 
detectors are based upon indirect detection, 
where X-rays are converted into visible light 
(thousands of light photons per X-ray photon) in 
a medium called the scintillator, and such light is 
then detected and converted into electric charges 
by the underlying matrix sensor (Fig.  2.12). 
Many factors determine the suitability of a mate-
rial as scintillator: high stopping power to X-rays, 
efficiency in converting the X-ray photon into 
visible-light photons, short latency, wavelength 
of the produced visible light well-tuned with the 
detection range of the associated sensor (namely, 
that of silicon), transparency and low self- 
absorption of the produced light, suitable 
mechanical properties and chemical stability, and 
much more. In fact, only two substances are cur-
rently used in most cases: gadolinium oxysulfide 
(Gd2O2S, also called Gadox) and thallium- 
activated cesium iodide (CsI:Tl) or variations 
thereof. Both offer good physical/spectral/optical 
characteristics for the range of X-ray energy of 
interest in radiology.

Gadox is simple to process: it is chemically 
inert and stable and is easily applied after blend-
ing with a proper binder (it could simply be 
spray-painted!)

CsI is quite more difficult to process: it is 
highly hygroscopic, becomes chemically aggres-
sive to metals in presence of electric potentials 
typical of sensors, and needs to be coated through 
technologically demanding deposition and 
growth in vacuum. However, it can be grown as 
parallel-aligned tiny crystals, which act as light 
guides for the light photons generated by the 
scintillations, thus countering to some extent, 
even with rather thick layers, the isotropic 
 diffusion that causes blurring (Fig. 2.13). For the 
reasons mentioned above, frequently CsI 
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 scintillators rather than being deposited directly 
on the sensor are coated, and sealed, over a thin 
fiber optics plate, having dimension of the optical 
fibers significantly smaller than the pixel size, 
and the fiber optics plus scintillator layer rela-

tively robust assembly is coupled (glued) to the 
sensor.

The more expensive CsI scintillator is gener-
ally regarded as offering superior image quality 
in respect to Gadox; however this may depend on 

Fig. 2.12 Principle operation of indirect (with scintillator) and direct (with CdTe) detectors. Illustration courtesy of 
Direct Conversion AB, Stockholm, Sweden

Fig. 2.13 Microphotography, in lateral section, of a 
CsI:Tl scintillator, with structured crystal needles approx-
imately 5 μm wide and 220 μm long. The bottom one is 
the side that would face the X-ray source, capped with an 
optical-reflective layer and a sealant. The upper side 

would normally be attached (= grown over) to a fiber 
optics plate or directly to the surface of the sensor, but for 
this microphotography, it has been stripped bare. Image 
courtesy of Scintacor Ltd., Cambridge, UK
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several circumstances, and the difference in cer-
tain cases may be marginal if any.

At this time, there are essentially three types 
of practically available electronic (digital) image 
sensors suitable for quasi-instantaneous image 
capture (“digital radiography”—DR), and for 
fluoroscopic/cinescopic/radioscopic operation 
where long sequences of images are acquired at 
short intervals each other (as the case is also in 
computed tomography): CCD cameras and flat 
panel, these being either TFT or CMOS.

Quite some confusion has been made and con-
tinues to be made (also in specialized profes-
sional literature) in comparing the presumed 
advantages and limitations among these technol-
ogies, whereas various other specific aspects and 
confounding factors, that affect the overall per-
formance and image quality of specific detectors, 
are often neglected and not considered.

Currently, the most frequently used type of 
digital image detector is the thin-film transistor 
(TFT) flat panel. It consists of a glass substrate 
upon which an array of thin transistors and diodes 
is lithographically deposited. Basically, it is the 
same technology as for the common and univer-
sally used flat-screen display, except that the sur-
face photodiodes are used as sensors instead of 
light emitter. In principle they can be produced to 
any size; in fact nowadays the most common for-
mat in radiology is also the largest standard one, 
43 × 43  cm. However, designing them for 
dynamic operation, as needed in micro CT, is 
technically challenging, and only recently 

dynamic TFT flat panels have become commer-
cially available from a multiplicity of vendors.

The complementary metal-oxide semiconduc-
tor (CMOS) sensor is a semiconductor array epi-
taxially grown in a wafer of crystalline silicon. 
Each pixel consists of a photodiode associated 
with a charge storage cell and buffering pream-
plifier that can be addressed (read and reset) as a 
random access memory (RAM). The CMOS sen-
sor exhibits excellent signal-to-noise and 
dynamic performances, and very small pixels are 
doable. However, its manufacturing is still inher-
ently more expensive than TFT, and the maxi-
mum size attainable is generally limited by the 
diameter of silicon wafer practically available, 
currently 8 in., constraining the maximum side of 
a square CMOS sensor to no more than about 
140 mm—which is anyway more than sufficient 
for micro CT (Fig.  2.14). Detectors with larger 
sensitive area can be achieved by tiling together 
multiple sensors.

The charge-coupled device (CCD) was the 
first type of semiconductor-based electronic 
image sensor to be developed and is gradually 
being supplanted by flat panels in new design; 
however it is still used in certain special applica-
tions and in low-cost systems. It is a matrixial 
sensor that has to be read (and reset) in sequen-
tial manner, as a video camera. Fabricating CCD 
 sensors with very large sensitive area is very 
demanding and impractical (if at all possible); 
hence they can be used in head-on 1:1 imaging 
only with sizes up to few cm2, e.g., for dental 

Fig. 2.14 A medium-sized CMOS image sensor, 
150 × 100 mm with 100 μm square pixel size. Note that it 
can be tiled, on three sides out of four, with other like sen-

sors to compose a larger area detector. Image courtesy of 
ISDI Ltd., London, UK
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intraoral radiographic detectors. In all other 
cases, the CCD camera is used in combination 
with an image intensifier (II) where the full-scale 
image formed at the entrance photocathode is 
intensified by electron multiplication and 
reformed at the smaller output “phosphor” 
screen. The ensuing visible-light image is focal-

ized through a conventional optics onto the 
(small) CCD sensor. In some cases (including 
certain micro-CT systems), the optics of the 
CCD sensor focuses directly onto a scintillator 
screen (or “phosphor”) without the intermedia-
tion of an image intensifier to enhance the 
brightness.
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3.1  X-Ray

3.1.1  Introduction

In 1979, Allan Cormack and Godfrey Hounsfield 
were awarded for the development of computer- 
assisted tomography with the Nobel Prize in 
Physiology or Medicine.

X-ray computed tomography (CT) is used for 
revealing the inner structure of the samples by 
obtaining two-dimensional projections (radio-
graphs) from different angles. The projections 
are used to reconstruct the sample for the analysis 
and imaging of the inner structure of the speci-
men. X-ray tomography is a noninvasive and 
nondestructive visualization method that reveals 
the inner structure of the material and gives the 
opportunity to analyze the inner parameters. 
Sample preparation, slicing, and staining are not 
required to obtain the shadow projections.

Generally, micro-CT use polychromatic X-ray 
source, a cone beam. The resolution is the key to 
the difference for micro-computed tomography 
(micro-CT or μCT) from the CT of the hospitals. 
μCT has a very high resolution in comparison 
with the CT.  The resolution micro-CT ranges 
from ∼400 nm to 70 μm. The resolution actually 
refers to isotropic voxel size, which is used in 3D 
images, but in 2D it refers to pixel size.

Polychromatic X-ray sources produce a broad 
spectrum of X-ray. The attenuation means the 
transmitted energy from the material and it 
depends on the energy used. The soft “low- energy” 
X-rays are more easily absorbed by the material or 
scattered, and the hard “high-energy” X-rays can 
reach the detector; this process leads to hardening 
of the beam and is called “beam hardening.” 
Figure 3.1 shows the beam- hardening process.

Figure 3.1 shows that the X-ray has a broad 
spectrum at the beginning of the process, but the 
X-rays that leave the object have the higher- 
energy level and are less intense. The beam hard-
ening is explained in other chapters in this book.
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In 1984, Lee Feldkamp used a cone-beam 
X-ray source and 2D detector to visualize the 
rotating sample and found the cone-beam algo-
rithm for reconstruction of the 3D structure of the 
object [1].

3.1.2  Principles of Micro-Computed 
Tomography

The parts of micro-CT and their functions are 
described in Chap. 2, but basically, micro-CT is 
composed of an X-ray generator (X-ray tube) 
emitting X-rays, sample holder, detector and 
CCD camera, and filter. Generated X-rays fly 
through the sample and create shadow projec-
tions on the detector/CCD camera. The CCD 
cameras cannot detect the X-rays, but the scintil-
lator converts the X-rays to visible light so that 
the CCD cameras detect the projections. Either 
the sample or the detector/the X-ray source 
rotates to obtain another projection. The rotation 
can be in 180° or 360° to produce the complete 
3D structure of the object. The basic principle of 
the micro-CT is the detection of the X-ray passed 
through the sample. The X-rays attenuated while 
passing the object, and this attenuation can be 
explained by the following equation:

 I I x
x e= −

0
µ

 

where I0 is the intensity of the beam, x is the dis-
tance, Ix is the intensity of the beam at distance x 
from the source, and μ is the linear attenuation 
coefficient. The attenuation depends on the mate-
rial and the energy and can be used to quantify 
the density of the material that is imaged. 
Figure  3.2 shows the basic elements of 
micro-CT.

Figure 3.2 shows that in micro-CT systems 
either the sample or the detector and X-ray source 
rotates.

If the angular steps are small enough, the 
attenuation value for every voxel can be found. 
For the reconstruction from the 2D to 3D struc-
ture, back-projection algorithm is used [2]. The 
smaller angular steps mean the addition of the 
new data for the detection of the areas inside the 
object. The new and the more data increases the 
accuracy of the shape of the areas inside the 
object. Figure  3.3 explains the increase in the 
shape accuracy when more projections are 
introduced.

The angular step used in the scanning process 
allows better localization and better absorption 
detection of the objects inside the sample. In the 
case of many angular positionings and applied 
back projections, the object inside the sample has 
a blur area around itself. The filtered back projec-
tion is used to obtain an accurate signal from the 
object. It actually erases the false absorption data 

Detector

Sample

X-ray
Source

Sample
Holder

Computer

Fig. 3.2 Basic elements 
of the micro-CT
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by filtering the obtained data by introducing neg-
ative absorption to the absorption spectra of the 
object. The negative absorption leads to a uni-
form signal from the object and the removal of 
the blur area. The filtered back-projection algo-
rithm is the most common algorithm in the recon-
struction process for micro-CT.

The synchrotron is a monochromatic X-ray 
source and produces a specific X-ray energy. 
Furthermore, synchrotrons produce X-rays that 
are almost parallel which leads to better resolu-
tion and less signal to noise ratios. Synchrotrons 
use magnetic fields to produce parallel X-rays. 
Figure 3.4 shows the difference between the syn-
chrotron and the cone-beam X-ray sources.

Figure 3.4 shows the differences between the 
cone-beam geometry and the synchrotron beam 
geometry. Because of the parallel beams and the 
monochromatic feature, the beam hardening is 
almost not detected in the synchrotrons.

3.1.3  Reconstruction to Image

3.1.3.1  Acquisition
Acquisition is the number of projections acquired 
in 2D by the detector, which obtain the data. The 
detector obtains the data in 2D, and obtained pro-
jections present a grayscale image. The grayscale 
actually shows the X-rays that reached the detec-
tor after absorption by the sample [3].

Projections are related to the rotation step. 
After acquisition at a point, the sample is rotated 
and new projection is obtained. The rotation can 
be 180° or 360°, and if the rotation step is 0.4° for 
360° scanning, there will be 900 projections. 

Generally, more projections lead to better results 
and more accurate 3D structure. After obtaining a 
stack of projections, the 3D image can be estab-
lished [4].

3.1.3.2  Reconstruction: 3D Image
The projection images (radiographs) represent 
the intensity of the object of that particular angle. 
The obtained images are generally 16-bit radio-
graphs, and these can be reconstructed in 16-bit 
or 8-bit formats. In 16-bit formats, image has 
65,536 gray value, and in 8-bit formats, image 
has 256 gray value. The reconstruction can be in 
16-bit or 8-bit format. If the scanned sample has 
a broad range of materials inside, then the 16-bit 
reconstruction can be used, but if the sample has 
very limited materials inside, then the 8-bit for-
mat can be used. The densities inside the sample 
are directly related to the X-ray absorptions. The 
different densities are represented differently in 
gray values.

There are several reconstruction methods 
available such as Fourier theorem, filtered back- 
projection, and algebraic methods. These and the 
other methods are explained very detailedly in 
[3]. The filtered back-projection method is the 
most common method used in the 
reconstruction.

Reconstruction algorithm, which is Feldkamp 
algorithm, is used to obtain the point matrix for 
calculating the absorption data by the object. 
This makes the matrix representing the pixels 
inside a cross section. Actually, reconstruction is 
the mathematical procedure that helps to create a 
3D object from the 2D images. In 3D image, pix-
els are named as voxels, the volume of thickness 

2 projections 3 projections 4 projections 256 projections Filtered back
projection

Fig. 3.3 Effect of projections number and processing
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[2]. 3D image is presented from the stack of 2D 
slices by reconstruction. The distance between 
two slices depends on the pixel size used in the 
scanning process.

3.1.3.3  Obtaining Image
Generally, 8-bit images are used for generating 
images. This leads to analyze the images in 256 
grayscale. The gray value image is generated 
from the floating matrix, and the values of gray 

scale are displayed halftone. The halftone image 
serves as a tool that allows the calculation from 
the cross sections [5]. The images after recon-
struction are the cross-section images of the sam-
ple. These can be visualized by rendering 
software and also analyzed because these images 
have the attenuation data in 2D and they repre-
sent the whole sample in 3D and also represent 
the attenuations of an object inside a sample in 
the 3D.

Detector

Cone Beam

X-ray
Source

X-ray
Source

Detector

Synchrotron
Beam

Fig. 3.4 Cone beam 
and synchrotron beam 
differences
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3.1.4  Micro-CT Components

3.1.4.1  X-Ray Sources
In the previous section, X-ray sources and their 
working principles are explained very detailedly. 
In this part mostly used X-ray sources are 
explained, and their working principles will be 
defined briefly.

Generally, tube-based X-ray sources are used 
in the micro-CT systems. Generally, tube-based 
systems are polychromatic X-ray sources, mean-
ing tubes produce different energy levels of X-ray 
to the upper limit. In these systems, the tube 
potential and the tube current can be adjusted to 
change the sample absorption [3]. The change in 
the voltage (kV) is used to optimize the contrast 
by changing the X-ray spectrum. Increase in the 
kV leads to produce higher-energy X-ray and less 
absorption from the less dense materials. 
Decreasing the voltage leads to the enhanced 
contrast between low absorption phases [3]. The 
change in the current does not change the X-ray 
energies but changes the intensity of the X-ray 
[1]. Increase in the current leads to spread in the 
focal spot of the X-ray and decreases the resolu-
tion. The tube-based systems generally use cone- 
beam X-ray sources. Due to its geometry, X-rays 
begin to spread after being released from the 
source.

The micro-focus fixed tungsten anode tubes 
are the mostly used X-ray sources for micro-
 CT. These operate in continuous mode with volt-
ages in the range of 20–100  kV and anode 
currents in the range of 50–1000 μA [6].

Synchrotron-based micro-CTs are monochro-
matic X-ray sources. The produced X-rays have 
the same energy level, and the X-rays are almost 
parallel to each other. This leads to better resolu-
tion and higher image brilliance for the scanned 
specimen food [3].

3.1.4.2  Detectors
The X-ray detectors generally use one- or two- 
dimensional detector arrays. The detectors are 
designed to not detect the X-rays directly, but 
with the help of a scintillator, X-rays turned into 
photons, and the camera systems detect the visi-

ble light. The detection can be with a lens system 
or a fiber-optic channel plate.

The energy-integrating and the energy- 
discriminating detectors are the two categories 
for the micro-CT detectors. Generally, energy- 
integrating detectors are used in the micro-CT 
systems [7]. Charged-coupled devices (CCDs) 
combined with scintillator screens are most 
widely used detectors with the micro-CT 
systems.

Complementary metal-oxide semiconductor 
(CMOS) detectors are being used recently for 
their large area and high frame rates.

Photon-counting X-ray detectors (PCXD) 
are in the second category of the detector type, 
the energy-discriminating detectors. Silicon 
(Si), gallium arsenide (GaAs), and cadmium 
telluride (CdTe) are used as sensor materials in 
these detectors, and the detector has the advan-
tage of elimination of the noise below the sig-
nal [6].

The detector captures the images with the field 
of view (FOV). Sometimes the FOV is smaller 
than the specimen scanned; then the FOV can be 
doubled with a displacement of the detector “off-
set detector” [8]. The offset detector captures 
asymmetric projection from the specimen, and 
this situation should be covered in the reconstruc-
tion process. Figure 3.5 shows the offset detector 
movement.

Figure 3.5 explains the movement of the 
detector when the specimen is bigger than the 
FOV. Detector travels horizontally to capture the 
whole image, and then by the reconstruction 
algorithm, the whole image is captured.

3.1.4.3  X-Ray Fluorescence Computed 
Tomography (XFCT)

Boisseau proposed the X-ray fluorescence com-
puted tomography (XFCT) with synchrotron 
radiation in 1986 [9]. This technique is generally 
used to measure trace element distribution within 
the specimen.

XFCT imaging is a combination of CT and 
quantitative fluorescence imaging systems. X-ray 
fluorescence imaging is basically detection of 
X-ray emissions after X-ray excitation [10].

3 Fundamentals of Micro-CT Imaging
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XFCT collects the X-ray photons emitted by 
the specimen and because of the high sensitivity 
enables quantitative element identification [11].

X-ray fluorescence is applied X-rays produce 
secondary X-ray emission in a target material. 
X-ray with the photoelectric effect ejects an inner 
shell electron, and the vacancy created is filled by 
a second electron from outer electron shells and 
the energy difference emitted in the form of a 
characteristic X-ray [12]. The first X-ray excita-
tion leads to the production of second X-ray 
emission; therefore, this process is called X-ray 
fluorescence which is actually analogous to opti-
cal fluorescence.

Synchrotrons are used for XFCT because of 
their monochromatic and brilliant results. It can 
be used for detection of the trace elements in the 
living body and has many applications [11]. 
Small-animal molecular imaging is carried out 
for cerebral perfusion by using XFCT [13]. These 
studies led to single cross-sectional images 
because of the long measurement time. Sasaya in 
2017 showed fast imaging of the 15 × 15 × 5 mm3 
with high quantifiability, a spatial resolution of 
less than 0.35 mm.

3.1.4.4  Phase-Contrast Micro-CT
The phase shift of the X-rays passing through the 
specimen is used to create images, while nor-
mally images are created by usage of X-ray atten-
uation [14, 15]. Because of this factor, soft 

biological tissues are imaged with higher- contrast 
than absorption-based X-ray imaging without the 
use of external contrast agents.

There are three different techniques for the 
synchrotron-based systems: propagation-based, 
analyzer-based, and crystal interferometer-based 
phase contrast.

Propagation-based phase-contrast imaging 
relies on the change in the distance between the 
detector and the specimen. The X-ray refracted 
within the specimen can be detected with the 
changing distance, and with the help of algo-
rithms higher contrast for low-absorbing tissues 
can be obtained.

Analyzer-based imaging consists of a stable 
sample and the detector, but there is a crystal in 
front of the specimen. The analyzer crystal posi-
tioned in Bragg diffraction and X-ray exiting 
sample create a rocking curve. The data obtained 
is used to obtain the projections [6].

Grating interferometer-based phase-contrast 
methods use X-ray grating to obtain three modal-
ities: attenuation signal, the differential phase 
shift, and the scattering.

3.1.4.5  Small-Angle X-Ray Scattering
X-rays can also be scattered by internal struc-
tures of the specimen. X-ray scattered from the 
inner structure forms patterns in detector, and 1D 
or 2D data can be obtained. Figure 3.6 explains 
the principle of the SAXS.

Offset detector

Detector

X-ray
Source

Fig. 3.5 The offset detector movement
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Figure 3.6 shows the SAXS curve which con-
tains information about the structure.
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Artifacts in Micro-CT

Kaan Orhan, Karla de Faria Vasconcelos, 
and Hugo Gaêta-Araujo

4.1  Introduction

Micro-computed tomography (micro-CT) is a 
nondestructive three-dimensional imaging 
modality, which can provide images from small 
samples with high resolution. There are two types 
of micro-CT systems, the ones with parallel and 
monochromatic X-ray beam (synchrotron sys-
tems) and those with cone-shaped beam and 
polychromatic energy.

Synchrotron systems provide an accurate 
quantification of linear attenuation coefficients as 
a parallel and monochromatic beam is emitted by 
high-speed electrons in a magnetic field of a par-

ticle accelerator [1], thereby avoiding density 
calibration and additional corrections. However, 
this technology has limited access [2]. Differently, 
in polychromatic systems, the beam is composed 
of individual photons with a range of energies. In 
this way, the relationship between attenuation 
and material thickness is nonlinear, leading to 
errors in the measurement of attenuation coeffi-
cients. Nevertheless, this technology has been 
applied to quantitative studies of mineralized tis-
sue [3, 4]. The great challenge of the polychro-
matic systems is related to the physical principles, 
which have a major impact on image quality due 
to artifact generation.

Artifacts are image reconstruction errors that 
appear in the volume, but it does not belong to the 
scanned object. The presence of artifacts can 
compromise the micro-CT image analysis and, 
consequently, generates over- or underestimated 
results. However, facing the limitations of this 
technology, some artifact reduction techniques 
have been developed. Nowadays, it is possible to 
minimize (or eliminate) artifacts by selecting 
appropriate scanning parameters and/or using 
some artifact reduction tools available in the 
image reconstruction step. This chapter 
approaches the main types and causes of micro-
 CT artifacts, how they appear in the images, and 
a brief discussion about available tools to correct 
or reduce their presence.
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4.2  Main Causes of Artifacts 
in Micro-CT Image

4.2.1  Related to the Source

4.2.1.1  Beam Hardening (Cupping 
and Streak)

When polychromatic X-ray systems are used, the 
beam-hardening phenomenon is the major chal-
lenge [5], since it is inherent to the physical prin-
ciples of the image acquisition. As previously 
mentioned, in this kind of systems, a wide spec-
trum of X-ray energies is used. The beam harden-
ing occurs because the low-energy photons are 
more absorbed from the beam than the higher- 
energy photons. Due to the low-energy depletion, 
the average photon energy increases along the 
beam path. Consequently, the beam becomes 
“harder” or more penetrating, after it passes 
through the object [6, 7].

The harder a beam, the less it is further attenu-
ated, and less beam-hardening effect is expected 

and vice versa. However, all beams passing 
through a particular pixel follow different paths 
and consequently introduce a different degree of 
beam hardening. Hence, they perceive different 
attenuation values in each pixel, which contribute 
to gray-level nonuniformity in micro-CT images 
and can lead to different artifacts within the 
reconstructed image, as the cupping artifact and 
the appearance of streaks or hypodense bands 
[8].

The cupping artifact is resulted by the underes-
timation of the true density of the object. This 
effect can be clearly demonstrated when a homo-
geneous cylindrical object is imaged (Fig. 4.1a1, 
b2). In this situation, a same gray level (pixel value 
intensity) is expected for the entire object. 
However, the gray levels decrease in value in the 
center of the homogeneous cylinder (Fig. 4.1b2) 
owing to the increase in transmitted intensity to the 
detector from the presence of beam hardening and 
scatter radiation [8]. Thus, a homogeneous object 
with same pixel value intensity appears with dis-

a1

b1

a2

b2

Fig. 4.1 Micro-CT 
images of a 
homogeneous metal 
cylinder (a1/b1) and a 
dental crown of a human 
molar (a2/b2). Figures 
a1 and a2 show the ideal 
conditions, without 
cupping artifact, while 
b1 and b2 show the 
presence of cupping 
artifact with distinct 
gray values in the 
periphery and the center 
of the objects (Courtesy 
of Dr. Gustavo Santaella, 
School of Dentistry of 
Piracicaba, University of 
Campinas, Piracicaba 
Dental School, 
Piracicaba, Sao Paulo, 
Brazil)
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tinct gray values in the periphery and the center. As 
clinical applications, Fig. 4.1a2 and b2 shows the 
cupping effect in an image of a dental crown of a 
human molar, while Fig.  4.2 shows a coronal 
reconstruction of Mucograft sample stained in 
Phosphomolybdic acid solution inside the tre-
phine. It is possible to observe in three different 
profiles the depression on the curve that remaining 
higher-energy photons are not attenuated as easily 
due to the metal material of the trephine around 
the sample which caused the artifact also observed 
in the middle of the axial section of the same sam-
ple. Therefore, the resultant attenuation profile dif-
fers from the ideal profile and displays a 
characteristic cupped shape artifact (Fig. 4.2).

The streak artifacts or hypodense bands appear 
between dense objects present on the scanned 
volume by the combination of the beam- 
hardening phenomenon and scattered radiation 
[9]. In the presence of high-thickness materials or 

those with high atomic number (e.g., gold, amal-
gam, barium, and bismuth), the X-ray beam is 
completely absorbed, and photon starvation 
occurs [10]. In this situation, a combination of 
hypo- and hyperdense streaks is observed 
(Fig.  4.3). The streak artifacts are common in 
computed tomography images due to the princi-
ples of image generation, and the streaks gradu-
ally diminish from the metallic region toward the 
periphery.

4.2.1.2  Noise
Low photon counts cause random bright and dark 
streaks, especially in the direction of higher 
attenuation, that are known as noise artifact [11]. 
Another source of noise is scattered radiation. 
Scattered radiation arises from interactions of the 
primary radiation beam with the atoms in the 
object being imaged. The occurrence of this kind 
of artifact results in degradation of image quality 

Fig. 4.2 The coronal reconstruction shows a Mucograft 
sample stained in Phosphomolybdic acid solution and 
scanned inside the trephine. Three different profiles show 
the depression on the curve in different positions of the scan. 
The remaining higher- energy photons are not easily attenu-

ated due to the metal material of trephine around the sample 
which caused the artifact, also observed in the middle of the 
axial section of the same sample (Courtesy of Dr. Alan 
Herford and Dr. Gina Roque-Torres, Loma Linda University, 
Center of Dental Research, CA, USA)
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and poor contrast resolution (Fig. 4.4) [12]. The 
tube current applied for acquisition is related to 
image noise, in which higher tube current pro-
duces less noise [11].

This artifact certainly has an impact on micro-
 CT image processing, quantitative and qualitative 
analysis, segmentation, and 3D rendering; thus 
some denoising methods have been proposed 
based on smoothing such as Gaussian and median 
filtering [12]. Smoothing filters blur the image to 
reduce unwanted noise, but the major challenge 
is to keep image diagnostic valuable information, 
such as texture, contour, and fine details [12]. 

Recently, Shahmoradi et  al. [12] proposed two 
methods for image denoise: total variation and 
block-matching and 3D (BM3D), which both 
presented good results in reducing noise while 
maintaining image information depending on 
type of image and analysis. However, the smooth-
ing tool will be better described later on in this 
chapter.

4.2.2  Related to the Detector

4.2.2.1  Ring Artifact
The ring artifact formation is related to the flat- 
field detectors used in tomographic scans, caused 
by failures in its elements [13]. These malfunc-
tioning pixels can produce white, black, or over-/
underestimated pixel values that are not represen-
tative of the original value for the object, and it is 
classified into two types: type I, result of defec-
tive detector elements and damaged scintillator 
screens and type II, generated because of mis- 
calibration of the detector elements [14]. A ring 
format of this artifact is caused by the backpro-
jection lines of the defective detector element due 
to the circular scanning geometric relation 
between the X-ray source and the detector [15]. 
In the images, the ring artifacts present as con-
centric rings seen in the axial views (Fig.  4.5) 
(original images) and as stripes or lines in the 
coronal and sagittal views [13]. The ring artifact 
correction can be applied in two moments: before 

a1 a2

Fig. 4.3 The axial reconstruction a1 shows a Mucograft 
sample stained in Phosphomolybdic acid solution and 
inside the trephine. The trephine was used to extract the 
sample from the patient but also caused artifact due to 
metal. Moreover, a2 shows an osteoporotic human verte-
bra sample with titanium fixation which generated signifi-

cant artifacts caused by the metal objects; in both images, 
we can observe considerable hypodense and hyperdense 
streaks typical of photon starvation (Courtesy of Dr. Alan 
Herford and Dr. Gina Roque-Torres, Loma Linda 
University, Center of Dental Research, CA, USA)

Fig. 4.4 Noise reducing image contrast. (Courtesy of Dr. 
Hugo Gaêta-Araujo, University of Campinas, Piracicaba 
Dental School, Piracicaba, Sao Paulo, Brazil)
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reconstruction (preprocessing) or directly at the 
CT images (post-processing) [15]. Algorithms 
applied before image reconstruction work on 
image sinogram to eliminate or reduce outliers’ 
pixels representative of ring artifacts [14].

4.2.3  Related to the Reconstruction 
Step

4.2.3.1  Aliasing (Undersampling)
Aliasing artifact is caused by an insufficiency 
of data that may occur either through unders-

ampling of projection data or because not 
enough projections are recorded. This results 
as a consequence of the dexel’s size within the 
detector, the spatial location of the image pro-
jection in relation to the X-ray source and 
detector (due to X-ray divergency), a large 
interval between projections (i.e., number of 
basis images) (Fig. 4.6), and the mathematical 
algorithms used for reconstruction ([16, 17]; 
Makins 2014). In the reconstructed volume, 
aliasing artifacts appear as fine wavy lines 
(moire patterns) toward the periphery of the 
image.

a

b c

Fig. 4.5 Images acquired for different applications show-
ing the rings on the center of the rotation, typical of ring 
artifact. (a) Axial reconstructions from a rock used to 
evaluate the porosity (Courtesy of Dr. Varner Leggit and 
Dr. Gina Roque-Torres, Loma Linda University, Center of 
Dental Research, CA, USA). (b) Axial reconstruction of a 
human vertebra at the end plate level that was scanned for 
the assessment of bone microarchitecture (Courtesy of Dr. 

Serkan Inceoglu and Dr. Gina Roque-Torres, Loma Linda 
University, Center of Dental Research, CA, USA) and (c) 
axial reconstruction of the mice eye sample stained in 
PMA that was used to evaluate the retinal injury in mice 
eyes (Courtesy of Dr. Xiao Mao and Dr. Gina Roque- 
Torres, Loma Linda University, Center of Dental 
Research, CA, USA)
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4.3  Steps and Approaches 
to Reduce Artifacts 
in Micro-CT Images

The artifacts are an important disadvantage of 
micro-CT images, once it degrades the image and 
may impair its quantitative and qualitative analy-
sis. For that, several researches are focusing on 
elimination or minimization of the artifacts. As 
previously mentioned, artifacts arise from differ-
ent sources. Therefore, approaches in different 
steps of micro-CT imaging can influence on arti-
facts’ magnitude.

4.3.1  Acquisition

4.3.1.1  Filter
The X-ray spectrum is arguably the most impor-
tant variable to control in order to minimize 
beam-hardening artifacts. In this sense, several 
approaches to minimize inaccuracies arising 
from this phenomenon have been developed. 
Some of them can be applied during the image 
acquisition such as the beam filtration [18, 19].

Filtration is typically used to pre-harden the 
X-ray spectrum by removing low-energy X-rays 
from the beam in order to reduce artifacts. 
Currently, several materials with different thick-
ness are available for beam filtration, each of 
them resulting in different X-ray spectra. 
Therefore, the filtration effectiveness, along with 
the impact that it has on the image noise and con-
trast, needs to be investigated. With this propose, 
Meganck et al. [19] compared filters of 0.254 mm 
of Al, 0.254 mm of Cu, and 1.016 mm of Al, in 
conjunction with the beam flattening, and they 
found significant differences among them, a 
marked reduction in contrast and increase in 
noise, which can be explained by the fact that the 
number of photons at the lower energy levels 
decreases as filtration increases. However, it is 
important to highlight that one single energy 
number as the “effective” energy does not fully 
describe all the properties of the spectral compo-
sition of the beam; the instability and wear of the 
source further alter the estimation of an accurate 
effective energy level [20].

As mentioned before, since attenuation coef-
ficients are very dependent on X-ray energy, the 

a a1 a2

a3 a4

Fig. 4.6 (a) shows a micro-CT image projection of fixa-
tion screw surrounded by the bone. Figure a1/a2/a3/a4 is 
axial reconstructions illustrating the aliasing artifact 
(moire patterns) related to the number of basis images or 
interval between projections that were 4/10/20 and 900 

projections, respectively (Courtesy of Dr. Karla de Faria 
Vasconcelos, KU Leuven, Omfs Impath research group, 
Leuven, Belgium and Dr. Gustavo Santaella, School of 
Dentistry of Piracicaba, University of Campinas, 
Piracicaba Dental School, Piracicaba, Sao Paulo, Brazil)
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altered energies of a polychromatic beam lead 
to different attenuations of the same material 
[2] known as cupping artifact. In order to show 
the effectiveness of filtration on this condition, 
Hamba et  al. [6] scanned 15 tooth samples 
using different protocols (100 kVp in a combi-
nation with 50  μA  +  0.5  mm Al filter, 
165  μA  +  0.5  mm Al/0.3  mm Cu, and 
200 μA + 0.5 mm Al/0.4 mm Cu), all of them 
with and without beam- hardening correction 
(BHC) applied during the post-processing step. 
Afterward, they compared the micro-CT mea-
surements for the enamel lesions against a ref-
erence image of transverse microradiography. 
They found that micro-CT measurements were 
well correlated with transverse microradiogra-
phy under all conditions, except for 0.5 mm Al 
without BHC (p  >  0.05). The results also 
showed that even without  posterior BHC, the 
combined Al/Cu filters successfully reduced 
the artifacts.

As a general conclusion, cupping artifacts can 
be reduced by filtration. Nevertheless, the filtra-
tion should be used with caution because it 
decreases image contrast and increases noise.

4.3.1.2  Detector Correction
There are two possibilities for detector error cor-
rection: flat-field correction and detector shift-
ing. The flat-field correction works as a 
calibration for the detector prior to image acqui-
sition to identify flawed detector elements. For 
this, a scan for air is made, so it is possible to 
verify the inhomogeneous elements of the detec-
tor [15]. However, as the detector elements do 
not present a linear response, mostly it is not suf-
ficient to overcome the ring artifact formation, 
and in fact it can introduce new artifacts [13, 15]. 
Another possibility is detector shifting. This 
method shifts the array of the detector during the 
scanning and calculates an average data to 
reduce the ring artifacts, but heavy artifacts 
caused by defects in scintillator and CCD may 
not be overcome by this method [15].

4.3.1.3  Scan Degree/Rotation Step/
Frame Average

Some setups for micro-CT image acquisition 
influence on image data size. These are scan 
degree, frame average, and rotation step. Scan 

degree sets if the scan rotation will be 180° or 
360°, and a 360° scan has bigger image data; 
rotation step determines how many degrees the 
sample/gantry will rotate to acquire each projec-
tion, and therefore lower rotation step increases 
image data; and the frame average represents 
how many images (i.e., projections) will be taken 
at each rotation step, so, the more frames by rota-
tion step, the greater the image data. Image data 
size is related to the appearance of aliasing and 
noise artifacts. In this sense, bigger image data 
means more information to volume reconstruc-
tion, minimizing the artifacts related to this 
(Fig. 4.7). However, image acquisition time and 
storage requirement are also increased. It is 
important to overthink image requirements 
needed for the proposed evaluation, to have 
acceptable quality images but save time and 
hardware storage.

4.3.2  Reconstruction

Subsequently the micro-CT acquisition, cross- 
section images are generated by reconstruction of 
the full set of projections, and they are called 
“reconstructed cross-section” images. At this 
step, some approaches are recommended in order 
to improve the image quality, among them: beam- 
hardening correction, ring artifact reduction, and 
smoothing [21].

4.3.2.1  Beam-Hardening Correction
When the same object is scanned in a polychro-
matic and monochromatic system, the main dif-
ference between the final images appears due to 
the beam-hardening phenomenon. To address 
this difference, by correcting the beam  hardening, 
a linearization method with a second-order poly-
nomial fit algorithm has been used [5]. After 
some simulations using this correction method, 
Kovács et al. [7] revealed that there remain only a 
few small differences between the monochro-
matic and polychromatic images. Additionally, 
they showed that the relative error can be reduced 
to an acceptance level of approximately 1% with 
the correction of the post-processing tool.

With similar purpose, other studies used lin-
earization procedures based on step wedge 
calibration or polynomial-based approaches to 
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correct beam-hardening artifacts [22, 23]. In a 
commercially available reconstruction soft-
ware package (NRecon, Bruker, Kontich, 
Belgium), beam-hardening correction 
(Fig. 4.8) utilizes a second-order relationship: 
εv  =  A2[In(I0/Imeas)]2. The options in the pro-
gram allow the operator to select the A2 level 
from 0% to 100% [5].

4.3.2.2  Ring Artifact Correction
First of all, it is important to regularly update the 
flat-field correction for the scan mode that you 
use in order to minimize ring artifacts. However, 
even with the right scan settings, and an up-to- 
date flat-field correction, some ring artifacts will 
often appear in the image. So, the ring artifact 

correction can be also applied to the micro-CT 
images during the post-processing step [15]. 
Algorithms applied after image reconstruction 
are based on the median filter [13] and need coor-
dinate (polar and Cartesian) transformations, but 
the correct identification of the artifact in the 
image is not accurate resulting in incomplete 
removal [15].

The ring artifact reduction tool available in 
NRecon software, has varying strength from 0 to 
20. The number in the slider refers to the pixel 
diameter of the operation. It is important to pay 
attention to higher-density particles when setting 
ring reduction since a value of ring reduction that 
is too high will cause a new, “secondary” ring 
artifact around the particle [24]. Figure 4.9 shows 

a1 a2 a3

Fig. 4.7 More image data means more information to 
volume reconstruction, minimizing the aliasing and noise 
artifacts. In a1, the image was reconstructed using 10 pro-
jections, a2 image reconstructed using 20 projections, and 
a3 image reconstructed using 900 projections (Courtesy 

of Dr. Karla de Faria Vasconcelos, KU Leuven, Omfs 
Impath research group, Leuven, Belgium and Dr. Gustavo 
Santaella, School of Dentistry of Piracicaba, SP, Brazil)

a b c

Fig. 4.8 Axial micro-CT images illustrating the beam- 
hardening correction tool available on the reconstruction 
software package (NRecon, Bruker, Kontich, Belgium). 
Original image of a single-root tooth (a). After beam- 

hardening correction 40% (b) and after beam-hardening 
correction 70% (c). (Courtesy of Dr. Hugo Gaêta-Araujo, 
University of Campinas, Piracicaba Dental School, 
Piracicaba, Sao Paulo, Brazil)
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an image after ring artifact correction using the 
tool available on the reconstruction software 
package.

4.3.2.3  Smoothing
Smoothing or “blurring” is suggested to reduce 
the noise in the reconstructed image (Fig. 4.10). 
This correction, which can also be called a filter, 

works averaging voxel’s grayscale with neigh-
boring voxels. There are two parameters related 
to the smooth filtering: sigma and support. Sigma 
represents the standard deviation (i.e., variation) 
of the voxel grayscale averaging, while support is 
the width in pixels or voxels that the smoothing is 
applied. The NRecon software allows the user to 
choose from three specific types of smoothing 

a b

c d

e f

Fig. 4.9 Axial and 
sagittal micro-CT 
images illustrating the 
ring artifact correction 
tool available on 
reconstruction software 
package (NRecon, 
Bruker, Kontich, 
Belgium). The original 
images of a tooth crown 
(a) of the rat’s jaw (C) 
and of the tooth root 
with hypercementose 
(e). And after applying 
the ring artifact 
correction (b; d and f) 
(Courtesy of Dr. Karla 
Rovaris da Silva, 
Federal University of 
Piaui, PI, Brazil)
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kernel: box asymmetric, box symmetric, and 
Gaussian. Generally, the Gaussian kernel is rec-
ommended. All these smoothing filters work by 
averaging a voxel’s grayscale with that of some 
neighboring pixels. In Gaussian filtering the vox-
els are weighted in the averaging, the central 
voxel getting the maximum weighting and the 
surrounding voxels receiving decreasing weight-
ing with distance from the central smoothed 
voxel according to the Gaussian function (which 
is also related to the normal distribution) (Bruker 
brochure MN071). In the NRecon software, the 
smoothing is set as a value on a scale from 0 to 
10, and the operator can judge visually the appro-
priate amount of smoothing that is applicable for 
each sample (Fig. 4.11).

The final reconstructed image should be a 
result of a combination of all appropriated select 
parameter scanning with all the post-processing 
corrections in order to obtain an ideal image for 
the analysis purpose. Figure  4.12 shows the 
original image and a combination of all the cor-

rections related to the respective parameters 
selected.

4.3.2.4  Misalignment
In micro-CT imaging, the quality of the recon-
structed images depends highly on the precision 
of the geometric parameters of the system. Image 
quality would be severely degraded by misalign-
ment parameters, such as more obvious artifacts, 
lower resolution, and more blurred images [25]. 
Therefore, high-precision methods for estimating 
CT system parameters are necessary, and mis-
alignment during acquisition is an important one. 
If a scan has wrong alignment compensation, it 
would cause tails, doubling, or blurring in the 
reconstructed image (Fig.  4.13) and may differ 
slightly from one dataset to another on some 
scanners. The misalignment artifact can be solved 
with post-alignment corrections. A scan affected 
by this problem of a top-bottom difference can be 
“saved” at reconstruction phases. von Smekal 
et al. [26] presented a high-precision method to 

Fig. 4.10 Axial 
micro-CT images 
showing the smoothing 
correction (4) for caries 
lesion diagnosis propose 
(Courtesy of Dr. Karla 
Rovaris da Silva, 
Federal University of 
Piaui, PI, Brazil)

a b c d

Fig. 4.11 Axial micro-CT images illustrating the 
smoothing correction tool available on the NRecon recon-
struction software package. The original image (a) and 
after applying the smoothing correction 2 (b), smoothing 

correction 4 (c), and smoothing correction 6 (d). (Courtesy 
of Dr. Hugo Gaêta-Araujo, University of Campinas, 
Piracicaba Dental School, Piracicaba, Sao Paulo, Brazil)
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a

b

c

d

e

Fig. 4.12 Axial micro-CT images of a single-root tooth 
and reconstruction tool for artifacts reduction in NRecon 
software. In the first column, there is the original image 
(a). The line (b) beam-hardening correction tool was used 
with 40%, 55%, and 70%, respectively. In line (c), ring 
artifact correction tool was applied with 3, 5, and 7 values, 

respectively. For line (d) smoothing tool was applied with 
values of 2, 3, and 4, respectively. And the last line, (e), 
shows a combination on the respective row parameters 
(Courtesy of Dr. Hugo Gaêta-Araujo, University of 
Campinas, Piracicaba Dental School, Piracicaba, Sao 
Paulo, Brazil)

a b c

Fig. 4.13 Scanned sample and the middle slice of the volume data. (a) sample; (b) the middle slice after system adjust-
ment; (c) the middle slice before system adjustment
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Table 4.1 Recommendations for scan settings and reconstruction parameters according to different samples [24]

Scan category

Scan 
resolution 
level Smoothing

Beam-hardening 
correction

Ring artifact 
reduction

No filter
Paper, etc., low density, low volume High 0 15 7–13
Insect, plant material, organic non-calcified, low-
density tablet

Medium- high 0–2 25 7–13

Larger volume of biological tissue (brain, kidney, 
muscle, tissue biopsy, etc.) or of other low-density 
material

Medium 3–5 25 7–25

0.25 mm Al filter
Mixed density biomaterial, e.g., porous calcium 
phosphate, tablet (medium density)

Medium- high 1–3 40–50 5–11

Soft biological tissue with partial calcification, e.g., 
late embryo

Medium- high 2–4 40–50 5–11

Larger volumes of low-density material, e.g., wood, 
plastic

Low-medium 2–4 40–50 3–13

Very small medium-density materials, e.g., bone, 
ceramic, rock, polymer

Medium- high 0–2 40–50 5–13

0.5 mm Al filter
Mouse bone Medium- high 0–2 45 4–9
Mouse hind limb in vivo (high resolution/high dose) High 1–3 30 4–9
Mouse body in vivo (high contrast/high dose) Low-medium 3–5 30 2–5
Small rock, mineral, ceramic sample, very small tooth Medium- high 2–4 40–70 4–9
Large volume—low density, e.g., wood, plastic, water, 
bio-tissue

Low-medium 3–5 30 2–7

1 mm Al filter
Rat, rabbit bone Medium 1–2 35 5–11
Small tooth Medium 1–3 35–50 5–11
Mouse hind limb in vivo (low dose) High 0–2 30 4–9
Rat hind limb in vivo Medium 0–2 30 2–5
Mouse body in vivo Low 3–5 30 2–5
Rat (small) body in vivo Low 4–6 30 3–7
Rock, ceramic, glass Low-medium 1–3 30–50 4–9
Biomaterial, medium density Medium- high 1–3 30–50 5–11
40 micron Cu + 0.5 mm Al (equivalent to ~2 mm Al)
Large tooth, large bone Medium 2–4 25–35 5–13
Metal-containing sample Low-medium 2–6 50–100 1–4
Rat (large) body in vivo Low 3–7 25–30 3–7
High-low-density combination, e.g., metal implant in 
bone

Low-medium 2–4 30–50 1–5

Rock, ceramic, other materials with high absorption Low-medium 2–4 35–50 5–11
0.11 mm Cu and higher filter
Metal sample Low-medium 2–4 30–60 2–7
Rock, ceramic, other materials with high absorption Low-medium 2–4 25–50 2–7
High-low-density combination, e.g., metal implant in 
bone

Low-medium 2–4 25–50 1–5

Very large rat in vivo Low 4–7 20 2–7
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determine the complete misalignment parameters 
based on Fourier analysis through multiple pro-
jection images. Yang et al. [27] proposed an ana-
lytic method for deriving five system parameters 
assuming that the detector does not have serve 
out-of-plane rotation (<2°) by using multiple pro-
jection images and angle information. It should 
be kept in mind that all the methods mentioned 
above could estimate some or all the geometric 
parameters by using analytic or iteration equa-
tions in the range of acceptable accuracy. 
However, a potential weakness is that they rely 
on multi-projections at different angles. This 
means that the precision of calibration would be 
affected by the errors of the rotation, such as 
radial or axial errors whose effect would be obvi-
ous in micro-CT. Recently, methods such as iter-
ative methodology were used to estimate 
geometric parameters of micro-CT. This method 
can estimate all the parameters by acquiring only 
one projection [25].

Table 4.1 brings some recommendations for 
scan settings and reconstruction parameters 
according to different samples. These sugges-
tions are of a general nature and should be inter-
preted with flexibility [24].
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Application of Bone Morphometry 
and Densitometry by X-Ray 
Micro-CT to Bone Disease Models 
and Phenotypes

Phil Salmon

5.1  Introduction

Microcomputed tomography, or micro-CT, is 
being employed widely for bone and dental 
research. Bone biologists were enthusiastic 
early adopters of laboratory micro-CT systems 
since the 3D morphometric capability it intro-
duced met very well the requirements of this 
research field for 3D analysis of the architec-
ture and mechanical competence of trabecular 
and cortical bone, in both clinical biopsy sam-
ples and animal disease models—foremost 
among these being osteoporosis. The dentists 
followed closely behind—soon recognising 
the strong potential of micro-tomographic 
data in dental research investigation, again 
both with clinical dental samples and animal 
models.

This article will touch only briefly on the 
physical essentials of micro-CT. The focus will 
be a practical one of using the technique to obtain 
results—mostly quantitative ones—that can 
deliver quantitative 3D image-based data on out-
comes of preclinical disease models.

5.1.1  Tomography and Micro-CT

“Tomography” comes from the Greek “tomos” 
for slice and implies obtaining the cross-sectional 
image nondestructively, without physically cut-
ting the slice. (Thus other imaging-at-depth 
methods not involving rotating geometry are also 
called “tomography”.) “Computed” does not 
have the trivial meaning of just using a computer 
(!) but “compute” implies synthesis of data from 
multiple images. “Computed tomography” is 
thus taking X-ray projection images of an object 
from many angles and mathematically converting 
this set of images into a stack of cross-sectional 
image slices, which collectively represents a 
three-dimensional image or “dataset”. These pro-
jection images are taken incrementally over a 
total rotation of either 180° or 360°.

The essential data of X-ray CT is a negative or 
inverse signal—that of attenuation (which means 
“to weaken or diminish”). If there is no object in 
the scanner, the projection image is uniform and 
bright background only. Objects present decrease 
the X-ray signal giving darker patches on the 
image, by absorbing X-rays, so they attenuate the 
signal. The reduction of measured intensity at a 
camera pixel shows that attenuation has hap-
pened along the line from the X-ray source emis-
sion spot to that camera pixel. But from a single 
projection only, you don’t know where along the 
line that attenuation has happened.P. Salmon (*) 
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The essentials of micro-CT are explained 
more fully in earlier chapters in this book. The 
mathematics of CT, based on a procedure called 
the “Radon transform” and involving “back- 
projection”, allow you with a set of projection 
images from multiple angles to improve your 
knowledge about where exactly in space X-ray 
attenuation has happened. Instead of along a line, 
we can reconstruct what attenuation has hap-
pened within a specific discreet volume element 
within the scanned volume. The scanned volume 
in CT is a cylinder. The cubic volume elements 
we call voxels. CT—or micro-CT—is thus the 
3D voxelised mapping of X-ray attenuation 
(Fig. 5.1).

Reconstructing this 3D data from images from 
large-area X-ray cameras is called “cone-beam” 
reconstruction since the volume defined by the 
X-ray point source and the rectangular camera is 
like a cone (actually a pyramid), in contrast to 
“fan beam” reconstruction along a thin line from 
very narrow X-ray detectors. Most conventional 
cone-beam reconstruction today is based on the 
algorithm of Feldkamp et  al. [1]. Medical CT 
scanners have been an important part of hospital 
medicine since the invention of the technique by 
Godfrey Hounsfield in 1972 [2]. Micro-CT is CT 
of small objects in specialised laboratory scan-
ners which have a very high spatial resolution 
[3]. A simple schematic of this process, with 
examples of projection and reconstructed images, 
is shown in Fig. 5.1.

In bone biomedical research, the forerunner of 
micro-CT bone morphometry was bone histo-
morphometry using light microscope histology. 
This started with the creation of histological 

methods for the embedding and sectioning of cal-
cified tissue without prior decalcification [4]. 
These developments were accompanied by new 
staining methods (e.g. Von Kossa, Goldner’s 
Trichrome, dynamic fluorochrome labelling) 
which enhanced the histological study of bone, 
allowing the distinguishing of mineralised bone 
from unmineralised newly formed osteoid and 
measurement of the dynamics of bone formation 
[e.g. 5, 6]. This in turn was accompanied by prog-
ress in microscope image analysis technology 
such as video cameras and partial automation of 
analysis, plus the rapid development of personal 
desktop computers. All this together allowed the 
growth of bone histomorphometry, the quantita-
tive study of mineralised bone tissues.

Histomorphometry attempts to convert mea-
surements made in two dimensions (2D) on sin-
gle or multiple microscope sections through a 
volume of bone to estimates of three-dimensional 
parameters [7, 8]. Thus bone perimeter measure-
ments could be converted to an estimate of sur-
face area and cross-sectional area converted to a 
bone volume estimate. Measured perimeter to 
area ratio provided the basis for estimates of bone 
thickness. These mathematical conversions 
deriving 3D bone structural parameters from 2D 
cross-sectional have significant error associated 
with them. A major source of error in measure-
ments is the need to assume an architectural 
model for the structures being studied. For exam-
ple, one can apply a “plate” model and assume 
that the (trabecular) bone studied is composed 
only of parallel flat plates, or a “rod” model, 
assuming the sample is a regular parallel array of 
cylinders. Real objects of interest such as 

Fig. 5.1 The projection image is the raw data of tomog-
raphy. Every pixel records X-ray absorption on the path 
from the point source to that camera pixel. Darker pixel 

greyscale means more absorption along that path; brighter 
greyscale means less. Cone-beam reconstruction maps 
X-ray attenuation in a 3D volume dataset
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 trabecular bone depart greatly from such ide-
alised structures.

What micro-CT brings to bone research—and 
indeed to any research field—is the ability non-
destructively and directly to obtain a three- 
dimensional image of a scanned object. The word 
“direct” here is important, implying the imaging 
method is 3D in a true and fundamental sense, 
providing a 3D model of an object based directly 
on imaging measurements. The great advantage 
of this for bone morphometry is the chance to 
“side-step” all the mathematics of 2D–3D con-
versions and model-based estimates and to make 
direct measurements on a 3D image model using 
true 3D algorithms such as surface rendering [9] 
and the distance transform [10]. So this repre-
sents a simplification as well as a significant 
improvement in the capability to obtain informa-
tion about the 3D architecture of structures such 
as bone. Furthermore, having a 3D image model 
makes possible some wholly new architectural 
parameter measurements that are completely 
inaccessible to analysis based on 2D image slices.

5.2  The Use of Micro-CT 3D Data 
in Bone Disease Models

5.2.1  A Universal “Pipeline” 
of Micro-CT Analysis 
Methodology for All Bone 
Research Models

There are a wide range of animal models of bone 
disease that can be imaged and analysed by 
micro-CT.  These include (but not limited to) 
osteoporosis, arthritis, bone tumour and osteo-
genesis imperfecta, as well as models of nutri-
tional, metabolism and obesity studies. 
Furthermore, transgenic mice can be imaged for 
phenotypes of bone architecture and mineralisa-
tion resulting from genetic modification. There 
are also orthopaedic models of fracture callus 
healing and of osteointegration of implanted 
metal screws or osteogenic biomaterials.

While these model systems and the relevant 
bone sites associated with each are diverse, there 
is a universal approach that can be applied to the 

micro-CT analysis in all cases. There are univer-
sal features in 3D micro-CT quantitative analy-
sis, and they are always encountered whatever 
the experimental model. This fact helps to sim-
plify the development of a micro-CT analysis 
protocol for a bone disease model. A single soft-
ware package can be used for most or all models, 
without the purchase of and training in expensive 
additional software modules or programmes for 
each and every model used. The programme that 
will be used in this article is Bruker (originally 
“SkyScan”) CT-analyser, although others are 
available with similar functionality and flexible 
adaptiveness such as the IPL environment in 
Scanco Medical systems or platform- independent 
software packages such as VG Studio Max. There 
does not have to be a new learning process and 
software environment for different models. Once 
one has grasped the “pipeline” approach, it is 
possible to adapt it to create new and effective 
analysis protocols to new experimental model 
systems.

Table 5.1 indicates the four general stages of 
the micro-CT “analysis pipeline”. These are 
scan- reconstruction, 3D orientation, volume of 
interest and segmentation-analysis. They will be 
discussed in turn, before we move on to look at 
the implementation of this four-step pipeline in a 
range of bone disease models.

5.2.1.1  The Scan and Reconstruction
First comes the scan—the micro-CT imaging for 
a preclinical bone model must image the appro-
priate bone site. The right filter and voltage com-
bination will give optimal absorption contrast in 
the sample while reducing beam hardening, 
which otherwise would compromise measure-
ments of bone mineral density (BMD). All bone 
scans should use some filter, to keep down beam 
hardening. As a general rule, start with the filter 
that will minimise beam hardening for the bone 
in question. Then, for that filter, set the lowest 
voltage possible that will give a minimum trans-
mission in the projection images (at the darkest 
part of the image) of about 15–25% relative to 
saturation. Going to higher voltages than this will 
increase noise, beam hardening and ring arte-
facts. For in  vivo scanning of the hindlimb of 
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both mouse and rat, with a view to reducing radi-
ation dose, a 1 mm filter is suitable.

For a mouse the voltage would be 40–50 kV, 
for a rat 60–80 kV. Ex vivo, radiation dose is less 
of an issue and for mouse and other similar-sized 
bones, and a 0.25 mm Al filter will give the best 
contrasted images (40–50 kV), although 0.5 mm 
Al filter (40–50 kV) will reduce beam hardening 
and be preferable if substantial surrounding tis-
sue is present. For rat bone 1 mm Al filter (60–
70 kV) is best, as well as for smaller rabbit bones. 
For larger animal bones such as of sheep and 
human, the stronger copper filters and voltages 
up to 100 kV can be required. One should select 
a voltage and filter that optimise dynamic con-
trast in the X-ray projection image.

Mounting bones for scanning ex vivo should 
meet the normal requirements for micro-CT—
that of stability (no movement) and also main-
taining hydration to prevent drying. Placing 
bones in vertically held plastic tubes, wrapped 
in either plastic film or paper tissue (moistened 
with water or saline), achieves both these objec-
tives while also allowing high-throughput batch 
scanning.

For in  vivo scanning of rodent bone under 
anaesthesia, the most common site is the 
hindlimb, providing convenient sites for trabecu-
lar and cortical analysis at the femur or tibia 
metaphysis. Other studied sites include the tail 
(caudal vertebrae), lower back (lumbar verte-
brae), thorax, head or whole body for bone min-
eral content and density of the entire skeleton. 
When mounting the hindlimb for scanning, a 
single scanned limb should be positioned in a 
tube of low-density foam (polypropylene or poly-
styrene) as shown in Fig.  5.2. In combination 
with tape and soft dental wax, the hindlimb can 
be held securely for scanning while allowing 
gentle handling of the limb without undue pres-
sure applied. Scanning a limb singly and cen-
trally positioned in the bed by means of a tube 
improves image quality substantially compared 
to scanning paired hindlimbs in a rodent’s 
unmodified supine position.

Reconstruction parameters need to be opti-
mised for each scanner, noting that appropriate 
parameters can differ significantly between scan-
ner models. Therefore do not copy reconstruction 
parameters verbatim from other published work 

Table 5.1 The “universal analysis pipeline”

Stage Description
1.  Scan-reconstruction •  The correct site must be included in all scans

•  Sample/animal mounting: stability, hydration
•  Resolution: how much is actually needed?
•  Contrast agent? Can be necessary for cartilage or blood vessels
•  X-ray spectrum shaping—best filter and voltage to enhance contrast, reduce beam 

hardening
•  In vivo—short scans for low X-ray dose
•  Reconstruction: check stability and alignment, smooth for best clarity of structures, 

minimise artefacts such as beam hardening
2.  Orientation in 3D •  Rotate in DataViewer for standardised 3D orientation for VOI selection

•  Save images from rotated volume
3.  Volume of interest •  Anatomical landmarks

•  Fixed size or flexible depending on structure
•  Simple or complex
•  Hand-drawn or automatic (CTAn custom processing)

4.  Segmentation-analysis •  Segmentation (binarisation)
•  Morphometry (volume, thickness, porosity, etc.)
•  Densitometry (BMD, HU)
•  Visual interpretation in 3D

Analysis of complex asymmetric biological structures such as bone sites requires careful definition of the volume to be 
analysed in order to measure a morphometric signal relating to the biological or disease process and then a practical 
method to select and delineate such a volume consistently between different animals and samples. Standardisation of 
alignment is a good place to start for this
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unless the scanner model in the publication is 
exactly the same as the one you are using. (The 
same applies to scan parameters also.) For exam-
ple, amount of beam hardening and thus the 
amount of beam hardening correction that are 
needed are strongly dependent on the thickness 
of the scintillator (the X-ray-sensitive outer layer) 
in the X-ray camera. This thickness varies a lot 
between scanner models. A thinner scintillator 
layer, in scanners optimised for very high spatial 
resolution, results in more beam hardening since 
the camera’s detection efficiency falls off sharply 
with increasing X-ray energy. Generally speak-
ing, X-ray cameras based on a CCD detector 
have a much thinner scintillator than cameras 
based on a large-area “flat panel” CMOS detec-
tor. Thus more beam hardening correction is 
needed in the CCD-based than in the flat panel- 
based systems. To give an example from Bruker- 
SkyScan systems, mouse bone scans in the 
SkyScan 1172 and 1272 CCD-based models, 
with 0.5  mm Al filter, require about 40% [11] 
beam hardening correction in NRecon software, 
while the same mouse bone scanned also with 
0.5 mm Al filter in the flat panel-based SkyScan 
1275 requires about 10% beam hardening 
correction.

Always check scan alignment for each scan 
even if multiple scans are imaged and recon-
structed with the same parameters for compara-
tive quantitative analysis. The alignment 
correction that is always necessary in high- 
resolution tomography differs slightly between 

scans, so each scan needs to have the alignment 
(“post-alignment”) checked individually, even 
where the reconstruction software makes an esti-
mate of this parameter automatically. A check of 
alignment also constitutes a quality check of the 
scan, to ensure, for instance, that no movement 
artefact is present.

Concerning other reconstruction parameters, 
smoothing should be applied to optimise the 
visual clarity of the structures of most interest—
such as trabecular bones. It is wrong to exclude 
any smoothing on the assumption that image data 
will be lost. Scattering artefacts and stochastic 
limitation in detected photon number cause an 
artificial sharpening and noisiness in images, and 
real improvement can be made by simple 
Gaussian or box kernel smoothing. Visual appear-
ance is always a reliable guide in micro-CT—if it 
looks better, it is better. Artefact corrections in 
reconstruction should be used with caution since 
they can themselves cause secondary artefacts if 
applied too strongly. Therefore for correction of 
ring artefacts and beam hardening, one should 
use the minimum values that are necessary or that 
make a noticeable improvement.

As for contrast limits or the intensity window, 
set the low limit to zero attenuation (or to a small 
negative value to enhance contrast of low-density 
material) and the high limit to 10–20% above the 
highest attenuation value corresponding to the 
material of interest such as bone. This maximum 
attenuation can be seen in the histogram of atten-
uation shown in the reconstruction software.

a b c

Fig. 5.2 For micro-CT imaging of the rodent hindlimb, 
do not perform the scan with the legs in the natural prone 
position (a)—this will irradiate an unnecessarily large 
amount of abdominal and pelvic tissue, increasing noise 
in the image and the limbs will be positioned away from 
the scan midline, compromising image quality. Instead the 

hindlimb should be held in a tube as shown of polypropyl-
ene (b) or polystyrene (c) foam. Soft dental wax is used to 
hold the protruding foot in place without injury to the foot 
or ankle. (Such is the X-ray transparency of wax that this 
setup also allows scanning of the foot and ankle, e.g. for 
arthritis studies)
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5.2.1.2  Orientation in 3D
All bone samples analysed in 3D in an experi-
ment should have the same spatial orientation. 
Long bones (e.g. femur, tibia) should have their 
central axis aligned with the z-axis, or depth axis, 
of the dataset. It is not always possible—and not 
necessary—to scan bones in exactly the same ori-
entation each time. In vivo scans of a rodent 
hindlimb in particular are likely to be done with 
the femur and tibia at significant departure from 
orthogonal alignment. Software such as SkyScan 
DataViewer allows rotation of a dataset in all 
three orthogonal axes (coronal, transaxial, sagit-
tal) allowing 3D rotation to any spherical angle 
(Fig. 5.3). As well as the long axis being aligned, 
it is a good idea to apply consistent angular posi-
tion in the cross-sectional plane as well—such 
that the femoral or tibia condyles are pointing 
either upwards or downwards in all bone scans. 
Such consistency in dataset alignment in three 
dimensions will result in greater consistency in 
volumes of interest (VOIs) especially where 
these involve manually drawn shapes.

The 3D orientation that is applied to the scans 
depends on the goal of the study. For example, 
when bones are scanned containing metal screw 
implants, with the objective of analysing the sta-

tus of bone at or near the implant surface, then it 
is appropriate to standardise the alignment of all 
experimental scan dataset such that it is the cen-
tral axis of the screw implant, not the bone, that is 
aligned parallel with the depth z-axis of the data-
set. With this orthogonal alignment of the 
implant, the cross-sectional images will be at 
right angles to the implant long axis, not at some 
oblique angle. Since in this case the distance in 
an orthogonal (normal) direction away from the 
implant surface needs to be defined accurately in 
order to assess peri-implant bone status in a con-
sistent way, such orthogonal alignment of the 
cross-sectional plane with respect to the screw 
implant axis is essential. In short, the cross sec-
tion of a cylindrical implant should be circular, 
not oval shaped.

5.2.1.3  Volume of Interest
The volume of interest (VOI) is of central impor-
tance to any kind of quantitative micro-CT analy-
sis in 3D. Developing a method and workflow to 
analyse any given disease model by micro-CT 
will always, inescapably, have to address the 
question “what VOI is needed and how do I make 
it?” The 3D parameters that you measure have 
their meaning defined by the volume of interest. 

a b

Fig. 5.3 An in vivo scan of a mouse knee, before (a) and 
after (b) realignment in DataViewer software. DataViewer 
and similar software allow rotation of a dataset in all three 

orthogonal axes (coronal, transaxial, sagittal) allowing 3D 
rotation to any spherical angle
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To give a simple example, software such as 
SkyScan CT-analyser (“CTAn”) measures thick-
ness of an object in 3D (independent of object 
orientation). What makes the measured thickness 
become trabecular thickness is to set a trabecular 
bone VOI. Likewise for a cortical bone VOI, note 
that one can use advanced software functions to 
automatically delineate trabecular from cortical 
bone and set VOIs for each. But automation does 
not change this fact—the definition of what you 
measure depends on the VOI that you set.

VOIs and the methods by which they are set or 
delineated can be either simple or complex. In a 
uniform material such as a sample of manufac-
tured biomaterial scaffold, a simple cylinder will 
suffice as VOI, delineated by a single circle and a 
range of cross-sectional slices. However when 
bones or other biological organs, tissues or organ-
isms are the subject of micro-CT analysis, then 
VOIs will be complex and asymmetrical. Uniform 
volumes and regular geometric shapes are rare in 
living organisms. Trabecular and cortical bone 
VOIs can be made as complex 3D shapes with 
software interpolation between a limited number 
of freehand-drawn shapes, in analysis software 
such as CTAn. Another important category of 
methods for setting a VOI is to start with a bina-
rised object of a bone or tissue site and manipu-
late it by—for example—erosion, dilation and 
the filling of spaces, to generate semi- 
automatically a VOI that accurately delineates 

the site to be studied. Examples of these methods 
will be described in more detail in the section 
below on micro-CT analysis methods for indi-
vidual disease models.

Some of the factors to consider when setting 
a VOI are shown diagrammatically in Fig. 5.4. A 
VOI sometimes uses an anatomic reference, 
such as the growth plate in the femur and tibia. 
The process of creating the VOI should not be 
too laborious or difficult. It should select struc-
tures and features that are always present in the 
scanned samples. Depending on the homogene-
ity or (more likely in biological structures) het-
erogeneity of the analysed volume, the VOI 
should meet the required size for statistical rep-
resentativeness. A useful concept in considering 
the size of a volume of interest is the REV—
“representative elemental volume”. This is the 
minimum volume within a structure that is repre-
sentative of its morphometry—so that the value 
measured within the sub- volume would be simi-
lar to the value measured over the entire object 
volume. There is a helpful discussion of the REV 
by Srivastava et al. applied to the study of the 3D 
architecture of snow [12] which turns out to be 
remarkably similar to the study of trabecular 
bone—both are cancellous labyrinthine matrix 
structures whose mechanical performance is 
important (for avoiding snow avalanches and 
bone fractures, respectively) and closely linked 
to the 3D architecture.

3D orientation

Size, volume,
number of slices

Representative?
Homogeneous /
heterogeneous?

Consistent –
always present?

Simple / complex?

Easy to make / 
Difficult to make?Volume of

interest

Automatic /
manual? Anatomic

reference(s)

Fig. 5.4 A network of 
factors to consider when 
setting the VOI for bone 
analysis in 3D, in 
micro-CT analysis of a 
preclinical disease 
model, bone or 
otherwise
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5.2.1.4  Segmentation-Analysis

Segmentation
Following directly after the normalisation of 
alignment of the dataset, and the selection of the 
VOI, the selected sub-volume of the dataset is 
segmented and analysed. Segmentation is also 
called thresholding or binarisation. The most 
common form of segmentation is global thresh-
olding, where a high range of greyscales in the 
reconstructed image are segmented to white 
(solid) and all pixels with lower greyscale are 
segmented to black. Global thresholding is a 
good and sufficient thresholding method provid-
ing the resolution and quality (e.g. signal to 
noise ratio) of micro-CT bone images is high. 
However in some cases such as in vivo scanning 
where scan times and radiation dose are kept 
low, image resolution is reduced, and global 
segmentation results in significant loss of bone 
detail due to greyscale biasing (Fig. 5.5). In this 

case more advanced forms of segmentation, 
such as local adaptive thresholding, can improve 
the results of thresholding with less loss of 
detail.

A general rule is that, for a given experimental 
study, the thresholding values should be kept the 
same for all bones that are analysed. This applies 
equally to a global threshold range as to the low 
and high pre-threshold values employed in local 
adaptive thresholding. Occasionally a study 
unavoidably analyses micro-CT images from 
samples of widely differing size and density. In 
this case, the differing tomography conditions 
(combined with beam hardening and resultant 
context sensitivity) make it not possible to apply 
the same threshold values to all samples. In this 
case, a solution can sometimes be provided by 
algorithms that automatically find a global 
threshold. A commonly used example is the Otsu 
thresholding algorithm [13], another one being 
the Ridler-Calvard algorithm.

Fig. 5.5 Upper: high-resolution micro-CT images of 
murine trabecular bone (left) can be adequately seg-
mented by global thresholding (right). Lower: lower- 
resolution fast (low-dose) in vivo scans produce images 

(left) where some trabecular detail is lost during global 
thresholding (middle); this loss of detail is reduced by 
using adaptive local thresholding (right)
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Analysis
Once the VOI is delineated and the segmentation 
(thresholding to binary) performed, 3D and 2D 
morphometric parameters can be calculated for 
the trabecular and cortical (determined by which 
VOI is set). True 3D analysis implies that a ren-
dered 3D model is created (though not necessar-
ily displayed) and analysis is performed in 3D 
space, which can be computationally intensive 
with large datasets. By contrast what can be 
called “pseudo-3D” analysis is where 2D image 
measurements are performed on individual cross 
sections delivering results in terms of perimeters 
and areas in 2D only but then integrated across 
multiple cross-sectional slices to give 3D 
parameters.

Noise objects if present in the binarised image 
can be removed by a “despeckle” (object label-
ling and size-related selection) and/or open and 
close morphological operations. Morphometric 
parameters in 3D are commonly based on analy-
sis of a marching cubes [6] type model with a 
rendered surface. Calculations of all 2D areas 
and perimeters are based on either whole pixel- 
based calculations or a 2D-interpolated surface 
derived, for instance, by the 2D Pratt [14] algo-
rithm of subpixel perimeter interpolation.

Morphometric parameters measured by 
Bruker-SkyScan CT-analyser have been vali-
dated on both virtual objects and aluminium foil 
and wire phantoms [15]. Structure thickness in 
3D is generally calculated using the local thick-
ness or “sphere-fitting” (double distance trans-
form) method [6, 16, 17], and structure model 
index (SMI, an indicator of the relative preva-
lence of plates and rods) is measured according 
to the method of Hildebrand and Ruegsegger 
[18]. Degree of anisotropy can be calculated in a 
number of ways such as star lengths and volumes 
[19], the mean intercept method (MIL) [20] and 
local analysis of structure orientation by either 
triangular facet orientations from binary surface 
rendering or tensor analysis at the unbinarised 
greyscale level to find local anisotropy and orien-
tation [21]. Euler connectivity can be calculated 
either by the 2D-based “Conneulor” method [22] 
or true 3D algorithms, e.g. [23]. Fractal dimen-
sion is often calculated in 3D by the Kolmogorov 

(or Richardson) box counting method [24]. The 
definitions, symbols and units for bone morpho-
metric parameters should follow the ASBMR 
standardised nomenclature [25]. A listing and 
brief description of the morphometric parameters 
applied to bone analysis is given in Table 5.2.

Recently the parameter SMI has been shown 
to be biased by porosity especially at high per-
cent volumes [26] so that it departs from indicat-
ing ideal plate and rod structure (and can give 
confusing negative values due to concave sur-
faces). However if its limitations are understood, 
it can still be an informative parameter. It corre-
lates closely with trabecular bone pattern factor, 
a parameter similarly calculated on the basis of 
the ratio of convex to concave surface curvature, 
but without the structure model assumptions of 
SMI [27].

An Alternative to SMI: The Un-rod Index
The shortcoming of the SMI parameter is that 
although the minimum SMI should be zero cor-
responding to a flat plate, in practice negative val-
ues can be measured due to concave surfaces 
arising from porosity [19]. Concave surfaces are 
not envisioned in the ideal “plate” and “rod” 3D 
shapes. An alternative parameter indicating 
departure from an ideal plate morphology is 
available which avoids this problem of out-of- 
range values. It can be called the “un-plate index” 
(uRi) and is calculated as the ratio of the struc-
ture’s thickness measured in direct 3D to the 
thickness derived by a 2D-based structure model. 
In 2D histomorphometry, thickness is estimated 
from surface and volume based on a formula 
assuming that the trabecular structures are either 
parallel plates or parallel rods [18]. Thickness 
assuming the plate model, Thplate, is given:

 
Th BV

BSplate =
×2

 

where BS and BV are bone surface and vol-
ume, respectively. To estimate thickness assum-
ing a parallel rod morphology, the 2 is simply 
substituted by 4, so that:

 
Th BV

BSrod =
×4
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Now the “un-plate index” uPi is simply the 
thickness measured by micro-CT in direct 3D 
(Th) divided by the thickness estimate based on 
surface, volume and the parallel plate model, so 
that:

 
un Plate index uPi Th BS

BV
− =

×
×2  

Likewise the “un-rod index” or uRi would be 
given:

 
un Rod index uRi Th BS

BV
− =

×
×4  

To complete the full set of structure mod-
els, substituting 6 for 2 or 4 gives what might 
be called the “un-sphere index”, or uSi, degree 
of departure from sphere morphometry, such 
that:

 
un Sphere index uRi Th BS

BV
− =

×
×6  

The un-plate index is also the ratio of surface 
areas between the real measured object and an 
“equivalent plate” with the same values of both 
volume and mean thickness. Likewise for rod or 
sphere. These un-shape indices, the un-plate, un- 
rod and un-sphere index, can be used beyond the 
morphometry of trabecular bone for analysis of 
any structure for departure from any one of these 
ideal shapes. The index is dimensionless.

5.3  Example 1: Trabecular 
and Cortical Bone Analysis 
for Osteoporosis and Bone 
Phenotyping

The metaphyseal trabecular bone in the femur or 
tibia of the rat or mouse is the most commonly 
used site for morphometric analysis of bone in 
preclinical rodent models. This applies both to 

Table 5.2 The morphometric parameters quantifying the structure and architecture of trabecular and cortical bone, as 
imaged by micro-CT

Parameter name

Parameter 
symbol 
(ASBMR 
nomenclature) Comment

Bone volume BV The total volume of trabecular bone within your VOI
Tissue volume TV The total volume of the medullary VOI. As well as being the referent for % 

volume, TV is a meaningful parameter in its own right, indicating endosteal 
expansion

Percent bone 
volume

BV/TV Occupancy of trabecular bone in the medullary VOI

Bone surface to 
volume ratio

BS/BV This is inversely proportional to thickness and indicates general complexity 
also

Trabecular 
thickness

Tb.Th Average thickness

Trabecular 
separation

Tb.Sp Average separation

Trabecular number Tb.N Spatial density—mean number of trabeculae crossed per mm of a transect 
through the VOI

Trabecular bone 
pattern factor

Tb.Pf This is also called “surface convexity index”. It measures the ratio of convex 
to concave surface curvature. High connectivity between trabeculae causes 
more concave surface and thus lower (or more negative) values

Fractal dimension FD An index of overall complexity of architecture and surface topography
Degree of 
anisotropy

DA The degree of preferential orientation of all structures in one 3D direction 
(stereo- angle). Use with caution for mouse trabecular bone since the small 
number of metaphyseal trabecular structures, especially in older mice, 
reduces the meaningfulness of this parameter

Connectivity 
density

Conn.D The number of independent connections within a complex structure. It is a 
Euler parameter (Betti number β1). Deterioration of trabecular architecture 
due to OVX, for example, can sharply reduce the number of connections
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microscope histomorphometry and micro-CT 
morphometry. Here we will describe the method 
for first selecting an appropriate volume of inter-
est (VOI) for trabecular bone in the metaphysis, 
including the method for standardising this VOI 
relative to the growth plate, and then the subse-
quent binarisation and 3D morphometric analysis 
of the trabecular bone.

5.3.1  Scan-Reconstruction

During reconstruction, beam hardening correc-
tion is perhaps the most important parameter to 
get right for reconstruction of bone scans. This 
will improve the accuracy of bone mineral densi-
tometry based on X-ray attenuation. Having said 
that, the software beam hardening correction is 
approximate and imperfect, as mathematically it 
assumes the scanned object is a cylinder of a uni-
form single material. So an approximate beam 
hardening correction is the best one can do. Note 
that if bones are scanned with a thick layer of 
plastic or liquid or other medium (such as animal 
tissue or embedding resin) around them, you may 
have to add a further 10–20% to the beam hard-
ening value since surrounding medium decreases 
the effectiveness of beam hardening correction 
[28]. This means that if accurate densitometry is 
an objective of your study, then scanning bones 
immersed in liquid, even alcohol, is not recom-
mended as this will prevent effective software 
correction of beam hardening.

5.3.2  3D Orientation

The method of selection of the region of interest 
for trabecular bone includes setting distance 
along the bone in terms of number of cross- 
sectional slices. For this to be consistent between 
bone scans, it is necessary that the long axis of 
the bone is approximately aligned to the z-axis of 
the dataset, so that the cross sections in the XY 
plane are truly orthogonal to the bone axis—as 
shown in the image below.

Of course this has to be an approximate assess-
ment, since long bones are not straight rods (very 

few biological structures contain straight lines!). 
Instead they are significantly curved. You should 
establish for yourself a way of assessing if the 
bone’s z-axis is orthogonal to the cross-sectional 
plane. If the bone is approximately aligned, then 
no reorientation is needed, and you can go on 
directly with the morphometric analysis. 
However if there is a departure from straight 
alignment, then it is necessary first to reorient the 
bone in the tri-axis view and then save a new 
copy of the dataset in the adjusted orientation. 
This process is illustrated above in Fig. 5.3 and 
can be done in software such as SkyScan 
DataViewer.

5.3.3  Volume of Interest

5.3.3.1  The Growth Plate Reference 
Level

In microscope-based bone histomorphometry 
and also in micro-CT morphometry, it is custom-
ary to use the growth plate as an anatomical ref-
erence in the setting of both trabecular and 
cortical volumes of interest. This makes sense 
biologically, since the growth plate is the loca-
tion from which growing bone expands and 
extends longitudinally. The growth plate is the 
site of origin and extension of growing long 
bones and is the natural choice of an anatomical 
reference for trabecular and cortical regions of 
interest in long bones such as the femur and tibia 
of the mouse or rat.

So the method of micro-CT morphometry 
begins with the designation of a growth plate ref-
erence cross-sectional level. However, the growth 
plate is a convoluted structure (Fig.  5.6). How 
then does one identify a single cross section to be 
a reference of the growth plate?

To address that question, we can first look at 
cross-sectional images at four locations, showing 
the transition from below to above the growth 
plate cross-sectional plane, in Fig. 5.7. In these 
numbered images, number 1 is below the growth 
plate; the robust bony bridge in the centre is part 
of the epiphysis. Image 2 is the highest image in 
the dataset in which there is a continuous “bridge” 
of low-density growth plate (chondrocyte) seam, 
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separating regions of trabecular bone right and 
left. If we go a little higher, this seam is broken 
by connections of bone, until the chondrocyte 
seam disappears from the cross section as in 
image 3. The bone in cross section 3 includes 
very fine “primary spongiosa” trabecular struc-
tures in the centre. If we now move higher “down-
stream” above the growth plate, we reach 
eventually a cross section where the fine-textured 
primary spongiosa disappears and all the trabecu-
lar bone is of the mature “secondary spongiosa” 
type, as shown in image 4.

Image 2 in Fig. 5.7 shows the first—or last—
connection of the low-density chondrocyte seam, 
depending on from which side you approach the 
growth plate; this is the level we use where pos-
sible as the growth plate reference level.

Note that the growth plate in cross section has 
different structure in the rodent tibia and femur. 
In the tibia it appears as two “islands” separated 
by chondrocyte seams, while in the femur there 
are four such islands (Fig.  5.8). However the 
principle of setting the reference level as the 
highest level (in the direction towards the mid- 
shaft), where there is an intact bridge of chondro-
cyte seam, works equally in both tibia and femur. 
If however the rodent is old and the chondrocyte 
seam in the growth plate is almost absent, then a 
reference level can be obtained alternatively from 

the bony bridge that is lower than (on the epiphy-
seal side of) the original chondrocyte seams of 
the original growth plate. This is shown in 
Fig. 5.7 (image 1) and in Fig. 5.8b.

The cross-sectional level where the fine- 
textured primary spongiosal trabecular bone has 
disappeared and only more robust remodelled 
secondary trabecular bone is present (Fig.  5.7, 
image 4) corresponds to the level above which 
we would analyse the morphometry of trabecular 
bone. Here is the level where our trabecular vol-
ume of interest would begin. By contrast, image 
3 contains in the centre regions of fine-textured 
primary spongiosal trabecular bone and should 
not be included in the volume of interest for mor-
phometric analysis of trabecular bone.

So in summary, a reference cross-sectional 
level at the growth plate should be selected based 
on a visibly identifiable criterion such as the 
appearance of a bridge of either unmineralised 
chondrocyte seam (young growing rodent) or an 
epiphyseal bony bridge (aged rodent). This way 
of choosing a reference level works both in the 
femur and the tibia, of both the rat and mouse. In 
old rodents the chondrocyte growth plate is 
almost gone. Here the corresponding bony bridge 
a little further in the epiphyseal direction pro-
vides an alternative location criterion for the 
growth plate reference.

a b

Fig. 5.6 The growth plate of a mouse tibia (a) viewed by 
microscope with epifluorescence after Villanueva staining 
which visualises both dynamic double labels (here both 
calcein) and also osteoid and marrow cells and (b) a rat 

tibia micro-CT coronal image showing the growth plate. 
Both images show the convoluted shape of the growth 
plate
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1 2

3 4

Fig. 5.7 Cross-sectional images across the growth plate, 
starting below the growth plate in the epiphysis (1); the 
highest level showing a low-density chondrocyte seam 
“bridge” across the cross-section, used as the growth plate 
reference level (2); a higher level just above the growth 

plate showing fine-textured primary spongiosal trabecular 
bone (3); and finally, higher still, beyond the primary and 
into the secondary, thicker and remodelled trabecular 
bone (4) which is where morphometric analysis is carried 
out

a b c

Fig. 5.8 The growth plate in cross section of the femur, 
in the mouse (a) and rat (b), shows four “islands” sur-
rounded by growth plate structures, in contrast to the tibia 
where there are two such islands (Fig. 5.7). The bridge of 
chondrocytes demarks the reference level in both femur 
and tibia. In old rodents, especially mice (c) the growth 

plate is vestigial without chondrocyte seams; in such 
cases a bridge of bone just below (on the epiphyseal side 
of) the growth plate can be used as an alternative structure 
to define the growth plate reference level for morphomet-
ric analysis
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5.3.3.2  The Offset and the Height
Once the growth plate reference level is selected, 
then the range of cross-sectional slices to be ana-
lysed for trabecular and cortical bone can be 
defined relative to this level. Both the trabecular 
and the cortical volumes of interest begin a cer-
tain distance on the metaphyseal side of the 
growth plate reference level. If we are analysing 
the micro-CT scan in the cross-sectional plane, 
then this distance is defined as a number of cross- 
sectional slices that we move in the z direction, 
before commencing the analysis of trabecular or 
cortical bone. This number of slices is referred to 
as the “offset”. It is illustrated in Fig. 5.9. For tra-
becular bone the offset is around 0.2–0.4 mm for 
mice and about 0.4–1.5 mm for rats. The analyst 
should select the offset distance as the distance 
needed to move clear of most of the fine-textured 
primary spongiosal structures near the growth 
plate into a metaphyseal region dominated by 
more mature (and remodelled) secondary trabec-
ular structures. For cortical bone, a longer offset 
of several millimetres is needed to move into a 
region where the metaphysis merges into the 
diaphysis (mid-shaft) and the cortical bone is 
thick and intact. Note this can be within a few 
mm of the growth plate and it does not need to be 
at the actual mid-shaft of the bone. Cortical bone 
near the metaphysis-diaphysis boundary is more 
metabolically active than that at the mid-shaft, so 
analysis in this region will show effects of the 
experimental treatment or genetic modification 
more sensitively than at the mid-shaft.

Also shown in Fig.  5.9 is the “height”—the 
length along the bone’s long axis of the volume 
of interest to be analysed. The offset and height 
are defined both as a number of cross-sectional 
slices and as the corresponding distance in mm. 
The height of the trabecular VOI should be 
enough to encompass the majority (not necessar-
ily all) of the metaphyseal mature secondary 
spongiosal trabecular bone. If one is scanning 
with a pixel size around 5 microns, this is typi-
cally 200–400 cross-sectional slices. Note how-
ever that in some experiments including ones 
involving ovariectomy, the distance that trabecu-
lar bone extends along the metaphysis towards 
the diaphysis (mid-shaft) can vary significantly. 

This extent will be shorter by as much as half in 
ovariectomised mice and (especially) rats, com-
pared to sham operated or intact controls. In such 
cases, the height should be determined by refer-
ence to the sham or intact controls—to corre-
spond to the maximum extent of trabecular bone 
along the metaphysis (in other words—the length 
of the metaphysis itself). This will give a more 
sensitive detection of difference in the amount 
and architecture of the trabecular bone. It will 
however result in the VOI for analysis of ovariec-
tomised (OVX) rodents consisting of a signifi-
cant amount of empty space. This fact should be 
kept in mind when interpreting the experimental 
results. For instance, when reporting trabecular 
thickness and separation (Tb.Th, Tb.Sp), it is use-
ful to also report the measured standard devia-
tions of both these parameters, to give an idea of 
the homogeneity or heterogeneity of the thick-
ness and separation. These Tb.Th and Tb.Sp SD 
values are reported together with those parame-
ters in SkyScan CT-analyser.

5.3.3.3  How to Adjust the Offset 
and Height for Different Age, 
Strain, Gender and Phenotype?

A question that follows from the discussion of off-
set and height is: how do you find the correct 
value—in distance, mm, and in number of cross-
sectional slices—of the offset and height in mice 
of different age, gender, strain and genetic type? 
As mentioned above, visual inspection can allow 
determination of the offset needed to “skip” the 
growth plate-related primary spongiosa structures 
and the height needed to encompass the majority 
of the metaphyseal trabecular bone. Within a sin-
gle study comparing similar animals, a single 
value of offset and height can be chosen that is 
suitable for all the studied animals, even if “com-
promise” values are needed to allow for some 
variation in bone size and shape.

However in some studies, the variation in size 
and architecture of the bone is too great to allow 
a single value of offset and height to be used for 
all animals. The differences are too large for a 
compromise value to work. An example is studies 
of mice or rats at different ages or lifespan stud-
ies, where the femurs and tibias of neonatal and 
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juvenile animals are much shorter than those of 
adults—but bones of both are to be studied and 
compared morphometrically. In the case of such 
a study starting with neonates and continuing to 
old age, how would offset and height be 
determined?

One solution that has sometimes been pro-
posed in this situation is to scale the offset and 
height with the length of the femur or tibia, thus 
with small values for young animal and larger 
distances for adults. However this simple scaling 
to length is wrong. It does not result in an equiva-
lent adjustment. The size that is important here is 
not the size of the whole bone but the size of the 
growth plate. One must bear in mind that the 
growth plate is the central reference for metaphy-
seal bone morphometry, both as a structure and 
with regard to its role in causing the growth, 

shape and architecture of the bone. As the animal 
grows to adulthood and then progresses to old 
age, the size of the whole bone and the size of the 
growth plate move in opposite directions. The 
bone gets longer, but the growth plate gets smaller 
and narrower. The size of the growth plate is cor-
related to the rate of bone longitudinal growth at 
that moment in time (not the size or length of the 
bone). Growth rate diminishes in growing mam-
mals; thus the growth plate is thickest (has its 
greatest length in the direction of the bone’s long 
axis) in infancy and becomes thinner with growth 
and increasing age. Once old age is reached—
about a year—the growth plate in mice can be 
almost non-existent. Rat growth continues fur-
ther into old age than that of mice. But in both 
rodents, the thickness of the growth plate’s cen-
tral columnar layer of bone-forming  chondrocytes, 

H

O
R R

O

H

Fig. 5.9 The selection of the volume of interest of tra-
becular (left) and cortical (right) bone. The example 
shown is a rat femur, but the principle applies to the mouse 
also. R, reference level (growth plate); O, the offset, 

required to move clear of fine primary spongiosal trabecu-
lar bone, defined as distance and number of cross sections; 
H, the height of the VOI to be analysed, also defined in 
distance and number of cross sections
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and of the downstream primary spongiosa, 
decreases with age as the growth rate decreases.

Therefore with increasing age and size in both 
rat and mouse bones, the value of the offset needs 
to become less, not more. Recent unpublished 
work (Behzad Jahaveri and Andy Pitsillides, 
Royal Veterinary College, London, UK) has 
shown that for morphometry at the mouse tibia 
(BL6-based mice) from ages of juvenile 
(2 months) till about 6 months, the offset found 
by visual inspection to clear the primary spongio-
sal layer has a fairly fixed value of 0.3–0.35 mm 
(or 60–70 cross-sectional slices at a typical 
5  micron pixel size in micro-CT imaging). By 
12  months all the way to end of life at around 
20  months, the effective offset distance was 
found to hold steady at the lower value of about 
0.2  mm (40 cross-sectional slices at the same 
5 micron pixel).

5.3.4  Segmentation and Analysis

Most or all of the parameters described above in 
Table  5.2 can be analysed for descriptive mor-
phometry of the metaphyseal trabecular bone in 

the tibia and femur. A study that nicely illustrates 
the application of 3D trabecular morphometry in 
a preclinical bone biology study is the 
 demonstration in ovariectomised rats of an addi-
tive effect of the steroid sex hormones oestrogen 
and testosterone [29]. Here Tivesten et al. showed 
that while both oestrogen and testosterone have a 
protective effect minimising ovariectomy- 
associated osteopenia (oestrogen having the 
stronger effect of the two), the combined admin-
istration of both sex steroids resulted in a bone 
volume-enhancing effect bigger than either sex 
steroid, apparently additive. The effect of the sex 
steroids on the rat trabecular bone volume is 
shown in Fig. 5.10a. In Fig. 5.10b, the structure 
model index (SMI) parameter values from this 
same study are shown. The problem of SMI man-
ifests itself in the high bone volume group where 
both sex steroids are administered—here the 
average SMI is negative. By contrast, in Fig. 5.10c 
where the parameter un-plate index, uPi, 
described above is calculated, the same restora-
tion of plate-like architecture is indicated but 
without the problem of out-of-range values. Thus 
in this case the un-plate index uPi serves the 
objective of indicating departure from plate-like 
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Fig. 5.10a From 
Tivesten et al. (2004) 
[29]: oestradiol (e2) has 
a stronger protective 
effect on OVX than 
dihydroxytestosterone 
(dht), while both 
steroids together exert 
an additive effect. 
∗Different from the 
OVX + V (vehicle) 
group with p < 0.05; ∗∗ 
different from the 
OVX + V group with 
p < 0.005. (Reproduced 
with permission)
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architecture without the problem associated with 
the SMI parameter of being confounded by 
porosity at high percent volumes. uPi would 
appear to be an acceptable alternative to SMI in 
such studies of trabecular morphometry in rela-

tion to osteoporosis. (Since uPi is calculated as a 
simple formula of thickness, surface area and 
volume, it can be calculated retrospectively for 
most micro-CT studies where these values will 
have been measured.)
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Fig. 5.10b The SMI 
values from the rat OVX 
study by Tivesten et al. 
[29] illustrate the 
problem with the SMI 
parameter at high 
percent volumes. The 
enhanced bone volume 
from the additive 
protection of oestradiol 
and testosterone results 
in a negative SMI value. 
∗Different from the 
OVX + V (vehicle) 
group with p < 0.05; ∗∗ 
different from the 
OVX + V group with 
p < 0.005. (Reproduced 
with permission)
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Fig. 5.10c The un-plate 
index uPi applied to the 
Tivesten rat OVX study 
avoids the “out-of- 
range” problem of the 
SMI parameter, 
indicating different 
degrees of restoration of 
plate-like structure from 
oestrogen, testosterone 
treatment or both 
combined. ∗Different 
from the OVX + V 
(vehicle) group with 
p < 0.05; ∗∗ different 
from the OVX + V 
group with p < 0.005. 
(Reproduced with 
permission)
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5.4  Example 2: Collagen- 
Induced Arthritis (CIA) at 
the Mouse Ankle—Bone 
Damage

It must be emphasised that micro-CT bone mor-
phometry can be applied much more widely than 
just to the study of osteoporosis in ovariectomy or 
orchidectomy—or indeed beyond standard tra-
becular and cortical phenotype characterisation at 
the long bone metaphysis and diaphysis. Another 
preclinical disease model that has been success-
fully characterised by micro-CT morphometry is 
the collagen-induced arthritis (CIA) model in the 
mouse ankle. The analysed site is different here—
the protruding heel bone or calcaneus—so a dif-
ferent methodology is needed. However the 
“pipeline” approach of scan—align—volume of 
interest—analyse is again a sufficient basis for the 
analysis method. It is described for the CIA model 
in Table 5.3.

CIA results in generalised disruption to the 
foot and ankle of the mouse, including pathologi-
cal periosteal structures (fine, trabecular-like) 
which are referred to alternatively as “periosteal 
reaction” or “roughage”. These are illustrated in 
Fig. 5.11. The ankle is a complex bone site with 
many bones in close contact. The calcaneus is 
fully involved in the changes resulting from CIA 
but has the advantage that the distal part of it is 

sticking out, separate from surrounding bones, 
and thus being easier to select within a 
VOI.  Where possible, a VOI should be chosen 
that is easier, rather than more difficult, to delin-
eate. Studies by Seeuws et  al. [30] and Quan 
et al. 2016 [31] employed micro-CT analysis of 
the distal part of the calcaneus to quantify arthritic 
changes in murine models of collagen-induced 
arthritis.

5.5  Example 3: Bone Tumour 
Metastasis Damage 
in the Tibial Metaphysis

Bone tumour metastatic damage can include both 
osteolysis (destruction of bone) and pathological 
reaction structures similar to those seen in the 
CIA arthritis model described just above. Since it 
is the metaphysis, one might think that a region 
could be selected by reference to the growth 
plate, as described above (example 1) for osteo-
porosis morphometry of the tibia or femur. 
However tumour damage is sometimes so exten-
sive that part or all of the growth plate is missing. 
Therefore a simpler reference protocol is needed 
that can be just counting cross-sectional slices 
from the end of the tibia (condyles) articulating 
with the femur. This allows a standardised region 
of metaphysis to be analysed for tumour-related 

Table 5.3 The micro-CT morphometry pipeline for the assessment of bone damage in the murine CIA model of arthri-
tis applied at the calcaneus (heel) bone

Stage Description
1.  Scan- 

reconstruction
•  Standard scan and reconstruction method and parameters for mouse bone
•  If in vivo, the leg is supported in a tube as shown in Fig. 5.2, but the foot and ankle are 

scanned, not the knee. (Soft dental wax used to hold the foot secure is sufficiently X-ray 
transparent so as not to interfere with scanning)

2. Orientation in 3D •  Rotate in DataViewer with respect to the calcaneus, so that the calcaneus long axis aligns 
with the dataset z depth axis

3. Volume of interest •  Select a fixed number of cross- sectional slices, starting from the protruding tip of the 
calcaneus and stopping before the calcaneus comes into apposition with surrounding ankle 
bones such as the tarsus. Use an auto-wrap function such as “shrink-wrap” in SkyScan 
CTAn to delineate the boundary, stretching over holes as necessary over irregular peripheral 
structures with a distance transform or convex hull function

4.  Segmentation- 
analysis

•  Segmentation (binarisation) and morphometry (adaptive local thresholding can be helpful)
•  Calcaneus bone disruption by arthritis may be reflected in a change to the following 

parameters: surface to volume ratio, thickness, trabecular pattern factor, un-plate index, 
fractal dimension, connectivity

•  Visualisation by volume or surface rendering assists in illustrating disease or treated state
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bone disruption in all animals in an experiment. 
The “pipeline” table for morphometry of a mouse 
tibial bone tumour metastasis model is given 
below in Table 5.4. Studies illustrating the use of 
micro-CT morphometry to characterise tumour 
damage to the tibia in a mouse model include 
Chantry et al. (2010) [32] Cox et al. (2015) [33] 
and Kassen et al. (2016) [34].

The parameters of bone morphometry that 
can be informative for bone tumour damage are 

more or less the same as those for arthritis bone 
 disruption and the fracture callus. Indices of 
complexity and connectivity can be indicative of 
tumour damage. For cortical bone, the parameter 
Euler connectivity corresponds almost entirely 
to porosity since fully intact cortical bone has 
connectivity of 1. The number of Euler connec-
tions almost equals the number of pores or perfo-
rations. Note—however—if you use connectivity 
to indicate number of perforations, it is essential 

Fig. 5.11 The selected distal portion of the calcaneus is illustrated in the rendered image on the left; the volume of 
interest selection in the cross-sectional plane of the aligned calcaneus is shown to the right

Fig. 5.12 Mouse tibial metaphyseal damage caused by 
tumour metastasis: a normal (left), slightly affected (cen-
tre) and severely affected case (right). The red highlighted 
region is the VOI, selected relative to an end-of-bone ref-

erence such as the first appearance of tibial bone in a 
cross-section. Or the first joining of the two condyles in a 
cross section
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to run a prior despeckle operation to remove 
both black and white small noise dots from the 
image, which would otherwise contribute a noise 
signal to the measurement of perforation 
number.

5.6  Example 4: Cartilage Status 
in an Arthritis Rodent Model

The micro-CT morphometric pipeline approach 
is not limited to bone. It can be applied to the 
measurement of cartilage thickness in a rodent 
knee. Visualisation of cartilage requires staining 
with a contrast agent such as phosphotungstic 
acid (PTA). A PTA-stained mouse knee is shown 
in Fig.  5.13, also indicating regions of medial 
cartilage at both the femur and tibia condyles 
that are selected as VOIs for analysis. How are 
these VOIs chosen? The pipeline approach works 
again for this. First the scanned knee joint is 
aligned. Again, as in above examples, we look 
for regions of cartilage that are if possible easier 
to delineate. Scrolling through coronal sections, 
one finds the coronal level where the medial 
articular cartilage layers on the tibia and femur 
separate from being in contact. About 50 cross-
sectional slices away from this separation 
(5 micron pixel), the two articular cartilage lay-
ers are well separated and straightforward to 
delineate as VOIs, as shown in Fig.  5.13. The 
pipeline analysis workflow for this articular car-
tilage analysis is given in Table 5.5.

5.7  Example 5: The Fracture 
Callus and Fracture Healing

Following experimentally induced fracture at a 
site such as the long bone mid-shaft, a callus 
forms which is then gradually remodelled as the 
fracture heals. The early fracture callus is a low- 
mineralised and fine-textured structure which is 
morphometrically very distinct from the cortical 
bone out of which it arises. The fracture region 
itself is often a complex mix of intact cortical 
bone, dissociated cortical bone fragments and 
callus at different stages of remodelling. The 
morphometric analysis of callus and its progres-
sion is similar in some respects to the above 
examples 2 and 3, that is, bone damage and path-
ological reactive growth caused by arthritis and 
bone tumour, respectively. Both of these bone 
disease models as well as the fracture callus can 
be considered as models of bone disruption 
requiring the morphometric measurement of this 
disruption.

5.7.1  The Fracture Midplane

For a mid-shaft long bone fracture such as of the 
guillotine type, it is possible to identify a mid-
line—or more correctly a midplane—orthogonal 
to the axis of the long bone and representing the 
plane of the fracture. Of course, fractures are 
rarely orthogonal precisely to the long axis. The 
fracture plane can be at an oblique, and indeed 

Table 5.4 The micro-CT morphometry pipeline for a murine bone tumour metastasis model of arthritis applied at the 
calcaneus (heel) bone

Stage Description
1.  Scan- 

reconstruction
•  Standard scan and reconstruction method and parameters for mouse bone
•  If in vivo, the knee is scanned the same as for osteoporosis

2.  Orientation in 3D •  Rotate in DataViewer so that the tibial long axis aligns with the dataset z depth axis
3.  Volume of interest •  Using the condylar end of the tibia, select a fixed number of cross-sectional slices to 

delineate the entire metaphyseal region where tumour damage is typically prevalent (see 
Fig. 5.12). Use an auto-wrap function such as “shrink-wrap” in SkyScan CTAn to delineate 
the boundary, stretching over holes as necessary over irregular peripheral structures with a 
distance transform or convex hull function

4.  Segmentation- 
analysis

•  Segmentation (binarisation) and morphometry
•  Tumour bone disruption by metastasis may be reflected in a change to the following 

parameters: surface to volume ratio, thickness, trabecular pattern factor, un-plate index, 
fractal dimension, connectivity

•  Visualisation by volume or surface rendering assists in illustrating disease or treated state
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a b

c d

Fig. 5.13 (a) The mouse knee PTA-stained shows articu-
lar cartilage in contact at the medial condyles. (b) The 
femoral and (c) the tibial articular cartilage 50 cross sec-

tions displaced from the level of last apposition (a); and 
(d) a volume rendered model of the VOI-selected cartilage 
regions

Table 5.5 The micro-CT morphometry pipeline for murine knee articular cartilage thickness and roughness measure-
ment from PTA-stained micro-CT imaging

Stage Description
1.  Scan- 

reconstruction
•  Standard scan and reconstruction method and parameters for mouse bone, possibly with 

increased filter or voltage to allow for extra X-ray opacity from the PTA staining
2.  Orientation in 3D •  Rotate in DataViewer so that the knee long axis aligns with the dataset z depth axis
3.  Volume of interest •  In a coronal view, find the slice moving top to bottom where the condylar cartilage at the 

medial side separates from contact. A fixed number of slices from this level, select a 
volume of cartilage defined by a number of cross-sectional slices and a fixed VOI shape 
such as an oval or rectangle (see Fig. 5.13)

4.  Segmentation- 
analysis

•  Segmentation (binarisation) and morphometry
•  Measure thickness of the cartilage
•  Measure roughness of cartilage as SD of thickness, FD or Tb.Pf.
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there can be multiple and branching fracture 
planes. Thus some visual approximation is 
needed to assign a cross-sectional plane to serve 
as a mid-fracture reference. Viewing 3D-like 
visual models of the fracture region using tech-
niques, such as volume rendering or maximum 
intensity projection, can help to identify the frac-
ture midplane (see the method given in Table 5.6).

Note that, as always with morphometric anal-
ysis of a long bone, the analysis should start with 
checking that the cross-sectional micro-CT 
reconstructed dataset has its cross-sectional plane 
orthogonal to the bone’s long axis. If the long 
axis is not orthogonal but oblique to the cross- 
sectional plane (such that the bone cross section 
is seen to move position as one scrolls through 
the micro-CT scan slice by slice), then the 
realignment procedure described above should 
be performed, before commencing the analysis 
with setting the volume of interest.

Once a cross-sectional slice is assigned as the 
reference, corresponding to the midplane of the 
fracture, then the setting of the range of cross- 
sectional slices to serve as the VOI (volume of 
interest) can be as simple as selecting a fixed 
number of cross sections both above and below 
this reference plane. This is illustrated in 
Fig. 5.14.

Delineation of the VOI requires defining the 
periphery of the callus in the cross-sectional 
plane, as well as defining the number of slices. 
The perimeter of a complex and porous structure 
can be delineated using automatic wrapping 
methods such as the distance transform-based 
“shrink-wrap” in SkyScan CTAn and as described 
above in the analysis of bone disrupted by arthri-
tis and tumour (examples 2 and 3, respectively).

Once the callus VOI is defined, the next stage, 
segmentation, can be particularly challenging in 
fracture callus images. This is because thick cor-

Table 5.6 The micro-CT morphometry pipeline for a 
model of bone fracture callus remodelling and fracture 
healing

Stage Description
1.  Scan- 

reconstruction
•  Standard scan and reconstruction 

method and parameters for rodent 
or large animal bone (if no metal 
parts are present)

•  If implants or fixators made of 
metal are present, then the 
micro-CT scan will require strong 
X-ray filtration such as with a 
copper- containing filter and a high 
applied voltage. Analysis can be 
challenged by artefacts caused by 
metal objects adjacent to bone

2.  Orientation in 
3D

•  Rotate in DataViewer so that the 
long axis of the bone with fracture 
aligns with the dataset z depth axis

3.  Volume of 
interest

•  First identify the fracture “midline”

4.  Segmentation- 
analysis

•  Segmentation (binarisation) and 
morphometry

•  Fracture status and degree of callus 
remodelling may be reflected in a 
change to the following parameters: 
surface to volume ratio, thickness, 
trabecular pattern factor, un-plate 
index, fractal dimension, 
connectivity, degree of anisotropy

•  Visualisation by volume or surface 
rendering assists in illustrating 
disease or treated state

200 slices

200 slices

Fig. 5.14 Analysis of fracture of a long bone (orthogo-
nally aligned) can employ a VOI defined as a fixed num-
ber of slices (here 200) on both sides of a cross-sectional 
slice corresponding by visual inspection to the average 
fracture midplane

P. Salmon



71

tical bone and thin callus structures are closely 
associated. When fine-textured structures such as 
callus are close to the resolution limit, their atten-
uation and thus image greyscale are reduced arti-
ficially due to surface gradients. Therefore if 
looking for a simple global threshold, different 
thresholds are needed for the thin and thick struc-
tures. This problem is illustrated in Fig. 5.15. A 
global threshold suitable for the trabecular-like 
callus structures is too low for the cortical struc-
tures, causing expansion of the binary image and 
loss of porous voids. Conversely, a threshold suit-
able for the thick cortical structures will fail to 
binarise the thinnest callus structures whose 
resolution- affected greyscale falls below this 
threshold. (This problem was also discussed 
above in under “Segmentation and Analysis” and 
in Fig.  5.5.) A solution to this problem is also 
shown in Fig. 5.15 by the use of local adaptive 

thresholding, where the thresholds applied to 
dataset voxels are adapted dependent on voxel 
greyscales in the spherical vicinity of the voxel in 
question. This has the effect of reducing 
 thresholds near to thin structures and increasing 
it near to thick structures. Figure 5.15 shows that 
the adaptive thresholding—in this case the “mean 
of minimum and maximum” variant in SkyScan 
CTAn—effectively thresholds both thin callus 
bone structures and the porous structures within 
much thicker cortical bone. Improved threshold-
ing of both the fractured cortical bone and the 
reactive callus will improve the accuracy of the 
morphometric analysis of the fracture callus as a 
whole.

Morphometric analysis of the segmented frac-
ture callus does not necessarily require region 
separation of the callus from the cortical bone. 
This can be complex and time-consuming. One 

a b

c d

Fig. 5.15 Fracture callus at the rabbit forearm (radius 
and ulna), greyscale reconstructed cross section (a). 
Segmenting both thin callus and thick cortical structures 
presents a challenge; a low global threshold set to segment 
the thin callus structures (b) obliterates porosity detail in 
the thicker bone regions such as between radius and ulna. 

Conversely, a high threshold set to correctly segment 
porosity at regions of higher percent bone volume and 
thickness (c) results in substantial loss of thin callus struc-
tures from the binary image. Local adaptive thresholding 
(d) solves this problem by accurately segmenting both 
thin and thick structures in the same image
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can take advantage of the massive difference in 
morphological texture between callus and  cortical 
bone. Callus structures are thinner and form a 
complex labyrinthine lattice with much higher 
values of parameters relating to complexity and 
connectivity, such as fractal dimension, trabecu-
lar bone pattern factor and Euler connectivity. In 
the analysis of a VOI containing a mixture of cor-
tical bone and callus, these complexity-related 
parameters can be considered as a “morphomet-
ric signature” of the presence of callus. They will 
sensitively indicate the prevalence of callus with-
out the need to separate regions of callus and pure 
cortical bone.

Studies employing micro-CT morphometry of 
rodent fracture callus models include McDonald 
et al. (2008) [35] and Jeyabalan et al. (2013) [36].

5.8  Concluding Comments

In the foregoing we have seen that the micro-CT 
3D morphometric analysis of a wide range of 
bone disease model experimental outcomes can 
be reduced to a common series of steps. These 
are described as an analysis “pipeline” for pre-
clinical quantitative assessment of bone models 
by micro-CT. First the scan should be done fol-
lowing normal principles for optimising image 
quality and, in the case of in vivo scanning, mini-
mising radiation dose. Next comes “straightening 
out” the dataset, that is, adjusting 3D orientation 
in space so all datasets have standardised spatial 
direction.

After this is the all-important step of setting 
the volume of interest (VOI). The VOI defines the 
meaning of the measured parameter—for 
instance, if the bone is trabecular or cortical, or 
calvarial, or vertebral, etc. The complexity and 
asymmetry of biological structures mean that 
VOIs need to be delineated by careful reference 
to an anatomical reference location, such as the 
growth plate in long bones and the end plates of 
vertebrae. The accuracy, consistency and appro-
priate selection of the VOI will have at least as 
much impact on the quality of a study’s morpho-
metric data, as the resolution and quality of the 
micro-CT images on which the analysis is per-

formed. Thus it is important that sufficient atten-
tion is paid to the VOI delineation process in all 
preclinical studies. (The question “what VOI will 
we use” should arise in initial planning of a study 
involving micro-CT morphometry.) In practical 
terms, it is also the stage that will take the ana-
lyst—whether a principal investigator or a tech-
nician—the most time to carry out of all the steps 
in the analysis process (with the possible excep-
tion of the micro-CT scan itself).

The final step of the process is the measure-
ment of 3D (and 2D) morphometric parameters. 
This step can be largely automated and requires 
little operator time. Although there is a long list 
of morphometric parameters available, not all 
need to be employed in any particular study. The 
meaning and utility of most generally used mor-
phometric parameters are discussed above.

There has been a tendency in the published lit-
erature on preclinical bone research for micro-
CT morphometric analysis to be confined to the 
simple parameters of bone volume and thickness 
and possibly surface area. Relatively few studies 
include parameters of complexity, surface curva-
ture and connectivity. This represents potentially 
an underutilisation of the value of 3D structural 
image data obtained by micro-CT imaging of 
bone disease models, as there are many more 
architectural parameters that can be informative. 
Part of the reason for this use of the basic param-
eters only is an argument that has been advanced 
in the bone micro-CT research community that in 
analysis of trabecular bone, many of the more 
apparently esoteric parameters (anisotropy, SMI, 
trabecular pattern factor, connectivity, fractal 
dimension, etc.) are strongly and linearly depen-
dent on percent bone volume. Thus the argument 
has been made that these parameters—while 
interesting aspects of 3D morphology and topol-
ogy—add little to the analytical power of the 
study.

This argument might have some truth in the 
analysis of long bone metaphyseal or vertebral 
trabecular bone for assessing osteopenia. But 
even here it is questionable—for instance, per-
cent trabecular volume can change with or with-
out changes to average trabecular thickness, 
depending on the bone site and biochemical cau-
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sation of the change. For example, Movérare 
et al. [37] found, in a study of sex hormone pro-
tection against trabecular osteopenia, that trabec-
ular enhancement via the oestrogen receptor 
(ERα) elevated both thickness and number den-
sity of trabeculae, while enhancement via the 
androgen receptor (AR) elevated trabecula num-
ber density only, leaving thickness unaffected.

However micro-CT analysis in bone preclini-
cal research is about much more than osteoporo-
sis only. There are several preclinical models of 
pathologies of bone disruption such as arthritis, 
tumour and fracture, as well as some transgenic 
models, where bone volume alone falls short as a 
parameter to indicate the disruption. To give a 
simple example, in bone tumour and tumour 
metastasis, some bone is lost due to osteolysis, 
while new pathological periosteal reaction bone 
structures are gained due to osteoblastic tumour 
cells. The net result, even in a bone significantly 
affected by tumour, can sometimes be little or no 
volume change, since some bone is lost and some 
added. However the tumour disruption has a pro-
found effect on the complexity and texture of the 
bone, since pathological structures are often 
much more finely textured, complex and highly 
interconnected or porous than intact bone. Thus 
parameters of complexity and connectivity can 
be orders of magnitude higher in tumour affected 
than control bones, where there is little or no dif-
ference in total bone volume. The same can be 
true of the pathological periosteal reaction in 
arthritis models and the callus in fracture models. 
In all these models of disruption, parameters 
indicating complexity and connectivity can serve 
as a “morphometric signature” of the disease pro-
cess and have much greater sensitivity to the 
prevalence of the disease process than volume or 
thickness alone.

In studies of human biopsied or autopsied tra-
becular bone, anisotropy- and MIL (mean inter-
cept length) tensor-related data [38] indicating 
spherical angle 3D orientation of structures, as 
well as spatial inhomogeneity (trabecular separa-
tion and its variation) [39], have been long known 
to improve prediction of mechanical properties of 
bone. However in a rodent, especially a mouse, 
the small volumes of trabecular bone reduce the 

analytical possibilities for parameters such as 
anisotropy—with one or two interesting excep-
tions. For instance, in fracture callus, the parame-
ter degree of anisotropy can be a useful indicator 
of the degree of callus remodelling and fracture 
healing. A non-fractured or a healed bone is a 
simple tube with a high anisotropy since it is an 
oriented structure. However, introduce a fracture 
and a callus, and the degree of anisotropy falls 
significantly due to the more disordered structure 
of the fracture and callus. The same is true of long 
bone diaphysis disrupted by bone tumour. In both 
these cases, degree of anisotropy can serve as a 
morphometric signature of the status of a healing 
fracture or of the severity of tumour damage.

In summary, micro-CT imaging and quantita-
tive 3D image analysis put in the hands of the 
bone researcher a powerful and flexible tool for 
visualising and quantifying the status of a disease 
model or transgenic animal. There are a great 
many disease models and a practically infinite 
number of potential transgenic models available 
for research. But there does not need to be a cor-
respondingly bewildering array of analysis and 
software solutions for these models—a specific 
solution (and commercial package or add-on) for 
each research model. What this article has shown 
is that there is a unifying “pipeline” methodology 
that allows the researcher themselves to develop 
effective solutions, with a single imaging and 
software environment, for every in vivo research 
model. Scientifically based creativity and imagi-
nation can release the full power of micro-CT 
analysis for every bone research laboratory, whose 
specific research methods and needs are always 
unique.
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Analysis of Fracture Callus 
Mechanical Properties 
Using Micro-CT

Burak Bilecenoğlu and Mert Ocak

6.1  Bone Tissue

The human body is composed of 74 bones form-
ing the axial skeleton, 26 of which are located in 
the spine, 22 of which are in the head skeleton, 25 
of which are in chest wall which form the ribs 
and sternum, and 1 of which is the hyoid bone. 
Sixty-four pieces of upper extremity bones and 
62 pieces of lower extremity bones which consist 
of 126 pieces of bones compose the appendicular 
skeleton. When six pieces of ear bones (ossicula 
auditoria) are added to these, a total of 206 bones 
form the human skeleton. The bones, which are 
the most rigid structure of the body after the 
teeth, weight approximately 15% of an adult 
human body, and the total weight of it is around 
approximately 5–6 kg [1].

Bone tissue is made of two main substances: 
organic substances (30–40%) which give flexibil-
ity to the structure of it and inorganic salts (60–
70%) which give rigidity to the structure. The 
inorganic portion of the bone forms calcium 
phosphate (CaPO4) (85%), calcium carbonate 
(CaCO3) (10%), magnesium phosphate (MgPO4) 
(1.5%), calcium fluoride (CaF4), calcium  chloride 

(CaCl), and alkali salts. Ninety-nine percent of 
body calcium is found in the bones, and this acts 
as a reservoir for metabolic calcium metabolism, 
whereas the phosphate content in bone structure 
is under the control of hormones and cytokines 
[1, 2].

Osteoblasts develop from mesoderm-derived 
stem cells and are found in bone marrow and 
some other connective tissues. Osteoblasts are 
responsible for the synthesis and mineralization 
of bone matrix; which then differentiate into 
osteocytes. The osteocytes are the essential struc-
tures that form the bone tissue, and they are dis-
persed within the bone matrix and are connected 
to each other by extensions to form a meshwork 
appearance. A bone volume of 1  mm3 contains 
approximately 700–900 osteocytes which are the 
most important cells that provide bone viability. 
The death of these cells triger the bone resorption 
as osteoclastic activity. Osteoclasts are responsi-
ble for the bone destruction during growth and 
formation [1, 2].

Bone tissue usually consists of bone substance 
(substantia ossea) and bone marrow (medulla 
ossea). The bone membrane (periosteum), which 
provides the feeding and repair of the bone, sur-
rounds all the faces of the bones except for the 
parts of the bones participating in articular sur-
faces. Arteries that supply the bone (nutrient 
arteries) enter the bone from the periosteum, and 
then the periosteal arteries supply the cortical 
bone by entering the bone from many points. For 
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this reason, if the  periosteum is  damaged the 
bone  loses its  supply and ability to repair. The 
ligaments, the tendons, and the muscles that con-
nect bones to each other attached to the bones via 
the periosteum. Another task of periosteum is to 
enable the transverse growth of the bone [2].

The inner side of the bones are covered with a 
membrane called endosteum. The nutrient artery, 
which generally in the middle of the shaft enters 
from different  points of each bone,  and passes 
through the cortical bone obliquely that supplies 
the trabecular portion and bone marrow. 
Metaphyseal and epiphyseal arteries supply the 
ends of each bone. The veins accompany to the 
arteries, but the veins are numerous than the 
arteries within the red bone marrow. In perios-
teum, there are many receptors that are responsi-
ble for nerve impulse which receive sense from 
periosteum following the vessels. Periosteum 
consists of two layers; an outer fibrous layer 
(stratum fibrosum) and inner osteogenic layer 
(stratum osteogenicum). The fibrous layer of the 
periosteum continues with the fibrous layer of the 
articular capsule at the articular surfaces. The 
osteogenic layer of the periosteum is rather rich 
than vessels and enables the transverse growth of 
the bone. The periosteum, as it contains too many 
receptors, is very sensitive to trauma [3].

6.2  Types of Bone Tissue

There are two types of bone tissue according to 
their mechanical and biological characteristics: 
primary (immature) coarse fibrous bone and sec-
ondary (mature) lamellar bone [4]. Immature 
bone creates an embryological skeleton, and it 
continuously replaces with mature bone during 
the development. During the repair process of 
fractures,  the immature bone forms the prema-
ture fracture repair tissue similar procedure 
how  happens during the development process. 
The  impaction and resorption process in the 
immature bone are faster, fibrils in the matrix 
that is collagen-structured exhibit an irregular 
sequence, and mineralization of the matrix 

forms an irregular shape when it is compared to 
the mature bone. The formation of the immature 
bone is being irregular that allows fracture callus 
to be distinguished from the mature bone tissue 
by creating an irregular image. The immature 
bone is softer and more easily deformed than the 
mature bone due to the irregularity and weak-
ness of the sequence in the collagen fibers, 
depending on the high water content and irregu-
lar mineralization [4]. There are two types of tis-
sue in the mature bone. A tight (cortical, 
compact) bone on the outer surface, and cancel-
lous (trabecular, spongy) bone part is located on 
the inner surface. Compact bone forms the outer 
layer that provides a connection with the Havers 
channels and Volkmann channels that contain 
vascular structures that  extend inwardly. The 
blood in the Havers channels supplies the osteo-
cyte cells through numerous small canals. The 
osteon structure of the long bones is aligned in a 
manner coherent with the long axis of the bone. 
The structure that tightly connects to the perios-
teum is the Sharpey’s fibers. The cancellous 
bone in the inner layer is similar to the structur-
ally tight bone and has a trabecular structure. 
Matured osteon units are only present in thick-
ened trabeculae. The facing inward layer of the 
trabecules is covered with resting osteoblast 
cells [3, 5].

The term bone quality is frequently used in the 
literature to describe the structural properties of 
the bone. Bone quality is often  associated with 
the trabecular bone structure [6]. Trabecular bone 
is the primary anatomic and functional structure 
of the cancellous bone. Bone quality is particu-
larly important for implants placed on the bone. 
Besides, the amount of the cortical bone affects 
the primary stabilization of the implant; the role 
of trabecular bone in implant success is very 
important because the vast majority of an implant 
placed in the bone remains inside of the cancel-
lous bone and is in direct contact with the implant. 
Bone contact and osseointegration can be mea-
sured by histomorphometric analysis. The histo-
morphometric analysis is a long-lasting and 
expensive method that can damage the analyzed 
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sample and not allow to use the same sample for 
another evaluation. Due to these disadvantages, 
three-dimensional microtomography techniques 
have been put into use as nondestructive, rapid, 
and reliable methods with the aim of analyzing 
the microarchitecture of cortical and trabecular 
bones [6–9].

6.3  Ossification (Osteogenesis)

Osteogenesis may occur in two different ways.
The first one is; undifferentiated mesenchymal 

cells which merge in the form of layers and turn 
into osteoblasts with “intramembranous ossifica-
tion” that develops by mineralizing and forming 
organic matrix. There is no cartilage model in 
this type of ossification. Flat bone formation, 
healing fractures with stable distraction methods, 
and long bone healing in children are examples 
of this type of ossification. The first point where 
the ossification begins in the mesenchymal tissue 
concentration is called the primary ossification 
center.

The second type of ossification is; “endochon-
dral ossification.” Long and short bones are ossi-
fied through this way. In this type of ossification, 
initially small bone models of hyaline cartilage is 
being form during the development of bone. The 
cartilage model is replaced by bone tissue over 
time with endochondral ossification. Unstable 
fractures heal in this way.

6.4  Healing of Bone Tissue

The deterioration of the anatomical integrity of 
the bone as a result of mechanical forces coming 
from outside or inside of the body is called a frac-
ture. The most remarkable feature of the fracture 
healing is that the repair tissue formed during the 
healing is in good quality bone tissue without 
developing the scar tissue when it is compared 
with the healing of the other tissues. Therefore, 
when defining the process of fracture healing, it 
can be called regeneration instead of restoration 

or repair [10]. The fracture developed in the bone 
leads to inflammation, repair, and remodeling 
process. Immediately after the development of 
the fracture, the inflammation process begins and 
the repair starts subsequently. Damaged cells and 
bone matrix in the process of repair will be recov-
ered  after that remodeling phase that is more 
long-lasting in comparison with the other two 
processes begins. The cells grow rapidly and the 
matrix synthesis constitutes the repair process in 
the area where the fracture fragments meet [11]. 
Inflammatory cytokines such as lymphocytes and 
macrophages are immigrating to the fracture site. 
The cytokines secreted by the inflammatory cells 
provide the formation of new vessels [11]. As 
inflammation decreases, necrotic dead tissues are 
removed, and fibroblasts appear in the region and 
begin to produce callus that is a new bone matrix 
and fracture union tissue. The fracture is a hema-
toma that initiates the progression of all these 
stages, allows the release of the cytokines, and 
emerges by the development of fracture, and 
there are scientific studies showing that the heal-
ing process has been disrupted by the loss of frac-
ture’s hematoma [12, 13]. There are studies 
about the mineral density that indicated the low 
density  in an extremity where fracture develops 
even after a well  fracture union [14, 15]. The 
fracture healing is divided into two types in terms 
of the method; direct fracture healing and indi-
rect fracture healing. Direct fracture healing is a 
type of fracture healing that is anatomically a 
reduced healing in the event that the tight detec-
tion is applied. Indirect fracture healing is a type 
that is seen more common than direct fracture 
healing. It is seen after the fractures that aren’t or 
can’t be reduced anatomically without being per-
formed tightly [16]. The stages of fracture heal-
ing are histomorphologically divided into 
sections as inflammation, soft callus, hard callus, 
and remodelation. These four phases of fracture 
healing are intertwined; however, it should be 
stated that  this staging is based on clinical and 
microscopic observations of fractures with soft 
tissue cover and with relatively low-energy 
mechanisms [10].
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6.5  Use of Micro-CT in Bone 
Researches

Imaging methods have been used for scientific 
purposes as well as for diagnostic purposes as 
technology evolves, in recent years. The voxel 
range of micro-CT is almost one million times 
smaller than normal tomography. It obtains the 
3D image of the object with detectors that have a 
high-resolution. In addition, micro-CT allows the 
visualization of the three-dimensional structures 
of anatomical structures and the necessary mea-
surements can be made without using the histo-
logical sample preparation steps . The integrity of 
the samples is not impaired and is not subjected 
to any chemical effect on the specimen (Fig. 6.1).

Several parameters such as bone trabecular 
thickness (Tb.Th), trabecular number (Tb.N), tra-
becular separation (Tb.Sp), bone volume (BV), 

total tissue volume (TV), trabecular bone ratio 
(BV/TV), structural model index that shows 
numeric characteristics of trabecular as three- 
dimensional (SMI), trabecular bone connections, 
number of trabecular nodes in each tissue volume 
(N.Nd/TV), and bone density that can be deter-
mined depending on hydroxyapatite amount can 
be calculated quickly and reliably by high- 
resolution 3D micro-CT.

In the literature, the use of micro-CT has 
become widespread in the studies that are done in 
order to evaluate implants and assessment of 
implant-bone circumference. Many researchers 
have used three-dimensional microtomography 
in order to assess implant and the bone surround-
ing the implant (union between the implant sur-
face and bone osseointegration) and obtain 
approximately the same results. Although some 
analyses can be made regarding the implant and 

a

c d

b

Fig. 6.1 Three-dimensional reconstruction of bones using micro-CT (human; (a) temporal bone, (b) zygomatic bone, 
(c) mandible, (d) talus)
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surrounding bone by 3D micro-computed tomog-
raphies, these analyses can also be affected nega-
tively by metal artifacts  and, miscalculation of 
bone density that is caused by titanium implant 
absorbing more X-rays than the bone and scatters 
it to the surrounding tissue [17–20]. Moreover, it 
is also possible to evaluate the stress of the 
implant on the trabecular and cortical bone by 
performing finite element analysis with digital 
data obtained by micro-CTs [20].

Mulder et  al. used the micro-CT method in 
order to examine the structure of pig condyle, the 
mineralization, and the trabecular bone develop-
ment. According to their study, the remodeling 
on the anterior and posterior aspect of the man-
dible condyle was different from each other and 
that the remodeling of the posterior aspect of the 
condyle was larger. The study showed  that tra-
becular bone volume and thickness is more in the 
body of the mandible and the quantity of miner-
alization in the anterior and posterior side of the 
condyle is the same, but more mineralization in 
the body of the mandible [19].

Tissue engineering is a multidisciplinary 
approach that forms a lost tissue or organ again 
which aims them to function. The use of micro-
computed tomography in tissue engineering has 
become popular in recent years in order to inves-
tigate the materials forming the tissue skeleton. 
Micro-CT is mainly widely used in examining 
the material structure that constitutes the skeleton 
of the tissue and the amount of bone growth in 
materials such as polymeric and calcium phos-
phate in evaluation as in  vitro [21]. Three- 
dimensional data presents more effective 
information compared to the two-dimensional 
inspection. Micro-computed tomography allows 
getting information about the material of lost tis-
sue skeleton as well as investigation of the 
acquired tissue [22].

Dharan et  al. [23] compared the effect of 
porous titanium granules on sinus augmentation 
by using different graft materials and using 
micro-computed tomography. For this, they made 
comparisons by using the parameters such as 
bone volume (BV), total tissue volume (TV), tra-
becular bone ratio (BV/TV), trabecular number 
(Tb.N), trabecular separation (Tb.Sp), trabecular 

thickness (Tb.Th), structural model index that 
shows numeric characteristics of trabecular as 
3-dimension (SMI), trabecular bone connections, 
the number of trabecular nodes (N.Nd/TV), and 
bone density in each tissue volume. They empha-
sized that porous titanium granules provide space 
for the new bone formation and this may be 
effective in long-term success [23].

6.6  Use of Micro-CT in the 
Research of Bone Healings

Bone samples can be scanned in micro-CT with 
dry or distilled water in the tube. Dry scanning is a 
classic and fast method for micro-CT, and it is 
widely used for samples that are not affected by 
heat. The sample can be fixed to the center of the 
stage with a radiolucent substance, following  the 
scan operation is performed. The wet screening is 
recommended if samples are wanted not to be 
affected by heat or if the samples are to be sub-
jected to histopathological analysis after the 
micro-CT procedure. Additionally, wet scanning 
absolutely must be made in a tube in order to be 
able to make an analysis of the bone mineral den-
sity (g/mm3).

Generally, aluminum or copper filters are used 
in order to review the bone samples and to mini-
mize radiologic artifacts during scanning. The 
samples are being scanned at 360° rotation, and 
high-resolution scans 33 μm or the smaller cross 
section are recommended for resulting the analy-
sis correctly. The resulting images automatically 
are converted to 8-bit gray axial images by the 
software. Bone components are determined on 
axial images, and upper and lower limits are 
determined for analysis. ROIs (regions of inter-
est) are selected by determining bone regions in 
axial images that lie within these limits. The 
white and black pixel ranges in the ROI are deter-
mined by setting histogram as semiautomatic, 
and global thresholding process is performed 
between these reference ranges for the automatic 
analyses in the next stage. If it needs to be 
expressed more clearly, the gray image of the 
ROIs in the respective range is pixelated as black 
and white dots. Total tissue volume, total bone 
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volume, bone surface area, and the percentage 
rate of bone tissue further can be measured, and 
analysis of trabeculae structure mentioned earlier 
can be performed (Fig. 6.2). Please see chapter 5.

A robust old and mature bone can easily be 
distinguished from the healing tissue in the newly 
formed cartilage or immature callus during the 
global thresholding procedure. Similarly, the 
outer cortical bone can be differentiated easily 
trabeculae of bone located inside by selecting the 
correct field during the process of ROI. All these 

bone tissues can be analyzed together or sepa-
rately (Fig. 6.3).

Several studies were made accrodinf to 
fracture calculus. Shefelbine evaluated fractures 
by using micro-computed tomography and 
images with the finite element analysis method. 
In this study, A torsional fracture in the mouse 
femurs was made and, following scans were per-
formed from fracture calluses to determine 
three-dimensional geometry and material prop-
erties for finite element models in the third and 
fourth weeks following recovery. The area, stiff-
ness, and mineral density of these calluses were 
calculated [24].

Bosemark also examined the anabolic use with 
autograft treatment in bone fractures using micro-
CT.  He performed the same type of autograft 
implementation by creating the same type of frac-
ture indifferent mice groups using an anabolic 
substance or physiological salt water [25].

Reynolds et al. also compared the treatments 
with autograft and allograft in a similar study on 
mice using micro-CT.  They made a volumetric 
analysis of the callus tissue and estimated biome-
chanical predictions [26].

Ezirganli et al. investigated the different types 
of bone graft effect of the healing on New 
Zealand rabbits. They analyzed the amount of 
new ossification with the micro-CT method and 
supported their studies with histomorphological 
tests. They declared that there were no statistical 

Fig. 6.2 Demonstration of the newly formed bone tissue, 
bounded by titanium barrier, in two-dimensional, respec-
tively, coronal, sagittal, and axial sections (rabbit 
calvaria)

Fig. 6.3 3D reconstruction of the newly formed bone tissue bounded by titanium barrier (rabbit calvaria)
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differences between the two methods during 
their studies [27].

Morgan et al. suggested that quantitative data 
from the newly formed callus to be obtained 
using micro-CT are more reliable than other 
methods. They followed different experimental 
conditions that changed postfracture recovery 
with micro-CT imaging and torsion test. In their 
research, total tissue volume (TV), bone volume 
(BV), trabecular bone ratio (BV/TV), bone min-
eral content (BMC), tissue mineral density 
(TMD), standard deviation (σTMD), active 
mineral density polar moment of inertia (Jeff), 
torsional strength, and torsional rigidity were 
calculated [28].

Yang et al. analyzed the callus tissue charac-
teristics by micro-CT and Fourier transform by 
infrared imaging spectroscopy (FT-IRIS) in their 
research. Tissue mineral density (TMD) and bone 
volume fraction (BVF) analysis were performed 
in their research and stated both techniques are 
comparable [29].

Nyman et al. evaluated the quantitative mea-
surements of the rat femoral fracture repair on 
micro-CT images as well. They analyzed the cal-
lus formation at three separate points in the same 
long bones. They specified these three points 
separately by the ROI operation, and among 
them, they calculated the volume of total callus 
(TVcallus), the volume of mineralized callus 
(BVcallus), and the volume of total callus 
(BVcallus/TVcallus) in mineralized tissue frac-
tion and callus (mBMDcallus) containing the 
mineralized tap volumetric BMD (g/cm3) [30].

Studies with human samples in the literature 
are also available. Thomsen et al. compared the 
stereological measurements of the trabecular 
bone structure with three-dimensional micro-CT 
images and two-dimensional histological sec-
tions in human proximal tibial bone biopsies. 
The study revealed high correlations between 
data that gained from conventional 2D cross sec-
tion and 3D micro-CT and measurements of the 

bone structure. 3D micro-CT showed that bone 
structural evaluations can be used instead of 
conventional histological sections [31].

Figures 6.4 and 6.5 are related with callus 
formation in the healing process of long bone 
fractures and newly formed bone tissue with 
graft treatment (Figs. 6.4 and 6.5).

Fig. 6.4 Callus formation in the healing process of long 
bone fractures (rat femur)
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absorptiometry
DPD Deoxypyridinoline
FEA Finite element analysis
L1–L4 Lumbal 1–4 vertebra
Lc.N/TV Lacunar density
Lc.V/TV Lacunar porosity
NTX Type I collagen cross-linked 
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SAMP6 Senescence-accelerated mouse 

P6
SHAM Sham-operated
SMI Structural model index
Tb.N Trabecular number
Tb.Pf Trabecular pattern factor

S. Körmendi (*) · B. Vecsei 
Faculty of Dentistry, Department of Prosthodontics, 
Semmelweis University, Budapest, Hungary
e-mail: kormendi.szandra@dent.semmelweis-univ.hu;  
vecsei.balint@dent.semmelweis-univ.hu 

K. Orhan 
Faculty of Dentistry, Department of Dentomaxillofacial 
Radiology, Ankara University, Ankara, Turkey

Faculty of Medicine, OMFS IMPATH Research 
Group, Department of Imaging and Pathology, 
University of Leuven, Leuven, Belgium

Oral and Maxillofacial Surgery, University Hospitals 
Leuven, University of Leuven, Leuven, Belgium
e-mail: knorhan@dentistry.ankara.edu.tr;  
kaan.orhan@uzleuven.be 

C. Dobó-Nagy 
Faculty of Dentistry, Department of Oral Diagnostics, 
Semmelweis University, Budapest, Hungary
e-mail: dobo-nagy.csaba@dent.semmelweis-univ.hu

7

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16641-0_7&domain=pdf
mailto:kormendi.szandra@dent.semmelweis-univ.hu
mailto:vecsei.balint@dent.semmelweis-univ.hu
mailto:vecsei.balint@dent.semmelweis-univ.hu
mailto:knorhan@dentistry.ankara.edu.tr
mailto:kaan.orhan@uzleuven.be
mailto:kaan.orhan@uzleuven.be
mailto:dobo-nagy.csaba@dent.semmelweis-univ.hu


88

Tb.Sp Trabecular separation
Tb.Th Trabecular thickness
TMD Tissue mineral density
TRACP-5b Tartrate-resistant acid phospha-

tase 5b
TV Tissue volume
VOI Volume of interest

7.1  Introduction: Osteoporosis

Osteoporosis is a systemic bone disease that 
occurs along with low bone density, loss of bone 
and the lesion of the microarchitecture of bone 
tissue, resulting in an increase in bone fragility.

Around 200 million people are affected in civi-
lized societies worldwide, and a significant surge 
in this number can be expected in the future. An 
even more alarming data is that only a low per-
centage of patients will be getting treated. This 
number is around 10%, although we know that the 
average lifespan of a woman with osteoporosis is 
4 years less than of someone not having this dis-
ease. Two thirds, according to some other data 
three quarters of all patients are women which can 
derive from various presumed reasons. Firstly, the 
initially thinner and lower-weight bone structure 
[1] can be mentioned; secondly, women due to 
postmenopausal oestrogen deficiency are more 
prone to bone loss; and thirdly, in almost all popu-
lations, women live longer than men so their pro-
portion with the progression of age grows at the 
expense of men [2]. All these data along with the 
fact that following cardiovascular diseases, mus-
culoskeletal disorders impose the greatest burden 
on the economy and on the society contributed to 
the fact that the World Health Organization initi-
ated by Swedish orthopaedists announced the 
Bone and Joint Decade first between 2000 and 
2010 and then the second time between 2011 and 
2020. The initiative joins together 65 countries, 
and it is supported by 750 associations. Its aim is 
to reduce the economic and social burden caused 
by musculoskeletal diseases by improving preven-
tion, diagnosis and treatment of these diseases.

Types of osteoporosis can be classified in dif-
ferent ways: based on the dynamics of bone 

building and bone degeneration, we differentiate 
low, normal and high turnover osteoporosis; sec-
ondary and primary types can also be differenti-
ated depending on the fact if the osteoporosis is a 
result of another primary disease or it is a sepa-
rate clinical picture; also there is Type I (post-
menopausal) and Type II (senile) classifications.

7.2  Role of Micro-CT 
in Osteoporosis Research

Micro-CT is a widespread tool used for observing 
the changes in the microarchitecture of the bone 
tissue; thus the pathology of osteoporosis and the 
effects of treatments can be well examined by it. It 
is primarily used in in  vitro examinations, but 
there is opportunity for in vivo experiments too. 
The sample used for the examination can be of 
human as well as of animal origin (Fig. 7.1).

7.2.1  Human Researches

In micro-CT studies, due to the size of the sample, 
mainly in the case of in  vivo studies, they are 
mostly animal-derived, but we can also find many 
human studies. The importance of selecting the 
location of sampling is shown by the research of 
Eckstein and his colleagues. One hundred sixty- 
five samples taken from human cadavers were pro-
cessed using micro-CT.  The locations of the 
sampling were the distal radius, the femoral neck 
and trochanter, iliac crest, calcaneus and second 
vertebral body, where in each case the volume of 
interest (VOI) was a 6-mm-diameter and 6-mm- 
long cylinder examined with a 26 μm voxel. At the 
distal radius and at the femoral neck, the trabecular 
bone had a more plate-like structure, thicker tra-
beculae, higher trabecular number (Tb.N), smaller 
trabecular separation (Tb.Sp), higher connectivity 
and higher degree of anisotropy (DA) by men than 
by women. The trochanter shows more plate-like 
and thicker trabeculae by men. The calcaneus, the 
iliac crest and the lumbal 2 (L2) vertebra show no 
difference between the two genders [3].

In 2003, Dufresne et al. examined the effect of 
risedronate in placebo-controlled test on the 
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 samples taken from the hip bone. After 1 year of 
treatment, it was found that the percentage of 
bone volume (BV/TV) decreased by 20%, the 
Tb.N decreased by 14% and Tb.Sp increased by 
13% compared to the baseline in the group taking 
placebo, while by the ones taking risedronate, it 
did not appear to have significant differences 
compared to baseline values. However, during 
this time, the bone mineral density (BMD) mea-
sured with dual energy X-ray absorptiometry 
(DEXA) in the lumbar spine section decreased 
only by 3.3% among placebo users [4].

Arlot et  al. treated postmenopausal patients 
with strontium ranelate or with placebo in a 
3-year follow-up study. With the help of micro-
 CT, they analysed transiliac bone biopsy at the 
end of the research, and it was found that com-
pared to the placebo group by the strontium 
ranelate consumers, structural model index (SMI) 
significantly improved and Tb.Sp significantly 
decreased, while cortical thickness (Ct.Th) and 
Tb.N increased [5].

The effectiveness of treatment with human 
parathyroid hormone (PTH) was also tested in 
placebo-controlled research; in a micro-CT anal-
ysis of the sample obtained with hip biopsy, there 

it was found that BV/TV was 44%, Tb.N 12%, 
and trabecular thickness (Tb.Th) 16% higher 
compared to the values of the placebo group at 
the end of the 18-month-long treatment [6].

Yamashita-Mikami et  al. examined the bone 
structure of the alveolar spongiosa taken from the 
site of implants to be implanted in place of the 
molars or premolars of the lower jaw among pre-, 
post- and late postmenopausal women with 
micro-CT. Besides that, they also examined bone 
turnover markers (type I collagen cross-linked 
N-telopeptide (NTX), bone-specific alkaline 
phosphatase (BALP), osteocalcin (OC), 
deoxypyridinoline (DPD)). The BV/TV was sig-
nificantly smaller, the trabeculae were more sep-
arated and more rod-like at the postmenopausal 
group than in the premenopausal and all bone 
parameters showed correlation with at least one 
bone turnover marker [7].

7.2.2  Rat Studies

Because none of the animal models are fully suit-
able for modelling osteoporosis, since 1994 FDA 
requires any potential new therapy to be verified 

SHAM OVXFig. 7.1 Representative 
samples from mice 
femur in the case of 
ovariectomy or sham 
operation
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in experiments conducted on at least two differ-
ent animal species before proceeding further [8]. 
Osteoporosis models can be created medically 
(e.g. dosage of oestrogen receptor antagonist [9], 
gonadotropin release hormone agonist [10]) or 
surgically. However, besides these, an immobili-
zation model (created surgically, e.g. with neu-
rectomy [11] or with tenotomy [12], or in a 
conservative way, e.g. with hindlimb [13]), or a 
model created by interfering in their nutrition 
(e.g. a low-calcium diet [14]), can also be found 
in the literature [15]. The ovariectomized rat 
model was used even before 1973, and then in 
1992 it was confirmed that it might be useful in 
modelling postmenopausal osteoporosis [16]. 
This model, along with its known errors, repre-
sents the gold standard even today. Surgical tech-
niques can also be of several types: both ventral 
or dorsal approaches are possible [17] (Fig. 7.2). 
Techniques can also be combined (e.g. simulta-
neous application of ovariectomy and low doses 
of calcium intake [18]).

Caution should be taken however when choos-
ing the age of the animals, since with age the 
modelling changes into the remodelling in cases 
of both spongiosa and cortical in the rats’ skeletal 
system [19]. Studies show that the examination 
of remodelling is possible in rats after 12 months 
of age in cases of the lumbar vertebrae and the 

tibia proximal metaphysis, because by this time 
this is the dominant activity in the case of the 
spongiosa and the cortical [20]. As long as mod-
elling dominates, areas adjacent to proximal tibia 
epiphysis nearby the growth plate cannot be used 
for densitometry, tomography or histomorphom-
etry, since length growth can still be experienced 
in the bones. In female rats this process ends in 
the case of tibia by the age of 15 months and in 
the case of lumbar vertebrae by the age of 
21 months [20]. Bone loss does not develop at the 
same pace at different test locations in the spon-
giosa: 14  days after ovariectomy by the tibia 
proximal metaphysis; 30 days after by the femo-
ral neck; and 60 days after by the body of lumbar 
vertebrae, a significant change can be seen. On 
the contrary after the ovariectomy, the thickness 
of the cortical bone decreases significantly, in 
180 days in the case of the tibia and 90 days in 
the case of the femur [20]. The rate of bone loss 
in respect of the whole organism is also of alter-
ing dynamics: rapid bone loss is experienced in 
the first 100 days. This is followed by an interme-
diate period where, at an osteopenia level, a rela-
tive stabilization occurs in the spongiosa and then 
after 270 days a slower bone loss is experienced 
[21]. When analysing the cortical bone, the fact 
that for a long time Havers remodelling could not 
be demonstrated in rodents posed a problem. It 
can be experienced that the cortical increases 
from the periosteum’s side and gets thinner from 
the endosteum side [22]. Further studies have 
confirmed that Havers system can be found also 
in the rats’ cortical: they are large, highly inter-
connected and irregular in the endosteal region, 
while the canals in the periosteal region are 
straight and small [23].

Micro-CT is suitable for both in  vivo and 
in vitro examinations in the case of animals this 
size, as well as several types of sampling places 
can be used: may this be in the area of the tibia, 
femur, vertebrae, and mandible.

It was an in  vivo examination of Brouwers 
et al., when they were examining the parathyroid 
hormone (PTH) treatment’s effects in an ovariec-
tomized (OVX) rat model. Immediately after the 
surgery and then on the 8th, 10th, 12th and 14th 
week, micro-CT examinations were conducted Fig. 7.2 The dorsal ovariectomy technique
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under general anaesthetic, in order to cross- 
reference the proximal tibia meta- and its 
 epiphysis’s microstructure. At both areas the 
growth of the Tb.Th was found as an effect of the 
therapy. Tb.N grew only in the epiphysis during 
the time of the longitudinal examination. It was 
found, therefore, that the two areas react differ-
ently to the therapy and firstly bone is to be 
formed where due to the increased force it is 
most necessary and only after that at all other sur-
faces. During the PTH treatment, the cortical 
bone mass was continuously increasing [24], in 
accordance with other studies [25].

Dai et al. studied the changes of the alveolar 
bone in the area of the maxilla in the ovariecto-
mized rat model in vitro. Twelve weeks after the 
ovariectomy and the sham-surgery (SHAM), the 
animals were examined, and their maxilla was 
removed; in order to examine the alveolar bone 
between the roots of the upper first molar by 
using micro-CT, a histological examination was 
also performed. Compared to the BMD, BV/TV 
and Tb.Th values of the sham-operated group, 
significantly smaller values were measured at the 
ovariectomized group. Based on their results, it 
can be concluded that changes created during 
ovariectomy can be observed in the maxilla spon-
giosa the same way like in other bones [26].

Ovariectomized rat models are not only used 
in micromorphological investigations, but most 
of the time, biomarkers are also examined along 
with the aforementioned. This is how it happened 
in Yoon et al.’s in vitro research, where OC and 
BALP levels were examined in the serum, which 
are the sensitive indicators of bone formation, 
and C-telopeptide of type I collagen (CTX), 
which is the marker molecule of bone degrada-
tion. They found that in the OVX group com-
pared to the SHAM group, a 75.4% higher level 
of osteocalcin and a 72.5% higher level of CTX 
level were detected. The increased values of 
resorption markers indicate the activation of bone 
resorption in postmenopause, which can be 
explained by oestrogen deficiency. Bone forma-
tion increases due to the elevated number of bone 
building, starting in the bone lacuna. The osteo-
porotic bone develops because the balance among 
these processes shifts. As a result of all these 

changes, an osteoporotic bone was found, in this 
case, while the L4 vertebra was examined and 
mechanical testing was done. In the case of the 
spongiosa, there was a significant difference 
between the groups in respect of the Tb.Th, BV/
TV and the Tb.Sp, as well as in the case of the 
cortical bone mineral density (Cr.BMD) [27].

Besides studying the spongiosa, examining 
the cortical bone keeps gaining greater and 
greater importance. By using the ovariectomized 
rat model, Sharma et  al. have also studied the 
spongiosa and the cortical bone structures on the 
tibia proximal meta- and epiphysis. In line with 
most of studies, they found that the BV/TV, 
Tb.Th and Tb.N significantly decreased in the 
OVX group in respect of the spongiosa, while 
Tb.Sp and SMI significantly increase. In respect 
of the cortical, they found that vascular canal 
porosity (Ca.V/TV) and canal diameter (Ca.Dm) 
in both the anterior and the posterior region 
increase in the OVX group, which may contrib-
ute to the increased fragility of the osteoporotic 
bones. In contrast, lacunar porosity (Lc.V/TV) 
and lacunar density (Lc.N/TV) did not show sig-
nificant differences between the groups [28].

Bone lesions developed due to oestrogen defi-
ciency were studied in rats’ mandible by Ames 
et al. They found that in the OVX group in the 
alveolar bone, the variability of the value of tis-
sue mineral density (TMD) is greater than in the 
control region, which was designated to represent 
the bone part of the mandible, which is not an 
alveolar bone, and neither the internal nor the 
external borders. Oestrogen deficiency increases 
the level of bone remodelling, and consequently, 
the variability of TMD also increases. The vari-
ability in the alveolar bone increased even more 
compared to this, presumably due to the chewing, 
what makes bone remodelling here quite active 
anyway [29].

The cortical of the mandible in the ovariecto-
mized rats was found significantly thinner by 
Yang and his colleagues compared to the sham- 
operated animals. However, 12  months were 
required for this change [30].

Mavropoulos et al. compared the microarchi-
tecture and bone mineral density (BMD) of the 
mandible and the proximal tibia. The rats were 

7 Micro-CT in Osteoporosis Research



92

ovariectomized or sham-operated and were pair- 
fed isocaloric diets containing either 15% or 
2.5% casein. The animals were given 100 IU/kg 
body weight vitamin D in peanut oil every day. 
Seventeen  weeks after the surgery, blood was 
sampled to determine the IGF 1 and OC levels, 
and they were exterminated. They worked with a 
16 μm voxel size in the case of both bones. The 
mandible VOI was drawn between the roots of 
the molars and the root of the incisor. The follow-
ing differences were found: in the members of 
the SHAM group by a low protein intake, the 
mandible BV/TV decreased with 17.3%, and the 
tibia BV/TV decreased with 84.6%. By normal 
protein intake in the OVX group, the decrease of 
the mandible BV/TV was 4.9%, as opposed to 
the 82% decrease of the tibia (p < 0.001). A pos-
sible explanation of the deviation may be that the 
mandible’s alveolar bone structure is stimulated 
the continuous chewing, with this protecting the 
microstructure of this area [31].

Kozai et al. were investigating the impact of 
the glucocorticoids on the bone structure on the 
mandible and femur. BMD values were mea-
sured by pQCT in both bones. They were also 
analysing the structure of the spongiosa (voxel 
size 32 μm) from the first molar root through 
100 slices by micro-CT.  They found a strong 
correlation between the mandibular and femoral 
cortical bone mineral content (BMC): steroid 
treatment significantly reduces the value of the 
BMC and the thickness of the cortical in the 
mandible and the diaphysis of the femur. At the 
same time, in the trabecular structure of the 
mandible, no significant changes were observed. 
The microstructure of the femur was not investi-
gated [32].

Blazsek et al. created an interesting rat model 
where implants were placed in tail vertebra and 
treated with aminobisphosphonate. They pub-
lished a surprising result that the rat tail vertebra 
was poor in the bone marrow parenchyma but 
rich in bone forming and resorbing cells. This 
means that rat tail vertebra is an ideal microenvi-
ronment in preclinical investigation where drug 
affecting bone metabolism can be examined 
without drug interactions with bone marrow cells 
just like in the mandible [33].

In light of the above-mentioned researches, it 
can be seen that within even a single bone, the 
change of the bone structure can be differing, in 
osteoporosis models created in different ways.

7.2.3  Mice Studies

Among all animal models, the mouse model is 
the second most common in osteoporosis 
research. But while in most rat studies, we meet 
examinations of the micromorphological changes 
caused by ovariectomy and consequential oestro-
gen deficiency, genetically modified mice experi-
mental researches are carried out more frequently 
among mice. Experiments are usually done on 
young, 8-week-old mice. Mice do not develop 
menopause, but as they grow older, they eventu-
ally become acyclic. Due to their extremely 
diverse genetic properties by each mice species, 
slightly different bone physiological characteris-
tics can be seen.

The bone structure of mice responds similarly 
to ovariectomy as rats: for example, the stock 
loss of spongiosa in the proximal metaphysis of 
tibia is 50% in 5 weeks at Swiss-Webster mice 
[34]. C57BL/6J is another commonly used mice 
type. The increase of the femur ends in the 6th–
7th  month. However, the increase of the intra-
medullary and the deceleration of bone building 
are already common at 12-week-old mice (cor-
responding 40 human years), and these processes 
result in thinner cortex [35]. Glatt et al. also call 
attention to the fact that in this tribe the BV/TV 
value reaches its maximum in the metaphysis of 
bones when the animals are in 6–8 weeks of age. 
From that point there is a slow but continuous 
decrease during their aging even without any 
bone metabolism influencing factors [36]. 
However, the cortical bone mass of BALB/c mice 
does not start to decrease until they reach the age 
of 20  months [37]. Senescence-accelerated 
mouse P6 (SAMP6) is used for the modelling of 
senile osteoporosis. This is the species that 
attracts attention because microscopic changes in 
the trabecular bone structure of vertebrae can be 
observed earlier than in the spongiosa of tibia and 
femur, but the bone changes of the cortical are 

S. Körmendi et al.



93

not significant compared to SAMR1 mice of the 
same age [38].

The femur [39], tibia [38], lumbar vertebra 
[40] and less often the mandible [41] are the most 
commonly investigated areas in the case of spon-
giosa in mice as well (Fig. 7.3).

Sheng et al. examined the effect of zoledro-
nate on osteoprotegerin-deficient mice. Mice 
received zoledronate or the medium for 4 weeks. 
BALP and tartrate-resistant acid phosphatase 5b 
(TRACP-5b) levels were determined from 
serum with ELISA, and after that the animals 
were exterminated and the mandible and tibia 
were removed. Values of BALP and TRACP-5b 
of KO mice were significantly higher than the 
ones of the wild type or ones that had received 
zoledronate. As an effect of zoledronate treat-
ment, high values of BALP and TRACP-5b 
decreased among KO mice. Both bones were 
examined using 7-μm-wide voxel size. VOI 
expanded from the mesial edge of first molar 
until the distal edge of third molar during the 
examination of mandible spongiosa, except the 
teeth and the cortical. A 1.5-mm- X 1.5-mm-
wide area was marked out between the lower 

and the upper barrier on the buccal side of the 
mandible body during the examination of the 
cortical. In the case of the KO mice in the man-
dible, the BV/TV by 31%, Tb.Th by 60%, con-
nectivity density (Conn.D) by 66% and Tb.N by 
21% became lower, while the bone surface/bone 
volume ratio (BS/BV) by 61%, Tb.Sp by 37% 
and SMI by 114% became higher than in the 
wild type. In the case of the tibia in KO mice, 
BV/TV by 93%, Conn.D by 87% and Tb.N by 
88% became lower, while SMI became higher 
by 82% than in wild type. Porosity grew dra-
matically in the mandible cortical region of KO 
mice. Lower involvement of the mandible spon-
giosa in the alveolar area was seen compared to 
long bones [42].

Six weeks after the ovariectomy and sham sur-
gery of C57BL/6 mice, a 0.8-mm-diameter-wide 
cortical bone defect was created into the middle 
diaphysis of the right femur of those mice that 
were not exterminated. Its changes then were 
examined in  vivo on the 0, 3, 7, 10, 14 and 
21  days after the surgery. When these animals 
were exterminated as well, procollagen type 1 
amino-terminal propeptide (PINP) and CTX with 

Fig. 7.3 Several types of sampling place (e.g. mouse femur and mandible)
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ELISA were determined, and several expressions 
of more genes were also investigated (i.e. type I 
collagen, OC). In vivo micro-CT analysis gave 
the result that bone volume fraction was signifi-
cantly lower in the defect and intramedullary 
areas in the OVX group between day 10 and 20. 
It seems that intramembranous ossification was 
damaged in the osteoporosis caused by the OVX 
[43].

7.2.4  Other Animal Models 
in Osteoporosis Research

Most commonly used postmenopausal animal 
models were elaborated on rodents which usually 
means the ovariectomization of the animals. 
However, these models are often criticized in 
respect of what kind of significant differences 
there are between rodents’ and humans’ bone 
metabolisms. Critics firstly emphasize the fact 
that rodents don’t have menopause, so it is artifi-
cially created for the experiment, and they also 
differ in their remodelling. That is why, less often 
though, there are a few researches done on other 
mammals too. The execution of these is more 
complicated, and their process time is longer than 
by rodent models.

Not surprisingly, primates are very similar to 
humans in respect of hormonal and bone struc-
tural changes. These animal species have similar 
menstruation cycles to humans, and they can 
reach menopause, only at a much later age [44]. 
The ovariectomized or sham-operated cynomol-
gus apes were selected as subjects of the experi-
ment by Binte Anwar et  al. Seventy-six  weeks 
after the surgeries, the mandibles and L2–L4 
vertebrae were scanned, and the microarchitec-
ture of the area between the second molar and of 
vertebrae was compared. SMI growth was found 
in the alveolar bone of the OVX group, and an 
increasing number of pores were found towards 
the top of alveolus. A positive correlation 
between the damage in the structure of the alveo-
lar bone and the microarchitectural condition of 
the vertebrae was also detected, which observa-
tion is of great significance from a parodonto-
logical aspect [45].

Effects of drugs used in osteoporosis are being 
tested on ovariectomized models of cynomolgus 
apes, for example, the romosozumab by Ominsky 
et  al. [46]. The developed OVX model was 
applied on rhesus apes [47] and on baboons [48], 
especially for the micro-CT investigation of lum-
bar and thoracalis vertebrae’s micromorphology. 
During the test done on baboons, tight correlation 
was observed between the histological and 
micromorphological changes of vertebra T12; 
however, histology was determined as a more 
sensitive process than micro-CT, at least when 
the number of cases is low [48]. It must be taken 
into account that these models require animals 
aged 8–22 years, and the duration of experiments 
is 12–24 months.

Minipigs have been used for a long time in 
various ways in the research of osteoporosis [49] 
or bisphosphonate-related osteonecrosis of the 
jaw (BRONJ) [50] research. The advantage of the 
pig model is they have a well-developed Havers 
canal system and their oestrous cycle duration is 
approx. 20 days, but a disadvantage is the rela-
tively low amount of data available of the ovari-
ectomized model [44]. Attention is being drawn 
in the case of model OVX that while with cyno-
molgus apes the animals should be older than 
9 years, when the operation takes place, minipigs 
can be operated when they are only 10–18 months 
old. When testing different medicines, it should 
be taken into account that a 16 months’ dosage at 
minipigs and cynomolgus apes equals 4 years in 
the case of human testing [51].

Bone resorption and formation markers raise 
significantly in 3–4 months at sheep [52]; these 
animals have Havers canal system, and their oes-
trous cycle duration is 14–21 days. However, it 
can be a problem that they are able to spontane-
ously lose bone volume during the winter because 
of the decreased bone formation [44]. In the case 
of a combined model, microstructural bone 
changes develop over 6 months, as it happened in 
the case of Lill et  al. while they were working 
with sheep aged 7–9 years. Animals were divided 
into four groups according to the treatment they 
had gone through (simulated surgery/ovariecto-
mization/calcium/vitamin D/methylpredniso-
lone). Their BMD was determined every 
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2 months; then 6 months after the surgeries, the 
animals were exterminated; and the central 
located biopsy—taken from vertebrae L3 and 
L4—was analysed with micro-CT.  Results 
showed that at this species the combined 
 procedure is the most expedient as well, because 
the ovariectomized, calcium- and vitamin 
D-withdrawn but methylprednisolone-injected 
group had the largest BMD, Tb.Th and Tb.N 
decrease [53].

Neither is the rabbit model common, but 
Baofeng et al. worked with this model in 2010. 
Actually, this experiment is very similar to the 
model of Castaneda et al. [54]. It is a combined 
model too: osteoporosis was created with the 
simultaneous ovariectomy and glucocorticoid 
dosage. BMD in vivo was measured three times, 
animals were exterminated 10  weeks after the 
first surgery and the microarchitecture of verte-
brae L3 and L4 were examined, as well as 
mechanical test was run on them. Their outcomes 
proved that this model is advantageous from 
many aspects: active Havers remodelling takes 
place in the bones of the rabbit, this species 
reaches bone maturity quickly (7–8 months) and 
besides the time scale of this model is relatively 
fast (10 weeks) [55].

The advantages of examinations done on 
dogs are that dogs have Havers canal systems 
and their intracortical remodelling is the same 
as the one found in the human’s bone system. 
There are disadvantages to be found as well; 
judgements of microstructural changes occur-
ring after ovariectomy can vary because dogs 
only have one oestrous cycle per year [44]. 
Even so the ovariectomized dog model is useful 
[56]. Effects of bisphosphates on lumbar verte-
bra’s (L1) spongiosa’s microarchitecture and 
on its changes were tested on female beagles 
aged 1–2  years. The control group did not 
receive anything, while the second group 
received risedronate and the third received 
alendronate for a year in high concentrate. 
Micro-CT examinations gave the outcome that 
microstructure moved towards the plate-like 
model as a consequence of the treatment and 
the bone structure became denser compared to 
the control [57].

Siu et al. worked with a goat model. Averagely 
aged 3.4-year-old Chinese mountain goats were 
ovariectomized and then kept on low-calcium 
diet for 6  months. Important selection criteria 
were the growth zone’s completion of the distal 
femoralis and the proximal tibia. Both the micro-
 CT testing and the BMD determination were 
done on a biopsy of iliac crest at the beginning 
and then 6  months later. BMD decreased by 
16.3% in the 6th month, while BV/TV decreased 
by 8.34%, Tb.N by 8.51%, Conn.D by 18.52% 
and Tb.Sp increased by 8.26%. Straightforward 
positive correlation was determined between 
BMD and BV/TV, while negative correlation was 
determined between BMD, Tb.Sp and SMI [58]. 
Yu et al. did a long-term experiment on Chinese 
mountain goats. Serum oestrogen levels and the 
BMD on the vertebrae L1–L4, on the femoral 
neck and on the diaphysis of femur and tibia were 
measured at the beginning and 24 months after 
the ovariectomy and sham surgeries; moreover 
cyclic mechanic testing was executed on the ver-
tebra, femoral head and femoral neck. Micro-CT 
examination took place on the vertebra, femoral 
head and femoral neck only after the extermina-
tion. A decrease of the BMD value was found 
along with a significant decrease of the Tb.N, 
Tb.Th and BV/TV in the OVX group compared 
to group SHAM. At the same time, cortical bone 
porosity was significantly higher at group OVX 
in the aspect of femoral neck and vertebrae [59].

Osteoporosis experiments conducted on 
guinea pigs [60] and micropigs might be the rar-
est [61].

7.3  Micromorphological 
Changes of Bones 
in Osteoporosis

Most of the time, it is the first fracture that draws 
the attention to the fact that someone has osteo-
porosis. For a long time, the illness lacks any 
symptoms. However, the broken bones and 
microfractures accompanied by symptoms are 
not predominantly derived from the lessened 
state of the bone tissue; the underlying cause is 
also the significant change in the  microarchitecture 
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of the bones. These changes occur in the time and 
the way of appearance bone by bone. Deviations 
within a certain bone can be found too. For some 
time besides the changes of the trabecular bone 
structure, researchers attach increasing impor-
tance to the cortical bone loss in the pathogenesis 
of osteoporosis, especially with patients above 
the age of 60. Unfortunately, nowadays most 
anti-osteoporotic drugs used clinically have less 
effect on cortical bone than trabecular bone, since 
these two types of bone tissue differ not only in 
their structure but in their mechanical character-
istics and metabolic activity too [62].

When choosing the size of the voxel, we have 
to consider that a too high resolution expands the 
time of scanning and makes it harder to manage 
the file. The voxel number at the same time must 
be high enough in order to manage to catch the 
complex structure of the bone. It seems that it is 
enough if six voxels form one trabecula along the 
thickness direction to analyse the structure, and 
for the acceptable accurateness of the finite ele-
ment analysis (FEA) model, it is also appropriate 
if six elements create a trabecula [63].

When setting the value of the threshold, we 
create a binary picture from a complex picture. It 
is a qualitative definition, if a calibrated expert 
compares the original greyscale images to the pic-
ture of the segmented trabecular bone. It is quan-
titative, if it is determined based on a histogram 
what counts as bone tissue and what does not. In 
the case of the global threshold, there is a set 
threshold for the whole data set, while by the local 
threshold, there is a different threshold value 
assigned to each and every pixel, based on the 
greyscale information of the adjacent pixels [64].

In the research done by Isaksson et  al., the 
standardized sampling was taken from alive sub-
jects’ iliac crest area, cadavers, femur and the 
tibia’s condylus medialis or the medialis plateau. 
The donors were males and females, alive and 
cadaver, who were divided into groups: osteopo-
rotic and ones with normal bones based on DXA, 
clinical diagnosis and quantitative histomorpho-
metrics. The size of the voxel was 14 μm at the 
iliac samples and 18  μm by the femur and the 
tibia. Two different threshold techniques were 
used in every case, global threshold independently 
from the size of the voxel and local threshold used 

with a technique demonstrated by Waarsing [65]. 
Taken everything into consideration, they found 
that the algorithm using local thresholds is less 
applicable, when we want to show the difference 
between the highlighted parameters (BV/TV, 
Tb.Th, Tb.Sp, DA, SMI), and that the value of 
BV/TV does not change significantly in normal 
bone structure over 150 micron voxel size, but by 
osteoporotic samples deviation can be seen, even 
in the case of a smaller voxel size [66].

Longo et al.’s experiment draws special atten-
tion to choosing the right voxel size. They anal-
ysed the rat tibias, using micro-CT on an 
ovariectomized model, with an in vivo 18 μm and 
ex vivo 9 and 18 μm resolution. There was no dif-
ference by 18 micron voxel size between the 
in vivo and ex vivo scanning in the analysed bone 
parameters. However when comparing the values 
obtained using 9  micron voxel size to the ones 
obtained using 18  micron voxel size, Conn.D is 
significantly lower, and Tb.Th and the Ct.Th are 
significantly higher at 18 micron resolution both 
by OVX and SHAM groups, although most of the 
parameters are correlated with the parameters 
obtained using 9 micron ex vivo scan settings [67].

In a research conducted on a vertebra belong-
ing to a mouse, the pixel size was varied between 
6 and 30 micron, and the threshold values were 
defined both quantitatively and qualitatively. 
They found that certain parameters are highly 
depending on the voxel size, for example, CD 
and Tb.Th, but with other parameters like Tb.N 
and Tb.Sp, there was no significant difference 
either by small or bigger voxel size. By small 
voxel size, the two threshold techniques con-
cluded in similar results, but when increasing the 
voxel size, the differences were increasing. The 
qualitative segmenting technique was more effec-
tive for measuring BV/TV and Tb.Th besides 
varying voxel sizes, while the quantitative tech-
nique seemed to be more effective in the case of 
Tb.N, Tb.Sp and SMI [68].

Milovanovic et al. found in his research that 
when examining the femoral neck cortical of 
both healthy women and women with osteoporo-
sis and contralateral hip fracture, the fragile bone 
demonstrated lower pore volume at the measured 
scales. The investigated pore size was between 
7.5 and 1500  nm. In the healthy bone 200 to 
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1500 nm pores were present in a higher rate. The 
osteoporotic bone is known for increased poros-
ity at macroscopic level and level of tens or hun-
dreds of microns, but this study with a unique 
assessment range of nano- to micron-sized pores 
reveals that osteoporosis does not imply increased 
porosity at all length scales [69].

7.3.1  Micromorphological Changes 
in Vertebra

The prevalence of broken vertebra is higher in 
younger generations than any osteoporotic frac-
tures, i.e. hip fractures. The annual occurrence of 
osteopathic vertebrae fractions can be hardly deter-
mined, because a substantial proportion of the frac-
tures remains unrecognized in clinical practice. But 
whether they cause complaints or not, a broken 
vertebra causes increased morbidity and mortality 
[70]. When testing on humans [71], rats [27], mice 
[38] and on other species [48, 53] inside the verte-
bral body, we usually see the following changes 
while performing micro-CT analysis: the trabecu-
lae are getting thinner, they are mostly rod forms, 
the distance between them is increasing and the 
BV/TV connectivity decreases [71].

7.3.2  Micromorphological Changes 
in the Femur and Tibia

The distal femur and proximal tibia are the most 
investigated fields of the osteoporosis research 
done by micro-CT, usually in animal testing. A 
well-defined and assessable-sized region of 
interest (ROI) can be marked out even in the 
case of the mouse. Marking out the ROI in the 
case of meta- and diaphysis spongiosa and corti-
cal research can be conducted easily by keeping 
a certain distance from the growth plate. 
Femoral neck is a rarely investigated area with 
micro-CT [69], although it is used in more mod-
els conducting mechanical tests [72]. While 
examining humans in this area in the spongiosa, 
even aging results in a 20% decrease in BV/TV 
and Tb. Th, Conn.D and Tb.N also decrease in 
both genders [73]. It was observed on more 
occasions that osteoporotic microstructure 
changes can be detected earlier in the trabecular 
bone structure of the vertebra than in the spon-
giosa of the femur and the tibia [20, 38]. In 
osteoporosis by these bones, mainly BMD 
decrease was observed along with a decrease in 
BV/TV, Tb.Th and Tb.N and rod-form trabecu-
lae [39, 74] (Fig. 7.4).

Fig. 7.4 OVX and SHAM trabecular bone from mouse tibia
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7.3.3  Micromorphological Changes 
in the Mandible and Maxilla

In a systematic review, published in 2015, atten-
tion is drawn to the fact that the examination 
areas of the rodents’ jaw microstructure are rather 
heterogenic and standardization would be 
required [75]. Most frequently on the maxilla, the 
alveolar bone around the first molars, the inter-
radicular septum is examined. On the mandible, 
the alveolar bone around the molars, the area 
between the molars and the incisor and the base 
of the mandible are determined differently by 
each author, and the condylus are investigated 
[75]. Defining the ROI is a more difficult task in 
this case, harder than with the other bones, mainly 
because of the small size of the sample (Fig. 7.5).

The examination of alveolar bone structure 
in osteoporosis shows a different result: in some 
cases, no significant changes were found in 
these areas [32], or at least slower-evolving and 
less significant changes were found in the bone 
structure [45], but in other cases, damage of the 
bone tissue similar to those found in other bones 
was found, correlated with the bone marker 
molecules [7].

In the condylus of the mandible, two 
regions, the anterior and posterior, were exam-
ined on an ovariectomized rat model by Tanaka 
et  al. The anterior and the posterior regions 

showed different bone dynamics. In the OVX 
group, the bone volume (BV) decreased sig-
nificantly in the posterior area, though there 
was no change in the anterior. At the same time 
in the anterior region, BV was increasing while 
aging in the SHAM group, and there was no 
change found in the posterior area. An explana-
tion for this deviation might be that the 
mechanical stress caused by occlusion affects 
the two regions differently. The tendency of 
decreasing bone mass caused by oestrogen 
deficiency was to be seen in both regions, with 
time passing by [76].

7.3.4  Future Trends in Analysis 
of Micromorphological 
Changes of Cancellous Bone 
in Osteoporosis

As can be seen from the above, micro-CT is a 
widespread method for the analysis of the 
microstructure of the spongiosa, in the case of 
samples of both human and of animal origin. 
Data derived this way, or data calculated from 
these, describe the current state of the trabecular 
bone structure well. For analysing bone stiffness 
and locating the potential area, where a bone 
fracture might occur, a numerical method is 
used, called finite element analysis (FEA)[77], 
which has been more and more widely used in 
biomechanics since 1972 [78]. There is an 
increasing number of algorithms based on the 
data of the micro-CT to simulate bone remodel-
ling [79]. Wu et  al. tried to find an approach 
based on micro-CT data to evaluate the changes 
in bone structure and determine the bone stiff-
ness as quickly as possible especially in the case 
of longitudinal in  vivo examinations [63]. A 
new field of usage is the mechanical testing of 
the 3D printed trabecular bone structure, created 
from micro-CT data. In Barak et al.’s research in 
the case of the chimpanzee third metacarpal 
head, they found that an 8% BT/TV decrease 
results in a 17% structural stiffness and a 24% 
structural strength decrease [80]. The key step 
of this analysis is to choose a threshold method 
and a resolution correctly.

Fig. 7.5 The most commonly used ROIs on mandible are 
between the roots of molars
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7.3.5  Micromorphological Changes 
of Cortical Bone 
in Osteoporosis

When examining the structure of the corticalis, for 
quite some time, the histological examination was 
the gold standard. Therefore they wished to com-
pare micro-CT and histological results on human 
tibia and femur samples. They used two threshold 
values during the segmentation: one higher than 
that scanned from the air and the other lower than 
the sample embedded into the PMMA.  Cortical 
porosity (Ct.Po), canal separation (Ca.Sp) and 
canal diameter (Ca.Dm) data measured on both 
histological and micro-CT showed good corre-
spondence and good correlation. It was also 
revealed that if the threshold value is adequate, 
then the medium surrounding the sample has no 
influence on the results [81] (Fig. 7.6).

The cortical of bones gets slimmer while 
aging, even without the presence of osteoporosis. 
Tiede-Lewis et  al. examined the changes in the 
cortical bone on a mouse model. In their experi-
ment they compared the femur of 5-month-old 
and 22-month-old C57BL/6 mice. The analysis 
of the microstructure with the help of micro-CT 
was conducted on both male and female mice, 
they analysed the microstructure with micro-CT 
and they found that in the area of the distal femur, 
the cortical BV/TV decreased by 6.3% in female 
mice, while in males it decreased only by 19%. 

By these significant changes, not only there is a 
decreasing number of dendrite in the osteocytes, 
but the cell density is reduced too. The decrease 
in dendricity precedes the decrease in the number 
of osteocytes, giving the impression that the prior 
is a trigger of the reduced vitality of the osteo-
cytes. However, the osteocytes have a key role of 
maintaining bone volume [82].

While examining the cortical in the case of a 
rabbit’s femur by Pazzaglia et al., micro-CT pic-
tures were used to calculate tissue volume (TV), 
canal volume (CaV), Ct.Po and canal surface 
(CS). Subperiosteally higher canal number was 
found then subendosteally [83]. In the case of 
rats, Kim JN et al., in an aforementioned research, 
found wider diameter and higher connectivity 
Havers canals near the endosteal area, than sub-
periosteally [23].

Cortical canals can be visualized on the rat 
tibia on micro-CT slices and can also be used to 
examine percent porosity and mean canal diam-
eter with global thresholding [84].

7.4  Materials and Methods 
of Our Mice Study

While the negative effects of osteoporosis on the 
quality of the bone and the increased risk of frac-
ture in the vertebrae and long bones are well 
known and frequently tested in experiments, 

Fig. 7.6 SHAM and OVX cortical bone from mouse tibia
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changes in the jaw are less clear. The structure of 
the mandible and maxilla due to their function 
and unlike other bones and, uniquely, because of 
the teeth that are fixed in them, is even more com-
plex. Experiments have shown that postmeno-
pausal osteoporosis can play a role in the 
progression of periodontal disease and conse-
quent tooth loss [85, 86] but also in later alveolar 
wound healing [87]. Still, the involvement of the 
jaw bone in osteoporosis, perhaps because of the 
different sampling sites, is disputed. Our aim was 
to investigate the changes in the trabecular and 
cortical bone structure of the mandible and the 
femur together while adding vitamin D on the 
OVX mouse model.

7.4.1  Examination of Femur 
and Mandible

We divided 30 6-week 22 g CRL:OF1 (Charles 
River Laboratories) mice into three groups. Ten 
members of the D3 group after ovariectomy had 
received vitamin D each day for 6 weeks (4 ng/
day, Alpha D3-TEVA 0.25 μg), while ten mem-
bers of the OVX group after the operation, and 
ten members of the SHAM group after the sham 
operation during the period of examination 
received peanut oil as a vehicle. Following the 
extermination of the animals, the left hemiman-
dibulas and the left femur were removed and 
stored in phosphate-buffered saline containing 
0.02% sodium aside at 4 degrees Celsius. 
Scanning was done by Skyscan 1172 (Bruker, 
Kontich, Belgium). For femur the scanning pro-
tocol was set at X-ray energy settings of 50 kV 
and 198 μA, and the voxel size was 5.02 μm. 
The settings for the mandible were 70  kV, 
114  μA and 7.1  μm. In both cases 0.5  mm 
Al-filter and 0.5 degree rotation degree were 
used. The reconstruction was performed with 
the NRECON (Skyscan, Burker) software; the 
analysis of the microarchitecture of the mandi-
ble and the femur was implemented with the CT 
Analyzer 1.7.0.0 (Skyscan, Burker) software. 
During the segmentation global manual thresh-
old technique was applied. For the examination 

of the parameters of the mandibula spongiosa, 
we used the area between the roots of the first 
molar tooth. The attributes of the mandibula 
corticalis were examined at the base of the man-
dible starting from the distal surface of the root 
of the third molar through 250 mesial slices 
(Fig. 7.7).

Femurine ROI was determined from the 
growth plate at the distal epiphysis. From here, 
the parameters of the trabecular bone were anal-
ysed in 400 slices (1.807 mm) from the height of 
50 slices measured in the direction of diaphysis. 
We specified the examination of the cortical bone 
between the 500. and 600. slices counted from 
the growth plate (Fig. 7.8).

Statistical analysis was performed using SPSS 
24.0 (SPSS, Chicago, IL, USA) software. 
Kruskal-Wallis test was applied. Significance 
was set at p < 0.05. Then Tukey’s post hoc test 
was used.

7.4.2  Results

In the cortical bone of the femur, Ct.Th was sig-
nificantly lower in the OVX group than in SHAM 
or D3 (p < 0.005) (Fig. 7.9). There were no sig-
nificant changes in mandibular cortical bone in 
the examined parameters.

In the trabecular bone of the femur, BV/TV 
was significantly lower in the OVX group than in 
SHAM (p  <  0.001), Tb.Th was significantly 
lower in the OVX group compared to SHAM and 
D3 (p < 0.05), and Tb.Pf in the OVX group was 
significantly higher than in the SHAM group 
(p < 0.005). BS/BV was higher in the OVX group 
compared to D3 and SHAM (p = 0.064). In this 
case, an increase in the number of elements 
would be required to confirm any significance 
(Fig. 7.10).

In trabecular bone of the mandible in the OVX 
group, BV/TV was significantly lower than in the 
SHAM or D3 group (p  <  0.05), BS/BV in the 
OVX group was significantly higher than in the 
SHAM group (p < 0.05) and Tb.Th in the OVX 
group was significantly lower than in SHAM or 
D3 (p < 0.005) (Fig. 7.11).
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Fig. 7.7 Mandibular ROIs
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Fig. 7.10 Micromorphological results in trabecular bone of the femur. (a) BV/TV; (b) Tb.Th; (c); Tb.Pf (n = 10)

S. Körmendi et al.



103

7.4.3  Discussion

In the cortical examination, the results showed 
that in the OVX group, femoral cortical bone 
tends to become thinner due to oestrogen defi-
ciency, and this negative change could be elimi-
nated by the administration of vitamin D3. In 
contrast, there was no significant change in the 
cortical mandible. Considering the tendency of 
the data, this may be due to the need for more 
time to change the cortical thickness of the man-
dible than for long bones. Lee et al. investigated 
the development of renal osteodystrophy on 
mouse mandible, and at the end of week 15, the 
cortical was significantly thinner [88]. In a surgi-
cal model of postmenopausal osteoporosis in 
chronic kidney disease (CKD), in the case of 
mouse, 12 weeks after ovariectomy, mandibular 
cortical thickness was significantly lower in OVX 

and OVX + CDK groups compared to SHAM in 
Guo et al.’s study [89].

The bone parameter determinations in trabec-
ular bone both in the case of femur and mandible 
also resulted in significantly lower BV/TV values 
in the OVX group compared to SHAM and D3 
groups. Likewise, BV/TV was also lower in both 
study areas in the OVX group for SHAM and for 
mandible in relation to D3. The increase in BS/
BV values in the OVX group, consistent with the 
previous parameters, shows a weakened microar-
chitecture in both bones in the OVX group. Based 
on the results of the D3 group, it can be said that 
in both designated test areas, microstructural 
damage to bone tissue was reduced. The assess-
ment of alveolar bone involvement in osteoporo-
sis is controversial in the literature. Sheng et al. 
found that the bone structure of the mandibula 
was less responsive to the osteoprotegerin (OPG) 
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Fig. 7.11 Micromorphological results in trabecular bone of the mandible. (a) BV/TV; (b) BS/BV (c) Tb.Th (n = 10)
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gene deprivation than the tibia [42]. In the study 
of Bouvard et  al., the BV/TV value of alveolar 
bone decreased significantly in 28 days [41]. Ejiri 
et  al. examining the alveolar bone structure on 
OVX rat model found that serious bone loss was 
caused by high bone resorptive activity, which 
was accelerated immediately after ovariectomy, 
followed by a milder, but longer-lasting, resorp-
tive activity. During this time, trabecules are sep-
arated into smaller fragments, while their number 
decreases, so their recovery is very cumbersome 
[87]. In their examinations, it was concluded that 
occlusal hypofunction could significantly 
increase the fragility of the bone structure around 
the teeth [87]. The cause of the mentioned con-
troversy may be different ROI. Johnston et al. call 
attention in that the alveolar bone ROI should be 
limited to the interradicular septum of the first 
molar, because it is the most well-characterized 
site and appears to respond positively to the 
established bone-sparing effect of oestrogen [90].

7.5  Summary

In our study the microstructure of mandibular 
and femoral trabecular bone changed in the same 
way under the influence of ovariectomy in 
6 weeks, and the protective effects of vitamin D 
were also shown in the two test sites. To observe 
the changes of cortical bone in the case of the 
mandible, 6 weeks were not enough, unlike in the 
case of the femur.
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with Histology in the Qualitative 
Assessment of Bone 
and Pathologies

Umut Aksoy, Hanife Özkayalar, and Kaan Orhan

Bone tissue along with cartilage, fibrous tissue, 
fat, blood vessels, nerves, and hematopoietic ele-
ments forms individual bones. Bone is highly 
mineralized and multifunctional tissue, which 
plays roles in mechanical support and protection, 
mineral homeostasis, and hematopoiesis. In 
recent years, it has become clear that bone also 
serves an essential endocrine function. To achieve 
these functional goals, bone is organized hierar-
chically, from nanometer- to millimeter-sized 
structures. This contributes not only to its mechan-
ical role in support and movement of the body but 
also to its other functions. At the nanostructural 
level, bone is composed of organic and mineral 
components, mainly consisting of a matrix of 
cross-linked type I collagen mineralized with 

nanocrystalline, carbonated apatite. Due to its 
high mineral content, bone tissue is extremely 
resilient, but its organic part also provides a cer-
tain degree of flexibility and elasticity improving 
its behavior under mechanical forces [1, 2].

The “quality” of bone, as well as its quantity, 
contributes to the biomechanical performance of 
the skeleton and encompasses aspects of both 
macromolecular composition and microarchitec-
tural arrangement [3]. Different analysis tech-
niques to qualify and quantify the bone have been 
developed.

8.1  Tissue Processing

Fixation: Fixation is the chemical or physical 
process that allows tissue sections to be viewed in 
a close approximation to the living tissue. It is the 
single most important factor in achieving a well- 
prepared section for microscopic analysis [3]. 
Fixation processes should be standardized so that 
subtle changes in microanatomy may be detected 
by comparing similarly fixed sections. The fixa-
tive must also protect the tissue during the 
embedding and sectioning process [4].

There are different types of fixative and fixa-
tion method. Neutral buffered formalin (NBF) is 
the method of choice. The term “formalin” is 
often incorrectly interchanged with “formalde-
hyde.” Ten percent NBF is suitable for standard 
paraffin processing with a hematoxylin and eosin 
(H&E) staining [5, 6].
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• Alcohols such as methanol and ethanol are 
protein denaturants and are not used routinely 
for tissues because they cause excessive brit-
tleness and hardness. However, they are very 
good for small specimens. Ethanol is preferred 
for low cost and low toxicity. These fixatives 
may be used when studying enzymatic activ-
ity, such as acid and alkaline phosphatases and 
when specimens of small dimension are to be 
investigated.

• Glutaraldehyde binds with phospholipids and 
with DNA and is mainly used for transmission 
electron microscopy (TEM). Glutaraldehyde 
causes deformation of the alpha-helix struc-
ture in proteins and thus is not a good choice 
for immunoperoxidase staining. It penetrates 
very poorly yet fixes very quickly, providing 
the best overall cytoplasmic and nuclear 
detail.

• Bouin’s solution has a high-penetrating capa-
bility and can be used also for larger speci-
mens that must be immersed in the solution 
for 12–24 h. It is a popular fixative for embry-
onic tissues and the skin, because of its excel-
lent preservation of nuclei and chromosomes. 
Bouin’s is very compatible with the trichrome 
stain. It is used for the fixation of small, calci-
fied specimens.

• Chemical fixation may be enhanced by the use 
of physical fixation, such as heat and vacuum. 
Heat fixation is used to precipitate proteins, 
rendering them less soluble in water. Heat is 
generally used to accelerate fixation and not as 
a stand-alone method. The diffusion of mole-
cules increases with increasing temperature, 
so penetration of a tissue by a fixative is 
increased with temperature. Heat causes pro-

tein coagulation, and thus, it also causes unde-
sirable distortions. Microwave fixation is also 
used to enhance chemical fixation, reducing 
fixation time. Freeze-drying is used to fix 
highly soluble materials.

Concentrations of fixatives are also very 
important [6]. This will be determined by the 
cost, the solubility, and the necessity. Osmolality 
or ionic concentration will also influence fixa-
tion. Hypertonic solutions will lead to shrinkage, 
while hypotonic solutions will lead to swelling 
[3, 4].

Undecalcified bone specimens normally are 
sectioned transversely or longitudinally using a 
ground section technique to achieve 150–250 μm 
thick sections [7–12]. For three- dimensional 
reconstruction purposes, specimens are sectioned 
longitudinally with a sledge macrotome to obtain 
thin serial 10–25 μm sections [13, 14] (Figs. 8.1, 
8.2, 8.3, 8.4 and 8.5).

Decalcification: Classic and current texts 
describe decalcification as the removal of the 
inorganic components from the hard tissue. 
The end point of decalcification is the moment 
when all inorganic material is removed from 
the tissue. Post-end-point decalcified tissue, 
consisting of the cellular components and 
organic matrix, should theoretically be soft 
enough for paraffin processing by routine 
means and sectioning with standard equipment 
[15, 16].

• Acids are nominally categorized as either 
strong or weak. Strong acids commonly used 
for decalcifiers are hydrochloric acid and 
nitric acid, usually employed in aqueous 

Fig. 8.1 Casette
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Fig. 8.2 Tissue processing device Fig. 8.3 Embedding machine

Fig. 8.4 Paraffin block

Fig. 8.5 Microtome
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 solutions of concentrations ranging from 5 to 
10%. Decalcifying weak acids are formic 
acid, picric acid, and acetic acid. Formic acid 
is the one used principally as a stand-alone 
reagent or in consort with a buffer (usually 
sodium citrate) in aqueous solutions from 5 to 
15%. Acetic acid in aqueous solutions of 
5–10% was once a popular choice.

• A chelator is an organic chemical that bonds 
with and removes free metal ions from solu-
tions. Ethylenediaminetetraacetic acid (EDTA) 
is a chelating agent that reacts with calcium. It 
is the most widely used chelator for decalcifi-
cation in concentrations of up to 14%.

Embedding: Before embedding, the speci-
mens require a lengthy time for fixation, decalci-
fication (for hard tissue), dehydration, clearing, 
and impregnation or infiltration. Each step is 
interdependent, and failure in one of these will 
directly affect both the ease of sectioning and the 
quality of the sections [3].

After trimming, fixation, and decalcification, 
the specimens should be completely dehydrated 
for further processing, including clearing, infil-
tration, and embedding in paraffin, celloidin, 
plastics, or resins. Alcohol (ethanol) is the most 
common reagent used for dehydration. Through a 
graduated series of increasing alcohol concentra-
tions, usually ranging from 70% through 95% to 
absolute, all the water in the specimen can be 
removed. Other dehydration agents such as ace-
tone and dioxane (diethylene dioxide) can also be 
used.

Clearing is the process in which the dehydra-
tion fluid in the specimen is replaced with a sub-
stance that is miscible with alcohol and the 
embedding medium. There are many clearing 
reagents available, but most routine laboratories 
rely on only a few, such as xylene, toluene, or 
benzene. Each one has its advantages and disad-
vantages. Toluene and benzene cause less hard-
ening of tissue than xylene. Xylene is the most 
commonly used reagent in most laboratories, but 
one should bear in mind that xylene tends to 
make most tissue brittle, a fact that is com-
pounded when used with already harder decalci-
fied bone.

Paraffin is most suitable for embedding soft 
tissues and decalcified hard tissues for thin sec-
tions of 3–6  μm and is the most widely used 
embedding method. Celloidin is a better option 
when working with large, harder, and more frag-
ile tissues. Depending on the size of the speci-
men, sections of 3–12  μm can be cut. Hard 
embedding materials such as glycol methacry-
late, methyl methacrylate (MMA), or Spurr’s 
resin are chosen for undecalcified hard tissue 
embedding suitable for heavy-duty sectioning or 
ground sectioning. Sections from the latter 
method are relatively thick, ranging from 50 to 
200 μm (Figs. 8.6 and 8.7) [3, 17–19].

Staining: Trichrome stains, hematoxylin and 
eosin, toluidine blue, safranin O, and fast green, 
and other stains have been adapted for studying 
decalcified bone and cartilage in paraffin- 
embedded sections [20]. The most commonly 
used staining techniques include H&E, safranin 
O/fast green, and Goldner’s trichrome [21].

Hematoxylin is the most commonly used dye 
in the pathology laboratory [3]. In combination 
with eosin, this dye is almost indispensable for 

Fig. 8.6 Sectioning
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routine morphological visualization of tissue to 
every histopathologist (Figs.  8.8 and 8.9). 
Hematoxylin is a good nuclear stain, and it 
stains the nuclei bluish black. However, the dye 
also stains collagenous material, minerals, and 
myelin fibers. Methylene blue/basic fuchsin and 
other metachromatic stains can be used to view 
entire long bones with epiphysis, physis, and 
metaphysis present in one specimen with good 
distinction of growth plates [22]. Enzyme histo-
chemistry has played an important role in the 
identification and study of osteoblasts and 
osteoclasts. Two phosphohydrolases have spe-
cial relevance: alkaline phosphatase, an ectoen-
zyme present in the osteoblast and in matrix 
vesicle membranes, and tartrate-resistant acid 
phosphatase (TRAP), a lysosomal enzyme 
whose localization provides a sensitive method 
of osteoclast identification [23, 24]. Inorganic 
calcium is the important constituents of bone 
and teeth. Calcium deposition can be demon-
strated by Von Kossa. Typical histochemical 
stains for the identification of collagen fibers are 

the van Gieson’s and Masson’s trichrome stains. 
In the van Gieson’s stain, collagen fibers are 
strongly stained red, and in the Masson’s tri-
chrome stain, they are green or blue, depending 
on the chromogen used [25, 26]. Toluidine blue 
staining is very easy to perform and can be car-
ried out in about 15 min. It stains nucleic acids 
blue and polysaccharides purple [3]. In human 
tissue, osteocalcin (OC) immunolocalization 
was highly specific for osteoblasts, as was 
expected since OC is the most bone-specific of 
the noncollagenous bone matrix proteins. 
Osteocalcin is expressed by osteoblasts late in 
the differentiation process and is not expressed 
by osteoblast-precursor cells or adipocytes [27]. 
It has been reported that osteocytes produce 
high levels of OC, even higher than osteoblasts 
and that this may be linked to an attempt by the 
osteocytes to prevent the mineralization of the 

Fig. 8.7 Paraffin block and slide

Fig. 8.8 Bone marrow and bone fragments

Fig. 8.9 Osteomyelitis
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osteoid tissue immediately surrounding them to 
allow increased diffusion of nutrients and waste 
products to and from the cell [28]. OC is now 
also used as an osteocyte- specific in  vitro 
marker [29]. Osteonectin (ON) is expressed by 
many cells other than osteoblasts.

Young, healthy bone has been found to pres-
ent higher preserved osteocyte-lacunar charac-
teristics, in contrast to aged and osteoporotic 
bone [30]. Aging has also been found to dimin-
ish the canaliculi per lacuna and interosteon 
connections, leading to decreased mechanosen-
sitivity of the osteocytes [31]. Despite long-term 
negative effects, antiresorptive treatment may 
improve the vitality of cortical bone osteocytes 
as well as the number of osteocyte lacunae [32, 
33]. On the other hand, as the ability of cortical 
bone to resist fracture deteriorates with 
increased age, the  age- associated changes of the 
cortical structure may explain susceptibility to 
fractures [34]. In particular, in the human femur, 
the osteocyte distribution may be associated 
with age- and anatomical region-dependent cor-
tical microarchitecture. Limited studies on this 
issue have been published [35–38].

8.2  Bone Diseases

8.2.1  Developmental Abnormalities

Developmental abnormalities of the skeleton are fre-
quently genetically based; they first become mani-
fest during the earliest stages of bone formation. But, 
acquired group diseases are usually detected in 
adulthood. Developmental anomalies result from 
localized problems in the migration of the mesen-
chymal cells [39]. Table 8.1 shows a classification of 
developmental abnormalities of the bone based on 
the nature of the genetic abnormality [40, 41].

8.2.2  Fractures

Fractures are divided into two basic groups: trau-
matic and nontraumatic fractures. And, they are 
some of the most common pathologic conditions 
affecting bone. Fractures are classified as:

• Complete or incomplete
• Closed (simple) when the overlying tissue is intact
• Compound when the fracture site communi-

cates with the skin surface
• Comminuted when the bone is splintered
• Displaced when the ends of the bone at the 

fracture site are not aligned

If the break occurs in bone already altered by a 
disease process, it is described as a pathologic frac-
ture. A stress fracture is a slowly developing fracture 
that follows a period of increased physical activity in 
which the bone is subjected to new repetitive loads.

Rapidly, after fracture, rupture of blood ves-
sels results in a hematoma, which fills the frac-
ture gap and surrounds the area of bone injury. 
The clotted blood makes a fibrin mesh, which 
helps seal off the fracture site and at the same 
time creates a framework for the influx of inflam-
matory cells and ingrowth of fibroblasts and new 
capillary vessels. Simultaneously, these cells 
secrete some growth factors (PDGF, TGF-β, 
FGF, and interleukins). These factors activate the 
osteoprogenitor cells in the periosteum, medul-
lary cavity, and surrounding soft tissues and stim-
ulate osteoclastic and osteoblastic activity [39, 
45]. At the end of the first week, the hematoma is 
organizing, the adjacent tissue is being modu-
lated for future matrix production, and the frac-
tured ends of the bones are being remodeled. This 
fusiform and predominantly uncalcified tissue is 
called soft-tissue callus or procallus.

The activated mesenchymal cells in the soft 
tissues and bone surrounding the fracture line 
also differentiate into chondroblasts that make 
fibrocartilage and hyaline cartilage. The newly 
formed cartilage along the fracture line under-
goes enchondral ossification. The fractured ends 
are bridged by a bony callus [46].

8.2.3  Osteonecrosis (Avascular 
Necrosis)

Infarction of bone and marrow is a relatively 
common event that can occur in the medullary 
cavity of the metaphysis or diaphysis and the 
subchondral region of the epiphysis [47].
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Table 8.1 Defects in transcription factors producing abnormalities in mesenchymal condensation and related cell 
differentiation

Disorder
Gene 
mutation Affected molecule Phenotype

Synpolydactyly HOXD13 Transcription factor Extra digit with fusion
Waardenburg syndrome PAX3 Transcription factor Hearing loss, abnormal pigmentation, 

craniofacial abnormalities
Greig syndrome GLI13 Transcription factor Synpolydactyly, craniofacial abnormalities
Campomelic dysplasia SOX9 Transcription factor Sex reversal, abnormal skeletal development
Oligodontia PAX9 Transcription factor Congenital absence of teeth
Nail-patella syndrome LMX1B Transcription factor Hypoplastic nails, hypoplastic or aplastic 

patellas, dislocated radial head, progressive 
nephropathy

Holt-Oram syndrome TBX5 Transcription factor Congenital abnormalities, forelimb anomalies
Ulnar-mammary syndrome TBX3 Transcription factor Hypoplasia or absent ulna, third to fifth digits, 

breast, and teeth, delayed puberty
Cleidocranial dysplasia CBFA1 Transcription factor Abnormal clavicles, Wormian bones, 

supernumerary teeth
Defects ın extracellular structural proteins
Osteogenesis imperfecta types 
I–IV

COL1A1, 
COL1A2

Type 1 collagen Bone fragility, hearing loss, blue sclera, 
dentinogenesis imperfecta

Achondrogenesis II COL2A1 Type 2 collagen Short trunk, severely shortened extremities, 
relatively enlarged cranium, flattened face

Hypochondrogenesis COL2A1 Type 2 collagen Short trunk, shortened extremities, relatively 
enlarged, cranium, flattened face

Stickler syndrome COL2A1 Type 2 collagen Myopia, retinal detachment, hearing loss, 
flattened face, premature osteoarthritis

Multiple epiphyseal dysplasia COL9A2 Type 9 collagen Short or normal stature, small epiphyses, 
early-onset osteoarthritis

Schmid metaphyseal 
chondrodysplasia

COL10A1 Type 10 collagen Mildly short stature, bowing of lower 
extremities, coxa vara, metaphyseal flaring

Defects ın hormones and sıgnal transductıon mechanısms producıng abnormal prolıferatıon or maturatıon of 
chondrocytes and osteoblasts
Brachydactyly type C CDMP1 Signaling molecule Shortened metacarpals and phalanges
Jansen metaphyseal 
chondrodysplasia

PTHrp 
receptor

Receptor Short bowed limbs, clinodactyly, facial 
abnormalities, hypercalcemia, 
hypophosphatemia

Achondroplasia FGFR3 Receptor Short stature, rhizomelic shortening of limbs, 
frontal bossing, midface deficiency

Hypochondroplasia FGFR3 Receptor Disproportionately short stature, micromelia, 
relative macrocephaly

Thanatophoric dwarfism FGFR3 Receptor Severe limb shortening and bowing, frontal 
bossing, depressed nasal bridge

Crouzon syndrome FGFR2 Receptor Craniosynostosis
Osteoporosis-pseudoglioma 
syndrome

LRP5 Receptor Congenital or infant-onset loss of vision, 
skeletal fragility

[39] (Modified from [42–44])
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Reason for osteonecrosis:

• Trauma
• Corticosteroid drug use
• Infection
• Radiation therapy
• Connective tissue disorders
• Gaucher disease
• Pregnancy
• Sickle cell and other anemias
• Alcohol abuse

The cortex is usually not affected because of 
its collateral blood flow. In subchondral infarcts, 
a triangular or wedge-shaped segment of tissue 
undergoes necrosis. In the healing response, 
osteoclasts resorb the necrotic trabeculae [39].

8.2.4  Osteomyelitis

Osteomyelitis denotes inflammation of bone and 
marrow. Osteomyelitis may be a complication of 
any systemic infection but frequently manifests 
as a primary solitary focus of disease. All types of 
organisms, including viruses, parasites, fungi, 
and bacteria, can produce osteomyelitis, but 
infections caused by certain pyogenic bacteria 
and mycobacteria are the most common [48, 49].

Pyogenic osteomyelitis is almost always caused 
by bacteria. Organisms may reach the bone by:

 (a) Hematogenous spread
 (b) Extension from a contiguous site
 (c) Direct implantation

Staphylococcus aureus is responsible for 80–90% 
of the cases of pyogenic osteomyelitis. In the neona-
tal period, Haemophilus influenzae and group B 
streptococci are frequent pathogens. Tuberculous 
osteomyelitis is seen in developed countries.

8.2.5  Tumors

• Osteoma

Osteomas are benign, slow-growing, round- 
to- oval sessile tumors that project from the sub-

periosteal surface of the cortex. They most often 
arise on or inside the skull and facial bones. They 
are usually solitary and are detected in middle 
age [39].

• Osteoid Osteoma and Osteoblastoma

Osteoid osteoma and osteoblastoma are 
benign bone tumors that have identical histo-
logic features but differ in size, sites of origin, 
and symptoms. Osteoid osteomas are by defini-
tion less than 2  cm in greatest dimension and 
usually occur in the teens and 20s. They can 
arise in any bone but have a predilection for the 
appendicular skeleton and posterior elements of 
the spine. Osteoid osteomas produce severe noc-
turnal pain that is relieved by aspirin [50]. 
Osteoblastoma is larger than 2 cm and involves 
the spine more frequently; the pain is dull, achy, 
and unresponsive to salicylates, and the tumor 
usually does not induce a marked bony reaction.

Histopatological: Osteoid osteoma and osteo-
blastoma are well circumscribed and composed 
of randomly interconnecting trabeculae of 
woven bone that are prominently rimmed by 
osteoblasts.

• Osteosarcoma

Osteosarcoma is a malignant mesenchymal 
tumor in which the cancerous cells produce bone 
matrix. It is the most common primary malignant 
tumor of bone. Osteosarcoma occurs in all age 
groups but has a bimodal age distribution; 75% 
occur in persons younger than 20  years of age 
[51]. The smaller second peak occurs in the elderly. 
Men are more commonly affected than women 
(1.6:1). The tumors usually arise in the metaphy-
seal region of the long bones of the extremities, 
and almost 50% occur about the knee [39].

Macroscopically, osteosarcomas are big bulky 
tumors. The tumors frequently destroy the sur-
rounding cortices and produce soft-tissue masses. 
Microscopically, the tumor cells vary in size and 
shape and frequently have large hyperchromatic 
nuclei. Bizarre tumor giant cells are common. 
The formation of bone by the tumor cells is char-
acteristic. These aggressive neoplasms spread 
hematogenously, and at the time of diagnosis 
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approximately 10–20% of affected patients have 
demonstrable pulmonary metastases.

• Osteochondroma (Exostosis)

Osteochondroma is a benign cartilage-capped 
tumor that is attached to the underlying skeleton 
by a bony stalk. It is the most common benign 
bone tumor. Men are affected three times more 
often than women. They develop from bones of 
the pelvis, scapula, and ribs. Rarely, they involve 
the short tubular bones of the hands and feet [39].

Histopathology: The cap is composed of 
benign hyaline cartilage varying in thickness and 
is covered peripherally by perichondrium.

• Chondroma (Enchondroma)

Chondromas are benign tumors of hyaline car-
tilage. They can arise within the medullary cav-
ity. Enchondromas are the most common of the 
intraosseous cartilage tumors. The most common 
localizations are the short tubular bones of the 
hands and feet. Histopathologically, they are 
composed of well-circumscribed nodules of 
cytologically benign hyaline cartilage.

• Chondroblastoma

Chondroblastoma is a rare benign tumor that 
accounts for less than 1% of primary bone 
tumors. It usually occurs in young patients. Most 
arise about the knee. This tumor is painful [52].

• Chondromyxoid Fibroma

Chondromyxoid fibroma is the rarest of carti-
lage tumors and because of its varied morphol-
ogy can be mistaken for sarcoma. Microscopically, 
there are nodules of poorly formed hyaline carti-
lage and myxoid tissue delineated by fibrous sep-
tae. The tumor cells show varying degrees of 
cytologic atypia, including the presence of large 
hyperchromatic nuclei [39].

• Chondrosarcoma

Chondrosarcoma is the second most common 
malignant matrix-producing tumor of bone. 

Patients are usually in their 40s or older. The 
tumor affects men twice as frequently as women. 
It commonly arises in the central portions of the 
skeleton, including the pelvis, shoulder, and ribs. 
Tumor is composed of malignant hyaline and 
myxoid cartilage. The malignant cartilage infil-
trates the marrow space and surrounds pre- 
existing bony trabeculae. The tumors vary in 
degree of cellularity, cytologic atypia, and mitotic 
activity [53].

• Fibrous Cortical Defect and Non-ossifying 
Fibroma

Fibrous cortical defects are extremely com-
mon, being found in 30–50% of children older 
than 2 years. It commonly arises eccentrically in 
the metaphysis of the distal femur and proximal 
tibia. Often they are small, about 0.5 cm in diam-
eter. If they grow to 5 or 6 cm in size, they develop 
into non-ossifying fibromas, which are usually 
not detected until adolescence. Fibrous cortical 
defects are asymptomatic and are usually detected 
on radiography as an incidentally. Both fibrous 
cortical defects and non-ossifying fibromas con-
sist of gray to yellow-brown cellular lesions con-
taining fibroblasts and macrophages [39].

• Fibrous Dysplasia

Fibrous dysplasia is a benign tumor. All of the 
components of normal bone are present, but they 
do not differentiate into their mature structures. It 
is diagnosed by radiology [54]. The lesion of 
fibrous dysplasia is composed of curvilinear tra-
beculae of woven bone surrounded by a moder-
ately cellular fibroblastic proliferation. The 
shapes of the trabeculae mimic Chinese letters, 
and the bone lacks prominent osteoblastic 
rimming.

8.3  Histomorphometry

Histomorphometry is one of the most commonly 
used methods to qualify bone morphology and 
architecture and to quantify bone ongrowth. Bone 
histomorphometric analysis has commonly been 
used to study the changes in bone remodeling and 

8 Micro-CT in Comparison with Histology in the Qualitative Assessment of Bone and Pathologies



118

bone structure, and it is an essential tool for 
understanding tissue-level mechanisms of bone 
physiology, assessing the mechanisms by which 
bone diseases occur, the mechanisms by which 
therapeutic agents affect the skeleton, and the 
skeletal safety of therapeutic agents. It is the gold 
standard for tissue-level bone activity. It can yield 
a wealth of information about the bone structure, 
bone formation, bone resorption, bone mineral-
ization, as well as bone modeling and remodeling 
activity [55].

Histomorphometric studies in healthy subjects 
have focused almost exclusively on cancellous 
bone. Its volume can be measured on histologic 
sections. A more detailed evaluation of trabecular 
architecture, such as thickness, number, and sep-
aration, can be calculated from the primary mea-
sures of bone area and surface. Cortical geometry, 
such as bone area and periosteal and endosteal 
perimeters, can be directly measured [1].

Discriminating between woven and lamellar 
bone tissue can be valuable for determining 
whether the bone formation is occurring in a nor-
mal fashion. Evaluating lamellar and woven 
bone is accomplished using polarized light 
microscopy on unstained sections, although 
some stains allow collagen orientation to be 
visualized. In pathologic conditions such as 
Paget disease of bone, the presence of woven 
bone provides key diagnostic criteria. Lamellar 
bone, viewed under polarized light, can be 
assessed in more detail to elucidate features such 
as the number of lamellae within a given basic 
multicellular unit (BMU), the thickness of 
 lamellae, or the type of lamellar organization 
(alternating or homogeneous) [1].

Using stains for osteoid, the examination of 
mineralized versus nonmineralized bone can 
provide information about changes in the miner-
alization process. Analysis of osteoid involves 
measuring the extent of the bone surface covered 
by osteoid (and then normalizing it by the total 
bone surface examined) and either the width or 
volume of osteoid. Although called osteoid vol-
ume in the literature, this is actually an area 
(given that it is a 2D assessment). If osteoid 
width is normal, increased osteoid surface is 
indicative of higher bone formation. Increased 

width of osteoid is indicative of a mineralization 
defect [1].

The extent of surfaces covered with osteo-
blasts and osteoclasts provides a primary index 
of how bone formation and/or resorption are 
altered under various conditions. Osteoblasts 
can be identified using morphological character-
istics on sections stained with Goldner’s tri-
chrome, Von Kossa and McNeal’s, or even 
hematoxylin and eosin. Their metabolic state is 
closely related to their morphology; they are 
spindle-shaped when quiescent and large and 
polyhedral when rapidly producing bone. 
Primary outcomes related to osteoblasts include 
osteoblast surface and their number, both typi-
cally normalized to bone surface. The most com-
monly employed technique for assessing activity 
of resorption is to measure eroded (or resorp-
tion) surfaces or erosion depth. A variable related 
to erosion depth from previous remodeling activ-
ity is average wall width (W. Wi), a measure of 
the amount of bone formed at a given BMU. The 
balance between W. Wi and erosion depth deter-
mines BMU balance [1].

Although osteoblast function can be inferred 
through measures of osteoid, the most com-
monly used method is the assessment of fluoro-
chrome labels (dynamic histomorphometry), 
because it allows the calculation of rates of 
modeling and remodeling. Mineralizing surface 
is reported per unit bone surface (MS/BS; %) by 
dividing the mineralizing surface by the total 
bone surface measured. MS/BS is often consid-
ered an index of osteoblast activity such that 
interventions that impact osteoblast prolifera-
tion and/or differentiation would be expected to 
change MS/BS [1].

The mineral apposition rate (MAR) is a com-
monly used parameter for the characterization of 
bone formation and is often determined to test for 
experimental effects on cortical bone.

During histomorphometric analysis different 
staining methods can be used which highlight 
certain features. Toluidine blue is used to identify 
cavities under polarized light by looking at the 
presence of cutoff collagen fibers (disruption of 
the lamellar system) at the edge of the cavity. The 
polarized light allows visualization of the orien-
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tation of collagen lamellae along the mineralized 
bone surface. The identification of scalloped sur-
faces can, however, be subjective. Tartrate- 
resistant acid phosphatase can be used to mark 
active osteoclasts and thus “active” cavities. Von 
Kossa/van Gieson staining allows to discriminat-
ing osteoid from mineralized bone [1, 3].

Before histomorphometric analyses take 
place, study specimens are subjected to a 
complex preparation protocol, from sample 
 collection to microscopical observation of the 
prepared slide: sample collection, decalcifica-
tion, fixation and dehydration, infiltration and 
embedding, orientation/plane of section, and 
staining.

Using the histologic sections for quantifica-
tion, the paraffin-embedded sections can distort 
and shrink up to 15%. This can make a big differ-
ence in histologic measurements and potentially 
obscure real differences between groups. Another 
limitation of paraffin embedding is that decalcifi-
cation is usually incomplete. Thus, tissue sec-
tioning is very challenging, resulting in 
suboptimal sections for analysis. Also, measure-
ment variance associated with bone histomor-
phometry arises from some factors including 
intraobserver, interobserver, intermethod, and 
sample variation. Observer variation is mainly 
due to the subjective criteria used for identifica-
tion of features such as osteoid seams, bone 
structural units, and resorption cavities. The pro-
tocol complexity, costs, required time, and high 
level of expertise and training are limitations of 
bone histomorphometry. It is also a two- 
dimensional and invasive technique [1, 3, 56, 57].

More recently micro-computed tomography 
appeared. It is capable of forming both 2D and 
3D images with applications in bone formation 
quantification, as well as in bone modeling in 
bone grafts. It is also fast and allows nondestruc-
tive analysis without a specific preparation 
protocol.

The excellent reproducibility and accuracy of 
micro-CT measurements of bone morphology 
have been established in several studies [58, 59]. 
The accuracy of micro-CT morphology measure-
ments has been evaluated by comparing them 
with traditional measures from 2D histomor-

phometry both in animal and in human speci-
mens [58, 60, 61]. These studies show that 2D 
and 3D morphologic measurements by micro-CT 
generally are highly correlated with those from 
2D histomorphometry.

Ex vivo micro-CT scanners typically produce 
scans with pixel sizes in the range of 1–30 μm. 
This provides sufficient resolution to accurately 
detect individual trabecular structures in small 
rodents, such as rats and mice, as well as in larger 
species. Higher-resolution scans, on a nanometer 
scale, can be obtained with nano-CT and syn-
chrotron- CT machines [1].

There are numerous advantages to using 
micro-CT for assessment of bone mass and 
morphology in excised specimens: (1) it allows 
for direct 3D measurement of trabecular mor-
phology, such as trabecular thickness and sepa-
ration, rather than inferring these values based 
on 2D stereologic models, as is done with stan-
dard histologic evaluations; (2) compared with 
2D histology, a significantly larger volume of 
interest is analyzed; (3) measurements can be 
performed with a much faster throughput than 
typical histologic analyses of histomorphomet-
ric parameters using undecalcified bone speci-
mens; and (4) assessment of bone morphology 
by micro-CT scanning is nondestructive; thus, 
samples can be used subsequently for other 
assays, such as histology or mechanical testing 
[59].

Micro-CT presents advantages over histo-
morphometry, but only the latter one can make 
cellular level observation. The additional 
value of micro-CT imaging is that it allows to 
provide details on the morphology of the can-
cellous network (avoiding assumptions of tra-
becular morphology) and more detailed data 
on cortical bone geometry. It is, therefore, 
beneficial to use a combination of both histo-
morphometry and micro- CT to increase the 
obtained information. For this reason, several 
authors have studied the bone tissue along 
with histomorphometric and micro-CT param-
eters in their research.

In studies which were evaluated, the new 
bone formation, the number of osteoblasts/bone 
surface, bone formation rate per bone surface, 
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mineral apposition rate (MAR), and the number 
of osteoclasts/bone surface were assessed by his-
tomorphometry. Other information which 
included the bone volume over total volume per-
centage, trabecular thickness, trabecular num-
ber, trabecular separation, and trabecular bone 
pattern factor were able to obtain by micro-CT 
analysis [62, 63].

In case that the area of interest of the studies 
includes the strength of bone tissue, parameters 
such as the cross-sectional moment of inertia, 
volumetric cancellous bone mineral density, vol-
umetric cortical bone mineral density, and bone 
strength index can also be measured by micro-
CT [63, 64]. The classical way of measuring the 
moment of inertia of the bone involves histomor-
phometry on 2D histological sections. These 
techniques can only measure the cross-sectional 
area and perimeters at the endo- and periostal 
envelopes in a 2D plane and are unable to mea-
sure the true bone volume. Micro-CT involves a 
three-dimensional reconstruction of the bone 
region of interest, reduces the sample site altera-
tion, and allows the true calculation of the bone 
volume. Geometric analysis of the bone by 
micro-CT correlates well with ultimate strength 
data obtained by mechanical testing, and there-
fore, it provides an important noninvasive 
method to study the effect of various therapies 
on cortical bone metabolism, geometry, and 
strength [63, 65].

Micro-CT is a strong tool for evaluation of the 
periapical lesions measurement in the field of 
dentistry [66–68]. In addition, it has some other 
applications in dental research, such as peri- 
implant bone healing, implant osseointegration 
[69], bone morphology [70], evaluation of shrink-
age of composites [71], and inspection of caries 
excavation [72]. Histomorphometry is a prefera-
ble technique for the observation and evaluation 
of cell and tissue morphology as well as to the 
count of inflammatory infiltrate in dentistry [66]. 
The combination of both procedures allows a bet-
ter evaluation and interpretation of data in 
researches in the dental field, which can widely 
contribute to clinical studies.

8.4  Registration 
of Histopathology 
and Micro-CT

The development of novel technologies plays an 
important role in dental studies. Micro-CT analy-
ses, as one of the novel three-dimensional (3D) 
methods, have substantially improved perspec-
tives of dental researches [73]. Combining differ-
ent measurement methods and integrating their 
results into a 3D frame is nowadays a common 
task to answer specific research questions. The 
techniques that allow us to integrate 2D informa-
tion into a 3D micro-CT volume to evaluate and 
quantify bony lesions were investigated in the lit-
erature [66]. A semiautomatic registration tool 
allowing quantification and comparison of regis-
tration quality for periapical lesions in a rat model 
was defined for this purpose. The periapical 
lesions can be evaluated by the registration result 
and compare the quality among the different 
samples.

8.4.1  Method

The pulps of the mandibular first molars were 
surgically exposed with a-size round steel bur in 
high-speed rotation under constant irrigation. 
Pulps were left open to the oral cavity for 21 days 
to allow establishment of periapical lesion. After 
21 days of periapical lesion induction, the ani-
mals were sacrificed by decapitation. The man-
dibles were then surgically removed, dissected, 
and fixed in 10% neutral buffered formalin solu-
tion. The samples were demineralized with 5% 
nitric acid (pH  7.4), which was renewed every 
2 days. Paraffin blocks containing the mandibles 
were serially sectioned with average thickness of 
4 μm in a mesiodistal plane. Sections were 
stained with hematoxylin–eosin and examined 
under light microscopy (2009 magnification). 
Two histologic slides (four fields in each) were 
evaluated for every tooth, which included the 
root dentin, the apical foramen, and the periapi-
cal tissues.
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8.4.2  Micro-CT Acquisition

All rat mandibles were scanned with a high- 
resolution micro-CT system (Bruker Skyscan 
1275, Kontich, Belgium). The scanning parame-
ters were set at 100 kVp, 100 lA, 0.5 mm of Cu 
filter, 10 lm of pixel size, and 0.5 degree of rota-
tion step. To minimize the ring artifacts, air cali-
bration of the detector was carried out prior to 
each scanning. Each sample was rotated 360 
within an integration time of 5  min. The mean 
time of scanning was around 4 h. Other settings 
included beam-hardening correction, and optimal 
contrast limits adjustments were done, during the 
reconstruction step, according to the manufactur-
er’s instructions, using the NRecon software (ver-
sion 1.6.7.2, SkyScan, Kontich, Belgium). In the 
reconstruction step, the ring artifact correction 
and smoothing were fixed at zero, and the beam 
artifact correction was set at 40% (Fig. 8.10).

8.4.3  Micro-CT Imaging Analysis

For the 3D volumes, the original grayscale 
images were processed with a Gaussian low-pass 
filter for noise reduction, and an automatic seg-
mentation threshold was applied using CTAn 
(ver. 1.16.1.0, SkyScan). A thresholding (bina-

rization) process was used, which entails pro-
cessing the range of gray levels to obtain an 
imposed image of black/white pixels only. Then, 
separately for each slice, a region of interest was 
chosen to contain a single object entirely to allow 
the registration on histopathology using a 3D 
software (3D Synapse, Fujifilm, Japan). Each 
slice was detected perpendicular to rotation axis 
and then register match the 3D volume and 2D 
slice. After registration the loss of bone and den-
sity measurements was made from histopathol-
ogy, micro-CT images, and fused image.

To register a 2D histopathology image into a 
3D micro-CT dataset, a semiautomatic approach 
was used. A grayscale-based approach was used 
to transform the 2D image. The fine structures 
both in bone and also the teeth such as cement/
dentin-cement junction were used for fixed stan-
dardized points to use the registration method. 
The initial registrations obtained by applying 
the thresholds were then improved using a stan-
dard image registration method. The whole reg-
istration was performed using CTAn (ver. 
1.16.1.0, SkyScan) and 3D software (3D 
Synapse, Fujifilm, Japan). The whole registra-
tion process was visually guided. Once the data-
sets loaded, the registration was made 
semiautomatically or manually. If the orienta-
tion of the bone was already roughly the same 

Fig. 8.10 Axial, sagittal, and coronal sections of rat mandible
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images, a semiautomatic registration tool allow-
ing quantification and comparison of registra-
tion quality for periapical lesions in a rat model 
was defined (Fig. 8.11).
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9.1  Micro-CT in Artificial Tissues

9.1.1  Introduction

The computed tomography (CT) technology, 
whose theoretical basis goes back to 1917, started 
after an Australian mathematician Johan Radon 
proved that the reconstruction of an (N) dimen-
sional object might be obtained from the (N-1) 
dimensional projections of the same object. As 
the general structure, the micro-CT (microcom-
puted tomography) is similar to computed tomog-
raphy. Computed tomography was invented in 
1972 by engineer Godfrey Hounsfield and physi-
cian Allan Cormack. Hounsfield invented the first 
whole-body computed tomography device in 
1975. Hounsfield and Allan McLeod Cormack 
were awarded with a Nobel Prize in 1979 for 
their studies on X-ray-based computed tomogra-
phy and diagnostic techniques.

The imaging phase is one of the important steps 
for artificial tissues. These technologies include the 
most frequently used noninvasive imaging meth-
ods of computed tomography and magnetic reso-
nance imaging. The tomography results may be 
used in obtaining the scaffolds. Computer-assisted 
design and computer-assisted manufacturing tools 
and mathematical modellings are used to collect 
the complex tomographic, architectural informa-
tion of the tissues and transfer the information to 
the digital environment. The information about the 
complex structures to be used in the computer-
assisted design (CAD) and mathematical model-
ling of the biological print is obtained using the 
medical imaging devices.

9.1.2  Basic Principles 
of Microcomputed 
Tomography

The technology enabling the noninvasive obser-
vation of the inner structure of the body with the 
discovery of X-rays by Röntgen in 1895 started a 
new era in diagnostic medicine. In conventional 
radiography, X-ray passes through the observed 
object, and the transmitted energy is recorded as 
a two-dimensional image. The three-dimensional 
(3D) structure information of the sample may be 
obtained using computer algorithms if the imag-
ing of the sample from different directions is 
 performed, which is described as tomographic 
reconstruction [1].
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Typically, the clinical CT scanners produce 
images consisted of voxels with a volume of 
1  mm3; X-rayed microcomputed tomography 
(μCT) systems, which were developed in the 
beginning of the 1980s which produce voxels 
between 5 and 50 μm intervals, have more better 
spatial resolution [2]. The system gets several 
X-ray shadow transition images of the object in 
different angles while the object turns on a high 
accuracy bed. The reconstruction of sequence 
images is recorded using these shadow images 
with a modified Feldkamp conic ray algorithm, 
and a complete 3D representation of the inner 
microstructure and density selected in the height 
interval of the transition images is created. The 
best micro-CT images are obtained from the 
objects where the sample content materials of the 
microstructure overlap with the X-ray absorption 
contrast. The inner morphological parameters 
may be measured using the reconstruction.

The X-rays which are included in the electro-
magnetic spectrum are in the energy intervals 
between 0.125 and 125  keV.  However, they 
involve electromagnetic waves or photon bunch 
between the wavelength interval of 10–0.01 nm. 
The X-rays with small wavelengths and with 
higher penetration degrees are described as 
“sharp X-ray”; however, X-rays with higher 
wavelengths and with smaller penetration 
degrees are described as “soft X-ray”. The 
X-rays at 0.5–2.5 Å (soft) wavelength are used 
in crystallography; however, X-rays at 0.5–1 Å 
(sharp) wavelength are used in radiology. The 
frequency of X-rays is approximately 1000 times 
higher than the frequency of visible light, and 
the X-ray photon has a higher energy than the 
photon of the rays in the visible region. 
Therefore, the main features of these rays are 
short wavelength and having a higher energy.

X-rays emerge as the products of events occur-
ring in the level of electrons, not inside the 
nucleus. Radiation emission is initiated as pho-
tons from the anode as a consequence of two dif-
ferent atomic processes with the acceleration of 
electrons under high voltage are separated from 
the heated cathode through thermionic pathway 
with the crash with the anode. These are brems-
strahlung and the characteristic photon radiation. 
Bremsstrahlung radiation is generated with 
acceleration with the deviation from the pathway 

due to the affinity force of the nucleus when pass-
ing close to a nucleus of an electron with high 
speed. The accelerated load makes an electro-
magnetic radiation, releases a photon, and causes 
a continuous X-ray spectrum (Fig. 9.1).

The characteristic X-rays emerge with the 
breaking off an electron from the orbit where the 
high-speed electron crashed from the target 
object. Another electron coming from a higher 
orbit fills the space of the broken electron and 
generates a radiation as much as the energy 
difference between these two orbits. Each 
element has a unique characteristic emission 
wavelength (Fig. 9.2).

positive nuclei

Bremsstrahlung Radiation

+

Radiation emitted
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Fig. 9.1 Bremsstrahlung X-ray shape
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Fig. 9.2 Characteristic X-ray
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The main components of a micro-CT device con-
sist of an X-ray tube, computer-controlled stepper 
motor which periodically rotates the sample, an 
image intensifier which intensifies the X-ray in the 
environment onto the camera sensor, a CCD camera 
which converts the reflecting X-rays to digital image 
data, image collector, and a computer controlling all 
these devices [3] (Fig. 9.3).

Three-dimensional models may be created 
with the sections taken from the object using 
X-rays with giving no harm to the object. 
Microtomography has frequently been used in 
medical studies and providing significant data in 
screening and analysis of porous structures in the 
objects (or materials) such as composites, poly-
mers, and biologic materials (bone, tooth, carti-
lage tissue). The three-dimensional structures of 
shadow projection images obtained by micro-CT 
may be generated using various computer pro-
grams (3D reconstruction).

The main components of a micro-CT scanner 
consist of an X-ray tube, a computer-controlled step-
per motor that rotates the sample that is fixed on the 
device at specified intervals, image intensifier which 
intensifies the X-ray of the environment to the cam-
era sensor, a CCD camera which converts the X-rays 
on itself to a digital image data, image collector, and 
a computer that controls all these devices.

The μCT systems create images which have 
good spatial resolution by generating voxels 
between 5 and 50 μm intervals. The sample in the 
μCT device is scanned by rotating around the ver-
tical axis in a system involving a fixed X-ray 

source and X-ray imaging series. The vibration 
decreases, and the resolution increases. The inner 
characteristics of the sample may be examined for 
several times since the imaging does not cause any 
harm for the sample. The obtained data may be 
recorded as three-dimensional or two- dimensional 
images and may be used for qualitative and 
quantitative analyses [4].

9.1.3  Artificial Tissues

Significant developments were observed in medi-
cine since the last three centuries when the diag-
nosis and treatments were organized in 
accordance with assumptions and predictions. 
The world has entered into a new era after 
engineers started to use the problem-solving 
techniques in medicine. This series of 
developments has reached to the artificial organs 
which are the prospects in ameliorating and 
extending the human life.

The first successful organ transplant was per-
formed by Joseph Murray in 1954 with kidney 
transplantation. However, there are various 
problems about organ transplant such that the 
 recipients have to use lifelong immunosuppressive 
drugs, and the adequate number of organs 
required for organ transplant cannot be obtained. 
Although the number of patients awaiting for 
organ transplant has rapidly been increasing 
worldwide, the number of organ donation is 
small. Thus, the patients awaiting for organ 
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X-ray - source

Specimen Microscope
objective

Rotating
stage

Scintillation layer
CCD array
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transplant may die before organ transplant, or 
they cannot undergo surgery due to deteriorations 
in general health. Therefore, scientists who are 
working on organ transplant searched for new 
remedies and developed the artificial organs by 
working in cooperation with bioengineers.

Producing an artificial organ is creating of 
three-dimensional organ-like structures which 
will substitute the function of an organ using the 
stem cells collected from human blood. Bio- 
production of the organs or organ-like struc-
tures, which will substitute the function of 
various organs that lose their function due to 
various reasons and will fulfil the most signifi-
cant function of the organ and which may be 
transplanted into the location of the organ or 
may be transplanted into the different parts of 
the body, is called organ production. Artificial 
organ production and the recent successful stud-
ies performed on stem cells demonstrated that 
three-dimensional organ productions are possi-
ble. Although fully functional organs have not 
yet been produced and transplanted to patients, 
the importance of this groundbreaking topic has 
been increasing in science. Owing to the artifi-
cial organs that will be produced using a 3D bio-
scanner with the use of patients’ own cells or 
stem cells, the problems such that of tissue 
rejections will be cleared out.

The aim of the studies that were initiated 
around 2 years ago was to produce some parts of 
tissue or organs using the living cells on a 3D 
bio-scanner.

The prototyping of living cells prioritized 
from stem cells with the 3D rapid prototyping 
technique in recent years, and reaching to func-
tional competence after tissue bonding, is the 
main component of the organ production. The 
produced organ must be preserved in the biore-
actor for a particular period for the cellular and 
tissue bonding after organ prototyping; other-
wise, the produced soft structure cannot be inte-
grated and will start to collapse. The collapse 
developing in the structure creates mechanical 
load on the cells and results in cell death. 
Bioreactor is a mechanism which has an envi-

ronment similar to a human body and acceler-
ates the cellular division and tissue bonding. 
The organ is reserved in the bioreactor for a par-
ticular period after organ prototyping in accor-
dance with particular criteria. The reservation 
period varies in accordance with many factors. 
The 3D rapid prototyping technique and its use 
in biomedical area have frequently become pop-
ular in the biomedical area due to its unique 
advantages. 3D rapid prototyping is a produc-
tion technique which enables to obtain physical 
models directly from the three- dimensional 
designs in the electronic environment. In this 
model, the physical models are generated with 
the overlapping of surfaces starting from the 
base. Each printed layer forms the basis for the 
subsequent layer [5].

In conventional methods, each component 
needs to be produced and assembled separately 
to create a model with multiple components; 
however, the model can be produced as a com-
plete single model in one single time and as func-
tional in this method. One other important fact in 
organ production is the heterogeneous structure 
observed in native organs. Multiple varieties of 
cell types and their distribution and connections 
within the organ that are required for creating the 
heterogeneous structure make the production of a 
functional complete organ impossible at present. 
Though, if the required functioning of the organ 
could be enabled with only one or several cell 
types, the requirement for a complex structuring 
might be decreased. Another important factor in 
organ production is the scientific developments 
observed in the area of stem cells. As it is known, 
stem cells are the main cells generating the tis-
sues and organs in the body. The cells which have 
not yet been differentiated have the ability of 
unlimited division and renewal and the ability to 
transform to organ and tissues. However, the 
stem cells which have been transformed to the 
cells of the related organ may not be compatible 
with the patients’ tissue. The incompatibility 
between the produced organ and patients’ tissue 
may mean that all these studies were futile 
attempts [6].
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In this respect, the studies conducted on stem 
cells have a significant role. Another critical fac-
tor is the vessel and vessel-like structures to be 
located within the produced organ. These 
 structures have the roles of carrying the oxygen 
and nutrition and removing the waste of metabo-
lism from the cell for the cell growth, division, 
and bonding in the remaining part of the organ. 
Otherwise the cells confined within the produced 
structure cannot maintain their vital functions. 
The other important factor is the preservation of 
the produced organ structure in the bioreactor. 
The reactor has to pump oxygen and nutrition 
required for the cells. If the organ is produced in 
a different environment rather than in the biore-
actor environment, the collapses occurring in the 
transportation process of the produced structure 
into the bioreactor create mechanical load on the 
cells, and this mechanical load destroys the via-
bility of the cells. This problem may be resolved 
by the insertion of 3D organ prototyping device 
into the bioreactor by minimizing the human fac-
tor. One last factor is the geometrical complexity 
of the produced organ structure. Organs with hol-
lows such as the heart and lung require temporary 
supporting structures in the production phase. 
The type, geometrics, durability, and the dissolu-
tion by the time of the biomaterial required for 
these supporting structures are the main 
parameters to be considered [7].

9.2  Process for Producing 
an Artificial Tissue

9.2.1  Scaffolds and Micro-CT

Tissue engineering is an interdisciplinary 
branch of science that aims to develop artificial 
systems using the engineering and life sciences 
for tissue renewal which takes the attraction of 
many scientists. Tissue engineering is based on 
the idea of reproducing artificial tissue scaf-
folds using the biosignal molecules of specific 
cells obtained from the patients and implanta-
tion to the deteriorated region in the body. 

Tissue scaffolds are one of the most important 
factors which enable the adhesion and 
reproduction of the cells by providing a 
temporary extracellular matrix for the cells in 
tissue engineering approach [8].

The physical, mechanical, and biological fea-
tures of the tissue scaffolds must be designed as 
to be compatible with the features of the tissue 
which is targeted to be repaired. Tissue scaffolds 
are the three-dimensional structures which are 
required to have porous structure that will enable 
the diffusion of the food/waste material, surface 
features that will enable cell reproduction/differ-
entiation in addition to adequate degradation 
speed, adequate mechanical endurance, repro-
duction, and migration of cells. The materials 
used in the reproduction of tissue scaffold must 
be biocompatible as to avoid undesirable tissue 
reactions after insertion into the body and must 
have nontoxic features [9].

Hybrid systems may be generated with the 
combining of the cells which have the function-
ality to generate the required tissue with the tis-
sue scaffolds prepared with proper material in 
tissue engineering. Tissue scaffold provides the 
required support in transformation of cells to 
organized functional tissue. The ability to con-
trol the position and functions of the cells in tis-
sue scaffolds is the critical point in the success of 
the prepared structure. The nanotechnological 
approaches are becoming important in develop-
ing the material in preparation of tissue scaffolds 
and in designing the structures with the required 
geometrical, topographical, and functional 
characteristics [10, 11].

The biomaterials used in the production of 
tissue scaffolds are grouped as the polymers, 
ceramics, metals, and composite materials. The 
tissue scaffolds that will generate the soft tissue 
may be obtained from natural or synthetic poly-
mers; however, the tissue scaffolds that will 
generate the hard tissue are composed of 
ceramic, polymer, or composites because the 
similarity of the biomaterial with the tissue 
aimed to be repaired has a significant importance 
[11].
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An efficient tissue scaffold must have a porous 
structure attached to one another that will allow 
the adjustment of the speeds of controllable deg-
radation and reabsorption with its rates of cell 
division, transfer of food and waste, and tissue 
renewal. In addition, the microstructure with 
proper surface chemical and tissue scaffold is one 
of the factors which affect the addition, 
reproduction, and differentiation of the cells [12].

The conventional methods used in the produc-
tion of tissue scaffold are the fibre binding, sol-
vent casting, particle leak technique, membrane 
lamination, dilution moulding, and gas foaming. 
However, these methods have some disadvan-
tages such as the use of toxic solvents in high 
rates, longer production times, inability to ade-
quately remove the residual particles from the 
polymer matrix, disordered porous structures, 
and inadequate connection between the struc-
tures. In addition to all these disadvantages, there 
are limitations in the control of the shape in most 
of these methods. It is dependent to the shape of 
the cast mould and porosity, and the dimension of 
pore cannot be adequately controlled [13, 14].

The rapid prototyping that emerged with the 
developing technology is the method of generat-
ing three-dimensional objects with the overlap-
ping accumulation of material layers and 
processing using computer-controlled equip-
ment. The computer-assisted design model of the 
generated object is based on the two-dimensional 
cross-sectional data obtained after slicing. The 
main three-dimensional systems that have cur-
rently been used are stereolithography, selective 
laser sintering (SLS), laminated object manufac-
turing (LOM), and the fused deposition model-
ling (FDM). The tissue scaffold generated with 
this technology enables the generating of three- 
dimensional connection, and structure, and is a 
highly repeatable procedure owing to the 
computer- controlled production [15]. Three- 
dimensional printers were started to be used in 
the design and production of tissue scaffold after 
all these developments in technology [16].

The design of the tissue scaffold may signifi-
cantly affect the mechanical features and cellular 
behaviours.

Tissue scaffold must have three important 
features:

• Tissue scaffold must be biodegradable and 
may be biologically fragmented.

• Must have appropriate material and structure 
for 3D modelling.

• Must allow the growth, interaction, and physi-
ological functioning of the cells.

Designing of each layer by dividing into units, 
ability to easily control, and fine adjustment 
method in production of scaffold have become 
attractive since the production proceeds layer by 
layer in three-dimensional printing technologies. 
Artificial cellular skeleton may be generated 
using different printing techniques with com-
puted microtomography devices based on the 
screened cell tissues. It is possible to obtain suc-
cessful results using different methods with cel-
lular skeletons which have the required 
characteristics [16] (Figs. 9.4 and 9.5).

A sample of practice steps of our studies using 
micro-CT (Sky Scan 1174) and three- dimensional 
printing technology is given below:

 (a) The opening of data set, which is restruc-
tured after screening, with the CTAn, and 
identification of the related areas (ROI) in the 
structure are presented in Figs. 9.6 and 9.7.

 (b) The screening of three-dimensional model 
that is generated by CTAn using CTVol and 
then reducing the high number of polygons 
are presented in Figs. 9.8 and 9.9.

 (c) Results of the 3D printing of the model that 
was obtained after micro-CT screening are 
presented in Fig. 9.10.

9.2.2  3D Bioprinting

Three-dimensional printers utilize various differ-
ent technologies. The differences between the 
technologies are generally related with how the 
layers have been generated. Some of the 3D 
printer technologies used in three-dimensional 
printers may be counted as selective laser sinter-
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ing (SLS), fused deposition modelling (FDM), 
and stereolithography. The most frequently used 
method is FDM, which starts with a software 
process and the software groups the STL format 
models to mathematical layers and sends these 
layers to a triaxial CNC controlled device to 
obtain overlapped layers. Generally thermoplas-
tic materials are used. Thermoplastic materials 

are relatively more proper materials compared 
with the thermoset materials because they can be 
melted multiple times and can be liquefied in a 
specified heat interval.

Thermoplastic material has to pass through a 
nozzle which is heated up to the melting heat for 
proper production. The nozzle is controlled by a 
computer and is moved to simulate the part 

Fig. 9.4 Types of 
scaffold

a b

Fig. 9.5 The cellular skeleton generated using a three-dimensional printer. (a) Microscope image. (b) The image of the 
nanopores taken by SEM [17]
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geometry. The part is accumulated on the table in 
two-dimensional layers with the accumulation of 
the thermoplastic material and will be produced. 
This process has currently been used in the areas 
of rapid prototyping and 3D printing, which are 

also known as 3D printing, three-dimensional 
production, or 3D printer.

The cells are filled in cartridges after the cells 
are reproduced until they reach the adequate num-
ber of cells in the culture environment. Cellular 

Fig. 9.6 Identification of the appropriate ROI

Fig. 9.7 Identification of the appropriate threshold
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matrix molecules in fluid gel viscosity, which have 
higher water content and known as the intercellu-
lar substance, are included in the cells in the car-
tridge. This substance with polysaccharide and 
protein structure enables the intercellular transfer 
of nutrients and oxygen. The viability of the cells 
has to be preserved when the cell is released out 
from the injection nozzle on the printer head. 

Therefore, a supporting hydrogel fluid (nutritional 
and diluent) composed of water, protein, and nutri-
tionals is used in the bioprinter (as a second sub-
stance different than the cells) to nurture the cells, 
prevent them from drying, and help to form the 
tissues with their combination. Two separate car-
tridges each including cell and hydrogen printing 
substance are placed side by side on the nuzzling 

Fig. 9.8 Reducing the 
number of polygons of 
the model

Fig. 9.9 Preparing the 
model ready for printing
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unit of the bioprinter. Each cartridge is connected 
to a fine thin injection nozzle. The cell is released 
out of the needle of the nuzzling injection as drops. 
The printer head starts to accumulate the cells 
layer by layer by moving form right to left, down-
ward and upward, and from front to the back. Each 
drop contains 10,000–50,000 cells. The cells are 
produced appropriate with the tissue or organ 
model designed on computer owing to simultane-
ous nozzled hydrogel from another injector. The 
cells preserve their viability, connect with one 
another, and transform to tissue parts owing to the 
porous hydrogel which supports the cells as a 
mould by surrounding the cells, spreading between 
the cells that were overly applied and accumu-

lated. Hydrogel is completely removed from the 
environment or disappears by fragmentation by 
the time cell maturation and transformation to tis-
sues are completed. Thus, tissue samples are 
obtained for only medical investigation purposes 
using the three-dimensional printing technology. 
The significance of hydrogels is that they block the 
fusion and mediate in contacting and assembling 
of biometric material to the 3D structures.

3D printer is a supportive tool for the repro-
duction of the proper organs for transplantation in 
regenerative medicine. Three-dimensional bio-
printer has additional complexities such as cell 
types and growth, differentiating factors, and 
technical difficulties such as the sensitivity of liv-
ing cells and production of tissues compared with 
the nonbiological printing. This requires the inte-
gration of the technologies of engineering, bioma-
terial science, cellular biology, and physics.

Three-dimensional bioprinters can perform 
spatial positioning, living cell planting of layer- 
by- layer biological material, and placement of 
biochemical and functional parts, and three- 
dimensional structures may be produced.

Several approaches are required in generating 
the biological structures for preserving the viabil-
ity of the cells during the procedure:

• Biomimicry
• Autonomous conjunction
• Mini tissue structure blocks

Biomimicry aims to produce the biological 
structures which have similar features with the 
native biological structure by investigating the 
nature and functionality of the cells.

Autonomous conjunction aims to provide 
the same structural features, cell localisation, and 
tissue functionality with the native biological 
structure by investigating the interactions of the 
cells with one another.

The term of mini tissue describes the 
obtained tissue or organs with the combining of 
small functional structure blocks associated with 
two strategies above.

First, the imaging of the model to be printed is 
performed in preparation of the structural scaffold. 
The imaging phase is one of the important steps. 
These technologies include the most frequently 

Fig. 9.10 The 3D printing of the obtained model after 
micro-CT screening
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used noninvasive imaging methods of computed 
tomography and magnetic resonance imaging 
(MRI). The tomography results may be used in 
obtaining the scaffolds. Computer- assisted design 
and computer-assisted manufacturing (CAD/
CAM) tools and mathematical modellings are 
used to collect the complex tomographic and 
architectural information of the tissues and 
transfer the information to the digital environment. 
The information about the complex structures to 
be used in the computer-assisted design and 
mathematical modelling of the biological print is 
obtained using the medical  imaging devices [18]. 
The raw data obtained through screening using 
the imaging devices are converted to three-
dimensional digital drawings using the computer-
assisted software. The results obtained in the 
imaging may be used for the tissue to be 
manufactured; and printing may be performed 
after the required appropriate design changes and 
tissue-specific scaffold material and cell selection 
are completed [19].

Synthetic and natural polymers and extracel-
lular matrix are generally preferred as the scaf-
fold material. The source of stem cell may be 
allogenic or autologous. The cells are loaded to 
the device after the cells are purified. The cells 
which are loaded on inkjet, microextrusion, or 
laser-assisted bioprinters are planted on the target 
tissue-specific scaffold, and the manufacturing of 
the living target tissue is obtained through the 
tissue-specific differentiation factors after the 
cells proliferative wrap around the skeleton [20].

The cells may be added to the scaffold struc-
ture as follows in artificial tissue technology:

• As rolls
• With injection
• By planting

Organ printing technology consists of three 
main steps:

 I. Preprocessing (CAD, plannings, 
preconditioning)

 II. Processing (genuine printing, solidification)
 III. Post-processing (perfusion, postcondition, 

accelerated tissue maturation)

 1. In designing step (CAD, plannings, precon-
ditioning), the appropriate design approach 
is identified for the target tissue planned to 
be manufactured. The processed 3D digital 
drawings in accordance with the design 
approaches are prepared for the bioprinting 
procedure and are sliced into two-dimen-
sional consecutive layers in the determined 
thickness.

 2. In processing step (genuine printing, solidifi-
cation), the appropriate material and cell 
resource are selected for the shape and func-
tioning of the target tissue. Synthetic and nat-
ural polymers and extracellular matrix are 
commonly used in material selection. The 
source of cell may be allogenic or autologous 
in selection of the cell. These components are 
integrated to inkjet, microextrusion, or laser- 
assisted printer.

 3. In post-processing step, the stem cells which 
will differentiate to new cells are planted on 
the skeleton after the scaffold for the organ is 
generated using the three-dimensional bio-
printer. Proteins and stimulants are added for 
the forming of the organ shape. Maturation 
period may be required for various tissues in 
the bioreactor before transplantation. These 
tissues may be alternatively used in vitro (lab-
oratory environment) studies. The tissues 
completing the maturation period are anal-
ysed, and the compatibility to the target tissue 
is identified [18].

9.3  Future Work/Future 
Projection

The studies investigating the use of micro-CT 
and three-dimensional printing technologies in 
the processes of medical and industrial prototyp-
ing have gradually become prevalent in Turkey 
and worldwide. The processing of CT or micro-
 CT screening data and generating the three- 
dimensional model of a biological structure in 
digital environment take place in various areas. 
Innovative development has been accomplished, 
and more productive results have been obtained 
in the area of health owing to the ability to gener-
ate (print) the structures such as skull models, 
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skeleton models, disease models, and bone and 
organ for educational purposes in medical facul-
ties or in the departments of life sciences. Another 
area of practice is the three-dimensional printing 
of the body part of the surgery region after mod-
elling before surgical operations; owing to that 
the duration of surgery is shortened, and more 
productive results may be obtained for the patient 
and the surgeon.

Tissue and organs can be produced in 3D bio-
printers, and studies have been conducted 
 demonstrating that these tissues preserved their 
viability. These produced tissues and miniaturize 
organs are planned to be used in the studies of 
drug experiments, tissue engineering, and inno-
vative medical studies related to treatment in the 
short term.

The practice of 3D printing technology in 
medical area provides very important contributions 
for the studies of tissue engineering where the 
cellular biology and material science are jointly 
used. Various tissues are produced including the 
layered skin, bone, vascular grafts, tracheal 
splints, heart tissue, and cartilage structures. 
Cardiac patches, small- and medium-length blood 
vessels, skin tissue, and soft tissues (adipose, 
muscle) for reconstructive surgery have recently 

been produced in the past. In addition, successful 
studies have been continued on the vascularized 
microorganisms which may be grown in the 
bioreactor for completing the function of a 
diseased organ such as the liver (Fig. 9.11).
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Application of Micro-CT in Soft 
Tissue Specimen Imaging

Gina Delia Roque-Torres

10.1  Introduction

The novella Flatland: A Romance of Many 
Dimensions describes a two-dimensional world 
occupied by geometric figures, wherein women 
are simple line segments, while men are poly-
gons with various numbers of sides. This two- 
dimensional world is insufficient to describe the 
actual universe. Science popularizers were Carl 
Sagan who recreates this thought experiment as 
a setup to possibilities of higher dimensions of 
the physical universe and Stephen Hawking 
who highlights the impossibility of life in two- 
dimensional space. From the literary world to 
the scientific, two dimensions lack the neces-
sary depth to provide a complete picture; for 
this reason three-dimensional (3D) imaging is 
necessary to be studied. Notwithstanding sev-
eral adopted techniques for characterizing the 
3D structure of non-calcified tissues and bioma-
terials which are well-established, in practice, 
they can be technically challenging, time-con-
suming, limited to spatial resolution and small 
volumes, and, in some cases, prone to inducing 
artifacts. As an alternative to these techniques, 
X-ray computed microtomography can image 
the internal 3D structure of an opaque sample at 

submicron resolutions (ex vivo) and visualize 
dynamic changes in living tissues at a microsec-
ond scale (in vivo).

Soft tissues surround other structures and 
organs of the body, which include tendons, liga-
ments, fascia, skin, fibrous tissues, fat, synovial 
membranes, muscles, nerves, and blood vessels, 
constituted by cells and extracellular matrix 
responsible for biological functions [1]. A wide 
range of imaging methods have been developed 
to analyze biological tissues at microscale in 
ex vivo and in vivo samples, which provide infor-
mation on the morphological, chemical, and 
physical properties.

The low contrasting properties of soft tissue 
create significant challenges for preparations and 
imaging of samples; in this case imaging needs to 
be aided by using stains and contrast agents to 
label specific components. The primary methods 
for visualizing 3D structures of soft tissue are 
often dictated by the needs of the users as well as 
the abilities and limitations of each modality [2]. 
Those methods include optical microscopy, elec-
tron microscopy, confocal microscopy, magnetic 
resonance imaging, ultrasound, absorption and 
phase-contrast synchrotron X-ray imaging, light 
sheet (based) fluorescence microscopy, and X-ray 
micro-computed tomography (micro-CT) 
(Table 10.1) [2, 4, 5].

The history of imaging tools begins with the 
discovery of X-ray radiographs in 1895, up to the 
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introduction of hospital-based computed tomog-
raphy scanners in the 1970s, which are into 
 clinical use. Laboratory-based micro-CT instru-
ments followed up in the 1980s, which were typi-
cally used to image calcified tissues [4]. Recently, 
X-ray absorption by heavy-element dyes allows 
the 3D visualization of microstructures of soft 
tissue.

To date, we have several types of contrasting 
agents (high atomic number elements) that bind 
to components of the soft tissue. The principal 
contrast agents that have been used on biologi-
cal specimens include barium sulfate suspen-
sion, gallocyanin-chromalum, gold, iodine 
potassium iodide, iodine, iron oxide, lead, mer-
curic chloride, osmium, phosphomolybdic acid, 
phosphotungstic acid, platinum, potassium 
iodide, silver, uranyl acetate, potassium dichro-
mate, and silver nitrate, among others. Each of 
these agents allows the visualization of particu-
lar tissues or cells, which have been proven by 
subjecting them to tests due to their ability to 
improve tissue discrimination and the limits of 
the organs.

Some issues described in several works are 
related to the capability of the diffusion of the 
staining agent into the samples, long staining 
times, the highly concentration of certain staining 
solutions which may cause sample shrinkage, or 
even just achieve limited epidermal layers. Thus, 
it is important to consider the sample preparation, 
mounting, data collection, and reconstruction to 
overcome the current limitations in order to have 
the best high-contrast visualization of 3D tissue 
samples [6].

Many current clinical applications which uti-
lize 3D visualization of microstructures of soft 
tissue include lung, heart, brain, kidney, liver, tes-
ticle, musculoskeletal, and microvascular imag-
ing, as well as providing information on tumors, 
the anatomy of different animals, and food or tis-
sue engineering.

In this chapter, we discuss the current capa-
bilities of micro-CT with regard to soft tissue. To 
that end, we present fundamentals of X-ray 
microtomography, how to process data, and the 
various biological applications.

10.2  Fundamentals of X-Ray 
Microtomography

X-rays are a form of electromagnetic radiation, 
generated by a vacuum tube using high voltage to 
accelerate electrons from a cathode to a (usually) 
tungsten alloy anode. In the process, the acceler-
ated electrons release electromagnetic radiation 
in the form of X-rays, and the maximum energy 
of the radiation is limited by the energy of the 
incident electron [7].

10.2.1  X-Ray Interaction  
of Biological Tissue

Biological soft tissue is composed of low-atomic 
number (low-Z) elements, which produce little 
contrast in a hard X-ray image. Therefore, most 
of them show uniform density, in which only the 
outline but no internal structure is visualized, 
leading to a lack of understanding of the whole 
tissue [1].

Historically, materials with high atomic num-
ber (high-Z) tend to better absorb X-rays, 
expressed by the formula for X-ray absorption. 
The atomic number (Z) allows the contrast level 
of the different tissues making it of significant 
importance in clinical applications. To increase 
the absorption coefficient, X-ray attenuation con-
trast media containing atoms of high atomic 
number (agents contrast) must be frequently used 
to obtain images of soft tissue [7]. The elements 
used as contrasting agents are mostly in the fifth 
or sixth row of the period table.

10.2.2  Contrast Agents

Several staining methods have been proposed to 
increase soft tissue contrast in ex vivo and in vivo 
specimens scanned with micro-CT.  Elements 
with atomic numbers of 67–83, which have their 
absorption edges between 8 and 14 keV, can give 
sufficient contrast and are included successfully 
in an ex vivo micro-CT imaging. These elements 
as nanoparticle contrast agents also show great 
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potential for functional and molecular for in vivo 
micro-CT imaging application following the cat-
egories of low molecular weight and blood pool. 
However, radiation dose is a concern and limita-
tion for in vivo imaging [1, 8].

The attenuate X-rays are measured in 
Hounsfield units (HU), where water is assigned 0 
HU as a density value and air –1000 HU and 
most soft tissue falls within 30–100 HU.  It is 
challenging to produce 3D images of two adja-
cent tissues (e.g., tongue/tumor) or tissues in con-

tact with blood or other physical fluids (e.g., 
brain aneurysm). Therefore, contrast agents are 
used to improve the visualization, enhance dif-
ferentiation among different tissues, and provide 
biomechanical information as well as evaluation 
of tissue/organ function or performance. These 
requirements are of significant interest and highly 
assessed, especially those who have a long reten-
tion time and are nontoxic [7].

To carry out the above requirements, various 
contrast agents are currently in use (Table 10.2). 

Table 10.2 Basic overview of the contrast agents

Contrast agent
Binding 
preference

Visualized soft tissue 
structures Advantages Limitation

Osmium [5, 9] Phosphate
Lipids, proteins, 
and nucleic acids

Vertebrates
Insects

Natural contrast
Wide availability
High contrast
Can be used on resin
blocks

Toxic
Expensive disposal
Limited penetration
Not useful for alcohol- stored 
tissues

Gold [7] Peptides and
antibodies
antigen-specific 
RNA aptamer
High-density 
lipoproteins

Cardiovascular system 
in rodents
Thrombotic disease
Hepatocellular 
carcinoma
Tumors in vivo
Vasculature, kidneys, 
and tumors in mice
Cell therapy
Pancreatic islet of 
Langerhans cells
Atherosclerotic plaques 
in mice

Higher contrast per 
unit weight
No appreciable 
cytotoxicity
Prolonged blood 
circulation times
Increased chemical 
stability, long 
circulation times
Largely nontoxic and 
biocompatible

Potential toxicity issues in 
high doses
Instability in buffered
May exhibit toxicity in 
certain high particle-size 
in vivo

Iodine  
[5, 7, 9, 10]

Glycogen and 
lipids
Potassium

Cardiovascular system 
in rodents
Bovine bone ex vivo
Breast tumor lesions
Insects

Rapidly filtration by 
the kidney
Safety
Low risk to 
nephropathic patients

Lower X-ray attenuation
Non-specific biodistribution
High “per dose” 
concentrations are required
Using ionic iodinated: high 
intrinsic osmolality, toxicity, 
and physiological problems
Low bone tissue 
differentiation when used as 
aqueous solution

Platinum [7] Iron/platinum 
(Fe/Pt)

Tumors No notable 
cytotoxicity Good 
biocompatibility

Needs to be further tested

Phosphotungstic 
acid (PTA) [5, 9]

Proteins
Connective 
tissue (collagen)

Vertebrates (musculature 
and nervous tissue)
Insets (sensory organs, 
legs, and muscles)
Neural tissues
Collagenous tissue

Low toxicity
Simpler to use
Effectively stain in 
alcohol-stored sample
Excellent contrast
Stable stain
Sharp tissue 
differentiation

Slow tissue penetration,
limited to a few
millimeters
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Table 10.2 (continued)

Contrast agent
Binding 
preference

Visualized soft tissue 
structures Advantages Limitation

Barium sulfate 
suspension  
[7, 11]

Gold Human gastrointestinal 
tract
Microcracks in bovine 
tibiae ex vivo
Dentinal cracks in 
ex vivo human and 
elephant teeth

Biologically inert
Nontoxic

Oral ingestion for upper 
gastrointestinal imaging or 
rectal administration for 
lower gastrointestinal 
imaging

Uranyl acetate 
[7, 12]

Proteins and 
lipids with sialic 
acid carboxyl 
groups
Nucleic acid 
phosphate 
groups of DNA 
and RNA

Microdamage in ex vivo 
human trabecular bone
Collagen scaffolds 
porosity

Excellent X-ray 
attenuation properties

Toxicity in vivo

Iron oxide  
[13, 14]

Native CHO 
cells receptors

Stem cells Good biocompatibility 
and biodegradability
No disrupt stem cell 
viability

Possible cytotoxicity
High X-ray attenuation/
density only using high-
resolution CT

Gallocyanin- 
chromalum [10]

Cell nuclei Cell nuclei Demonstrates cell
densities and 
individual cells
Possibly useful as
counterstain

Low overall contrast

Iodine potassium 
iodine (IKI) 
Lugol’s solution 
[5, 9, 10, 15–17]

Glycogen
Lipids
Potassium

Hard and soft tissues of 
the skull
Muscle morphology
Cardiovascular 
structures of mouse 
embryos
Neural tissues
Metazoan

Easy handling
Low cost
Different affinities for 
major types of soft 
tissues

Low solubility of elemental 
iodine (I2) in water
Perceived nondestructiveness
Low toxicity
Rapid staining

Phospomolybdic 
acid (PMA)  
[5, 9, 18]

Proteins
Collagen

Insects
Cartilage structures in 
mollusks
Collagenous tissue in 
mouse embryos

Low toxicity Spotting collagen in general 
rather than a specific type of 
collagen

In addition, some inconsistent results regarding 
the tissue discrimination may still remain, espe-
cially when applied to complete organisms. There 
are some alternatives to labelling of visualizing 
biological structures as the critical point drying 
and corrosion casting with resin. The critical 
point drying method showed structural distortion 
due to the sample shrinkage, and the corrosion 
casting method is mostly used in the vascular 
system [7].

10.3  Practical Aspects

Several methods for sample mounting have been 
developed. Some mounts used brass fitting with 
the smallest diameter, in which the sample can 
be adjusted. Nowadays, advancements in sample 
mounting systems made by the same companies 
of micro-CT have enabled the imaging of larger 
samples and decreased artifact movement as 
well as scanning time; this then provides better 
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images to analyze. Recalling that sample images 
must be taken at the resolution appropriate to 
analyze the sample structure, this depends on the 
fineness of the structure we are going to analyze; 
consequently it is also important to fit the sample 
in the best container to not increase the 
resolution.

Furthermore, the degree of staining with the 
high-Z element is important in the data collec-
tion. For example, in the probe element gold, if 
0.1% of the voxel volume is occupied with metal 
gold, the voxel value falls to 3.5 cm−1, which is 
three times the typical voxel value deviation 
showing clearly distinguished images, but if it is 
lower than 0.03% (v/v), the result would be an 
ambiguous image [1]. Hence, the selection, con-
centration, and procedure of the staining are cru-
cial for the visualization and subsequent analysis 
of the sample.

The process that follows data collection, data 
reconstruction, may be accelerated by using a 
parallel computing environment, such as PCs, the 
CUDA, or OpenCL [1]. The data reconstruction 
is a critical process in which any errors intro-
duced can seriously impact the reliability and 
interpretation of the data.

10.4  Biological Applications

10.4.1  Bone Imaging

Micro-CT has been used for mineralized tissues 
since its very inception. However, two soft tis-
sues, bone marrow adipocytes and blood vessels, 
remain difficult to quantify because they are 
highly connected to bones. The detailed 3D visu-
alization of these tissues can provide a better 
understanding of the vascular organization, blood 
flow, and the impact on bone homeostasis. Recent 
studies have revealed that the local mechanical 
environment of the fracture is influenced by the 
neovascularization showed by a quantitative 3D 
analysis [19]. Another study highlights the vascu-
lature using micro-CT methods, opening broader 
possibilities in detection and characterization of 
the 3D vascular tree to assess vascular tissue 
engineering strategies [20].

Moreover, new novel contrast agents have 
been including a hafnium-based Wells-Dawson 
polyoxometalate, which allows clear differences 
in bone structure, vascular network organization, 
characteristics of the adipose tissue, and 
 proximity of the different tissues to each other. It 
can help to improve the treatment in several bone 
pathologies, as well as performance of biomateri-
als for skeletal regeneration [21].

On the other hand, other bone pathologies 
involve the degradation of articular cartilage, 
which cannot be analyzed due to the low carti-
lage contrast limits by the use of classical X-ray 
imaging techniques. Delecourt et al. (2016) [22] 
demonstrated that volume and thickness of 
human cartilage can be measured using a con-
ventional micro-CT system in patients that had 
osteoarthritis. Another study also showed a sig-
nificant advance in the bone field with a quanti-
tative analysis of articular cartilage thickness 
after contrast enhancement of the cartilage 
matrix [23].

10.4.2  Lung Imaging

The lung is the exception of the attenuation val-
ues for soft tissue, approaching −1000 HU due 
to high air content [7], and the use of the correct 
contrast agent is essential for the proper analy-
sis [24] (Figs. 10.1 and 10.2). Micro-CT imag-
ing in small animals like mice, crabs, and turtle 
also presents another challenge on account of 
their small size and rapid respiratory motion 
[8, 25, 26].

In order to further enable studies on lung dis-
ease, many investigators have established archi-
val biobanks that contain tissue samples 
representative of multiple lungs diseases, which 
can be measured by micro-CT images [27]. 
Moreover, the feasibility of micro-CT for obtain-
ing quantitative volumetric and morphologic 
information of changes in soft tissue, respiratory 
tracts, and vascularization is the main concern in 
the studies [28–31].

Understanding the three-dimensional (3D) 
micro-architecture of lung tissue can provide 
insights into the pathology of lung disease.  
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a

c d

b

Fig. 10.1 3D volume rendering reconstruction of a mice lung. (a) Frontal view. (b) Back view. (c) Frontal view with 
section to show the interior of the right lung. (d) Top view

a b e

c

d

Fig. 10.2 Reconstructed data of the mice lung. (a) Coronal view. (b–d) Axial view of the regions (top, middle, and 
bottom). (e) Sagittal view of the right lung
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The various studies of lung disease models, such 
as rheumatoid arthritis-associated interstitial 
lung disease [32], obstruction in chronic obstruc-
tive pulmonary disease [33], centrilobular and 
panlobular emphysema [34], and fibrosis, which 
is a late complication of radiotherapy [35–37], 
are some that have been studied.

Additional studies have monitored lung 
metastasis and host/lung response in preclinical 
studies, which will be valuable for translational 
applications [38]. Furthermore, micro-CT is 
used to optimize the monitoring of both pro-
gression and therapy of lung diseases, bleomy-
cin-induced fibrosis, invasive pulmonary 
aspergillosis, pulmonary cryptococcosis, [39] 
sarcoma in an orthotopic lung cancer model 
[40], or even distinguishing between malignant 
and nonmalignant pulmonary nodules [41], 
which were developed in animal model lung 
tumors [42].

A further advantage related to 3D micropa-
thology is that it allows a study of the 
 three- dimensional lung structure preserved 
without the effects of fixatives while enabling 
subsequent studies of the cellular matrix com-
position and gene expression performed on fro-
zen lung samples by the cryostage on the 
micro-CT. The same workflow and methods can 
be applied to other frozen tissue samples, which 
opens up new investigative possibilities for 
integrating morphometrical and biological 
studies [43].

10.4.3  Cardiac Imaging

While magnetic resonance (MR) has been con-
sidered the “gold standard” for cardiac imaging, 
the micro-CT may offer alternatives and even 
some advantages but does have a limitation such 
as the use of ionizing radiation in the case of 
in vivo imaging [44]. The micro-CT has the abil-
ity to visualize the 3D coronary circulation and 
internal pressure, as well as to evaluate cardiac 
morphology and function [8, 44–46] (Figs. 10.3 
and 10.4).

This is a powerful tool for the 3D depiction of 
morphological alterations of hearts in high 

 resolution and can be combined with classical 
histological analysis, which as a preclinical 
research method can unravel structural altera-
tions of various heart diseases [47] and also 
assess the best anatomic approach such as the 
ascending aorta [48].

The cardiac function metrics such as wall 
motion, wall thickening, regional ejection frac-
tion, ejection fraction, end-diastolic volume, end- 
systolic volume, stroke volume, myocardial 
mass, and cardiac output can be assessed via car-
diac micro-CT [8, 44]. Micro-CT has played an 
important role in the assessment of mouse mod-
els of cardiovascular diseases and the determina-
tion of functional parameters such as the left 
ventricular volume [49].

The use of contrast agents is fundamental in 
the cardiac-micro-CT in order to be able to dis-
criminate between the myocardium and blood. In 
majority of studies, blood pool contrast agents 
have been used [8]. For example, Chang-Lung 
Lee et  al. (2014) showed DE-micro-CT and 
4D-micro-CT are effective preclinical imaging 
approaches that provide not only anatomic but 
also functional information to noninvasively 
measure radiation-induced cardiac injury in mice 
with two nanoparticle-based contrast agents—a 
blood-pool liposomal iodine (Lip-I) [31] and a 
PEGylated gold nanoparticle (AuNp) [50]—and 
the iodine staining-enhanced micro-CT with 
computational anatomical analysis also repre-
sents a valid addition to classical histology for 
the delineation of compact myocardial wall 
thickness in the mouse embryo [51]. More 
recently, a contrast called eXIA 160—an aqueous 
colloidal polydisperse contrast agent—allows 
sufficient enhancement between blood and tissue 
with very low injection volumes [45].

Moreover, the cardiac micro-CT has been 
used to detect the presence of thrombi, induced 
by stenosis of the inferior vena cava in experi-
mental models, giving a reliable and reproducible 
method for the longitudinal assessment of venous 
thrombus [52]. It has also been used to detect 
myocarditis caused by exposure to external 
pathogens such as the coxsackie B virus (CVB) 
[53] and for evaluating myocardial infarction and 
potential therapies [45]. In the most common 
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a

d e f

b c

Fig. 10.3 3D volume rendering reconstruction of a mice heart. (a) Frontal view. (b) Back view. (c) Axial view of the 
middle. (d) Coronal view of the middle front. (e) Axial view of the top. (f) Coronal view of the middle back

a b c

d

e

Fig. 10.4 Reconstructed data of the mice heart. (a) Coronal view. (b) Sagittal view. (c–e) Axial view of the regions 
(top, middle, and bottom)
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arrhythmia such as the atrial fibrillation, it has 
been used to investigate the structural basis for 
conduction during sinus rhythm, atrial pacing, 
and sustained atrial flutter [54].

Numerous efforts are ongoing to improve 
material and kinematic characterizations of soft 
tissues and engineered biomaterials, and these 
pursuits are facilitated by the increased avail-
ability of micro-CT [55]. One specific instance 
relates to quantifying between long-term in vitro 
dynamic calcification and abnormal flow pat-
terns associated with three porcine bioprosthetic 
heart valves [56] or to visualizing the conforma-
tion of an implantable device or soft robots to the 
heart, which can mimic or assist in complex bio-
logical functions such as the contraction of heart 
muscle [57].

Extending their observations to three dimen-
sions using X-ray microtomography shows a 
vastly different picture to what they had been 
accustomed to; scientists have been intrigued by 
the intricate structures formed by different ani-
mals, for example, marine organisms such as the 
heart of an urchin [58] and zebrafish [59], among 
others [9].

10.4.4  Brain Imaging

The 3D whole brain shape is best suited for rapid 
phenotyping applications due to experimental 
treatment [60]. The micro-CT is suitable for 
defining tumor boundaries by providing contrast 
between tumor and normal brain tissue and for 
also allowing the tumor volume estimate, making 
it well suited in accessing tumor burden. It may 
provide a rapid characterization of morphologi-
cal changes resulting from genetic manipulation 
of animals and thus find application in a wide 
range of studies involving genetics with histo-
pathological correlation [61] (Figs.  10.5 and 
10.6).

The cerebrovasculature is a network of blood 
vessels (arteries, veins, sinuses, arterioles, 
venules, and capillary beds) which supply blood 
to the brain. Study of cerebral vascular struc-
ture, such as pathologies that can lead to cere-
brovascular disorders, can be understood by 
utilizing high-resolution 3D imaging modali-
ties, using some automatic segmentation and 
recognition methods to facilitate the compari-
son of blood vessels [62]. Imaging is also useful 

a b c

d e f

Fig. 10.5 3D volume rendering of a mice head. (a) Axial view of the middle. (b) Coronal view of the posterior region. 
(c) Axial view of the inferior region. (d) Coronal view of the anterior region. (e, f) Sagittal view
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for detecting the axonal networks of the murine 
brain [63] or even detecting the mouse brain 
myelin structure [64] and the cranial venous 
outflow [65].

Abnormalities in the cerebrovascular system 
play a central role in many neurologic diseases. 
The micro-CT allows the visualization of large 
cerebrovascular networks, including the circle of 
Willis, as well as morphometric changes that are 
practically impossible to identify using current 
histological methods [66]. Cerebral cavernous 
malformations are hemorrhagic brain lesions, 
where the micro-CT allows high-throughput 
assessment of lesion count and volume [67]. 
Another frequent type of hemorrhagic stroke 
such as the subarachnoid hemorrhage is a further 
demonstration of the type of analysis possible by 
the quantification of vasospasm from micro-CT 
data [68, 69].

Other utilities of the micro-CT using fibrin- 
targeted gold nanoparticles as a contrast agent 
include the detection of thrombotic disease, 
quantifying the thrombus burden, and guiding 
thrombolytic therapy [70]. Also, the micro-CT 
can be combined with positron emission tomog-
raphy (PET) to assess the carotid atherosclerosis 
after ischemic attack or minor ischemic stroke 

[71]. The ischemic lesion from the non-infarcted 
tissue [72] or ischemia with stroke [73, 74] may 
also be evaluated.

For instance, a three-dimensional finite ele-
ment model of the rat brain and braincase 
obtained from micro-CT images was also studied 
to expand on the knowledge concerning mild 
traumatic brain injuries [75].

During early stages of postnatal development, 
pressure from the growing brain and cerebrospi-
nal fluid, i.e., intracranial pressure, load the cal-
varial bones. This loading contributes to the 
peripheral bone formation at the sutural edges of 
calvarial bones. Scanning with micro-CT may 
estimate the cranial growth by intracranial vol-
ume and skull length [76, 77]. Such modeling can 
be a contributing factor to bone formation at the 
sutures during early stages of development, 
which has the potential to be translated to human 
skull growth in order to enhance our understand-
ing of the different reconstruction methods used 
to manage the craniosynostosis, for example. 
Data collected can then be used for development 
and validation of computational models of skull 
growth and may reduce the number of reopera-
tions in children displaying this condition and 
thereby enhance their quality of life [77, 78].

a b c

d

Fig. 10.6 Reconstructed data of the mice head. (a) Axial view. (b) Sagittal view. (c, d) Coronal view of the posterior 
and anterior region respectively
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Finally, some authors conclude that micro-
CT is highly suitable for targeting neuroanat-
omy, as it reduces the risk of artifacts and is 
faster than classical techniques in the analysis 
of the brains of selected arthropods [79]. Other 
studies also found the first anatomical evi-
dence of this structure in early thalattosuchi-
ans [80]; explored and described the anatomy 
of the brain in the jumping spider Marpissa 
muscosa [81]; quantified and described the 
internal anatomy of the skull in primate spe-
cies [82–84], the tammar wallaby [85], squir-
rels [86], crocodilians [87], and insects [88]; 
and even observed the vascular patterns in 
iguanas and other squamates [89], among oth-
ers [5, 9, 90].

10.4.5  Kidney Imaging

Most of the articles evaluated anatomy ex vivo to 
compare 3D anatomy to histological slices par-
ticularly in human specimens, whereas few pub-
lications describe renal structures in animals [91, 
92]. Conversely, other studies describe in  vivo 
imaging procedures for mouse kidney anatomy 
evaluation using contrast-enhanced high- 
resolution measurement of kidney volume, 
length, and thickness, providing a useful follow-
 up research tool for renal disease studies [93]. 
This may also open up broader possibilities in the 
detection and characterization of the 3D vascular 
tree of the kidney to assess vascular tissue engi-
neering strategies [20] (Figs. 10.7 and 10.8).

a

d e f
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Fig. 10.7 3D volume rendering of a mice kidney. (a) Frontal view. (b) Back view. (c) Medial view. (d) Coronal view. 
(e) Sagittal view. (f) Axial view
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In the surgical setting, horseshoe kidneys 
(HKs) cause certain confusion because of their 
complicated morphology. A study observed the 
vascular and collecting system of the HK using 
anatomical and contrast imaging techniques from 
a voluntarily donated postmortem cadaver. These 
observations can contribute to a better under-
standing of fundamental knowledge and progress 
in the surgery of HKs [94].

Another possible application and advantage of 
the micro-CT is the evaluation of congenital 
abnormalities of the renal tract, performed on 
three human fetal kidneys: one structurally nor-
mal kidney, one with autosomal recessive poly-
cystic kidney disease, and one with multicystic 
dysplastic kidney disease. It could be utilized to 
augment conventional autopsy practice and be 
used for noninvasive examination [95]. 
Furthermore, evaluation of an animal model 
highlighted a decline in renal function and blood 
flow associated with a decrease in the number of 
intrarenal vessels during aging [96]. Other stud-

ies focus on kidney disease and the investigations 
of the kidney function, which may lead to pio-
neering research and novel therapeutics using 
preclinical disease models and innovative ana-
lytical techniques.

Proper renal perfusion is critical for kidney 
function and the cause of many renal diseases. 
Analysis of total and cortical renal vascula-
ture volume (vascular number (V.N), vascu-
lar thickness (V.Th), and vascular separation 
(V.Sp)) combined with a method to isolate and 
quantify the number of perfused glomeruli 
(glomerular number (Glom.N) and glomerular 
density (Glom.Dn)) to assess vascular changes 
can be done by micro-CT, which may improve 
understanding of numerous disease models, 
biological mechanisms, and treatments [97]. 
Another study showed the quantitative analy-
ses of three-dimensional vascular networks in 
three models (ischemia- reperfusion, unilat-
eral ureteral obstruction, and Alport syndrome 
mice). These analyses revealed significant and 
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Fig. 10.8 Reconstructed data of the mice kidney. (a) Coronal view. (b) Sagittal view. (c–e) Axial view of the regions 
(top, middle, and bottom)
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previously unrecognized alterations of preglo-
merular arteries [98].

These results have obvious important implica-
tions for human medicine, showing effective 
improvement of an important clinical problem, 
even for wealthier nations in the clinical setting 
of kidney diseases. However, some of the thera-
peutic approaches are not entirely well- 
established, as in the study of a progression of 
renal diseases delayed by angiotensin II blockers, 
in which it was demonstrated that these blockers 
can improve blood tissue perfusion and filtration 
capacity and lead to regression of the kidney 
fibrosis [99]. Another study in animal model 
showed that vitamin D supplementation accom-
panied by calcium administration to avoid bone 
demineralization would promote kidney stone 
formation. Hence, one should be cautious about 
the cumulative risk of kidney stone formation in 
humans when exposed to both vitamin D supple-
mentation and high calcium intake [100]. The 
chemical composition of the stone, which is dif-
ficult to determine using standard imaging tech-
niques, was also evaluated by micro-CT and 
proved clinical feasibility by accurately classifi-
cation [101].

10.4.6  Liver Imaging

The liver differs from other organs in that two 
vascular systems deliver its blood (hepatic artery 
and the portal vein) [102], which are the keys to 
successfully perform liver surgery and to eluci-
date liver pathology; however, it has not yet been 
fully unravelled. The human hepatic vasculature 
was evaluated at different scales, and performing 
a morphological analysis by combining vascular 
corrosion casting with novel micro-CT provided 
unique data on the human hepatic vasculature 
from the macrocirculation down to the microcir-
culation [103]. Other assessments included a 3D 
reconstruction and quantification of the hepatic 
circulation, ranging from the major blood vessels 
down to the intertwined and interconnected sinu-
soids [104] and two biliary trees. The vascular 
system may play a major role in various diseases 
(e.g., cirrhosis, heart disease, tumors, peripheral 

vascular disease, diabetes) (Sinnatamby 2006; 
Standring and Gray 2008). Therefore, the ability 
to characterize geometrical differences in vascu-
lar structures will also be useful for outlining dif-
ferences within the same vascular structures in, 
for example, different states of disease [105].

Moreover, the micro-CT offers the opportunity 
to capture images of liver structures and lesions in 
mice with a high spatial resolution, calculation of 
vessel tortuosity and density, as well as liver lesion 
volume and distribution. Longitudinal monitoring 
of liver lesions is also made possible. This modal-
ity has been combining anatomical and functional 
imaging and, specifically, improved visualization 
and characterization of tumors in animal models 
[106].

Other diseases assessed by micro-CT are 
polycystic liver disease [107] and liver cirrhosis, 
which is characterized by diffuse fibrosis. To 
date, the vascular remodeling and altered hemo-
dynamics due to cirrhosis are still poorly under-
stood, even though they seem to play a pivotal 
role in cirrhogenesis. The micro-CT imaging of 
a single human cirrhotic liver generated detailed 
datasets of the hepatic circulation, including typ-
ical pathological characteristics of cirrhosis such 
as shunt vessels and dilated sinusoids. Future 
research will focus on the development of mod-
els to study time-dependent degenerative adapta-
tion of the cirrhotic macro- and microcirculation 
[108]. Furthermore, the cholangiopathies, a 
diverse group of biliary tract disorders, were 
evaluated by the micro-CT and nuclear magnetic 
resonance (MR) in a model for primary scleros-
ing cholangitis (PSC) and bile duct ligated 
(BDL) [109].

The distribution of radiopaque beads (ROBs) 
after hepatic embolization was also evaluated; 
the authors concluded that the quantitative mea-
sures of embolic distribution demonstrated sig-
nificantly better visualizations in micro-CT 
images with decreasing kVp [110]. Also, the par-
tial hepatectomy (PH) model has been used in the 
field of liver regeneration. Currently, the extent of 
regeneration is analyzed by measuring the weight 
of the liver postmortem or by magnetic resonance 
imaging. In one study, the PH model utilized 
micro-CT to accurately measure liver volume 
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gain. In addition, this technique demonstrated 
that volume gain over multiple time points can be 
measured with the same animal sample, reducing 
the number of animals sacrificed [111].

The combination of micro-CT and 
fluorescence- mediated tomography enables 
improved reconstruction and analysis for preclin-
ical research applications, as in a study to deter-
mine elimination and retention of typical model 
drugs and drug delivery systems. It allows the 
differentiation of hepatobiliary and renal elimi-
nation routes and allows for the noninvasive 
assessment of retention sites in relevant organs 
including the liver, kidney, bone, and spleen 
[112]. Moreover, the analysis by finite element 
model built from the micro-CT has been studied 
to simulate the mechanical testing conditions, 
allowing the determination of elastic modulus of 
normal and fibrotic murine livers compared to 
independent mechanical testing method. More 
specifically, the results demonstrated that normal 
and advanced fibrotic livers can be statistically 
identified with these techniques [113].

The high resolution and good contrast of μCT 
allow for all the assessment aforementioned as 
well as the volumetric quantification of adipose 
tissue. Preliminary data in a longitudinal study of 
adipose development in mice indicate that a rela-
tive increase in either subcutaneous, visceral, or 
total fat negatively influences skeletal quantity 
and that fat infiltration in the liver is greatly 
increased by a high-fat diet [114].

Micro-CT imaging of liver diseases relies on 
high soft tissue contrast to detect small lesions 
such as liver metastases. One of the most com-
monly used contrast agents are the nanoparticu-
late contrast agents ExiTron nano 6000 and 
12,000, which provide strong contrast of the 
liver, spleen, lymph nodes, and adrenal glands 
up to weeks, thereby allowing longitudinal 
monitoring of pathological processes of these 
organs in small animals [115, 116]. ExiTron 
nano 12,000 is particularly optimized for angi-
ography due to its very high initial vessel con-
trast [116]. Another useful hepatobiliary contrast 
agent for micro-CT is 1,3-Bis-[7-(3-amino-
2,4,6-triiodophenyl)-heptanoyl]-2-oleoyl glyc-
erol (DHOG, Fenestra LC) [117, 118].

The potential of the protocol in imaging ani-
mal organs is also illustrated in the 3D rendering 
of a mouse liver by modulating the image trans-
parency, through which liver lobes profile along 
with details in the vascular structure can be seen 
[6]. This may be applied to other animals like the 
turtle too [26]. Finally, in the context of ecotoxi-
cological research, micro-CT has the potential to 
greatly increase the information value of experi-
ments conducted with fish. There is significant 
potential for the noninvasive longitudinal assess-
ment of environmental pollution and its impacts 
on different species [119].

10.4.7  Musculoskeletal Imaging 
(Ligament and Tendon)

In a musculoskeletal system (Fig. 10.9), skeletal 
muscle models are used to investigate motion 
and force generation. However, they often lack 
a realistic representation of the muscle’s inter-
nal architecture which is primarily composed 
of muscle fiber bundles, known as fascicles. 
Micro-CT allows for the identification the inner 
and external tongue muscles [120], the fibrous 
structure of skeletal muscle [121], the fascicular 
spatial arrangement and geometry of the super-
ficial masseter muscle [122], feasible imaging 
of the human peripheral nerve fascicles [123], 
the analysis of an entire regenerated nerve 
[124], as well of microstructural deformation 
of soft tissue, including the tendon, interver-
tebral disc, and artery [46] (Figs.  10.10 and 
10.11). Additionally, 3D microstructure data 
can be used as a biofabrication model, which 
can contribute to tissue engineering designs for 
a personalized, biological microenvironment 
digitized model [123].

Musculoskeletal modeling is a valuable tool 
to understand how neural, muscular, skeletal, 
and other tissues are integrated to produce 
movement. For instance, some authors devel-
oped a model of a mouse hind limb and pelvis, 
to better understand this complex task [125]. 
Likewise, muscular contraction plays a pivotal 
role in the mechanical environment of bones. 
These  contractions have been evaluated via the 
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use of implantable stimulators to elicit pro-
grammed contractions, and whose findings 
suggest that a carefully designed muscle stimu-
lation protocol could offer targeted bone 

growth to at risk regions of bone [126]. On the 
other hand, loss of bone secondary to muscle 
wastage induced by Botulinum toxin and 
recovery showed a parallel evolution for bone 
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Fig. 10.9 Reconstructed data of a mice arm. (a) Coronal view. (b) Sagittal view. (c–e) Axial view of the regions (top, 
middle, and bottom). (f) 3D volume rendering
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Fig. 10.10 (a, b) 3D volume rendering of a mice tongue. (c–e) Reconstructed data of a mice tongue (coronal, axial, 
and sagittal view) with the segmentation of the different anatomic structures
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and muscles [127]. These are significant find-
ings in the light of the burden of bone disease 
for healthcare providers.

The anatomical structures of the orbicularis 
oris and nasalis, which are closely associated with 
the appearance of the upper lip and lower part of 
the nose, have also been assessed by micro-
CT. The relationship of this complicated 3D ana-
tomical structure with the outline shape was 
determined in a scan of nasolabial tissues of 
aborted fetuses [128]. Plastic surgeons performing 
cleft lip correction surgery can also understand the 
anatomic structure of nasolabial region in fetuses 
with cleft lip and perform the study of three-
dimensional finite element analysis for surgical 
simulation [129]. Moreover, the specific shape and 
aesthetics of the lip and nose are improved by 
repairing the muscle tension in the nasolabial 
complex shown in a micro-CT study [130].

The 3D and digital nature of micro-CT data 
allows assessment of the following: the myocar-
dium [51, 131], inside the infarcted rat heart, the 
3D spatial distribution of rat cardiac progenitor 
cells via labelling with iron oxide nanoparticles, 
[132], the mitral valve system [133], and finally 
through invasive assessment of conductance 
catheters insertion. Such data collection offers 

the potential to measure cardiac dysfunction in 
mice in a way not possible with other imaging 
methodologies [134]. This new imaging approach 
appears to be an important way to investigate the 
cellular events involved in cardiac regeneration 
and represents a promising tool for future clinical 
applications.

Accurately calibrated 3D images of musculo-
skeletal systems can also be used to quantify 
muscle fiber numbers and cross-sectional areas, 
muscle attachment areas, and bone or cartilage 
sizes and shapes and facilitate functional model-
ing in different animals [9] like insects [135, 
136], alligator and crocodilian [137], seahorse 
[138], primates [139], squirrel, guinea pig, and 
rats [140]. Images can also be used to analyze the 
morphology of the jaw-closing musculature of 
the naked mole-rat [15].

10.4.8  Vascular Imaging

Three-dimensional data of vascular systems is of 
major importance to a number of research areas 
in medicine and biology [141]. Micro-CT imag-
ing techniques permit the visualization and quan-
tification of vasculature and organ structure in 
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Fig. 10.11 (a) Reconstructed data showing the three planes. (b) 3D volume rendering of a mice tongue. (c–e) 
Reconstructed data of a mice tongue (coronal, axial, and sagittal view)
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disease models in vivo or ex vivo like in tumor 
vasculature, the modeling of blood flow, analysis 
of the genetic effects of vascular development; 
metastasis or neoangiogenesis; analysis of ves-
sels of the head or hind limbs and of organs like 
the heart, liver, kidneys, spleen, etc. [142, 143]; 
or even the vascular network in a rodent model 
[144]. Moreover, these techniques represent reli-
able and reproducible methods for the longitudi-
nal assessment of venous thrombus [52], the 
visualization of the neovascularization of the 
arterial wall which is an important process asso-
ciated with atherosclerosis [145], and the three- 
dimensional architecture of collagen fibers inside 
vessel walls to observe the collagenous network, 
[146] in addition to measuring the fetoplacental 
vascular system [147].

In the bone, the pattern of vascularity during 
the process of bone healing and the effect of sta-
ble fixation on neovascularization was studied 
by three-dimensional reconstruction images of 
neovascularization of the soft tissues surround-
ing the fracture with vascular perfusion and 
micro-CT imaging [19]. Also, a 3D representa-
tion of the bone marrow vasculature and adipose 
tissue was performed [21]. In the case of treating 
adult nerve injuries, an analysis of reconstructed 
peripheral nerves enabled the quantitative 
assessment, i.e., surface morphology, nerve fas-
cicles, nerve tissue volume, geometry, and vas-
cular regrowth [124].

In the visualization of thoracic structures such 
as tumors, vascular structures, and thoracic air 
space, the micro-CT images enabled identifica-
tion of tumor margins, pulmonary airways, vas-
cular remodeling, etc. [24, 28]. Micro-CT images 
also led to analysis of the diameters, lengths, and 
branching angles of the airway, arterial, and 
venous trees in the lungs [28], as well as the 
lung’s acinar morphometry in a quantitative fash-
ion [148]. The diseases studied to assess the 
respiratory tracts and vascularization were 
fibrotic and emphysematous in human lung spec-
imens [31], or the pulmonary arterial hyperten-
sion, which is a rare disease characterized by 
significant vascular remodeling within the lung 
[29, 149].

The structure and function of the heart have 
been of great interest to anatomists, physi-
cians, surgeons, scientists, and engineers. Yet, 
a complete understanding of its complex func-
tion remains elusive. Micro-CT imaging has 
led to a better understanding of some of the 
structures that help this functioning, such as 
the mitral valves [55], the coronary artery wall, 
[150], and the pericardium, in particular to 
clarify the relevance of the vascular calcifica-
tion and the scattered calcium deposits in the 
fiber bundles [151], as well as the aortae to 
quantify calcification [152]. Moreover, these 
imaging protocols are promising approaches to 
assess changes in vascular permeability and 
cardiac function in the preclinical setting, 
which may be useful to identify patients treated 
with radiation therapy who have developed 
vascular injury in the heart that may lead to 
radiation-related heart disease [50]. They may 
also lead to potential therapeutic approaches 
for clinical intervention [152].

The need for reproducible noninvasive imag-
ing methods for high-resolution visualization of 
the complete cerebral vasculature is also impor-
tant, as shown in a study that presented the ana-
tomical structure of the cranial venous by 
micro-CT [65] as well as the abnormalities in the 
cerebrovascular system, which plays a central 
role in many neurologic diseases. This technique 
enabled 3D visualization of large cerebrovascular 
networks, including the circle of Willis [66]. 
However, the high complexity and 3D nature of 
the cerebral vasculature make comparison and 
analysis of the vessels difficult, time-consuming, 
and laborious, which has led some authors to 
develop an automatic segmentation allowing us 
to study cerebrovascular variations [62]. Some of 
the cerebrovascular variations that can be 
assessed via micro-CT are large cerebral vessels 
in ischemic stroke [153], the quantification of 
cerebral vasospasm after subarachnoid hemor-
rhage [68], or a direct visualization of cerebro-
vascular thrombi which can then guide 
thrombolytic therapy [70]. In addition to the 
potential clinical implications, this finding indi-
cates the potential of this treatment strategy for 
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future clinical use with patients, and the advanced 
imaging will likely have multiple uses in current 
basic/translational vascular research and ther-
anostic nanomedicine research, for which there is 
currently no direct therapy.

Although a full understanding of the hepatic 
circulation is one of the keys to successfully per-
form liver surgery and to elucidate liver pathol-
ogy, relatively little is known about the functional 
organization of the liver vasculature. Currently 
3D reconstruction and quantification of the 
hepatic circulation, ranging from the major blood 
vessels down to the intertwined and intercon-
nected sinusoids [104], and anatomic evidence 
for hepatic arteriolo-portal venular shunts occur-
ring between hepatic artery and portal vein 
branches have been found [102]. It could also 
contribute to understanding perfusion CT imag-
ing [154]. All this may lead to novel insights into 
liver circulation, such as internal blood flow dis-
tributions and anatomical consequences of 
pathologies [103], for example, in cirrhosis, in 
which vascular remodeling and altered hemody-
namics have been observed, implying a locally 
decreased intrahepatic vascular resistance proba-
bly due to local compensation mechanisms 
(dilated sinusoids and shunt vessels) [108], and 
in the hepatic transarterial embolization by study-
ing bioeffects of different bead sizes, relative effi-
cacy of embolization procedures, and drug 
distribution following embolization with drug- 
eluting beads [110].

The kidney’s vascular network has also been 
studied, with one experiment applying a method 
for assessing the total and cortical renal vascula-
ture as well as isolating and quantifying the num-
ber of perfused glomeruli to assess vascular 
changes [97]. Such assessment can also be done 
for microvascular kidney disease [92] in a pre-
clinical renal transplantation model [155], in a 
congenital abnormality such as the horseshoe 
kidney [94], or even in an aging kidney, in which 
a significant decrease in renal cortical microvas-
cular density and increased interstitial fibrosis 
was observed [96]. Furthermore, progressive kid-
ney diseases and renal fibrosis revealed signifi-
cant and previously unrecognized alterations of 

preglomerular arteries like a reduction in vessel 
diameter, a prominent reduction in vessel branch-
ing, and increased vessel tortuosity using micro-
 CT methodology [98]. Images are also useful in 
the analysis for detecting chronic renal failure 
and follow-up vascular calcifications [156, 157] 
and for comparing treatment of this disease [99]. 
This body of work provides new evidence con-
cerning the renal vascular diseases and could 
potentially guide future therapy.

Finally, analysis of organ microvasculature 
carries special importance for toxicological sci-
ences, in particular the evaluation of drug- induced 
vascular toxicity. Vascular toxicity studies through 
3D analysis allow for very high resolution and 
characterization of drug effects on the microvas-
culature and can be used as a valuable tool in drug 
safety assessments. It can also be applied to exam-
ine drug-induced vascular toxicities in different 
organs, such as the kidney, heart, the central ner-
vous system, or the liver [158].

The vascular pathway was also studied in 
some animals: in iguanas to determine sites of 
thermal exchange by the cephalic vascular anat-
omy [89], in Euarchonta (mammal species) to 
assess the internal carotid arterial canal size and 
scaling [82], and even in soft-bodied marine 
invertebrates to study the anatomy of nervous or 
vascular systems [159] (Figs. 10.12, 10.13, 10.14, 
and 10.15).

Fig. 10.12 3D volume rendering reconstruction of 
Phyllodoce lineata (Claparède, 1870) (unstained). 
Courtesy of M.  Candás, X.  Cunha, J.  Moreira and 
J.  Parapar. Estación de Bioloxía Mariña da Graña, 
Universidade de Santiago de Compostela
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10.4.9  Cancer Imaging

The early detection of tumors and the prompt ini-
tiation of active therapy are related with the suc-
cessful outcomes for patients with cancer. 
Early-stage lesions undetected due to the low 

resolution of current anatomical and functional 
imaging modalities are one of the major chal-
lenges in the treatment of cancers in several 
organs.

A major limitation in using murine liver tumor 
models in cancer research is the inability to accu-
rately detect and monitor tumor volume. 
Micro-CT is an excellent means to monitor tumor 
diameter in murine hepatic and spleen tumor 
models [160, 161]. One of the most common 
cancer-related deaths worldwide is the hepatocel-
lular carcinoma (HCC), in which the tumor evo-
lution was tracked by micro-CT imaging [162, 
163] as well as in the mouse model of metastatic 
pheochromocytoma that reproducibly generated 
multiple liver tumors in the animals. These mod-
els may be useful for studies of tumor biology 
and for development of new strategies to treat 
cancer [164].

The tumor margins and accurate quantifica-
tion in the thoracic region were measured by 
the micro-CT [24]. The detection of the devel-
opment of lung tumors like lung adenocarci-
noma is described with a monthly follow-up 
with micro- CT, identifying dynamic changes in 
the lung tumor, such as the appearance of addi-
tional  nodules, increase in the size of previously 
detected nodules, and decrease in the size or 
complete resolution of nodules in response to 
treatment [42]. Additionally, monitoring lung 
metastasis was an efficient and cross-validated 
means to noninvasively and repeatedly moni-
tor analysis over the course of the experiment 
[38]. This operation has also been performed in 
a metastasis of a lung carcinoma that spread to 
the liver [165]. Analyzing tumor vascular net-
works in a rigorous and quantitative manner 
can enhance our understanding of the impact 
of tumor angiogenesis [166]. These findings 
are important to better assess the possibility for 
future monitoring of lung cancer progression 
and treatment, which will be beneficial for trans-
lational applications.

Tissue invasion and infiltration for brain 
tumors pose a clinical challenge. However, 
micro-CT has been used to map tumor invasion, 
delineate, and view the intrinsic components 
from surrounding tissues [167]. These methods 

Fig. 10.13 2D sagittal section of Doto pinnatifida 
Montagu, 1804. Courtesy of M. Candás, G. Díaz-Agras 
and V.  Urgorri. Estación de Bioloxía Mariña da Graña, 
Universidade de Santiago de Compostela

Fig. 10.14 3D volume rendering reconstruction (frontal 
section) of Limapontia sp. Courtesy of M.  Candás, Á. 
Montero and V. Urgorri. Estación de Bioloxía Mariña da 
Graña, Universidade de Santiago de Compostela

Fig. 10.15 3D volume rendering reconstruction (sagittal 
section) of Sarsinebalia cristoboi Moreira, Gestoso & 
Troncoso, 2003. Courtesy of M. Candás and J. Moreira. 
Estación de Bioloxía Mariña da Graña, Universidade de 
Santiago de Compostela
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for longitudinal monitoring of treatment effects 
in live animals were rated in a glioblastoma mul-
tiforme by the presence of tumors, tumor diame-
ter, and tumor volume [168, 169]. Another tumor 
model analyzed was the medulloblastoma, which 
is one of the most aggressive malignant brain 
tumors of childhood, a disease for which new 
molecular-targeted strategies are needed [170].

Micro-CT is also a promising modality appli-
cable to breast tumor, which could potentially be 
used for rapid assessment of breast cancer dimen-
sions in an intact lumpectomy specimen in order 
to guide surgical excision [171], thus allowing 
for the precise evaluation of the dynamics of the 
primary tumor by their volume [172] or even to 
assess a model of highly metastasizing orthotopic 
allogeneic breast carcinoma [172].

Radiotherapy is a key component of cancer 
treatment, and one study has demonstrated how 
an affordable industrial micro-CT can be con-
verted into a small animal image-guided radio-
therapy device at very low costs, even of critical 
target volumes such as the brain [173]. However, 
more studies are needed to be extrapolated to pre-
clinical radiotherapy or tumor development stud-
ies [174].

10.4.10  Histology Imaging

As demonstrated, micro-CT is a promising and 
widely used technique in various scientific fields 
and has also demonstrated a great potential for 
histological purposes [175] (Fig. 10.16).

The micro-CT approach complements histol-
ogy with improved accuracy and efficiency and 
can be applied to lesion burden assessment or tar-
geting neuroanatomy in brain diseases [61, 67, 
79, 176] and small airway pathology as seen in 
chronic obstructive pulmonary disease [33]. The 
examination of the success of biomaterial 
implants used for tissue engineering repairs [177] 
minimally invasive autopsy of fetal organs, [95] 
thoracic vascular structures enabled identifica-
tion of tumor margins and accurate quantifica-
tion, [24] chronic renal failure, [157] or even in 
cellular therapy approaches to generate new 
myocardium, involving transcoronary and intra-

myocardial injection of progenitor cells [132]. 
Overall, therefore, these combinations can sub-
stantially expand the study of the success and 
effectiveness of this new 3D imaging approach 
and represent a promising tool for future clinical 
applications since it provides additional data to 
standard histomorphometry, with more spatial 
information [21].

Micro-CT is a novel method for investigating 
lung tumor angiogenesis, and this might be con-
sidered as an additional complementary tool for 
precise quantification of angiogenesis because a 
quantitative evaluation has been limited by diffi-
culties in generating reproducible data [166]. 
Thus, further translational studies on pathologi-
cal models using the micro-CT technique would 
also provide knowledge for preemptive medicine 
by not only comparing with histology but also 
with immunohistochemical techniques as in the 
previously cited study [73].

Micro-CT bases images were assessed as an 
alternative to MRI imaging in genetically engi-
neered mouse models of cancer, which proved 
to be a more cost-effective technique and less 
labor- intensive. A study further determined that 
micro- CT- based virtual histology would signifi-
cantly reduce the time spent on histopathology 
[170]. Another study reports on how and to what 
extent micro-CT of paraffin-embedded sam-
ples can provide a reliable three-dimensional 
approach for quantitative analysis of periph-
eral nerves [178]. Finally, a recent study con-
cluded that a micro- CT- based virtual histology 
approach can be used as a supplement and guid-
ance tool for traditional histology, providing 3D 
measurement capabilities and offering the abil-
ity to perform sectioning directly at a region of 
interest [179].

10.4.11  Food Imaging

Future trends for X-ray micro-CT that has been 
highlighted are food applications due to highly 
accurate analysis and characterization of internal 
structures, reproduction of high-resolution three- 
dimensional visualization and analysis of micro-
structures, and detection and characterization of 
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internal defects without sample preparation [180]. 
Moreover, micro-CT is increasingly likely to be 
used to develop classification algorithms to sort 
food, especially fresh agricultural commodities, 
on the basis of their internal characteristics [181].

In this field, micro-CT has been used in the 
analysis of fat microstructure in different types of 
Italian salami [182] and quantifying intramuscu-
lar fat content and distribution in different breeds 
and commercial meat joints [183]. Furthermore, 
micro-CT allowed for 3D characterization of the 
cereal grains and revealed their air space distribu-
tion [184], determined volumes, and densities as 
a means to discriminate between good and poor 

milling quality [185] as well as to establish the 
cooking behavior [186, 187]. Bread samples 
were also analyzed via micro-CT, providing 
important microstructural information of the 
product and classifying these products into spe-
cific group types based on the average or indi-
vidual microstructural properties [188].

These imaging techniques have been used to 
investigate as a nondestructive characterization 
in order to quantify the internal structure of dif-
ferent kinds of fruits like apple, pomegranate, 
pear, mango, kiwi, etc. Analyzing has concerned 
the macro- and micro-architecture, pore network, 
plant breeding, and the detection of the presence 

a b c

Fig. 10.16 Bone graft. (a) Reconstructed data in the three planes. (b, c) Sagittal and coronal view of a bone graft. 
Courtesy of Dr A. Herford. Oral and Maxillofacial Surgery Department, Loma Linda University School of Dentistry
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of unknown materials with different densities to 
fruit tissues such as insect larva and disease 
infection, or to determine the response to agro-
nomic treatments, all without conducting lengthy 
storage trials [189–194].

Furthermore, micro-CT has been used to 
characterize the microstructure of beans at dif-
ferent roasting times: from green to very dark 
providing an accurate analysis of the pores and 
microstructure during the roasting process 
[195]. For instance, coffee beans porosity 
affected heat and moisture loss rate during 
roasting [196]. A series of new methods for esti-
mating transport properties for foods has been 
presented, and with these additional methods 
available, researchers will be able to improve 
quantitative understanding of foods and develop 
more accurate transport models, which should 
lead to more efficient design and improved 
products and processes [197].

10.4.12  Tissue Engineering

Imaging is a key technique which allows for the 
visualization of the interface tissue engineering 
as well as for assessing its development and the 
composition and reaction of external factors of 
hard/soft tissue interfaces [2]. Recently, a new 
approach has emerged in regenerative medicine 
which is pushing the boundary of tissue engi-
neering to create bioartificial organs such as eyes 
(Fig.  10.17). The biological scaffolds made of 
extracellular matrix preserve the 3D architecture 
of an entire organ. These bioartificial organs must 
characterize their mechanical properties and 
match them with those of the normal native 
organs [198]. 3D printing technology has been 
found to be practical and economical means for 
producing device and allows for customization 
for study-specific needs [199]; however there is a 
lack of studies regarding bioartificial organs.

a

c d e

b

Fig. 10.17 (a, b) 3D volume rendering reconstruction of 
an eye mice. (c, d) Reconstructed data sagittal and coronal 
view. (e) 3D volume rendering reconstruction frontal 

view. Courtesy of Dr Xiao Wen Mao. Division of 
Biomedical Engineering Sciences, Department of Basic 
Sciences, Loma Linda University
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An example of model of bioartificial organ 
was produced in a study with highly accurate 3D 
models of the entire ear and particularly the 
cochlea scalae, including the auditory canal, tym-
panic membrane, malleus, incus, stapes, liga-
ments, oval and round window, scalae vestibule, 
and tympani [200]. Another presented an accu-
rate and complete morphological 3D middle (and 
inner) ear model of gerbil [201]. These studies 
have led to the conclusion that 3D models are 
also useful in medical training as well as for the 
interpretation and presentation of experimental 
results.

10.5  Perspective

Anatomical, functional, genomic, and develop-
mental studies continue to expand far beyond the 
few traditional methods of accurate three- 
dimensional imaging. Most of these studies are 
looking for a representation of anatomical struc-
tures with their natural shapes, orientations, and 
spatial relationships in as close to their natural 
state as specimen preparation can allow; currently 
published studies as cited in this chapter show 
how the micro-CT is providing a better under-
standing. Future developments in detector design 
and the use of micro-CT may lead to the growth 
of tasks possible with micro-CT, such as real-time 
3D imaging of dynamically biological samples.

Exciting new approaches have emerged for 
the use of micro-CT, for example, in regenerative 
medicine which is advancing the possibilities of 
tissue engineering to create bioartificial whole 
organs. This approach has been applied to create 
bioartificial hearts, kidneys, and lungs with the 
goal of using them in the future as organ trans-
plants. Moreover, accurate histopathological 
analysis of potentially affected tissue is crucial 
for the investigation and treatments of diseases, 
making this one of the best promising utilities for 
this technology.

In addition to the potential clinical implica-
tions, the advanced imaging will likely have mul-
tiple uses in current basic/translational research 
and nanomedicine research. Finally, the different 
models indicate that the microtomographic struc-

ture of soft tissues can be used to fabricate biomi-
metic structures via bioprinting techniques.

10.6  Conclusion

In summary, we believe that the potential of 
micro-CT has not yet been fully realized in 
many science applications and its potential is 
only starting to be explored for the scientific 
community. Even as this technology is widely 
used by numerous investigators and has become 
very popular for imaging of high-contrast struc-
tures such as bones, with the use of micro con-
trasting methods, micro-CT may also be used 
for different soft tissues as evidenced through-
out this chapter. Finally, with all this technol-
ogy, it has become possible to monitor changes 
in the 3D architecture of organs, tumors, and 
their microvasculature which may have an 
immediate impact on the global understanding 
in the evaluation of experimental therapies. 
Development of multimodality systems that 
combine anatomical and functional imaging 
should expand the applications of micro-CT 
and, more specifically, improve the visualiza-
tion and characterization of different diseases in 
animal models. It is hoped that this overview 
will be an inspiration for new investigations 
who may benefit from further use of this break-
through technology.
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11.1  Introduction

Micro-computed tomography (micro-CT) is a 
nondestructive imaging tool that facilitates the 
construction of very high-resolution three- 
dimensional (3D) images which are made up of 
two-dimensional (2D) trans-axial projections of a 
sample.

The main principle of micro-CT is the interac-
tion of X-ray with the sample. As an X-ray beam 
propagates through the sample, the intensity of 
the beam is reduced [1]. This attenuation depends 
on the sample and the source energy. By utilizing 
the differences in X-ray attenuation properties of 
the sample, reconstruction of 3D structure 
becomes possible.

The main steps of micro-CT are image acqui-
sition, reconstruction, processing, and visualiza-
tion using image analysis. There are several 
segmentation methods for reconstruction. The 
simplest and the most commonly used one for the 
micro-CT applications is the thresholding 
method. In this method, after obtaining the scans, 
an intensity threshold is set to extract the region 
of interest. Image processing and visualization 
tools like Slicer software let you apply a manual 

thresholding which facilitates choosing the opti-
mal threshold. Another method which is widely 
used for reconstruction is region growing. In this 
method, firstly some seed points are selected 
according to some given criteria (e.g., color). 
Then, the regions are grown from these seed 
points to the neighboring points that fit to the cri-
teria. Again, Slicer software has the option to 
segment by region growing. After importing the 
scans, the user chooses a set of seed points, the 
number of iterations, and the neighborhood 
radius.

The use of micro-CT has been linked to imag-
ing of the bone since X-rays are attenuated more 
by the calcified tissue. However, recently, with the 
use of contrast agents, it became possible to image 
the soft tissues such as lung, cardiovascular, and 
cancer tissues with the micro-CT. Thus, progres-
sion of a disease or structural information of a tis-
sue or a device can be monitored with 
micro-CT. D’Onofrio et al. analyzed the flow field 
dynamics inside two hollow fiber membrane 
(HFM) oxygenators based on micro-CT scans [2]. 
After scanning the oxygenator by using Nikon XT 
H 225 with a source voltage of 55 kV and a source 
current of 174 μA, they built a 3D geometry with 
a CAD software and set up a computational fluid 
dynamics (CFD) model to investigate the design 
properties of oxygenators. In [3], authors devel-
oped a novel method to track mitral valve tissue 
deformation by using micro- CT. They first applied 
fiducial markers and then tracked them with mul-
tiple loading conditions. Furthermore, Kim et al. 
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[4] analyzed the embryonic chick morphogenesis 
by using micro- CT.  They labeled the embryos 
between 4 and 12 days with osmium tetroxide and 
scanned them with a resolution of 25 μm. They 
established mathematical relations for the growth 
of the heart, limb, eye, and brain. They demon-
strated that some organs such as the eye and the 
heart grew exponentially. Besides, they showed 
that cardiac myocardial volumetric growth varies 
according to time and specific chamber. Likewise, 
in our earlier study [5], we have investigated the 
flow model by using CFD, changes in aortic arch 
geometry, and wall shear stress (WSS) distribu-
tion in the chick embryo. To obtain the 3D mor-
phology of the developing great vessels, we used 
polymeric casting followed by micro-CT scan. 
3D geometries of the aortic arch were detected by 
injecting a rapidly polymerizing resin (diluted 
MICROFIL® Silicone Rubber Injection 
Compounds MV-blue, Flow Tech Inc., Carver, 
MA) into the dorsal aorta. Then micro-CT scan-
ning was performed (Scanco Inc.) with a resolu-
tion of ~10 μm. 2D dicom data were preprocessed 
to optimize image contrast using DicomWorks, 
and the 3D reconstruction was completed by 
using the software Simpleware ScanIP 
(Simpleware Ltd. Innovation Centre, UK). Then, 
these 3D models were imported into Geomagics 
(Geomagic Inc., Durham, NC) for CFD analysis. 
Moreover, Ritman et al. [6] scanned the lungs and 
pulmonary vascular system via micro- CT.  They 
chose micro-CT over CT due to its higher resolu-
tion so that the basic microstructures such as alve-
oli can be visualized and determined individually. 
Moreover, Kriete et al. imaged the lung tissue by 
confocal microscopy and micro-CT [7]. They 
pointed out that using confocal microscopy was a 
time-consuming approach and it also required a 
precise alignment and correction of the dissected 
tissue. However, with micro-CT, these prepara-
tions are not required, and imaging of the lung tis-
sue which contains volumes of 5–15  mm in 
diameter with 10–50 μm resolution can be easily 
achieved. As stated earlier, first applications of 
micro-CT involved examining the bone architec-
ture since the density difference leads to high 
contrast. Yet by adding a heavy metal stain, it 
becomes also possible to image the tissues where 

there is no much density difference such as the 
lungs. The main limitation of confocal micros-
copy is that since its working principle involves 
scattering and absorption, it does not work in tis-
sues having more than 100 μm thickness. Yet 
since X-rays can penetrate thick tissues, micro-
CT works in this situation and successfully dis-
plays the complete volume. With the aid of 
micro-CT, Lin et al. quantified the microarchitec-
tural parameters as a function of porogen concen-
tration in biodegradable porous polymer scaffolds 
and demonstrated the relation with compressive 
mechanical properties [8]. Furthermore, to evalu-
ate the cardiac function and functional reserve in 
rats, Badea et  al. imaged dobutamine (DOB) 
stress using micro-CT [9]. In their earlier study, 
they have developed a dual micro-CT system for 
small animal imaging [10], and they used this 
system in this study as well. They concluded that 
micro-CT was able to provide isotropic data on 
the cardiac function. Some of their important 
findings are that compared with MR, micro-CT is 
faster and less costly and compared with echocar-
diography, it provides higher accuracy. In another 
study, Kim et al. used contrast-enhanced micro-
 CT to detect congenital heart disease in mice, and 
they discovered that the overall accuracy was 
greater than 85% for all of the anomalies ana-
lyzed (including aortic arch anomalies, outflow 
tract anomalies, etc.), except for coronary artery 
fistulas which was 50.0% [11]. In [12], authors 
have utilized micro-CT to demonstrate the age- 
related alterations in the coronary vasculature. 
They compared the volume of the aged hearts 
and the young hearts and noted that the aged 
hearts were significantly larger in total as well as 
epicardial vessel volumes compared with the 
young heart, and the intramyocardial vessel size 
was same for both. Table 11.1 shows a summary 
of the studies involving micro-CT.

Table 11.2 shows a comparison of micro-CT 
with other imaging modalities. As the field of 
view and the resolution are inversely propor-
tional, in this table, we listed the optimum resolu-
tion that can be obtained with the corresponding 
modality. Likewise, scan time is dependent on 
the sample. Yet here, we give an approximate 
duration so that the user has a brief idea.
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11.2  Example Applications

11.2.1  Selected Cardiovascular 
Device Scans

We have scanned several devices and studied the 
flow inside them. To obtain a decent quality 3D 
image of the sample, we must generate images 
with a high signal to noise ratio and a good con-
trast ratio. Therefore, we should adjust the scan-
ning parameters. The micro-CT device that we 

use for scanning is NewTom 5G scanner (QR 
Verona, Verona, Italy). The energy of the X-ray 
source is fixed, and it is 110 kV. The rotation step 
is 1°, with a total rotation of 360°. We do not 
apply frame averaging; thus, we obtain high reso-
lution. The device employs a total filtration with 
1.4 mm Al (inherent filtration) + 9.5 mm Al (sup-
plementary filtration). The maximum conical 
beam dimension is 265 mm × 287 mm (detector 
area). The device makes use of CBCT technology 
with a focal spot of 0.3 mm.

Table 11.1 Summary of studies involving biomedical applications of micro-CT

Micro-CT 
scanner

Device/model 
scanned

Source 
voltage

Source 
current Resolution

Exposure 
time Authors

Nikon XT H 
225

Two hollow 
fiber membrane 
(HFM) 
oxygenators

55 kV 174 μA NM 2 s D’Onofrio 
et al. (2017) 
[2]

Siemens Inveon Mitral valve 80 kV 500 μA 9–17 μm 650 ms Pierce et al. 
(2016) [3]

GE eXplore 
CT120

Chick embryo 70–120 kV 0–50 mA 25 μm NM Kim et al. 
(2011) [4]

Scanco Inc. Chick embryo 
aortic arch

80 kV 150 μA 10 μm 2.35 ms Wang et al. 
(2009) [5]

NM Lungs and 
pulmonary  
vascular system

60 kV NM 5 μm NM Ritman 
(2005) [6]

Skyscan 1072 Lung tissue 130 kV NM Up to 5 μm NM Kriete et al. 
(2001) [7]

Scanco Inc. Porous polymer 
scaffolds

50–70 kV 150 μA 20 μm 120 ms Lin et al. 
(2003) [8]

Self-developed 
dual-tube/
detector 
micro-CT 
systema

Rat heart 80 kV 160 mA Isotropic resolution 
of 88 μm (voxel 
volume = 0.6 μL)

10 ms Badea et al. 
(2011) [9]

Siemens Inveon 
multimodality

Mice heart 80 kV 100 μA 45 μm (neonates) 
& 15 μm (fetuses)

500–800 ms Kim et al. 
(2013) [11]

NM Not mentioned
aConsists of Varian Medical Systems X-ray tubes, EMD technologies X-ray generators, photonic science X-ray 
detectors

Table 11.2 Comparison of micro-CT with other imaging modalities

Property Micro-CT Micro-ultrasound MRI OCT Confocal microscopy
Requires 
sectioning and 
alignment

No Yes Yes No Yes

Penetration depth Entire body Limited—3 cm Limited—10 cm Limited—3 mm Limited—300 μm
Scan time Milliseconds Milliseconds Hours Minutes Minutes
Resolution <20 μm 30 μm 1 mm <10 μm 1 μm
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Table 11.3 Detector properties

Pixels 1920 × 1536
Pixel size 127 × 127 μm
Pixel depth 14 bit
S/N 90 dB
Max frame rate 30 F/s

Table 11.3 shows the detector properties.

11.2.1.1  Cannulae Scans
Extracorporeal membrane oxygenation 
(ECMO) is a method of cardiopulmonary life 
support, in which the drained blood from the 
venous system is circulated outside the body by 
a mechanical pump. During this circulation, it 
is saturated with oxygen, carbon dioxide is 
removed, and then the blood is returned back to 
the body [13]. Over the years, ECMO became a 
pivot tool in severe cardiac and pulmonary dys-
functions. Double lumen cannula (DLC) is a 
critical component of the venovenous (VV) 
ECMO circuit which has partitioned lumens for 
deoxygenated blood drainage and infusion. 
Therefore, success of VV ECMO is related 
with the cannula design and its  orientation in 
the heart. The positions of the infusion and 
drainage ports are of vital importance for the 
device hemodynamics. In addition, correct 
positioning of the cannula is also very impor-
tant since malposition may result in hypoxemia 
and recirculation. To analyze the effect of mal-
position and the hemodynamics performance of 
the cannulae, we scanned several of them and 
carried out a computational fluid dynamics 
(CFD) analysis. In this chapter, you will find 
some of the selected ones.

Reconstruction of 13Fr Origen Biomedical 
Double Lumen Cannula
A clinically approved 3D model of the standard 
double lumen cannula (13Fr Origen Biomedical, 
Austin, Texas, USA) was scanned using micro-
 CT with a resolution of 75 μm. Since micro-CT 
can resolve structural features as small as a few 
micrometers in size, it is more advantageous 
than the conventional CT. 3D reconstruction of 

the cannula was obtained from these scans 
using 3D Slicer software. Figure 11.1a, b shows 
the double lumen cannula and the reconstruc-
tion result, respectively. The scanning parame-
ters were 110 kV and 1.56 mA with an exposure 
time of 4.8 s. To validate our scan results, we 
imaged the cannula under optical coherence 
tomography (OCT) (Thorlabs Telesto 2). A 
realistic reconstructed 3D model is the basis for 
detailed CFD analysis of DLC.  For accurate 
performance evaluation, the imaging method 
should be able to capture the critical features of 
DLC such as expiration holes, infusion port, 
and diameter. 3D model can be influenced by 
the parameters used during reconstruction such 
as thresholding. In order to validate and com-
pare our 3D model, we made some measure-
ments of critical DLC structures using OCT. We 
made some measurements such as the diameter 
of the expiration holes on the cannula, and we 
proved that the reconstruction of micro-CT 
scans was consistent with the OCT result (see 
Fig. 11.1c).

Reconstruction of 13Fr Avalon Elite 
Bi-caval Dual Lumen Cannula
Another cannula that we scanned was 13Fr 
Avalon Elite bi-caval dual lumen cannula 
(Rastatt, Germany) (see Fig. 11.2a) with a reso-
lution of 125 μm. Avalon cannula is the most 
frequently used cannula in clinical practice. The 
design consists of proximal and distal aspiration 
holes that are strategically placed to drain the 
deoxygenated blood from inferior and superior 
venae cavae, while infusion hole directs the 
oxygenated blood to tricuspid valve. This spe-
cific cannula has metal parts inside. Therefore, 
before scanning we applied a 1-mm-thick 
bronze filter to the metal part so that the reflec-
tions of the metal are prevented. The scanning 
parameters for the part with bronze filter were 
110 kV and 16.43 mA with an exposure time of 
7.3 s. For the part without the bronze filter, we 
applied 110 kV and 8.88 mA with an exposure 
time of 7.3 s. 3D reconstruction of the cannula 
was obtained from these scans using 3D Slicer 
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Fig. 11.1 (a) 13Fr 
Origen Biomedical 
double lumen cannula, 
(b) reconstructed double 
lumen cannula placed in 
the atrium, (c) 
measurements of the 
expiration holes under 
optical coherence 
tomography (OCT)

software (see Fig.  11.2b). For accurate CFD 
analysis, we needed to scan the tip at a higher 
resolution to capture critical components such 
as infusion hole and aspiration holes. Therefore, 

we scanned only the lower part once again and 
obtained the below reconstruction with a resolu-
tion of 75 μm in which drainage and infusion 
ports are more visible (see Fig. 11.2c).
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Reconstruction of 13Fr Maquet Double 
Lumen Cannula
Lastly, we scanned 13Fr Maquet double lumen 
cannula (Rastatt, Germany) with a resolution 
of 75 μm. This design represents a different 
design paradigm and consists of multiple infu-
sion and aspiration holes. The scanning param-
eters were 110  kV and 1.56  mA with an 
exposure time of 4.8 s. Figure 11.3 shows the 
front view and the back view of the cannula. 
When we view it from the back, we see that the 
single tube separates into two so that the oxy-
genated blood and the deoxygenated blood are 
not mixed.

11.2.1.2  Adult Membrane 
Oxygenator (Sorin 
Compactflo Evo Oxygenator)

A membrane oxygenator is a device which 
removes carbon dioxide from and adds oxygen 
to the blood (see Fig. 11.4a). The working prin-
ciple of the oxygenators has been tested; how-
ever the complex flow field inside them is still 
unknown. Therefore, we scanned an adult mem-
brane oxygenator with a resolution of 100 μm to 
perform a CFD analysis. The scanning parame-
ters were 110 kV and 7.56 mA with an exposure 
time of 6.2  s. The raw data of the oxygenator 
can be seen in Fig. 11.4b. The outer body and 

1 cm

a b

Fig. 11.3 (a) Reconstructed front view, (b) reconstructed back view of Maquet double lumen cannula

1 cm 1 cm 1 cm

a b c

Fig. 11.2 (a) Avalon Elite bi-caval dual lumen cannula, (b) reconstructed dual lumen cannula, (c) reconstructed lower 
part with a higher resolution
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a
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c

Fig. 11.4 (a) Sorin compactflo evo oxygenator, (b) raw data of the oxygenator, axial, sagittal, and coronal view; (c) 
reconstructed oxygenator in three parts—lid with water connections, heat exchanger aluminum plates
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the heat exchanger aluminum plate were cor-
rectly reconstructed and displayed (see 
Fig. 11.4c). Yet, we were not able to differenti-
ate the fibers through which blood flows with 
this system. A more precise system such as 
Bruker Skyscan micro-CT will serve better for 
rendering the internal volume of a sample up to 
resolution of 10 μm.

11.2.1.3  Aortic-Turbine Venous-Assist 
Device

In our earlier study [14], we have developed a 
prototype of an implantable integrated aortic- 
turbine venous-assist (iATVA) system that can 
be used for Fontan patients, and we have evalu-
ated the hemodynamic performance of the 
device. This device does not require an exter-
nal drive power, and it maintains low venous 
pressure. In our future studies, we will plan a 
CFD analysis for the device. Therefore, we 
first disassembled the device (see Fig. 11.5a), 
and then we scanned the device with a resolu-
tion of 75 μm and reconstructed the device 
accordingly (see Fig.  11.5b). The scanning 
parameters were 110 kV and 3.2 mA with an 
exposure time of 5.3 s.

11.2.2  Selected Applications 
of Micro-CT in Animal Models

11.2.2.1  Reconstruction of the Rabbit 
Carotid Artery

In rabbit model carotid artery imaging, our group 
was able to examine the effect of physiological 
changes on lumen due to flow. In our study, 
in vivo lumen imaging with a resolution of 75 μm 
was performed by using contrast agent with 
micro-CT.  Studies performed on rabbit and 
mouse models usually involve injecting contrast 
agent into the aortic outlet by entering the femo-
ral artery with a cannula and imaging performed 
simultaneously [15]. This method requires spe-
cialized personnel and equipment.

There are many other studies performed by 
contrast agent injection from ear vein to monitor 
the carotid artery [16]; however we were not 
able to monitor the carotid artery with this meth-
odology as the contrast agent spreads all over 
the body. Another method is using the main 
artery of the ear in rabbits [17]. Therefore, we 
used the ear main artery to inject the contrast 
agent, and with this method we were able to 
view the carotid artery successfully (see 

1 cm

1 cm

a

b

Fig. 11.5 (a) Disassembled aortic-turbine venous-assist device in five parts, (b) reconstruction of the device after 
disassembly
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Fig. 11.6 (a) Vein imaging: branch connections shown with red markers, (b) contrast agent injection rates and 
timing, (c) rabbit positioned on the micro-CT table, (d) reconstructed rabbit model. Carotid artery shown with red 
color

Fig. 11.6a). Desired arterial images were taken 
from the main ear artery, and the arterial line 
can be seen by diffusing the contrast material. 
Syringe pump is used for contrast agent injec-
tion, and optimized injection rates are shown in 
Fig.  11.6b. Kopaq 300  mg/mL contrast agent 
was injected at a rate of 3 mL/min for 35 s from 

the left ear main artery [18]. Scanning started at 
20th s. Total injection volume was 2 mL and the 
duration was 35  s. The scanning parameters 
were 110  kV and 2.08  mA with an exposure 
time of 7.3  s. Rabbit positioned on the micro-
CT table and the reconstruction result can be 
seen in Fig. 11.6c, d.
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11.2.2.2  Fish Feeding
To investigate the feeding of bluefish (Pomatomus 
saltatrix) and obtain the mouth morphology, we 
scanned it with a resolution of 75 μm. The scan-
ning parameters were 110 kV and 3.46 mA with 
an exposure time of 6.3 s. Detailed analysis can 
be conducted by running CFD on the 3D models 
obtained from reconstructions. Figure  11.7a, b 
shows the raw data and the reconstruction results, 
respectively. Moreover, we measured different 
angles of opening and the diameters of the mouth 
which can be seen in Fig. 11.7c.

11.3  Discussion and Conclusion

In the previous chapters, we have briefly men-
tioned some of the fundamental medical usages of 
micro-CT and applications that we have utilized. 
Yet, the use of micro-CT can be extended to other 
applications. For instance, in [19], authors devel-
oped a technique to evaluate the size of stent cells 
with high accuracy using micro- CT. They investi-
gated five different stents and concluded that the 
sizes differ significantly. Therefore, an appropri-
ate stent should be selected when applying a 

particular bifurcation stenting technique. Jamil 
et  al. used micro-CT reconstructed model of 
DLC and identified several design limitations of 
the DLC [20]. It was identified that there was 
imbalanced flow among the drainage holes and 
very little flow passed through the tip of the can-
nula. Furthermore, in [21], authors have evalu-
ated post-bifurcation coronary stent morphology 
in vitro using dual-source CT, and they validated 
the results with micro-CT.  In addition, 
Vanommeslaeghe et al. [22] utilized micro-CT to 
quantify coagulation in fibers of hemodialyzers 
to accurately determine the thrombogenicity of 
dialyzers used during hemodialysis. They 
obtained the images at a resolution of 25 μm and 
counted the open, non-coagulated fibers.

Due to its ability to visualize noninvasively 
with high spatial resolution, micro-CT imaging 
provides internal analysis of samples which have 
non-accessible internal components (e.g., blood 
oxygenator) or multi-material components (e.g., 
metal cannula). Thus, micro-CT allows quality 
control of devices, and functional mechanisms 
can be further investigated. As a result, defects 
can be reduced, and manufacturing process can 
be improved.

a

b c

Fig. 11.7 (a) Raw data of the blue fish, axial, sagittal, 
and coronal view; (b) reconstruction result of the blue 
fish; (c) bluefish mouth opening in different angles and 
diameters—top left ϴ = 53.03-degree, D = 22 mm; top 

right ϴ  =  38.5-degree, D  =  13  mm; bottom left 
ϴ  =  24.5-degree, D  =  9.7  mm; bottom right 
ϴ = 19.4-degree, D = 5.8 mm
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Applications of Micro-CT 
Technology in Endodontics

Marco A. Versiani and Ali Keleș

12.1  Introduction

In dentistry, a specialty is an area that has been 
formally recognized by an official dental associa-
tion as meeting specified requirements aiming to 
protect the public and improve the quality of care. 
There are essential dental specialist types, includ-
ing oral and maxillofacial radiology, dental public 
health, oral and maxillofacial pathology, oral and 
maxillofacial surgery, orthodontics, pediatric den-
tistry, periodontics, prosthodontics, and endodon-
tics. However, depending on the country, there 
may be different types of specialties available for 
those seeking a career in dentistry.

From the Greek words “endo” (inside) and 
“odont” (tooth), endodontics is a specialty of 
dentistry concerned with the morphology, physi-
ology, and pathology of the human dental pulp 
and periradicular tissues. Its study and practice 
encompass the basic and clinical sciences, includ-
ing the biology of the normal pulp and the etiol-
ogy, diagnosis, prevention, and treatment of 
diseases and injuries of the pulp and associated 
periradicular conditions [1]. However, to under-
stand how to improve knowledge regarding the 

endodontic treatment procedures, it is important 
to know basic concepts about the anatomy of 
teeth.

A tooth is made of up of a number of highly 
specialized tissues. The enamel is the hard outer 
covering visible in the mouth. Below the enamel 
there is a less hard and porous material named 
dentin that makes up the majority of the tooth 
(Fig. 12.1a). The root of the tooth is often twice 
the length of the crown and is supported inside 
the jaw bone by a ligament. Inside the body of the 
tooth is the pulp space (Fig. 12.1b), which con-
tains a connective tissue, called dental pulp. The 
pulp is an important tissue for tooth growth and 
development. It contains blood vessels, nerves, 
and cells, providing sensory and protective func-
tions for the tooth during its lifetime. The pulp 
extends from an area within the crown of the 
tooth called the pulp chamber to the tip of the 
roots (Fig. 12.1b), where it connects to the sur-
rouding tissues [2].

Teeth can be damaged by dental decay, frac-
tures, or other reasons which may expose the 
pulp to bacteria from saliva. Unless treated, the 
problem may increase, and symptoms such as 
pain and swelling can occur as the nerves and 
blood vessels become progressively more dam-
aged, and eventually the pulp space becomes 
completely infected with bacteria. An inflam-
matory response to the bacteria occurs, result-
ing in damage to the bone around the root, 
often  appearing as a dark shadow at the tip of 
the root on a dental radiograph (Fig.  12.2a). 
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a bFig. 12.1 External and 
internal tooth 
components. (a) A tooth 
is basically made up of 
two parts: the crown and 
the root. Different 
tissues make up each 
tooth: the enamel, the 
dentin that supports the 
enamel, and the pulp 
that is a soft tissue 
located within a tooth, in 
a place called pulp 
cavity (b) that is divided 
into root canal and pulp 
chamber

a b

Fig. 12.2 Root canal treatment of a maxillary right cen-
tral incisor presenting chronic apical periodontitis (bone 
lesion). (a) Microorganisms gained entry into root canal 
space via the caries process. The infection was not 
arrested, and pulp tissue necrosis led to the infection of 

the entire root canal space, resulting in damage to the 
bone around the root which appeared as a dark shadow on 
the radiograph; (b) after root canal treatment and proper 
restoration of the tooth’s crown, an evidence bone repair 
can be seen after a 6-month follow-up
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Once it happens, there are only two ways to 
resolve it: either extract the tooth or carry out a 
procedure called a root canal or endodontic 
treatment.

Endodontic treatment can often be performed 
in one, two, or more visits and involves the fol-
lowing steps:

 1. An access cavity is made on the occlusal sur-
face of posterior teeth or on the lingual/palatal 
surface of anterior teeth to reach the pulp 
space and allow the location of the root canals. 
There may be a number of these canals in a 
tooth, depending on what type of tooth is 
being treated. The root canals can vary in size 
but are generally small.

 2. Once access has been gained to the pulp space 
and root canals have been located, they are 
enlarged using a variety of instruments fol-
lowed by the delivery of irrigant solutions to 
clean the pulp space. It is currently thought 
that preparing and irrigating the canals to its 
end give the best chance to the treatment be 
successful.

 3. The canals are irrigated with a variety of solu-
tions aiming to thoroughly clean the root canal 
space. Generally, irrigation is performed with 
a needle attached to syringe, although a vari-
ety of techniques are currently available. The 
irrigation process removes residual infected 
tissues, debris created during the preparation 
of the canals, and also bacteria.

 4. Once the entire canal space has been enlarged 
and cleaned, it can be filled with a suitable fill-
ing material. The most common filling mate-
rial is called gutta-percha. The basic technique 
consists in inserting a number of gutta-percha 
cones together with a proper sealer into the 
root canals until the prepared space is com-
pletely filled. It is currently thought that a 
well-filled canal can prevent bacteria from 
infecting the tooth again.

 5. Following the filling of the root canals, the 
tooth can be properly restored with a suitable 
restoration to seal the root canals, restore the 

tooth to its function, and further protect it 
from bacteria.

In summary, root canal treatment aims to 
remove the inflamed or infected pulp, followed by 
carefully cleaning and shaping the inside of the 
root canal and then filling the space. Afterward, a 
restoration is placed on the tooth in order to pro-
tect and restore it to its function. Once the treat-
ment has been completed, and following a period 
of healing, the tissues around the root return to 
normal, and radiographs will show the resolution 
of any “shadow” (bone lesion) caused by bacterial 
contamination (Fig.  12.2b). Thus, endodontic 
treatment saves teeth that would otherwise need to 
be extracted. Although the pulp is removed, the 
treated tooth remains in function, nourished by 
the surrounding tissues. In the future, however, a 
new trauma, deep decay, or a loose, cracked, or 
broken filling may allow a new infection. In some 
cases, the clinician may also discover additional 
canals that were not be treated during the first 
treatment. In these situations, a new endodontic 
treatment (a procedure called retreatment) or sur-
gery may be carried out. The purpose of this chap-
ter is to discuss advancements in endodontic 
research using micro-CT technology in order to 
improve the root canal treatment in clinics.

12.2  Micro-CT Technology 
in Endodontics

In the twentieth century, technological advance-
ments allowed for a considerable range of tech-
niques to be successfully employed to visualize 
the anatomy of the human teeth, including three- 
dimensional wax models, digital radiography, 
resin injection, radiographic methods with radi-
opaque contrast media, and scanning electron 
microscopy, among others [3]. Undoubtedly, 
these techniques have shown great potential in 
endodontic research, and their findings have had 
a noteworthy influence on clinical practice as 
well as on dental education. However, while most 
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of these methods require the partial or even full 
destruction of the studied samples, resulting in 
irreversible changes in the specimens and many 
artifacts, others provide only a two-dimensional 
image of a three-dimensional structure [4]. These 
inherent limitations have been repeatedly dis-
cussed, encouraging the search for new methods 
with improved possibilities.

In 1986, Mayo and colleagues [5] introduced 
computer-assisted imaging in the field of end-
odontic research by injecting contrast medium 
into the root canal of extracted teeth and taking 
six radiographs of each tooth from defined angles. 
By combining all six views, a mathematically 
determined 3D representation of the canals was 
obtained. From this data, the volume and diame-
ters of the root canals were determined using a 
computerized video image processing program. 

From the early to mid-1990s, the first applica-
tion of a computerized and digital approach 
based on micrographs of grinding sections was 
proposed. Using diamond and silicon carbide 
disks, Blašković-Šubat et al. [6] cross-sectioned 
extracted teeth and photographed these sections 
using a camera attached to a stereomicroscope. 
Each photograph was then digitized, the shape 
manually outlined, and the resulting stacks of 
labeled shapes were rendered in 3D using dedi-
cated software. Although partly digital, this 
approach still required the destruction of the 
samples under study [7].

The invention of X-ray computed tomography 
(CT) provided a significant step forward in diag-
nostic medicine. CT produces a two-dimensional 
map of X-ray absorption into a two-dimensional 
slice of the subject. This is achieved by taking a 
series of X-ray projections through the slice at 
various angles around an axis perpendicular to 
the slice. From this set of projections, the X-ray 
absorption map is computed. By taking a number 
of slices, a three-dimensional map is produced. 
In 1990, Tachibana and Matsumoto [8] were the 
first authors to suggest and evaluate the feasibil-
ity of CT imaging in endodontics. However, 
because of high costs, inadequate software, and 
low spatial resolution, they concluded that CT 
had only limited usefulness in endodontics as the 
produced images were not accurate. Further 

improvements in digital nondestructive image 
systems have also been used to evaluate root 
canal anatomy, including magnetic resonance 
microscopy, tuned- aperture computed tomogra-
phy, optical coherence tomography, and volumet-
ric or cone beam CT [3]. These methods, however, 
are hampered by insufficient spatial resolution 
for the study of root canal anatomy [9].

A decade after the CT scanner was developed, 
Elliott and Dover [10] built the first high- 
resolution X-ray micro-computed tomographic 
device. The term “micro” in this new device was 
used to indicate that the pixel sizes of the cross 
sections were in the micrometer range, the 
machine was smaller in design compared to the 
human version, and it was indicated to model 
smaller objects. Applications of micro-CT tech-
nology to endodontic research were recognized 
13 years after its development and described in a 
paper entitled Microcomputed Tomography: An 
Advanced System for Detailed Endodontic 
Research [11]. In this article, the authors evalu-
ated the reliability of using micro-CT in the 
reconstruction of the external and internal anat-
omy of four maxillary first molars, assessing the 
morphological changes in the root canal after 
instrumentation and obturation, using an isotro-
pic resolution of 127 μm. The authors concluded 
that micro-CT had potential as an advanced sys-
tem for research and also provided a foundation 
for micro-CT as an exciting, interactive educa-
tional tool.

With further developments in micro-CT scan-
ners, improvements in the speed of data collec-
tion, resolution, and image quality yielded greater 
accuracy compared with the first studies using 
computational methods, with voxel sizes decreas-
ing to less than 40 μm [9, 12]. Dowker et al. [9] 
demonstrated the feasibility of this technology 
for endodontic research using a resolution of 
38.7 μm to evaluate the morphological changes 
of the root canal after different steps of endodon-
tic treatment. The authors concluded that micro-
CT could offer the possibility of learning tooth 
morphology by an interactive study of surface-
rendered images and slices and contribute to the 
development of virtual reality techniques for end-
odontic teaching.
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The first attempt to use micro-CT for a quanti-
tative analysis of root canal anatomy was done by 
Bjørndal et  al. [13]. The authors correlated the 
shape of the root canals to the corresponding 
roots of five maxillary molars scanned at a pixel 
size of 33 μm. In the following year, Peters et al. 
[14] studied the potential of micro-CT for detail-
ing the root canal geometry of 12 maxillary 
molars regarding some morphological parame-
ters including volume, surface area, diameter, 
and structured model index.

In the last decade, micro-CT has gained increas-
ing popularity in endodontics (Fig.  12.3). This 
noninvasive, nondestructive, high-resolution tech-
nology allows the three-dimensional study of the 
root canal system and can be used to understand its 
influence on the different treatment/retreatment 
procedures, by reconstructing digital cross sec-
tions of the teeth, which can be stacked to create 
3D volumes. These volumes can be used to gener-
ate computerized images of specimens that can be 
manipulated, or measured, to reveal both internal 
and external morphologies. Nowadays, micro-CT 
technology is considered the most important and 
accurate research tool to the study of root canal 
anatomy [4, 14, 15]. Therefore, a specific chapter 
regarding the applications of micro-CT in end-
odontics is justified in this book.

Conversely, given that scanning and recon-
struction procedures take considerable time, the 
technique generates excessive radiation and is 
not suitable for clinical use. Moreover, the equip-
ment is expensive, and the complexity of the 
technical procedures requires a steep learning 
curve and an in-depth knowledge of dedicated 
software. It is important to point out that the tech-
nical procedures related to the micro-CT method-
ology with the aim of evaluating aspects related 
to the morphological analysis of root canal anat-
omy are complex, and a thorough discussion is 
beyond the scope of this chapter. However, 
understanding some parameters is desirable to 
ensure better comprehension of the possibilities 
of using micro-CT as a tool for endodontic teach-
ing and researching.

12.3  Anatomy of the Root Canal 
System

From the Latin anatomia for dissection and from 
the Greek anatome, where ana means “up” and 
temnein means “to cut,” this word represents the 
study of the body and the determination of the 
regions in an organism that are to be considered 
its parts [3]. As Hippocrates postulated that anat-

Fig. 12.3 Graphic showing the increasing number of publications using micro-CT in endodontics in the last decade
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omy is the foundation of medicine, the anatomy 
of the root canal is also the fundamental basis of 
the endodontic specialty [3]. Consequently, a 
thorough understanding of the canal morphology 
and its variations in all groups of teeth is a basic 
requirement for successful endodontic treatment.

The main role of laboratory-based studies is to 
develop well-controlled conditions that are able 
to reliably compare certain factors. The main 
confounding factor of ex vivo studies is the anat-
omy of the root canal system under investigation. 
Consequently, the results might demonstrate the 
effect of canal anatomy rather than the variable of 
interest. In endodontics, a variety of extracted 
human and animal teeth have been used in 
laboratory- based experiments. The reproduction 
of the clinical situation, however, might be 
regarded as the major advantage of using 
extracted human teeth. On the other hand, the 
wide range of variations in three-dimensional 
root canal morphology makes standardization 
difficult. Thus, if selection bias is not taken into 
account when the sample is selected, then certain 
conclusions drawn might be incorrect. On the 
basis of micro-CT data, it is possible to further 
improve sample selection using established mor-
phological parameters to provide a consistent 
baseline. As the state of current knowledge on 
root canal anatomy advances rapidly, the clarifi-
cation of the purposes of sample selection proto-
cols may assist investigators to arrive at 
meaningful conclusions [4].

12.3.1  Qualitative Evaluation

The anatomy of the root canal system is often 
complex [16], and because of the large amount 
of dissimilarities in the canal configuration 
among the teeth, different classification systems 
have been proposed [17, 18]. Traditionally, the 
configuration of the root canal system has been 
based on the number of root canals that begin at 
the pulp chamber floor, extend through the length 
of the root, and open through the apical foramen 
[16]. Weine et al. [17] were the first to categorize 

the root canal configurations within a single root 
into four types, depending on the division pat-
tern of the main root canal along its course from 
the pulp chamber into the root apex. Later, 
Vertucci et  al. [18] developed a classification 
system based on the evaluation of 200 cleared 
maxillary second premolars in which the pulp 
cavities were stained with dye; they found eight 
canal configuration types, which were more 
complex than those described by Weine and co-
workers. Despite these efforts, additional canal 
configurations have been continuously reported 
by several authors within different populations. 
According to a comprehensive review carried 
out by Versiani and Ordinola-Zapata [19] on root 
canal morphology using micro-CT, a total of 37 
root canal configuration types have been 
described, which probably include the most 
common anatomical configurations that can be 
observed in a single root. From a clinical point of 
view, it is important for the clinician to be aware 
of the variability in the root canal configuration 
in order to implement an appropriate treatment 
plan and increase the success rate of endodontic 
procedures [16]. Qualitative 3D analysis can 
also be applied to evaluate the presence and 
location of other anatomical landmarks such as 
isthmuses, accessory canals, and apical ramifica-
tions. Therefore, because of the nondestructive 
nature of micro-CT technology, it can be used 
for a precise and accurate qualitative character-
ization of the root and root canal anatomy in dif-
ferent groups of teeth [20].

Most of the micro-CT studies on root canal anat-
omy evaluated anatomical variations present in spe-
cific groups of teeth, such as the second canal in the 
mesiobuccal root of maxillary first molars [21], 
three-rooted mandibular premolars [22] and molars 
[23], four-rooted maxillary second molars [15], 
two-rooted mandibular canines [24] and premolars 
[25], C-shaped canals in mandibular premolars [26] 
and molars [27], radicular grooves [28], and isth-
muses [29, 30]. Other authors have evaluated the 
anatomical configuration of mandibular incisors 
[31], mandibular canines [4], mandibular first pre-
molars [32], and maxillary molars [33].
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12.3.2  Quantitative Evaluation

The digital images acquired by micro-CT are a 
geometric representation of the internal and 
external microstructure (morphology) of teeth. 
Therefore, a morphometric characterization of 
the root canal system can be performed through 
geometric concepts and morphological opera-
tions applied to the binarized (segmented) 
images. Root canal morphometry has been typi-
cally described using two- and three-dimen-
sional quantitative parameters, as described in 
Table 12.1.

12.3.2.1  2D Parameters
In the first research studies on root canal anat-
omy, quantitative morphological data were 
obtained from measuring parameters such as 
area, diameter, and perimeter, acquired from a 
few cross sections of the roots. Images were 
recorded together with a scale that allowed for 
further calibration of a dedicated software. Then, 
the operator was responsible for carefully trac-
ing the contour of the structure to be measured 
by clicking and releasing the computer mouse 
button until the results were displayed. Thus, the 
outcome of studies on root canal anatomy using 

Table 12.1 2D and 3D morphometric parameters used to evaluate root canal geometry

2D 
parameters

Definition Measurement

Area The extent of a two-dimensional root canal shape 
in the plane

Pratt algorithm [34]

Perimeter Path that surrounds the two-dimensional shape of 
the root canal

Pratt algorithm [34]

Diameter The largest distance formed between two opposite 
parallel lines tangent to root canal boundary

Major diameter: distance between the two 
most distant pixels in the binarized canal
Minor diameter: the longest chord through the 
root canal that can be drawn in the direction 
orthogonal to that of the major diameter

Aspect 
ratio

Ratio of the geometric shape sizes in different canal 
dimensions

Ratio of the major and minor diameters of the 
root canal

Roundness Cross-sectional appearances of the root canal 4.A/(π.[dmax]2), where A is the area and dmax is 
the major diameter. The value of roundness 
ranges from 0 to 1, with 1 signifying a circle

Form factor (4.π.A)/P2, where A and P are object area and 
perimeter, respectively. Elongation of 
individual objects results in smaller values of 
form factor

3D 
parameters

Definition Measurement

Volume Quantity of 3D space enclosed by a closed surface, 
i.e., the volume of binarized root canal within the 
volume of interest (VOI)

Marching cubes method [35]

Surface 
area

Measure of the total area that the surface of the 
object occupies, i.e., the surface area of binarized 
root canal within the volume of interest (VOI)

Marching cubes method [35]

Structure 
model 
index 
(SMI)

3D geometry of an object by an infinitesimal 
enlargement of its surface

6.[(S′.V)/S2], where S is the object surface area 
before dilation and S′ is the change in surface 
area caused by dilation. V is the initial, 
non-dilated object volume. An ideal plate, 
cylinder, and sphere have SMI values of 0, 3, 
and 4, respectively [36]
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sectioning roots was highly influenced by the 
operator’s experience. Conversely, using micro-
 CT technology, quantitative parameters of root 
canals can be accurately measured and plotted 
on graphs in hundreds of slices at once 
(Fig. 12.4). Another advantage of this method is 
the possibility of describing the cross-sectional 
appearance of the root canal mathematically by 

means of two morphometric parameters: form 
factor and roundness (Fig. 12.5). The evaluation 
of root canal shape using these parameters in 
single- rooted canines has demonstrated different 
cross- sectional forms throughout the root canal 
[4]. In the past, the canal shape was qualitatively 
classified in sectioned roots as round-, flat-, 
oval-, or irregular-shaped [37]. Despite its appli-

Fig. 12.4 Using micro-CT imaging system, 2D quantitative parameters (area, perimeter, aspect ratio, major and minor 
diameters) of the root canal of a mandibular incisor were measured in 421 slices and plotted on graphs

Fig. 12.5 Using 
micro-CT technology, 
cross-sectional 
appearance of the root 
canal (form factor and 
roundness) of a 
mandibular incisor was 
measured in 421 slices 
and plotted on graphs
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cability, a qualitative evaluation is always sub-
jective and may lead to inaccurate results.

12.3.2.2  3D Parameters
Among other parameters, 3D analysis of the root 
canal using micro-CT algorithms allows for the 
calculation of volume and surface area [14]. The 
clinical significance of such parameters has been 
emphasized by studies demonstrating that varia-
tions in canal geometry before preparation 
 procedures had a greater effect on the changes that 
occurred during preparation than that of the instru-
mentation techniques [38]. Another important 3D 
parameter of root canals that can be measured 
using micro-CT is the structure model index (SMI) 
(Fig.  12.6). SMI is unfeasible to achieve using 
conventional methods such as radiographs or root 
sectioning. This parameter reflects the geometric 
3D shape of the root canal and has been used in 
comparative studies of different groups of teeth [4, 
14, 15, 24]. Dissimilarities in SMI values amongst 
teeth must be taken into consideration during sam-
ple selection in studies on root canal preparation as 
it might compromise the outcome.

12.4  Access Preparation

The endodontic access cavity is considered the 
foremost step in root canal treatment and can be 
defined as the opening prepared in a tooth to gain 

entrance to the root canal system for the purpose 
of cleaning, shaping, and obturating [1]. In root 
canal treatment, an adequately prepared access 
cavity is crucial for effective locating, negotiat-
ing, debriding, disinfecting, and filling of the root 
canal system. Consequently, it is deemed that all 
subsequent steps that follow endodontic cavity 
preparation may be compromised if adequate 
access is lacking [39].

Traditional access preparations are geometri-
cally predesigned shapes that are defined primar-
ily by the morphology of the individual pulp 
chamber of the tooth to be treated. The roof of 
the pulp chamber must be completely removed 
in order to locate all orifices of the root canals 
and provide direct access to the apical foramen 
or to the initial curvature of the canal by remov-
ing cervical dentin protrusions and enlarging the 
canal orifice. However, according to some 
authors, conventional access preparation 
removes a large amount of dentin structure, 
which may weaken the dental structure and 
reduce its resistance to fracture [40]. It has been 
hypothesized that modification of the original 
access geometry plays a crucial role in the bio-
mechanical response of the tooth structures to 
functional forces [39], since the remaining den-
tin can serve as a foundation for the restorative 
procedures that follow endodontic treatment. 
Thus, it would be desirable to preserve the den-
tin structure and maintain the geometry of the 

Fig. 12.6 Lateral and frontal view of the root canals of eight mandibular canines showing differences in the geometric 
3D shape of the root canal (Structure Model Index—SMI)
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root canal anatomy so as to conserve the mechan-
ical integrity of the teeth [41]. In this way, new 
designs for endodontic access cavities called 
conservative or contracted cavities have been 
advocated in order to minimize tooth structure 
removal [39] (Fig. 12.7). Contracted endodontic 
cavities are considered to be an alternative to tra-
ditional endodontic cavities in maintaining the 
mechanical stability and subsequently the long-
term survival and function of endodontically 
treated teeth.

Within this background, the micro-CT imag-
ing system has been used to measure the volume 
of the enamel and the coronal dentin removed by 
different access cavity preparations in an attempt 
to correlate those values with results acquired 
from fracture testings [42–44]. One study showed 
that the stress distribution on the occlusal surface 
of teeth was similar when comparing conserva-
tive, traditional, and extended access cavities; 

however, with the enlargement of the access 
preparation, the stress on the pericervical dentin 
increased dramatically [45] (Fig.  12.8). Thus, 
although the influence of contracted endodontic 
cavity on fracture resistance outcomes still 
remains controversial, a recent systematic review 
of studies using micro-CT technology demon-
strated that there is no scientific evidence that 
supports the use of conservative over traditional 
access preparation aiming to increase the fracture 
resistance of human teeth [40].

Eaton et al. [46] also used micro-CT to evalu-
ate the interrelationship between some anatomi-
cal landmarks of the root canal system and apply 
them in the design of different access cavity out-
lines in mandibular molars. It was  performed 
linear measurements of dentin removal required 
to relocate the orifice and changes on canal pri-
mary angle of curvature for each access design 
(Fig. 12.9). Authors concluded that tested out-
line designs had varying impacts on canal prep-
aration, dictated by the degree of pulp chamber 
calcification, and that anatomically based access 
forms and orifice relocation should be reserved 
for teeth with reduced pulp chambers.

Fig. 12.7 3D models of the crowns (occlusal view) of 
four groups of posterior teeth showing differences in size 
and shape according to the type of access preparation: 
contracted or conventional

B1

B2

B3

B4

0 10 20 30 40 50 60 70 80 90 MPa

C1

C2

C3

C4

Fig. 12.8 Distribution of von Mises stress on the pericer-
vical dentin (B1–B4) and at the level of the cementoe-
namel junction (C1–C4) under a total multipoint force 
load of 800 N in four finite element analysis models of 
four different access preparation in a maxillary first molar 
(Adapted from Jiang et  al. 2018 [45]. Published with 
permission)
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12.5  Chemomechanical 
Procedures

Root canal preparation is intended to clean, disin-
fect, and shape the root canal. These objectives 
are distinct but achieved simultaneously by 
means of the mechanical effects of instrumenta-
tion and the mechanical and chemical effects of 
irrigation. Consequently, these are commonly 
referred to as chemomechanical procedures and 
are regarded as the most important phase of the 
root canal treatment [47]. Recent advances in 
endodontic instrument design have made proper 
canal shaping more efficient and predictable. The 
most noteworthy advance was the development 
of mechanical preparation using nickel-titanium 
(NiTi) instruments. Since NiTi instruments were 
introduced, they have evolved through a market- 
driven, largely empirical process. Manufacturers 
have experimented with alloy-type, tip, taper, and 
cross-sectional configurations, rotation modes, 
and heat treatment during manufacturing in order 
to optimize instrument properties. Indeed, it 
appears that at least 200 brands of NiTi instru-
ments, with greatly varying market shares, are 

currently used in different countries. With many 
new systems available on the market, clinicians 
require an impartial evaluation of these instru-
ments in order to select the most appropriate for 
clinical use. Therefore, several methodologies 
have been used to evaluate the shaping abilities 
of these instruments. However, some inherent 
limitations have encouraged the search for new 
methods able to produce accurate and reproduc-
ible results.

In the last decade, noninvasive micro-CT tech-
nology has gained increasing significance for the 
assessment of root canal system. This method 
allows for creating color-coded 3D models of the 
root canals, using pre- and post-preparation co- 
registered datasets and automated image registra-
tion software with high accuracy. Unprepared 
(green) and prepared (red) matched canals can be 
compared (Fig. 12.10) regarding the percentage 
frequency variation of the 2D and 3D parameters 
(Table  12.1) by subtracting values obtained for 
treated canals with those obtained from untreated 
counterparts. Then, unprepared surface areas are 
important to evaluate because they may harbor 
tissue and biofilm remnants and contribute to 

a b c

Fig. 12.9 Three-dimensional volumetric representation 
of micro-CT data showing the determination of the maxi-
mum angle of curvature in the maximum curvature view 
for the mesiobuccal canals for the different access designs: 

(a) minimally invasive, (b) straight-line furcation, and (c) 
straight-line radicular (Adapted from Eaton et  al. 2015 
[46]. Published with permission)
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persistent infection. Hence, measurement of the 
untouched root canal surface areas after root 
canal preparation can be obtained by calculating 
the number of static voxels, i.e., voxels present in 
the same position on the canal surface before and 
after instrumentation, expressed as a percentage 
of the total number of voxels present on the canal 
surface.

Canal transportation and dentin thickness are 
also important parameters to evaluate mostly if 
root canal enlargement is followed by unneces-
sary dentin removal, resulting in the weakness 
of the tooth structure. Using micro-CT, canal 
transportation can be achieved by connecting 
the center of gravity in each cross section of the 
canal with a fitted line (z-axis), through the 
length of the root, from the co-registered datas-
ets before and after preparation. Then, mean 
transportation can be calculated by comparing 
the distance between the centers of gravity at 
each level of the root canal (Fig. 12.11). Dentin 
wall thickness can be acquired by the measure-
ment of the width of dentin toward the external 
root surface, perpendicular to a line that con-
nects the centers of gravity of the root canals, 
after superimposition of the datasets before and 
after canal preparation. Color-coded 3D models 

of dentin thickness can also be created for quali-
tative evaluation (Fig. 12.12).

In recent years, the occurrence of root cracks 
resulting in the fracture of teeth has become a 
major concern in endodontics. Root fracture is 
currently considered as the third leading cause of 
tooth loss that can affect either sound or end-
odontically treated/restored teeth. In 2009, two 
studies using a conventional sectioning method 
associated root crack formation with canal prepa-
ration procedures [48, 49], calling the attention 
of the endodontic research community to this 
topic. Since then, the phenomenon of root cracks 
has gained importance in endodontic research, 
and the number of publications in high-impact 
peer-reviewed journals correlating root canal 
preparation to crack formation has increased 
[50]. Laboratory- based studies have reported that 
canal preparation using large-tapered NiTi instru-
ments cut substantial amounts of dentin creating 
 lateral forces that induce strain on the canal wall 
and cause root cracks, from which tooth fracture 
can develop [50]. In 2010, extracted non-restored 
or minimally restored necrotic teeth were evalu-
ated using micro-CT [51] to demonstrate the 
presence of cracks extending from the coronal to 
the apical level of the root. Although it was not 

A BFig. 12.10 Co-registered 
3D models of a 
mandibular first molar 
showing the root canal 
system before (in green) 
and after (in red) 
preparation procedures
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Fig. 12.11 Transportation of the (a) mesial root canal 
system of a mandibular first molar (in green) was achieved 
by comparing the (b) distance between the centers of grav-
ity at each level of the root canal (c, d) after preparation 

procedures (in red) calculated by (e) connecting the center 
of gravity of the root canal in each cross section through all 
length of the root with a fitted line (z-axis) from the co-
registered datasets before and after preparation

a

b

Fig. 12.12 Dentin thickness measurement by means of 
micro-CT technology. (a) Mesial, distal and axial cross 
section views of the color-coded 3D models of the mesial 
root of mandibular molars allow qualitative evaluation of 
dentin thickness before and after root canal preparation. 
Thick structures are indicated in blue and green, whereas 
red areas show thin dentin; (b) mean dentin thickness 
measurement in a cross-section slice at the coronal level 
of a mandibular molar mesial root. 1. Mesial root canals 
before preparation; 2. mesial root canals after preparation; 

3. superimposed mesial root canal (before and after prepa-
ration); 4. centers of gravity of each canal connected by a 
yellow line; 5. a green line is traced perpendicularly to the 
yellow line from the centers of gravity toward the distal 
aspect of the mesial root; 6. red line is traced bisecting the 
90-degree angle between yellow and green lines; 7. mean 
dentin thickness is calculated by measuring the thickness 
of dentin in each 1-degree interval of the highlighted blue 
area, in a total of 15 measurements
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the main purpose of the study, the authors indi-
rectly demonstrated the feasibility of using 
micro-CT to track dentinal defects, and, later, 
micro-CT was validated as a nondestructive 
method to evaluate cracked roots [52]. In dis-
agreement with previous studies using sectioned 
roots, the micro-CT method was crucial to dem-
onstrate the absence of a causal relationship 
between the development of root fractures and 
canal preparation using either extracted teeth or a 
cadaver model [53–55] (Fig. 12.13).

Advances in micro-CT analysis have brought 
new perspectives on the quality of mechanical 
preparation, confirming the inability of shaping 
tools to act within the anatomical complexity of 
the root canal [56–58]. Preparation of oval-, flat-
tened-, or irregular-shaped cross-sectional root 
canals using different instruments has been 
shown to leave unprepared extensions or recesses 
(Fig. 12.14) that can harbor remnants of necrotic 
pulp tissue and biofilms [37, 58]. The disinfect-
ing effects of instruments and irrigants may be 
additionally hampered in the presence of com-
plex anatomy, such as accessory canals, ramifica-
tions, intercanal connections, fins, isthmuses, and 
apical deltas, which cannot be properly accessed 
and cleaned by conventional techniques [58–62]. 
These hard-to-reach areas may also be packed 

with dentin debris generated and pushed therein 
by endodontic instruments, interfering with dis-
infection by both preventing irrigant to flow into 
them as well as by neutralizing its efficacy [63]. 
Accumulation of hard tissue debris is considered 
an undesirable side effect of mechanical proce-
dures and is clinically relevant because it could 
easily harbor bacterial contents away from the 
disinfection procedures during root canal treat-
ment [64–66]. Therefore, a comprehensive 
knowledge regarding different supplementary 
steps and the activation of irrigants using differ-
ent protocols in order to remove hard tissue 
debris from the root canal space is of utmost 
importance. In 2011, Paqué et  al. [67] were 
responsible to reopen the discussion about the 
debris packed into the root canal system after 
preparation using micro-CT. The authors demon-
strated that this technology allowed for monitor-
ing the accumulation and removal of radiopaque 
structures in the root canal space during and after 
preparation while preserving sample integrity. 
Quantification of hard debris can be performed 
by calculating the difference between the non- 
prepared and prepared root canal space using 
post-processing procedures. The sequence of 
acquired images can be further used to identify 
the debris by means of morphological operations. 

Fig. 12.13 Micro-CT images showing cross sections of maxillary posterior teeth in a cadaver study model
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The presence of a material with a density similar 
to dentin in regions previously occupied by air in 
the non-prepared root canal space is considered 
debris and can be quantified by the intersection 
between images before and after canal instru-
mentation. The total volume of hard tissue debris 
can be calculated and expressed as the percentage 
of the total canal volume after preparation. Color- 
coded models of the root canal and debris can 
also be made to enable a qualitative comparison 
of the matched root canals before and after exper-
imental procedures (Fig. 12.15).

Based on the aforementioned assumptions, 
spreading and flushing the irrigant throughout 
the canal space assume a pivotal role in treat-
ment because it acts mechanically and chemi-
cally on debris and bacterial communities 
colonizing the root canal space [58]. In order to 

circumvent limitations generated by the unpre-
dictable anatomical configuration of the root 
canal, making cleaning and disinfection proce-
dures more effective, several instruments and 
techniques have been proposed. Ideally, efficient 
irrigation solutions and protocols are required to 
provide fluid penetrability to such an extent as to 
accomplish microcirculation flow throughout the 
intricate root canal anatomy and to counterbal-
ance the suboptimal debridement quality 
obtained by currently available technology in the 
mechanical enlargement of the root canal space 
[47]. In laboratory- based studies, several experi-
mental models have been used to understand the 
intracanal effect of irrigants by different irriga-
tion protocols. These include artificially created 
grooves, histological cross sections, computa-
tional fluid dynamics (CFD), and the in vivo use 

Fig. 12.14 3D models 
of the mesial root canal 
system of a mandibular 
molar before (in green) 
and after (in red) 
preparation depicting 
that instruments has left 
unprepared extensions 
of the canal (arrows)
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of radiopaque solutions. These methodological 
approaches provide valuable information about 
the quality of cleaning and shaping procedures 
that cannot otherwise be obtained, but they are 
unable to show some critical factors, such as the 
volume of the solution or the root canal areas 
effectively touched by the irrigant [68]. 
Additionally, the destructive approach of these 
methods is a major drawback, since the preop-
erative condition of the root canal is unknown.

An ideal experimental model should allow for 
a reliable in situ volumetric quantitative evalua-
tion of the root canal space, offering a compre-
hensive understanding on the capabilities and 
limitations of different irrigation protocols. In this 
way, micro-CT technology may overcome several 
limitations displayed by conventional methods for 
the study of root canal irrigation, as it provides 3D 
quantitative volumetric and 2D mapping of the 
irrigant within the root canal space (Fig. 12.16). 

Fig. 12.15 3D models 
of the mesial root canal 
system of a mandibular 
molar before (in green) 
and after (in red) 
preparation depicting the 
presence of hard tissue 
debris (in black; arrows) 
at the (a) coronal, (b) 
middle, and (c) apical 
thirds
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a
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Fig. 12.16 Micro-CT 
study on the irrigation of 
the root canal system of 
a mandibular first molar. 
(a) 3D models of the 
original root canal 
anatomy (in green) prior 
to treatment (Scan 1) 
and with the 
superimposition of an 
injected contrast 
solution (in black) after 
initial (Scan 2) and final 
(Scan 3) preparation 
procedures, as well as, 
3D models of the same 
tooth showing the 
irrigant-free areas (in 
blue) after scans 2 and 
3; (b) cross sections of 
the root in different 
levels showing the root 
canal space (in black) 
before preparation and 
the contrast solution (in 
white) and irrigant-free 
areas (in black) after 
initial (scan 2) and final 
(scan 3) canal 
preparations
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Using micro-CT, the volume of the irrigant can be 
correlated to the full canal volume and the exis-
tence of anatomical irregularities or debris that 
may prevent its spreadability. The volume of the 
irrigant-free areas can also be calculated and cor-
related, for example, to the irrigant delivery 
method, fluid activation system, irrigation needle 
penetration and design, root canal configuration, 
amount of hard tissue debris, or shaping proto-
cols. Additionally, three- dimensional visualiza-
tion of these areas can provide useful information 
related to irrigation efficiency. Data can be further 
subjected to inferential statistical models to assess 
the relevance of different irrigation protocols fol-
lowing well- known parameters [68].

12.6  Obturation and Retreatment

Obturation has been defined as a procedure in 
which any material or combination of materials is 
placed inside the root canal after it has been com-
pletely cleaned, shaped, and disinfected, aiming 
to avoid any sort of communication or exchange 
between the root canal and surrounding tissues 
[1]. Conventional root fillings consist of a core 
material, usually gutta-percha, which should be 
closely adapted to the canal wall, and a cement 
that seals the interface between the core and the 
dentin, placed into the root canal space employ-
ing cold or warm techniques. Cold lateral com-
paction of gutta-percha is undoubtedly the most 
used and taught root canal filling technique 
worldwide. The basic protocol comprises the lat-
eral compaction of accessory cones, undertaken 
by systematically penetrating spreaders sideways 
of the main gutta-percha cone. The core idea is to 
maximize the amount of gutta-percha inside the 
canal while reducing the sealer layer, since the 
latter is meant to display lower dimensional sta-
bility overtime [69]. Warm vertical compaction 
involves the use of successive heated pluggers 
and gradually pushing down compaction to form 
waves of softened gutta-percha aiming to obtain 
a homogeneous and dimensionally stable mass of 
filling material. As gutta-percha is heated, it 
becomes more plastic and therefore adapts to 
irregularities and recesses, especially in oval-

shaped root canals [70]. However, as gutta-per-
cha is heated, it expands, and during cooling it 
contracts (1–2%), resulting in voids and gaps 
along the root filling [71]. Since the development 
of the warm compaction techniques, there has 
been debate regarding their superiority in com-
parison to cold lateral compaction. Although 
studies have demonstrated that no filling tech-
nique produces a void-free canal filling, warm 
vertical compaction is associated with a lower 
percentage volume of voids, while cold compac-
tion techniques suffer from unpredictable distri-
bution of the sealer and voids within the root 
canal space [72].

In the past, the quality of root canal obturation 
was investigated using laboratory-based 
 techniques including microleakage tests, radio-
graphic imaging, and root sections. In many stud-
ies, the percentage of gutta-percha-filled area was 
used as a surrogate measure of the quality of the 
root filling. However, most of these methods 
allow only a partial evaluation of the fillings, and 
some may create irreversible damages to the 
specimens. Unreliable results obtained from 
microleakage tests render the results obtained 
through this technique questionable. Evaluation 
of root sections is practical, but sectioning the 
root may cause irreversible damage to the speci-
mens and only a limited number of sections can 
be obtained from each sample. Besides, this 
might lead to inaccuracies because some filling 
material might be lost during sample preparation. 
Although radiography does not cause any dam-
age to the specimens and provides useful infor-
mation, it has limited accuracy since it is based 
on two- dimensional visualization of a 
 three-dimensional object. Therefore, an ideal 
experimental model should allow for the preser-
vation of sample integrity avoiding irreversible 
structural damage [73].

In the last decade, nondestructive high- 
resolution micro-CT technology has emerged as 
an important 3D imaging tool to evaluate root 
filling procedures, overcoming most of the limi-
tations of previous studies. Micro-CT enables 
visualization of the root canal filling as a 3D 
single object or evaluation of cross-sectional 
images of the root at each level; thus, the volume 
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of the root canal filling occupied by the gutta-
percha, sealer, and voids can be calculated, 
determining whether the filling reaches the ram-
ifications and isthmus area. Gutta-percha, sealer 
and voids can be also depicted individually by 
coloring or made transparent (Fig.  12.17). 
However, subtle complications can render 
micro- CT data problematic for quantitative use 
because of the high density of root canal filling 
materials. Scanning artifacts, such as beam 
hardening, can obscure details of interest or 
cause the CT value of a single material (or void) 
to change in different parts of the image. 
Similarly, partial-volume effects can lead to 

erroneous determinations of feature dimensions 
and component volume fractions if not properly 
accounted for. These artifacts sometimes make it 
impossible to differentiate between different 
materials with similar radiographic densities. 
Although higher energy beams associated with 
the use of an attenuating filter can be beneficial, 
they are less sensitive to attenuation contrasts in 
materials and thus may not provide sufficient 
differentiation among the features of interest. 
For these reasons, it is important to perform dif-
ferent scans with alternative variables to deter-
mine the optimal parameters and material 
combinations before the experiment.

a b c d

e

Fig. 12.17 (a) 3D model of a maxillary premolar root; (b) 
cross sections from apical (a), middle (m), and coronal (c) 
thirds showing an oval-shaped canal filled with cold lateral 
condensation where it is possible to observe the presence of 
(c) empty spaces (white arrows), sealer (yellow arrows), 
and gutta-percha (pink arrows). The gutta- percha is not 
mixed with the sealer which remains in direct contact with 

the dentin; (d) root filling material after applying an auto-
matic threshold. The high contrast of the filling to the den-
tin yielded excellent segmentation; (e) 3D reconstructions 
and cross sections of the internal view of the maxillary pre-
molar in a, before and after root canal filling with cold lat-
eral compaction technique, depicting gutta-percha (in 
pink), sealer (in yellow), and voids (in black)
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Although root canal treatment has been shown 
to be a predictable procedure with a high degree 
of success, failure can also occur. Impaired heal-
ing is attributed to persistent intraradicular infec-
tion originating from non-instrumented canals, 
dentinal tubules or in the complex irregularities 
of the root canal system [74]. Previously end-
odontically treated teeth with persistent infection 
might be preserved with nonsurgical retreatment, 
which attempts to re-establish healthy periapical 
tissues by regaining access to the root canal sys-
tem through removal of the original obturation, 
further cleaning, and refilling. Therefore, the 
removal of as much filling material as possible 
from an inadequately prepared and/or filled root 
canal system is necessary to uncover remaining 
necrotic tissues or bacteria that might be respon-
sible for persistent periapical inflammation and, 
thus, posttreatment disease [72].

Many techniques have been advocated for the 
removal of filling materials from the root canal 
system. Traditionally, retreatment has been accom-
plished using a solvent and hand files. Recently, 
the introduction of mechanical instruments spe-
cifically designed for retreatment has resulted in a 
more efficient way to remove the bulk of filling 
materials. In straight canals with a round cross sec-
tion, the operator may simply use rotary files of 
greater dimensions in order to remove filling resi-
dues. On the other hand, the retreatment of oval-
shaped canals requires additional procedures 
because further enlargement may create complica-
tions such as root perforation or canal transporta-

tion [75]. Although it has not been proven that the 
complete removal of filling materials can improve 
the outcome of the retreatment procedure, filling 
remnants can theoretically impair disinfection by 
preventing the irrigant from coming into contact 
with persistent microorganisms. In addition, filling 
residues can negatively affect the adhesion of the 
new filling material to the canal walls and may 
jeopardize its sealing properties. For these reasons, 
the removal of all root canal filling material must 
be the first step of the retreatment procedure. 
Nevertheless, despite the development of new 
instruments and devices, none of them can render 
a root canal system completely free of root filling 
residues [72] (Fig. 12.18).

Most early laboratory-based studies used 
destructive and two-dimensional methods to 
determine the amount of filling material remain-
ing after retreatment procedures. However, it is 
not possible to precisely calculate the volume of 
filling material remaining after retreatment pro-
cedures using these methods. In contrast, the 
nondestructive micro-CT approach allows for a 
precise volumetric evaluation of filling materials 
remaining after different retreatment protocols, 
overcoming the limitations of previous method-
ologies. Using micro-CT, it has been demon-
strated that the use of supplementary procedures 
such as ultrasonic tips [72] or laser irradiation 
[76] during retreatment improves the removal of 
filling remnants from the root canal space. The 
filling materials remaining after retreatment pro-
cedures can be expressed as a percentage of the 

a b c

Fig. 12.18 3D models of a mandibular canine with an 
oval-shaped canal showing the filling material (pink) after 
(a) obturation with the warm compaction technique, (b) 
retreatment procedures, and (c) additional laser applica-

tion followed by the respective cross sections from the 
coronal, middle, and apical thirds (filling materials 
depicted in gray)
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initial root filling volume using the formula 
VA∗100/VB, where VB and VA mean the volume of 
the filling material before and after each retreat-
ment stage, respectively. Polygonal surface rep-
resentations of the teeth and the filling materials 
can also be constructed for a qualitative evalua-
tion (Figs. 12.17 and 12.18). Finally, the possi-
bility of calculating the volume of filling material 
remaining in the root canal after retreatment and 
the ability to examine the effectiveness of addi-
tional retreatment procedures using the same 
specimens repeatedly are some of the greatest 
advantages of using micro-CT technology.

12.7  Others

Other micro-CT applications in endodontics 
include:

 1. Sealing ability, marginal adaptation (inter-
face) of filling and retrofilling materials 
[77–82].

 2. Physicochemical properties (dissolution, 
dislocation, solubility, and dimensional 
changes) of endodontic materials [83–85].

 3. Porosity characterization of root canal seal-
ers [86, 87].

 4. Filling experimental internal resorptive cavi-
ties [88].

 5. Stress distribution (deformation) of NiTi 
instruments [89].

 6. Cutting efficiency of NiTi instruments [90].
 7. Development of 3D models for mechanical 

testing simulations using finite element anal-
ysis [91–93].

 8. Production of 3D printed replicas of teeth to 
standardize samples for laboratory studies 
[94, 95].

 9. Calcium hydroxide removal from the root 
canal system [96, 97].

 10. Dentin removal during post-space prepara-
tion [98, 99].

 11. Adaptation of posts [100].
 12. Gold standard reference to compare with 

other experimental methodologies [101].
 13. Pulp pathosis in teeth of ancient popula-

tions [102].

 14. In vivo healing of periapical lesions after 
nonsurgical or surgical root canal treatment 
in small animals. Periapical lesions are 
caused by bacterial invasion of the root canal 
system, which results in inflammation, lead-
ing to the destruction of surrounding tissues. 
Rats and mice have been widely used in 
studies assessing the pathogenesis and devel-
opment of experimentally induced periapical 
lesions; these findings have been validated 
by histological evaluations, conventional and 
digital radiography and by means of micro-
CT [103]. A histological evaluation is con-
sidered the gold standard for assessing 
periapical lesions. Nevertheless, this method 
is time-consuming and leads to sample 
destruction [104]. According to the litera-
ture, micro-CT is an important tool for 
research involving periapical bone lesions in 
small animals [103–108], providing results 
that are equivalent to those assessed by 
means of histology [103]. In addition, micro-
 CT allows for the assessment of microstruc-
tural features as well as subregional analysis 
of the developing lesion [104].

12.8  Educational Impact

The importance of preclinical training in end-
odontics has been well-established in the litera-
ture for endodontic education. The primary 
objective is to introduce students to cognitive 
and psychomotor skills related to the morphol-
ogy and spatial and functional relationships of 
human dentition. For decades, endodontic 
teaching has relied almost exclusively on the 
use of natural human teeth. Practice on extracted 
teeth is a universal method of teaching preclini-
cal endodontics and gives students the opportu-
nity to gain expertise before moving on to 
patients. However, cross-infection control asso-
ciated with the manipulation of extracted teeth, 
along with ethical factors, is threatening this 
practice in some teaching institutions. These 
drawbacks have stimulated the development of 
alternative simulation methods for endodontic 
teaching [109].
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12.8.1  Applications of 3D Anatomy 
of the Teeth in Dental 
Education

Although endodontic teaching has been mostly 
based on the use of natural extracted human 
teeth, there are certain limitations for the use of 
human teeth in preclinical teaching as they may 
(a) be difficult to obtain; (b) become brittle and 
fracture easily; (c) be third molars that are not 
usually treated endodontically; (d) be extremely 
varied in internal anatomy; (e) break down 
because of caries or have large restorations, oblit-
erating external anatomical landmarks; (f) have 
smaller pulp chambers because of the deposition 
of reparative dentin; or (g) present variations in 
internal anatomy that make the evaluation diffi-
cult for students and teachers. Consequently, sev-
eral authors have proposed the replacement of 
natural teeth with artificial tooth models com-
posed of resin [110].

A transparent model tooth offers a convenient 
and useful method that can be used for studying 
and teaching about the morphology of teeth, as it 
provides a three-dimensional view of the root 
canal system. Additionally, they are standardized 
and easy to obtain in quantity, do not pose any 
risk of infection, and can be a valuable aid for 
self-assessments. However, the hardness of the 
resin and the complex internal and external den-
tal anatomy of the first transparent tooth models 
do not accurately reproduce natural teeth. 
Moreover, sometimes the characteristics of trans-
parency and lack of radiopacity do not allow for 
the development of some technical skills related 
to radiographic interpretation, rendering their use 
limited in some phases of learning [109]. 
However, the development of micro-CT-based 
training replicas produced using 3D printing tech-
nology has improved the use of artificial teeth for 
teaching purposes (Fig. 12.19). Now, rather than 
every student having a different anatomic chal-
lenge hidden in the extracted teeth, all of them can 
work in the same anatomic form in the same class 
activity. Despite some inherent limitations regard-
ing the development of motor skills using these 
resin replicas related to tactile perception during 
access preparation and canal instrumentation/

obturation, these printing prototypes can be 
extremely valuable for anatomical teaching pur-
poses as they (a) allow for complete standardiza-
tion of grading, (b) permit educators to lead a 
whole class through each of the classic endodon-
tic challenges instead of teaching one student at 
a time, and (c) allow students to practice a given 
challenge as many times as they need to achieve 
competence in that root form, after which (d) 
they can be tested using a nontransparent replica 
with the same anatomy [111]. Furthermore, rep-
licas with different root canal complexities can 
be printed as oversized models using a rapid pro-
totyping 3D printer, allowing the students to 
hold them in their hands to observe details of the 
internal anatomy from different views. 
Additional applications of printed models in 
dental education also include the possibility of 
(a) scaling the teeth for didactic purposes, (b) 
building a collection of 3D tooth models show-
ing atypical or only regionally prevalent anato-
mies, (c) producing a large number of teeth for 
destructive analysis, (d) presenting teeth in the 
form of individual substructures that need to be 
assembled correctly by the students, and (e) 
building an extensive collection of 3D models of 
healthy and diseased teeth using raw data made 
available online by researchers and dentists from 
all over the world [112].

12.8.2  Strategic Improvements 
for Web-Based Teaching 
of Root Canal Anatomy

As imaging has been adopted in the modern den-
tal education, it has benefited from the concurrent 
development of technologies that allows materi-
als to be presented electronically. One of the 
technologies with the greatest impact in this 
regard has been the Internet. The Internet has 
increasingly been utilized as an educational tool 
due to its ability to provide a large volume of edu-
cational material in a single, readily accessible 
location, as well as permitting flexibility in the 
format of the material. Images, text, interactive 
quizzes, and videos can be integrated seamlessly 
into a comprehensive educational resource. 
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Visualization technology has the potential to 
improve on traditional techniques for teaching 
visual discrimination and should provide stu-
dents with (a) an extensive resource to learn den-
tal terms related to tooth morphology, (b) 
interactive 3D tools to visualize and learn nor-
mal external tooth and pulp cavity morpholo-
gies, and (c) an extensive library of 3D images of 
tooth and pulp morphologies that deviate from 
normal and (d) progressive evaluation of knowl-
edge in the form of quizzes that provide immedi-
ate feedback [109].

The field of endodontic education can also 
profit in several ways by the application of tech-
niques and approaches that are already estab-
lished in other scientific disciplines such as (a) 
the interactive exploration of tooth anatomy 
online, (b) expanded morphometric and volumet-
ric analyses of internal tooth structures, and (c) 
large-scale correlations of external and internal 
tooth morphology using 3D virtual models [7]. 
This is possible because of recent advances in 
noninvasive imaging technologies that have 
opened up a new world in endodontic research 

a

b

Fig. 12.19 Replicas of various teeth manufactured from 
corresponding real-tooth micro-CT scans using 3D print-
ing technology in assorted sizes for didactic or teaching 
purposes. (a) True Tooth® (images available at https://den-

talengineeringlab.com/truetooth/); (b) RepliDens® 
(images available at https://www.smartodont.ch/
replidens/)
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and teaching [112]. Recently, Kato and col-
leagues [7] made available freely accessible por-
table PDF-embedded 3D models of teeth based 
on micro-CT data in which the reader can freely 
manipulate the models and activate a series of 
preset views either by directly accessing a view 
in the drop-down menu of the main viewer win-
dow or by opening the “model tree” icon and 
switching from one view to the next. According 
to the authors, embedded 3D models of teeth in 
document format files are a valuable tool for den-
tal students.

Since the data from micro-CT are digital, they 
can also be used to generate anatomical tooth 
data on a large scale and can be made publicly 
accessible through the Internet, thus circumvent-
ing the problems of individual researchers regard-
ing access to high-cost scanning devices [7, 113]. 
This was the main motto for the creation of the 
web-based study guide called the “Root Canal 
Anatomy Project” (RCAP) (http://rootcanalanat-
omy.blogspot.com.br/). This website has received 
extensive traffic since its development in 2011, 
with visits by people from 192 different countries 
and more than 1,500,000-page views. The high- 
resolution images and videos available for down-
load at the RCAP website can be freely used for 
attributed noncommercial educational purposes 
by educators, scholars, students, and clinicians, 
since proper attributions and citations are 
included. One of the most interesting resources 
available to download at the RCAP includes 
VXM files of all groups of teeth. A VXM file 
contains both the volume data and an associated 
transfer function. This format can be used in the 
free volume rendering app called CTvox 
(Brucker-MicroCT) that runs on either iOS or 
Android systems. CTVox displays a set of recon-
structed slices as a realistic interactive 3D object 
with intuitive navigation and manipulation of 
both the object and the camera, a flexible clipping 
tool to produce cutaway views, background 
selection including custom scenery, and an inter-
active transfer function control to adjust colors 
and transparency. In other words, using a cell 
phone or tablet, it is possible to rotate, cut, color, 
create movies, highlight, shadow or magnify 
areas of interest, and more, from real 3D datasets 

of different groups of teeth acquired by micro-CT 
technology. Considering that students nowadays 
are “digital natives” habituated to using web 
resources, digital and interactive 3D resources 
may increase the motivation of students to learn 
about the internal anatomy of the teeth.

12.9  Concluding Remarks

The intent of this chapter was to demonstrate 
that, although the micro-CT method is not suit-
able for clinical use, in the last decade, it has 
become a powerful tool for endodontic research 
as it offers a noninvasive reproducible and accu-
rate technique for the qualitative and quantitative 
3D assessment of the internal and external anat-
omy of teeth. Applications in experimental 
endodontology are now becoming extensive, as it 
can produce detailed informative images of root 
canal anatomy before, during, and after different 
endodontic procedures. A significant amount of 
information can be gleaned from the scans using 
dedicated software to extract morphological data 
from teeth, which would be otherwise impossible 
to acquire. Slices can also be recreated in any 
plane, while data can be presented in 2D or 3D 
images. Finally, micro-CT digital data can allow 
for preclinical training and education regarding 
the fundamental procedures of endodontic treat-
ment. Even though increasingly less time is 
devoted to teaching the internal anatomy of teeth 
in conventional curricula compared to the 
 development of technical skills, nowadays, stu-
dents and clinicians may benefit from the sophis-
tication of digital imaging technology. The rapid 
increase in noninvasive and 3D imaging tech-
niques used for the study of internal tooth struc-
tures can largely be attributed to the improvement 
in the variety of CT scanners with several appli-
cations in endodontic research and teaching. Due 
to the digital nature of this technique, large 
amounts of data are likely to be made accessible 
online to researchers, practitioners, students, and 
faculty, providing a significant stimulus for the 
exploration of tooth anatomy. Furthermore, the 
data derived from noninvasive imaging tech-
niques, when freely available on the Internet, can 
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be integrated into dental education and help stu-
dents to acquire an improved understanding of 
the complex anatomy of human teeth. Given the 
constant progress in imaging technology, it is just 
a matter of time until the development of less 
costly high-resolution micro-CT systems that 
require only a short learning curve.
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13.1  Introduction

In recent years, the design of new dosage forms 
that can provide treatment with the use of less 
drug and less dosing has been a prominent 
approach in medical treatment. With this 
approach, novel drugs are developed that can 
exhibit controlled release or sustained/extended 
release via new polymers and new drug delivery 
systems. The use of new techniques in in  vitro 
and in  vivo characterization studies in pre- 
formulation, formulation, and stability studies 
has become necessary as the preparation tech-
niques of the drugs, the polymeric substances 
used, and the drug administration methods have 
changed. For example, organoleptic controls 
used to be performed visually in the preparation 

of drug formulations, but now detailed examina-
tion of much smaller dimensions has become 
possible by analysis methods such as optical 
microscope, scanning electron microscope 
(SEM), and transmission electron microscope 
(TEM). Through the elaboration of these and 
similar structural analyses, it will be possible to 
produce a drug in the desired critical quality attri-
butes (CQA) more easily. In pre-formulation and 
formulation studies, critical process parameters 
(CPP) that may affect the CQA of the drug during 
the process need to be determined, at which point 
the use of accurate and detailed analysis methods 
plays a key role in achieving a more accurate 
result.

All the stages of release of the drug from the 
carrier system in the administered body part with 
the desired speed and mechanism and the ability 
to adjust the duration of drug activity in the appli-
cation area, adjusting the mechanisms such as 
degradation/disintegration, absorption or resorp-
tion after the active agent exhibits the desired 
effect, and the elimination of the drug carrier sys-
tem from the body, are guided by the elaboration 
of formulation characterization studies.

From the smallest drug to the largest, drug 
characteristics such as the size, shape, surface 
area of the drug, the volume, swelling or erosion 
characteristics, the presence or absence of poros-
ity on the surface or inside, and whether these 
porosities structures are interconnected are 
important factors that may affect the CQA of the 
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dosage form. With the use of three-dimensional 
(3D) printers, a more detailed 3D examination of 
the produced dosage form has become possible 
today. Literature review revealed drug-related 
studies conducted with micro-computed tomog-
raphy (micro-CT). In general, in the 2000s, this 
analysis method was first used in the production 
of biomaterials and then began to be used in the 
in vivo evaluation of some drug-loaded biomate-
rials, especially in the examination of bone and 
tissue regeneration studies, and more recently 
began to be used in the characterization studies in 
the production of tablet, granule, injectable prep-
arations, implant, in situ implant, scaffold, film, 
and micro- and nanoparticles.

13.2  Micro-CT in Scaffold 
Characterization

Previously, micro-CT analysis was primarily 
used in in  vivo evaluations in scaffold studies 
designed for tissue engineering and bone and tis-
sue regeneration [1, 2]. Later, micro-CT began to 
be used for structural examinations in the produc-
tion of drug-loaded scaffold for regeneration 
therapy. In this sense, the first and most wide-
spread use of micro-CT in drug delivery systems 
is scaffold production. Effective scaffold assess-
ment techniques were required for the selection 
of structures and architectures with proper char-
acteristics during the preparation of scaffolds in 
tissue engineering, and it was found that evalua-
tions could be made by micro-CT in addition to 
SEM analysis, mercury porosimetry, gas pyc-
nometry, gas adsorption, and flow porosimetry 
[3]. It is important to determine characteristics 
such as porosity, pore size, surface area/volume 
ratio, interconnectivity, anisotropy, strut thick-
ness, cross-sectional area, and permeability for 
the structural analysis of scaffolds and the selec-
tion and production of the appropriate structure 
[4–6]. Researchers have mostly examined poros-
ity in the structural analysis of scaffolds, because 
porosity determines important characteristics 
such as cell seeding efficiency, diffusion, and 
mechanical strength. In addition to porosity, 
characteristics such as pore size and whether 
pores are interconnected in the matrix structure 
are effective factors in the diffusion of drug from 

drug-loaded scaffold and its release in the admin-
istered tissue [3, 7].

Using micro-CT, Lin et al. [7] investigated the 
effect of 5% to 30% increased use of porogen 
substance (azodicarbonamide) in micro-CT stud-
ies and biodegradable porous poly(l-lactide-co- 
d,l-lactide) scaffold production, and they were 
able to examine 3D microstructural morphology 
and anisotropy of the samples with micro-CT. In 
the study, 3D scaffold images were converted to 
analyze pore interconnectivity by quantifying the 
number and size of connected pore space 
domains. With micro-CT, volume fraction, strut 
density, strut thickness, strut spacing, and anisot-
ropy degree were determined, and volume frac-
tion decreased with increasing amount of porosity 
as expected [7].

Surface area increases due to the increased 
microporosity, which leads to fast revasculariza-
tion as the adhesion to the cell increases. 
Therefore, it is important to examine porosity in 
scaffold formulations. They determined that the 
calculation of the abovementioned characteristics 
from micro-CT measurements is important in 
terms of clarification such structures and formu-
lation development. Wang et al. [8] also produced 
poly-ε-caprolactone (PCL) tissue scaffolds with 
precision extrusion deposition method and used 
micro-CT technique to examine microstructure 
and morphology. Thanks to micro-CT, 3D imag-
ing became possible, and porosity and intercon-
nectivity analysis could be performed [8].

In another study conducted with PCL, PCL 
matrix and superparamagnetic iron oxide or iron- 
doped hydroxyapatite nanoparticles were fabri-
cated through a 3D fiber deposition technique. 
Micro-CT confirmed the possibility to design mor-
phologically controlled structures with fully inter-
connected pore network. Pore size and shape and 
microstructure were analyzed by micro- CT. Mean 
fiber diameter of 500 μm and center- to- center fiber 
distance of about 1000 μm were calculated [6].

Another group of researchers prepared 
microporous biocomposite PCL matrices with 
the precipitation casting method and used 
micro-CT for structural investigations after 
release of lactose and gelatin which they loaded 
into the matrix. Micro-CT was used in the struc-
tural analysis performed on the samples after 
release of drug, and they found that protein 
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release from protein- loaded scaffold varied 
depending on the relationship between increase 
in pore diameter and particle specific area/dis-
solution rate. Micro-CT analysis of lactose-PCL 
and gelatin-PCL matrices was performed by 
taking internal microtomographs, before release 
and after release, and a detailed quantitative 
measurement of the equivalent pore diameters 
of the pores in the matrix could be made. Release 
studies have also demonstrated the importance 
of pore networks in the efficient diffusion of 
small molecule lactose and macromolecular 
gelatin. Areas smaller than 15 μm could not be 
determined due to the resolution capacity of the 
micro-CT used in this study, and this showed 
that the capacity of the device to be used and the 
dimensions to be examined in the study material 
should be compatible. In addition, it was found 
in this study that the diffusion and thus the 
release were reduced when interconnectivity 
between the intra-matrix pores was low, and 
owing to the detailed structure analyses con-
ducted with micro-CT, it was determined that 
the scaffold planned to be applied to soft tissue 
could be prepared as storage systems in the con-
trolled release of growth factors [9–11].

13.2.1  Micro-CT in Injectable In Situ 
Implant Scaffold 
Characterization

Porosity is an important design criterion for scaf-
folds used in tissue engineering applications, 
because porosity affects cell adhesion, migration, 
proliferation, and extracellular matrix production 
within the scaffold at a tissue defect site.

Scaffold applications may be in the form of 
hydrogel-based injectable preparations. In this 
type of scaffolds, it was determined that the 
porosity was nano-sized and not suitable for cell 
migration and proliferation. Micron-sized poros-
ity can be provided on solid implants. Krebs et al. 
[12] prepared microporous injectable poly(lactic-
co-glycolic acid) (PLGA) implants that could 
solidify in situ, and micro-CT method was used 
to examine the porosity in the structure. In this 
study, they used sodium chloride as a porogenic 
material and used micro-CT to determine poros-
ity size, shape, and percentage and found that a 

porosity of 31.19% in nonporous scaffolds could 
be increased to 72.24% in formulations prepared 
with porogenic materials [12].

13.3  Micro-CT in Microparticle 
Characterization

We have seen in recent years that different active 
substances and bioactive substances can be pre-
pared as injectable systems of micro- and 
nanoparticles to be used in tissue engineering. In 
a study conducted on the preparation and charac-
terization of microparticles with dexamethasone- 
loaded starch-polycaprolactone polymeric 
mixture, micro-CT method was used for morpho-
logical examination of porous surface micropar-
ticles. At the end of the analysis, %porosity could 
be calculated in addition to 3D imaging [13].

13.3.1  Micro-CT in Microparticle- 
Loaded Scaffold 
Characterization

Formulations capable of enhancing bone regen-
eration and increasing bone density could be 
prepared by attaching the microparticles to the 
inside or surface of scaffolds. In the case of high 
porosity and the interconnectivity of materials of 
different densities, it is observed that finding out 
the pore size and the degree of porosity in addi-
tion to 3D structural examination by micro-CT 
analysis is important for determining whether 
micro- or nanoparticles can be placed within this 
structure [13–16].

In bone regeneration studies, use of hydroxy-
apatite (HAp) due to its similarity to apatite, 
which already exists in the natural bone structure, 
stands out. Attaching therapeutic agents to the 
surface of this porous HAp scaffold and using 
drug release systems that enable long-term drug 
release have resulted in more successful out-
comes in bone regeneration. In their study, Son 
et  al. [15] produced dexamethasone-loaded 
PLGA microspheres, and these microspheres 
were also loaded into HAp scaffolds, and excel-
lent bone formation was obtained in in vivo tests. 
The researchers used the micro-CT method in 
addition to SEM for the morphological 
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examination of the porous scaffold and detected 
the presence of open channels in the isotropic 
geometry by determining pore size and intercon-
nectivity. In addition, formation of dense cortical 
bone was detected 10 weeks after implantation, 
and micro- CT analysis revealed that the applica-
tion of dexamethasone- loaded microspheres in 
HAp porous scaffold yielded significantly higher 
bone mineral density [15].

Patel et al. [14] investigated bone morpho-
genetic protein-2 (BMP-2) release in BMP-2- 
loaded gelatin and PLGA microparticles from 
biodegradable composite and polypropylene 
fumarate scaffolds in  vitro and in  vivo, and 
they used micro-CT method to examine the 
3D porosity and porous interconnectivity of 
scaffolds. With the 3D analysis made with 
micro-CT, both the porosity and pore size and 
the porosity percentage of the scaffold were 
determined prior to loading in order to better 
understand whether BMP-2-loaded micropar-
ticles could hold onto the pores in the scaffold 
structure. It was observed that sensitive deter-
mination of these properties provided a sig-
nificant advantage in preparation of 
formulation [14].

13.4  Micro-CT in Granule 
Characterization

One of the most important properties of pharma-
ceutical granules is their porosity. Due to wide-
spread use of micro-CT method in determination 
of pore size and porosity in regeneration studies, 
researchers have tried to use micro-CT analysis 
method to determine porosity in granules. 
Checking the pores in the granules is one of the 
important analyses that may affect the wet and 
dry strength of granules and their dispersion and 
dissolution properties in liquid medium and 
therefore the rate of release of the active sub-
stance they contain and dissolution and absorp-
tion in the affected area when administered as a 
drug. In order to optimize the abovementioned 
critical properties, the pore structure is character-
ized by various methods to keep the granules 
under control during their formulations and to 
produce granules with the desired porosity. 
Farber et al. [17] produced granules from man-

nitol, lactose, and lactose/Avicel (60%/40%) 
with different binders and methods and compara-
tively investigated porosity in granules by mer-
cury porosimetry and SkyScan 1072 
high-resolution X-ray microtomography. They 
were able to perform detailed morphological 
examinations on pore shape, spatial distribution, 
and connectivity characteristics. It was found that 
mercury intrusion measures the pore neck size 
distribution, while tomography measures the true 
size distribution of pores ca. 4 μm or larger [17]. 
The results of this study suggest that micro-CT 
analyses can be used more frequently in the 
future for especially drug production with quality 
by design (QbD) approach.

13.5  Micro-CT in Characterization 
of Tablets

There are some examples of the use of micro-CT 
for characterization of tablets. However, these 
published studies show that micro-CT analysis 
will gain more importance in characterization 
and formulation development in the following 
years. Density variations/distributions in tablets 
are examined in these studies. Density change in 
tablet compressing is a parameter that affects 
compact mechanical properties and should there-
fore be examined. Density changes affect the dis-
integration time and disintegration mechanism of 
the tablet after compressing, the dissolution rate 
and the mechanical properties of the tablet during 
the shipment (strength inside packaging), and 
storage and use of the tablets; for this reason, it is 
important to examine intra-tablet density varia-
tions and determine the most suitable process 
parameters for the production of tablets having 
the desired critical quality characteristics [18–
21]. Two capsule-shaped tablets of identical size 
but different cup geometries were compressed 
using microcrystalline cellulose (Avicel PH 102) 
by Sinka et al. [19]. The researchers were able to 
prepare the density map of the tablets with the 
calibrated X-ray microtomography analysis 
method but concluded that the factors affecting 
the density distribution in tablets should be exam-
ined for each tablet formulation and compressing 
condition and generalizations cannot be made. 
However, by using the maps obtained by micro-
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 CT, they concluded that different cup geometries 
affected density distribution, density was less in 
the break-line region and on the upper surfaces of 
the tablet, density decreased on the convex side 
of uni-convex tablets, and although density 
increased in the two sides of the tablet and the 
middle and density distribution was more homog-
enous in biconvex tablets, the density was lower 
compared to the other tablet. Porous material 
strength increases with density, which suggests 
that tablet performance may be adversely affected 
by low-density regions. Therefore, they con-
cluded that a lower degree of density distribution 
in biconvex tablets was more likely to have a 
negative effect on post-compression properties 
such as coating, packaging, and dispersion. The 
study suggests that micro-CT analyses may be 
useful in the examination of the effects of shape, 
compression rate, and strength of the tablet punch 
on tablet hardness [19].

Another group of researchers compressed 
tablets with different porosities (from 7.7% to 
33.5%) using microcrystalline cellulose 
(Vivapur 12®) and prepared density profiles by 
X-ray tomography. The researchers quantita-
tively evaluated heterogeneous density distribu-
tion within tablets compressed by direct 
compression method. As a result of the study, 
they found that Beer-Lambert low validation 
should be performed, and density variations 
could be measured with X-ray tomography 
which is a nondestructive inspection technique 
instead of a destructive technique like surface 
hardness. With this study, it is seen that the 
micro-CT method may be a solution for the 
elimination of undesirable fractures occurring 
independent of tablet hardness, depending on 
the force direction applied during the process 
and the shape of the tablet, which has been a 
topic of debate for years in methods of deter-
mining tablet hardness [20].

On the other hand, Losi et al. [21] used high- 
resolution X-ray CT to examine the swelling 
properties of Dome Matrix drug release modules. 
Drug delivery systems need to be able to release 
the drug at the required amount with the required 
kinetics in the desired region of the body. A sig-
nificant proportion of oral drug delivery systems 
have a swelling matrix structure. Swelling matri-
ces change their size and volume by taking the 

liquid into their structures in the presence of 
water or body fluids and allow the drug to be 
released. In the systems prepared as Dome 
Matrix, it has been determined that the swelling 
property of the curved surface of the matrix sig-
nificantly affects the release of drug and the 
release kinetics. However, the degree of dynamic 
swelling could not be determined by optical tech-
niques. Thereon, the researchers thought of using 
the high-resolution X-ray tomography method to 
determine the swelling behavior of the Dome 
Matrix system, because this analysis method 
enabled examination of density distributions of 
the materials in previous studies, and the 
researchers decided that this analysis could be 
used because the visible density of the polymer 
changed when it was hydrated. With X-ray CT, it 
was possible to visualize the gel with a higher 
density than water. Thus, the image of solid par-
ticles, partially swollen particles, and the gel 
could be obtained. Dry glassy core volume and 
surface area were calculated during the swelling 
period using Blob 3D software. It was possible to 
obtain details such as how the gelling occurs and 
how the swelling changes depending on the poly-
mer particle size. With this study, researchers 
proved that X-ray CT method can provide more 
detailed data in the examination of swelling and 
drug release mechanisms in drug delivery sys-
tems [21].

Doerr et al. [18] also declared in the Micro-CT 
User Meeting that X-ray nanotomography 
method was being used as a more detailed char-
acterization method in the structural examination 
of 3D tablets prepared by 3D printing method, 
which has become more widespread in recent 
years and enables a more homogeneous final 
product, and quantitative results would be pro-
vided in future studies [18].

13.6  Micro-CT Analysis 
of Intraocular Drug Delivery 
Systems

One of the drug delivery systems characterized by 
micro-CT is the cross-linked poly(propylene 
fumarate) matrices, which provide intraocular 
extended release of fluocinolone acetonide (FA), 
an anti-inflammatory agent. It has been found that 
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the release from the FA-loaded rod matrices can 
be extended up to 400 days. With the structural 
analysis performed by micro-CT, the dimensional 
change of this drug delivery system and surface 
structures were examined, and they determined 
bulk erosion on the surface of drug delivery sys-
tem. The data on the cross-sectional areas obtained 
by micro-CT were correlated with water content 
and mass loss analyses, which was presented as a 
proof that micro-CT is a reliable method [22].

13.7  Characterization Studies 
on Polyelectrolyte Complex 
Film and Nanoparticles by 
Micro-CT Analysis

13.7.1  Micro-CT in Characterization 
of Polyelectrolyte Complex 
Film

In our study, clindamycin phosphate (CDP) 
loaded alginate-chitosan mucoadhesive polyelec-
trolyte complex (PEC) films were prepared using 
solvent casting method in terms of periodontal 
applications in order to control the drug release 
and examine the effects of the concentration and 
molecular weight of polymers (low (LC) and 
medium (MC) molecular weight chitosan) and 
the volume of polymer solutions on the charac-
teristics of the films. The thickness measurement, 
in  vitro drug release studies, swelling studies, 
textural analysis, Fourier-transform infrared 
(FTIR) spectrum analysis, and morphological 
analysis were performed for characterization of 
the PEC films. Although structural analysis 
played an essential role in our study in order to 
observe the morphological features of the drug- 
loaded complex, sufficiently descriptive results 
could not be obtained by optical microscopy or 
SEM.  Therefore, 3D microarchitecture of PEC 
films was analyzed by micro-CT [23].

Accordingly, high-resolution, desktop micro- CT 
systems (Bruker SkyScan 1275, Kontich, Belgium) 
were used to scan the PEC film formulations (scan-
ning conditions: 100 kVp, 100 mA, 0.5 mm Al/Cu 
filter, 4.2 μm pixel size, rotation at 0.2 step). Air 
calibration of the detector was carried out prior to 
each scanning to minimize ring artifacts.

The NRecon software (ver. 1.6.10.4, SkyScan, 
Kontich, Belgium) and CTAn (ver. 1.16.1.0, 
SkyScan, Belgium) were used for the visualiza-
tion and quantitative measurements of the sam-
ple, preferred in the modified algorithm described 
by Feldkamp et  al. to obtain axial, two- 
dimensional (2D), 1000  ×  1000-pixel images 
[24]. For the reconstruction parameters, ring arti-
fact correction and smoothing were fixed at zero, 
and the beam artifact correction was set at 40%. 
By using the NRecon software (SkyScan, 
Kontich, Belgium), the images obtained by the 
scanner were reconstructed in order to demon-
strate 2D slices of the films. In total 1023 cross- 
sectional images were reconstructed from the 
entire volume in micro-CT. Moreover, the CTAn 
(SkyScan, Aartselaar, Belgium) software was 
used for the 3D volumetric visualization and 
analysis of the films. All reconstructions were 
performed on a 21.3-in. flat-panel color-active 
matrix TFT medical display (NEC MultiSync 
MD215MG, Munich, Germany) with a resolu-
tion of 2048–2560 at 75  Hz and 0.17-mm dot 
pitch operated at 11.9 bits.

After reconstruction, region of interests (ROI) 
were drawn to include entire specimen within the 
sample using CTAn software, where all specifi-
cations of the program were used in order to ana-
lyze the 3D microarchitecture of sample.

A suitable threshold was required in order to 
distinguish drug-loaded coacervate from the 
whole film specimen. Therefore, threshold was 
set as the lower limit was between 0 and 255 (in 
gray values) and the upper limit was at the top end 
of the brightness spectrum representing the high-
est-density value. For calculation of the coacer-
vate volumes and radius in 3D volumes, the 
original grayscale images were processed with a 
Gaussian low-pass filter for noise reduction, and 
an automatic segmentation threshold was used. A 
thresholding (binarization) process which entails 
processing the range of gray levels to obtain an 
imposed image of black/white pixels was pre-
ferred. Then, a region of interest was selected to 
contain a single object entirely separately for each 
slice to allow calculation of volumes.

Four structural parameters in each sample 
were measured over the entire volume of the 
specimen as follows:
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• Total volume (TV) refers to entire film 
specimen.

• Object volume (Obj.V) refers to the drug-
loaded coacervate volume.

• Obj.V/TV (%) refers to the total amount of 
coacervates in relation to the analyzed film 
volume.

• Structural model index (SMI) determines the 
relative presence of either platelike or rodlike 
shape of the evaluated structure. It is defined in a 
range of 0–3, where closer to 0 corresponds to an 
ideal plate and 3 to an ideal cylinder. Moreover, 
the radius of the coacervates was measured.

The data obtained by micro-CT have demon-
strated that coacervates formed in PEC films pre-
pared with LC (F1) were smaller than coacervates 
in PEC films prepared with MC (F2). In addition, 
it was proved that it was possible to form more 
particles in F1 according to the data expressing 
the total volume of coacervates in the film (Obj. V) 
(Table  13.1). Furthermore, these findings were 
supported by 3D images obtained by micro- CT 
imaging (Fig.  13.1 and Movie Picture 13.1). In 
brief, both quantitative and visual comparison of 
the films were provided by means of this method. 
As a conclusion, it was revealed that this method 
could be very advantageous for further complex-
ation studies than the other imaging methods in 
order to determine the complex film structure, the 
volume, and the size of the formed complexes 
within the structure at the same time [23].

13.7.2  Micro-CT in Characterization 
of CDP-Loaded Nanoparticles

In the other part of our study, imaging analysis 
was performed with CDP-loaded nanoparticles. 
Firstly, nanoparticles were prepared using a modi-
fied double-emulsion water-in-oil-in-water (w1/o/

w2) by solvent evaporation technique [25, 26] for 
loading on PEC film or graft. Briefly, 1  mL of 
internal aqueous solution containing 20 mg CDP 
was added dropwise to PLGA (ester terminated, 
50:50, Mw: 24,000–38,000 (Sigma- Aldrich/
Germany)) solution in dichloromethane (DCM) 
(100 mg/1 mL). The primary emulsion was pre-
pared by using ultrasonic homogenizer (Bandelin 
Sonopuls, HD2070, Germany) in an ice bath for 
1 min, at 38% power. Then primary emulsion was 
added to 20 mL of external aqueous solution con-
taining 0.1% (N1) or 0.3% (N2) (w/v) of 
poly(vinyl alcohol) (PVA) (Mowiol 4–88, Mw: 
31000 (Sigma-Aldrich, Germany)) and homoge-
nized by Ultra-Turrax homogenizer (IKA, 
Labortechnik, T25 basic, Germany) for 10 min at 
8000  rpm. The resulting w/o/w emulsion was 
diluted with 10 mL of the same concentration of 
PVA solution and stirred for 3 h at 500 rpm with a 
magnetic stirrer under fume hood until DCM was 
completely evaporated. Nanoparticles were col-
lected by centrifugation at 20,000 rpm for 30 min 
(Sigma 3–30 KS). The particles were washed with 
distilled water and centrifuged again at 20,000 rpm 
for 30 min. The resulting particles were frozen at 
−20 °C and lyophilized for 24 h (Christ Gamma 
2–15 LSC). The nanoparticles were stored in 
glass vials at 4 °C.

Measurements for particle size and zeta potential 
were performed by Zetasizer Nano Series (Nano-ZS) 
(Malvern Inst., England), and encapsulation effi-
ciency of N1 and N2 was calculated. According to 
the findings, increasing PVA concentration from 
0.1% to 0.3% reduced the nanoparticle size (N1: 
367.8 ± 73.00 nm; N2: 229.4 ± 6.00 nm). On the 
other hand, it increased encapsulation efficiency (%) 
(N1: 18.53  ±  0.80; N2: 44.89  ±  0.30). Following 
these analyses, micro-CT imaging was performed 
with nanoparticle formulations. Firstly, Bruker 
SkyScan 1275 micro-CT system (Kontich, Belgium) 
was used, but no clear image was obtained by means 

Table 13.1 Selected parameters from 3D micro-CT analysis of PEC films and nanoparticles

TV (mm3) Obj. V (mm3) Obj. V/TV (%) SMI Radius of coacervates
Film Coacervate Min. Max. Average

F1 536 33.2 6.19 0.14 1.28 180 μm 389 μm 224 μm
F2 815 9.59 9.8 0.2 1.23 305 μm 1134 μm 682 μm
N1 1502 122.6 7.82 0.02 1.24 86 nm 148 nm 135 nm
N2 1062 138.4 11.76 0.014 1.82 66 nm 138 nm 104 nm
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Fig. 13.1 Photographs (a), optical microscope images (10×) (b), and micro-CT images (c) of F1 and F2, and close-up 
images from inside the same films (d)
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of desktop micro-CT systems. Therefore, different 
high-resolution, desktop micro-CT systems (Bruker 
SkyScan 1272, Kontich, Belgium) were used to scan 
the nanoparticle formulations (scanning conditions: 
100  kVp, 100 mA, 0.5  mm Al/Cu filter, 600  nm 
pixel size, rotation at 0.2 step. Air calibration of the 
detector was carried out prior to each scanning to 
minimize ring artifacts). The program and software 
preferred in the previous micro-CT analysis were 
also used for the quantitative and visual analysis of 
nanoparticles (NRecon software (ver. 1.6.10.4, 
SkyScan, Kontich, Belgium) and CTAn (ver. 
1.16.1.0, SkyScan, Belgium)).

According to the results, it could be determined 
by micro-CT analysis that the particle size was 
reduced by increasing PVA concentration (average 
particle size of N1, 135 nm, and N2, 104  nm) 

(Table 13.1). Moreover, SMI values showed that 
the particle shape approached the rodlike structure 
by using 0.3% PVA (if SMI is closer to 0, it cor-
responds to an ideal plate, and if closer to 3, it cor-
responds to an ideal cylinder) (Table 13.1). When 
the pixel selected during the analysis was reduced 
from 4.2 μm to 600  nm, the nanoparticles were 
made visible by the micro- CT, but still could not 
be rendered in clear 3D image. The particle size 
measurements obtained by micro-CT were found 
to be different and smaller than the zeta sizer 
results (Table 13.1). Since both size and 3D images 
can be received at the same time with micro-CT, it 
can be determined that this difference in size is due 
to the fact that the particles are rodlike (Fig. 13.2). 
Moreover, developmental studies for the method 
have been continued.

a b

c d

Fig. 13.2 3D micro-CT images of N1 (a) and N2 (c) and close-up images of them (b and d)
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13.8  Conclusion

As a result of our review and formulation studies, 
the preparation and the in vivo/in vitro evaluation 
of various dosage forms by micro-CT analyses 
have been found to enable a more detailed exami-
nation of drug delivery systems than the other 
analysis methods used for formulation and qual-
ity control. Based on the results of our study, it is 
found that the ability to perform several quantita-
tive analyses such as size and volume analysis of 
micro- and nanoparticles, density, porosity, pore 
size, and shape rather than just 3D imaging may 
provide ease of use by working with a simple 
method instead of multiple methods during the 
development phase of the formulation. However, 
this analysis method also has some disadvantages 
given as follows: what is the size of the sample to 
be analyzed, the resolution capacity of the device, 
the type of drug in the sample placement (powder 
or a compact structure or gel, etc.), duration of 
the analysis period, and high cost. As a conclu-
sion, although micro-CT is a new method in the 
investigation of drug delivery systems, compara-
tive studies have shown that this method can be 
used to make precise and more detailed structural 
analysis and be more preferred.
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Challenges in Micro-CT 
Characterization of Composites

Güllü Kiziltaş, Melih Papila, Bengisu Yilmaz,  
and Kaan Bilge

14.1  Introduction

Research on effective characterization strategies 
for composites has been an actively expanding 
area including their nondestructive evaluation 
(NDE) [1]. Nondestructive evaluation (NDE) 
stands for the evaluation of engineering materials 
to understand mechanical behavior and to deter-
mine defect existence or absence with size and 
location information, typically without altering 
the original features or instantaneous state and 
not harming the parts under investigation. 
Similarly, nondestructive testing (NDT) is known 
as the measurement of those specimens before 

evaluation. One of the main advantages of NDT 
is that it is a cost-effective method for quality 
evaluation.

Currently, available and well-established 
NDTs to analyze mechanical behavior of com-
posites can be categorized according to inspec-
tion types [2]. In past and current studies, 
suggested methodologies are listed as visual test-
ing, thermographic testing, shearography testing, 
ultrasonic testing, electromagnetic testing, acous-
tic emission, radiographic (x-ray-based) testing, 
and the combination of these methods. The over-
all information along with advantages and disad-
vantages are given in Table 14.1.

Among all, radiographic testing appears a 
commonly used and preferred nondestructive 
testing method for composite materials [8–10]. 
This technique depends on the electromagnetic 
wave (usually x-rays and gamma rays) absorp-
tion level of the substrate and defects. It is very 
effective for inner defect detection. There are 
various radiographic testing methods used for 
understanding the mechanical behavior of com-
posites: film radiography, computed radiography, 
computed tomography, and digital radiography. 
In particular, the x-ray computed tomography 
(XCT) is a nondestructive technique that visual-
izes interior features within specimens with 3D 
imaging. This effective characterization method 
can alter the focus size from micro to macro to 
obtain reliable image data [11]. Due to the radia-
tion level of x-ray, the in situ experimentation 
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with XCT may require substantially expensive 
and customized laboratory equipment.

Studies related to defect investigation of com-
posite materials with x-ray-based computed 
tomography mostly focus on the void presence 
inside materials and its impact on the mechanical 
behavior of composites [12–17]. Additionally, 
the deformation of the reinforcement materials in 
mesoscale (such as fiber bundles and tow shapes) 
has been investigated by computed tomography 
in various studies [9, 18–21]. While most of the 

previous work focused on the visualization and 
localization of defects inside composite materi-
als, some followed simulations studies where the 
models are obtained directly from computed 
tomography imaging [22–26]. In particular, the 
deviation from the ideal characteristics of fiber/
yarn architecture, in non-crimp fabric (NCF) 
composites, for instance, is an important research 
area among composite engineers [27–29]. The 
existing studies on the x-ray computed tomogra-
phy of NCF composites focus on the influence of 

Table 14.1 General information, advantages, and disadvantages of common NDT methods for composite materials

NDT Technique Description Advantages Limitations
Visual inspection Usually based on naked eye; could 

be improved with magnifying 
glasses, microscopes, cameras [3], 
and digital image correlation (DIC) 
[4]

Short-time response and 
analysis
Low cost
May eliminate the need 
of other NDTs

Only surface defects 
can be detected
Not sensitive to small 
defects (as long as not 
improved by 
microscope, etc.)

Thermography Based on thermal radiation arriving 
to surface. Can be stimulated by 
different sources such as IR lamps 
and eddy current induction [5]

Very responsive in time
Sensitive considering 
defect size
Easily applicable to large 
components

Surface and subsurface 
defects can be detected
Time consuming 
post-processing 
User expertise required
Expensive

Shearography Laser light source with image 
acquisition system is used to 
measure the stress level to detect 
defects in composites [3]

Highly reliable due to 
high signal to noise ratio
High resolution (up to 
nanometers)
Responsive in time

Very expensive
User expertise required
Surface and subsurface 
defects
Requires high stress 
solicitation

Ultrasonic inspection Working principle is based on 
disruption in ultrasonic wave. Many 
options with variety of sensors, 
orientation, wave direction, wave 
type exist

Location and size of 
many possible defects 
such as cracks, 
flat-bottom holes, and 
delamination

Device mobility and 
construction of systems
User expertise required

Electromagnetic 
inspection

Working principle based on 
magnetic and electrical fields 
response change. Involves many 
different techniques such as 
magnetic flux leakage and eddy 
current [6]

Reliable
Mobility is possible
Good resolution and 
response time

Surface and subsurface 
defects
Very limited material 
application due to 
conductivity issues

Acoustic emission Sensors collect acoustic data 
created on the surface [7]. No 
external stimulation necessary 
unlike in ultrasound imaging

Simple and reliable
Easy to construct data 
for big structures on 
service, such as wind 
turbines

User expertise and 
experience required
Large database for 
comparison in 
structural health 
monitoring applications

Radiography Based on measuring 
electromagnetic wave (x-ray, 
gamma ray) absorption levels [8]. 
Involves film radiography, digital 
radiography, and computed 
tomography

Internal defect detection
Full 3D internal structure 
construction possible

Very expensive
Not time effective
Most of the time, not 
possible mobile due to 
health hazard
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microscale anomalies such as potential void for-
mation and three-dimensional modeling of the 
reinforcement architecture.

Considering all x-ray-based nondestructive eval-
uation techniques, micro-computed tomography 
(micro-CT/μCT) stands out as a technique that 
allows creating three- dimensional images and deals 
with large amount of data with high resolution. 
Specifically, micro- CT allows focusing on small 
size components with high resolution in short time.

This chapter focuses on the localization and 
the quantitative investigation of processing 
related anomalies like the pore formation, stick-
ing, and spreading of tows during a vacuum infu-
sion process. A case study is presented in order to 
provide information on purchased tow and resin 
properties and the nature of the manufacturing 
process. Micro-CT analysis was employed to 
measure/evaluate this phenomenon nondestruc-
tively. Related post-processing parameters, 
namely, closed pore number, structure separa-
tion, structure thickness, and connectivity avail-

able in CT-An software, were used in order to 
analyze the microstructure of manufactured com-
posite specimens. The limiting factors and chal-
lenges related to micro-CT scanning and 3D 
image analysis are also presented.

14.2  Case Study: Fiber Reinforced 
(UD Non-crimp Fabric) 
Composites

In a pre-designed experimentation scheme, glass 
fiber unidirectional non-crimp fabric (NCF) of 
four different yarn numbers (that is a measure of 
the fineness or size of a yarn expressed either as 
mass per unit length commonly expressed as 
TEX (g/km)) is industrially tailored and labeled 
as 300 TEX, 600 TEX, 1200 TEX, and 2400 TEX 
but with constant areal weight of 300  g/m2 
(Fig. 14.1, Table 14.2). The constant areal weight 
constraint forces an NCF to contain approxi-
mately same number of fibers. In a unidirectional 

A B

C D

Fig. 14.1 Glass fiber UD NCF samples with different yarn numbers before impregnation
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(UD) NCF, this suggests that fibers are stitched 
together as larger or smaller tows. These NCFs 
are stacked up to form a (0)8 laminate followed 
by the impregnation and curing of a vinyl ester 
(VE) resin system under the same manufacturing 
conditions. Obtained glass fiber NCF panels are 
then cut into 25 × 25 mm micro-CT specimens.

A detailed micro-CT analysis is performed on 
each set of specimen in order to localize and rela-
tively quantify (1) resin-based defects, namely, 
pores and (2) mesoscale internal structure rela-
tionship. The challenges associated with the 
scanning process and analysis studies are dis-
cussed. Several post-processing parameters and 
the relationship of those parameters to NCF com-
posite material properties are analyzed. The rela-
tionship between micro-CT post-processing 
parameters and the anomalies due to manufactur-
ing process with the sample’s mesostructure is 
reported.

14.2.1  Manufacturing of NCF 
Composite Laminates

All of the dry fabrics were impregnated with 
Crystic VE-676-03 unsaturated vinyl ester resin 
supplied by Scott Bader Co. Ltd by vacuum infu-
sion. As shown in Fig. 14.2, pre-cut fabrics are 
placed layer by layer over a clean and nonstick-
ing glass mold. Then the top surface of ply block 
is covered with peel ply in order to prevent any 
sticking of fabrics to the vacuum bag. Following, 
a distribution media is placed over the peel ply 
which is a highly permeable fabric that allows the 
resin flow to advance quickly from the top layer. 
The whole system is then covered with vacuum 
bag that is tightly sealed to the glass mold, and 
vacuum is applied so that the resin can be infused 
into the NCF stack. In this study, the vacuum 
level achieved was 0.9 bar. Since the liquid resin 
is mixed with its hardener during infusion, the 
infusion time is typically limited with resin gela-
tion time. In other words, the flow front should 
reach to the end of the designated fabrics before 
the gelation kicks in. Once the flow front reaches 
the far end and infuses the whole fabric area, the 
resin flow line was cut. The lay-up system was 
kept under vacuum for 12 h first in order to allow 
enough time for the resin system to penetrate 
thoroughly into fiber bundles and interbundle 
regions, and then the effective compaction of the 
layers is secured during the curing reaction. In 

Table 14.2 Bundle width and interbundle distance of 
UD NCFs with different yarn numbers

Yarn number (prior to 
impregnation)

300 
TEX

600 
TEX

1200 
TEX

2400 
TEX

Fabric type UD 
NCF

UD 
NCF

UD 
NCF

UD 
NCF

Fabric areal weight 
(g/m2)

300 300 300 300

Bundle width (μm) 1000 2000 3000 4000
Interbundle width 
(μm)

500 800 1200 2000

Fig. 14.2 Vacuum 
infusion process
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this study the resin was cured at room tempera-
ture, and a post-curing application aiming to 
achieve a fully cross-linked resin system at 80oC 
was employed.

In the presented case study due to difference 
in yarn numbers and corresponding bundle/inter-
bundle sizes, the permeability of each fabric is 
different. For instance, an NCF with 300 TEX is 
formed of more close-packed fiber bundles, 
whereas for 2400 TEX both the bundle size and 
interbundle region are larger. Hence, under vac-
uum infusion processing conditions, the flow of 
resin in each fabric is expected to cause different 
types of effects, hereby named as anomalies. An 
inherent anomaly that is caused due to meso- 
architecture is the deformation of tows during 
resin flow. In other words the size/shape of bun-
dles may vary differently with respect to their 
initial stage (prior to impregnation). Another 
cause of anomaly is the applied compaction pres-
sure via vacuum bagging which leads to packing 
of the stacked fabrics as tight as possible. The 
associated anomaly is typically a result of the 
fiber bundles possibility of moving towards 
empty interbundle regions which depends on the 
yarn number in this case study.

Fiber volume fraction (Vf) is commonly con-
sidered as a measure of good wettability and 
compaction during manufacturing of composite 
materials. A major challenge in this case study 
was to fix the fiber volume fractions in each type 
of laminate so that manufacturing/mesostructure 
relation was isolated as the sole cause of varia-
tions. Since the areal weight of each fabric was 
kept constant at 300  g/m2, we were able to 
approximate the number of fibers available in a 

given fabric and tuned the amount of resin to be 
introduced by aiming a nominal volume fraction 
of 50% in each laminate. Table 14.3 summarizes 
the volume fraction values obtained for each lam-
inate by loss-on-ignition method according to 
ISO 1887.

A second type of anomaly that is inherent in 
composite manufacturing is the amount of poros-
ity inside the laminates. A dominant source for 
pore formation is the curing reaction where an 
exothermic cross-linking reaction occurs and 
depending on the nature of resin components 
(i.e., hardener-initiator system), gaseous volatiles 
are released. Although the vacuum application 
aims to remove these volatiles from the system, it 
may be insufficient, especially for thick lami-
nates. Since it is impossible to reprocess a ther-
moset resin, these pores remain trapped inside 
the manufactured specimens. The presence of 
pores not only decreases the specimen quality but 
also causes other disadvantages as will be 
discussed.

After the panels were manufactured as 
described above, they were subject to micro-CT 
analysis in order to quantify and assess these 
anomalies. Towards that goal, micro-CT speci-
mens were prepared with size 25mm x 25mm.

14.2.2  Micro-CT Analysis

Obtaining three-dimensional microstructure images 
of composite specimens, with satisfactory quality 
and the exact desired information, is a challenging 
task. X-ray computed tomography is a well- 
established radiographic nondestructive testing 

Table 14.3 Fiber volume fraction values of specimens according to loss-on-ignition test results

Yarn number (TEX) Vf by Loss on ignition (%)

300 52

600 52.5

1200 50

2400
51
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methodology, the output of which is highly 
dependent on the parameters selected during 
scanning and analysis. In order to reduce and 
eliminate user-induced artifacts, the inspection 
should be performed with optimally selected 
parameters during pre-scan, scan, and post- 
processing processes.

14.2.3  Pre-imaging Considerations

Before every nondestructive measurement, one 
should consider the possible challenges and error 
sources related to the specimen, environment, 
limitations of equipment, and the capability of 
the user. Similarly, before the micro-CT evalua-
tion, specific parameters of the sample such as 
geometry and material need to be considered as 
was done in the presented study.

The desired samples for 3D scanning with 
computed tomography usually have aspect ratios 
close to 1 within the cross section, such as spheri-
cal/cylindrical objects (e.g., for medical applica-
tions such as bones). On the other hand, composite 
samples are mostly considered as two dimen-
sional, due to their high aspect ratio when com-
pared to their thickness. In this case study, 
composite specimen dimensions were specified 
as ~25 mm (length) × 25 mm (width) × 2.5 mm 
(thickness). The “ideal” aspect ratio close to 1, 
could be achieved via placing the sample on the 
sample holder by inserting the sample with the 
surface dimensions 25  mm  ×  25  mm being 
mounted onto the holder surface. While the rela-
tive absorption level during a full turn of sample, 
i.e., 360 degree of rotation, remains constant, due 
to anisotropic complexity of the internal structure 
of the composite, the scan results may vary 
greatly with the sample orientation, which is an 
undesired situation in micro-CT imaging. More 
specifically, the relatively small cross-sectional 
area of the specimen being exposed to the x-ray 
source causes even a small misalignment to result 
in large variations of the image quality. To opti-
mize for these conditions, various orientations 
were investigated. When the samples were placed 
on the holder, such that the x-ray source was fac-
ing the thinner part of the sample, the aspect ratio 

was close to 10, and the absorption levels changed 
drastically during a full turn of the scanning oper-
ation. A comparative analysis of the imaging 
results suggested that due to the dense fiber con-
centration in the composite sample, using the 
higher aspect ratio orientation with a compro-
mise on the scanning voltage, results in an 
improved image contrast of the phase boundary 
between fiber and matrix.

The x-ray absorption level during scanning 
depends on several parameters, and it is possible 
to adjust the absorption level for “dense” or “less 
dense” specimens with, for instance, the voltage/
current and/or power settings. However, to be 
able to identify a defect, or changes in the micro-
structure such as phase change of material, the 
absorption levels should display a satisfactory 
level of contrast. Just like the infrared cameras’ 
working principle is based on temperature 
changes, CCD camera inside the CT system 
records image pixels based on the photon sensi-
tivity of the material, i.e. the absorption change 
of material phases when scanning each cross sec-
tion of the specimen. Therefore, when scanning 
the composite specimens in the presented case 
study to clearly identify the phase boundary 
between bundles and matrix, the primary goal 
was to set the scanning such that x-ray absorption 
level of the fiber pockets of the bundle differed 
from the absorption level of the matrix. The com-
posite samples in this study consist of vinyl ester 
and fiberglass for which the scanning parameters 
were optimized accordingly. It is noted that the 
settings for the samples containing other materi-
als may differ due to varying x-ray absorption 
levels, for instance, for carbon-fiber epoxy-based 
composites.

As a final effect, the equipment limitations 
should also be considered before starting micro-
CT measurements. The sample size of the equip-
ment is one of the main limiting factors in a 
micro-CT scan.  While industrial tomographic 
scanners are able to scan large-size samples (up 
to meters), micro-CT focuses on small volumet-
ric areas with high-resolution and short- scanning 
time advantages. The resolution of the image also 
depends on the sample size due to limit on the 
distance of the sample from the  camera and x-ray 
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source. The power of the x-ray source also may 
affect the quality of results for highly attenuated 
or absorptive material samples.

14.2.4  Scanning Settings 
and Parameters

The first step prior to composite characterization 
via micro-CT constitutes specimen preparation 
with specific dimensions that allows the analysis 
to focus on desired features. The next step is the 
actual scanning with micro-CT scanner.  In this 
study, 25 mm × 25 mm × 2.5 mm large speci-
mens of manufactured laminates were scanned 
with Skyscan1172 high-resolution micro-CT 
equipment located at Sabanci University 
Nanotechnology Research and Application 
Center. While using Skyscan1172, a user-
friendly software is available to control the scan-
ning parameters. The scanner is equipped with 
Hamamatsu C9300 11MP camera connected to 
the computer and allows for scanning at three 
scanning resolutions of 1K (1000 × 668 pixels), 
2K (2000  ×  1336  pixels), and 4K 
(4000 × 2672 pixels) to obtain the two-dimen-
sional images. By changing the distance between 
the camera and the specimen, image pixel size 
can be adjusted. In addition, the x-ray source 
voltage, current, and power affect the image 
quality. The raw images are created by exposing 
the specimen to x-ray source with a particular 
exposure time and collecting the transferred sig-
nal (Fig. 14.3). Aluminum, copper, or combined 
filters are available for use in the system. The 
signal is saved in chosen image format by the 
connected computer system. Then the specimen 
is rotated by the selected step size, and another 
raw image is captured. The user should take the 
x-ray attenuation coefficient of the sample into 
consideration when choosing acquisition param-
eters. In this study, x-rays are generated with an 
electron-accelerating voltage of 81  kV with a 
tungsten reflection and a beam current of 
124 mA. The camera is set to 1K, and the dis-
tance between the object to the source is speci-
fied as 256 mm to create images with 25.9 μm 
pixel size. The chosen exposure time is 480 ms, 

and rotation step is 0.7°. Copper and aluminum 
combined filter was selected. The raw images are 
saved until the 360° full rotation is completed.

14.2.5  Analysis Steps

Main analysis procedure to calculate morpho-
logical properties of the scanned specimens after 
the scanning operation includes five major steps 
which are carried out with the help of suitable 
software as described below.

14.2.5.1  Reconstruction
After image acquisition is completed, two- 
dimensional projection images of the object that 
are captured and recorded by the micro-CT sys-
tem should be reconstructed. The reconstruction 
process has to be optimized with parameters 
such as ring artifact correction, beam hardening, 
misalignment, and smoothing. The cross-sec-
tional grayscale images are reconstructed with 
the selected parameters in order to prevent an 
undesired image deterioration. In this study, 
NRecon (version: 1.6.9.4) software which 
applies modified Feldkamp’s back-projection 
algorithm [30] is used in reconstruction of the 
images that are collected by Radon transforma-
tion. The ring artifact correction is significant to 

CCD
sensor

Filter

Specimen

Controller

Sample table

X-ray tube

Computer

Fig. 14.3 Schematic explanation of the x-ray computed 
tomography working principle
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obtain better image quality. For the high values 
of correction factor, the image quality decreases, 
and this may result in  information loss. For the 
lower values of this correction factor, the recon-
structed images may contain ring-like artifacts 
possibly due to rotation of the specimen that 
may include voids. For composite specimens, 
voids are well-known manufacturing defects; 
therefore the ring artifact correction parameter is 
selected as 4. Beam hardening correction param-
eter helps to decrease the artifacts due to high 
attenuation of x-ray photons, usually when they 
interfere with specimens with high atomic num-
ber, such as bones, metals, and iodine. In our 
case, glass fiber and vinyl ester do not have high 
x-ray attenuation constants; therefore, the beam 
hardening correction value is selected as 33% of 
which is relatively lower than correction factors 
for metals [31]. Misalignment, or out of field 
artifact may occur during any rotational CT scan, 
due to the uncontrollable movement on speci-
men holder (in our case, where the x-ray source 
is moving, then due to the robotic control on the 
x-ray source). Since this is a mechanical effect 
on the images, it is easily aligned with selected 
parameter in NRecon. Misalignment parameter 
can be specific to any CT scan. In the beginning 
of the reconstruction, NRecon offers a value for 
misalignment correction. In the case of very high 
values offered, it may indicate that the specimen 
movement is significantly high and scan may 
need to be repeated with smaller rotation step. 
Moreover, smoothing parameter is selected as 
zero to preserve the information in each pixel for 
a more reliable analysis during post-processing. 
With the specified parameters, image reconstruc-
tion time in NRecon took 0.05 s to 0.06 s with a 
24 GB Dell Precision T5500 workstation.

14.2.5.2  Coordinate System 
Alignment

DataViewer (version: 1.5.1) software is used to 
save rotated cross-sectional images in a cartesian 
coordinate system in line with the material coor-
dinate system of composite samples. The cross- 
sectional images are saved from the sagittal view 
of reconstructed data, where X is the thickness 
and Y is the width of composite samples. The sig-

nificance of this alignment is to obtain reliable 
data during 2D analysis. The cross sections of 
bundles are corrupted if the laminate is disori-
ented from the material direction. In addition, the 
alignment in-between material coordinate system 
and 3D coordinate system of micro-CT images 
allows us to separate lay-up ROIs in a more reli-
able and easy way.

14.2.5.3  Segmentation (Binarization)
Segmentation is another important step to ana-
lyze three-dimensional images. Since recon-
structed and rotated images contain grayscale 
color values, the analysis of objects is not directly 
applicable via use of software. There are several 
well-established statistical image segmentation 
methods for 3D images [32, 33]. However one of 
the most basic and commonly used methods is 
pixel value-based segmentation. In this case 
study, reconstructed three-dimensional objects, 
containing grayscale values for each voxel (3D 
pixel), have been segmented (binarized) by using 
peak-valley histogram thresholding method and 
were analyzed via CT-An (CT-Analyzer, version: 
1.14.4.1) program. For consistency of data, the 
range of the threshold for specimens was kept 
constant for all three- dimensional images. As a 
result, matrix and fiber phase boundaries of all 
the composite samples were obtained with the 
same binarization threshold value.

14.2.5.4  ROI Selection
Prior to 3D analysis, region of interest (ROI) of 
the three-dimensional data needs to be selected, 
which is arguably one of the most challenging 
steps in carrying out micro-CT nondestructive 
evaluation of composites. This selection affects 
the evaluation results significantly. For the com-
posite laminate containing eight layers of UD 
NCF fabric (0)8, nine different ROIs have been 
selected for analysis purposes (Figs. 14.4–14.7). 
The eight laminae, each presumably containing 
only one layer of NCF fabric, are investigated 
along with the rectangular prism covering the 
whole specimen. The total volume of ROI—for 
different yarn number specimens—is selected as 
close as possible to each other by limiting the 
number of cross sections in each specimen. The 
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Fig. 14.4 Reconstructed 3D images of unidirectional 300 TEX specimen labeled as plies and (0)8 laminate (at the 
center)

Fig. 14.5 Reconstructed 3D images of unidirectional 600 TEX specimen labeled as plies and (0)8 laminate

14 Challenges in Micro-CT Characterization of Composites
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Fig. 14.6 Reconstructed 3D images of unidirectional 1200 TEX specimen labeled as plies and (0)8 laminate

Fig. 14.7 Reconstructed 3D images of unidirectional 2400 TEX specimen labeled as plies and (0)8 laminate

G. Kiziltaş et al.
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irregular shape of bundles, crimping, and com-
plex internal through the composite length intro-
duced extra challenges in the process. In 
particular, specimen 2400 TEX that had the larg-
est spacing between bundles could not be sepa-
rated into eight different layers. As seen in 
Fig. 14.8, the bundles on each consecutive ply are 
fused on one another, therefore the unified label-
ing of each consecutive pair. Hence, for ply anal-
ysis, there were only 4 ROIs constructed for the 
2400 TEX sample, with each consecutive pair 
being labeled as such laminae (i.e., 1&2, 3&4, 
5&6, and 7&8). Due to the limitation on fiber 
volume fraction and very long interbundle gap, 
manufacturing of the samples as desired by their 
ideal form as seen in the white and blue schemat-
ics in Figs.  14.8 and 14.9 was not possible. 

However, this issue should be noted when con-
sidering the meso-architecture of laminates and 
interpreting their micro-CT analysis results.

14.2.5.5  Post-Processing Parameters
After obtaining three-dimensional binarized data 
representing fiber phase in the selected ROIs, the 
relationship between composite material param-
eters and the obtained data needs to be defined. In 
the data analysis software of SkyScan μ-CT scan-
ner, namely, vCT-Analyzer (CT-An), standard 
available analysis parameters are mostly related 
to bone quality such as bone mineral density. The 
parameters that are selected for the investigation 
in this case study are porosity (cavity) number, 
structure separation, structure thickness, and con-
nectivity which are discussed below.

Area of the bundles in ideal slice: 56.13 %

Area of the bundles in this slice: 52.98 %

Area of the bundles in this slice: 53.23 %

Area of the bundles in this slice: 52.37 %

Area of the bundles in this slice: 59.87 %

Area of the bundles in this slice: 58.82 %

Area of the bundles in this slice: 58.71 %

Area of the bundles in ideal slice: 57.75 %

Area of the bundles in ideal slice: 55.64 %

Area of the bundles in ideal slice: 57.75 %

´ 2.3

Total bundle
volume:
66.341 %

Total bundle
volume:
63.505 %

´ 2.5

300 TEX

600 TEX

Fig. 14.8 Randomly chosen binarized cross-sectional 
images of 300 TEX and 600 TEX unidirectional samples 
and their ideal mesostructure are shown in the left in blue 

and white. Area and volume of bundle percentages calcu-
lated from micro-CT images in 3D view on the left and 
their cross-sectional image on the right
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Number of Closed Pores (Cavity Number)
As a part of the stereological analysis of the 
three-dimensional image, cavity number, in 
other words, the number of closed pores, has 
been calculated by the help of CT-An software. 
A closed pore is a connected assemblage of 
black voxels that is fully surrounded on all sides 
in 3D by white voxels, and the cavity number 
 represents how many closed pores are present in 
the selected region of interest. Given that each 
laminate had the same areal weight, similar fiber 
volume fractions, and close fiber diameters, the 
experimental assumption was that each ply con-
tained an equal number of fibers which have 
been arranged in different meso-architectures. 

Hence, the counted number of closed pores 
inside each ROI was normalized by the corre-
sponding object volume (object herein is referred 
as the total volume occupied by fiber pockets). 
This approach isolates the sole effect of yarn 
number on the presence of manufacturing related 
micro-voids.

Furthermore, the investigation regarding the 
pore size and location was done by treating 
closed pores as objects in 2D cross sections of 
each laminate. The grayscale images were bina-
rized by selecting the threshold so that pores 
were identified as objects. The average diameter 
sizes of closed pores, along with the distances 
between pores, are reported.

Area of the bundles in this slice: 56.71 %

Area of the bundles in this slice: 59.1 %

Area of the bundles in this slice: 56.88 %

Area of the bundles in this slice: 57.8 %

Area of the bundles in this slice: 57.1 %

Area of the bundles in this slice: 55.7 %

Area of the bundles in ideal slice: 61.8 %

Area of the bundles in ideal slice: 51.97 %

Area of the bundles in ideal slice: 70.7 %

Area of the bundles in ideal slice: 46.2 %

Total bundle
volume:
60.05 %

Total bundle
volume:
74.2 %

1200 TEX

2400 TEX

´ 2.5

´ 2.5

Fig. 14.9 Randomly chosen binarized cross-sectional 
images for 1200 TEX and 2400 TEX unidirectional sam-
ples and their ideal mesostructure are shown on the left in 

blue and white. Area and volume of bundle percentages 
calculated from micro-CT images in 3D view on the left 
and their cross-sectional image on the right

G. Kiziltaş et al.



237

Structure Separation
This parameter refers to the average diameter of 
existing spherical objects that can maximally fit 
into the empty spaces in-between each three- 
dimensional segmented object inside the selected 
region of interest [34]. The standard deviation of 
the diameters indicates the variability in the 
object separation. In the case study, structure 
separation represents the one-dimensional aver-
age distance of the segmented bundles from other 
bundles. Structure separation is calculated by 
CT-An software within specified ROIs. This 
parameter shows the splitting ratio of each bun-
dle inside the selected ROI.  During impregna-
tion, flow of resin may change the distance 
between fiber bundles. Hence, the final laminate 
may have different bundle distances than the 
desired ones, i.e., different than the nominal dry 
form distance in Table 14.2. The calculation of 
the bundle distances is determined by analyzing 
the entire 3D data set, and the mean and standard 
deviation values for bundle distances are reported.

Structure Thickness
Similar to structure separation, structure thickness 
is the calculated average diameter of the various 
spheres that can fit into the objects inside selected 
ROI. The standard deviation of the diameters indi-
cates the variability of the object thickness. In this 
study, structure thickness represents the dimen-
sional average thickness of bundles viewed as 
three-dimensional objects. Structure thickness is 
also calculated statistically by CT-An within spec-
ified ROIs. Due to fiber orientation change during 
impregnation process, ideal connection of the 
fibers may be disrupted inside the laminate. This 
parameter shows the sticking ratio of each bundle 
inside the selected ROI.  How much the bundle 
sticks together is calculated by considering the 
entire 3D data set inside ROI and is reported with 
corresponding mean and standard deviation.

Connectivity
As part of three-dimensional image analysis, 
connectivity which is calculated by the help of 
CT-An software indicates the redundancy of con-
nections inside ROI.  Redundant connectivity is 
derived from Euler number [35]. Euler number is 

calculated in terms of the numbers of voxel vol-
umes (a3), faces (a2), edges (a1), and corners (a0) 
of white parts which have a neighbor with white 
voxel region. In order to eliminate the position of 
a ROI surface, Euler number of the 3D structure 
is calculated as follows:

 EN a a a a ai
i� � �� � � � ��1 0 1 2 3 

Euler number is a primary topologic measure 
for bone strength [34] which is calculated as the 
number of objects plus the cavity number inside 
bone minus the number of connections that must 
be broken to split the bone into two parts.

 

EN � �
�

Number of Objects Connectivity

Cavity Number  
As explained in Odgaard’s study [40], these 

two equations lead to connectivity measurement 
on 3D structures as follows:

 

Connectivity Number of Objects

Euler Number

Cavity Number

�
�
�  

The connectivity of three-dimensional struc-
tures is usually indicated as connectivity density 
(connectivity value per volume) since the con-
nectivity value is dependent on the object volume 
and ROI volume [34].

In the case of textile composites, this value rep-
resents the meso-architecture effect on the compos-
ite since the binarized structure shows only bundles 
inside ROI. In other words, in this study the meso-
structure connectivity of composite samples is cal-
culated with the use of the standard connectivity 
parameter. The mesostructure connectivity depends 
on the sticking and splitting of fiber bundles since 
CT images were binarized to differentiate bundle 
boundaries. Due to change in the viscosity and per-
meability of the resin flow during impregnation 
process, the size of the connectivity values varies in 
each sample with different yarn number.

14.3  Results and Discussions

In this study, several post-processed built-in 
parameters available in the CT-An image analysis 
software were calculated to understand the abnor-
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Fig. 14.10 Ply number 
vs. number of closed 
pores per object volume 
for specimens with 
different TEX numbers

malities inside non-crimp composite samples. 
Each of the parameters is shown in divided color- 
coded bar-plot graphs to compare their effect on 
the yarn property of the samples. Unless other-
wise stated, in the bar plots, the horizontal axis of 
the chart represents the ROI, and the longitudinal 
axis indicates the post-processed property with 
given units. Post-processed 3D image parameters 
that were analyzed are structure separation, struc-
ture thickness, cavity number, and connectivity.

Since fiber-matrix volume fraction (Vf) was 
close for all specimens and the fabrics forming 
the laminates had equal ply areal weights, the 
effect of yarn number can be considered as a sole 
mesostructure related yarn property. This con-
straint also allows for a reliable micro-CT analy-
sis and 3D image processing.

14.3.1  Closed Pore Analysis

As a post-processing property so as to explain 
the manufacturing anomalies and the mesostruc-
ture of unidirectional NCF composites, the cav-
ity numbers were calculated with earlier 
specified ROI selections. Figures  14.10 and 

14.11 show the cavity number per object volume 
inside bundles for samples with four different 
yarn numbers. The correlation between 3D 
image analysis and the composite laminate per-
formances was identified in [15] as the number 
of closed pores inside the laminates rather than 
the void percentage of specimens. Therefore, the 
porosity analysis only focuses on the number of 
closed pores inside bundles, their size, and their 
distribution.

The significant decrease in cavity number 
for all yarn properties is observed in the top 
(number 8) and bottom (number 1) laminae. 
Porosity numbers are lower due to the manu-
facturing technique of composites: the bottom 
ply is sharing a surface with glass mold, while 
top ply is covered with vacuum bag. The 
impregnation of NCF fabrics is done by the 
resin flow from top to the bottom of laminate 
under vacuum pressure due to the presence of 
highly permeable distribution media at the top 
of plies [36].

The most critical change while moving inside 
the laminate is seen in 300 TEX laminae. The 
number of closed pores is more than twice as the 
top or bottom ply in the mid laminae, namely, 
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lamina 4, 5, 6, and 7. On the other hand, it is 
almost stable throughout the laminate when we 
focus on 600 TEX plies. Similar to 300 TEX 
case, 1200 TEX also has relatively high number 
of closed pores in the middle plies compare to 
bottom and top ply. Due to plies being not sepa-
rable as discussed in the section of the ROI 
selection, for the 2400 TEX specimen, a ply-by-
ply discussion was not possible. Despite the 
overlapping problems, leading to identification 
of consecutive ply couples in the case of 2400 
TEX specimen, the center ply couples, namely, 
laminae couple 3&4 and 5&6, show lower num-
ber of closed pores than 1&2 and 7&8 
(Fig. 14.5).

During impregnation of the composites, it is 
possible that 300 TEX specimen’s relatively low 
permeability resulted in locally unwetted regions 
that are reflected as increased number of closed 
pores especially located in middle plies. Also, the 
pore diameter size graph indicates that most of 
the pores in 300 TEX sample are smaller than 
130 μm (Fig. 14.12). For pores with larger diam-
eter, almost each specimen has the same amount 

of pores. On the other hand, when the average 
distance between the pores is investigated, as 
shown in Fig. 14.13, it can be seen that for the 
300 TEX sample, this distance is very small, on 
the order of 30 pixels.

Overall, porosity analysis shows that 300 TEX 
has much more number of closed pores than 
other yarn numbers with smaller size and small 
distances between them. The vacuum-assisted 
manufacturing effect is visible in almost all yarn 
numbers, by a smaller number of porosity calcu-
lated on the top and bottom ply as apparent in 
Fig. 14.10.

14.3.2  Structure Separation 
and Thickness

In selected region of interests, the bundle and 
interbundle dimensions were statistically mea-
sured as the post-processed built-in properties of 
structural separation and structural thickness, 
respectively. Among calculated properties, the 
average structural separation and thickness of 
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separate ply-by-ply and laminated unidirectional 
composites are displayed with error bars in 
Figs. 14.14 and 14.15. To magnify the manufac-
turing effect on the ply-by-ply level, average val-
ues for structural separation and thickness are 

shown as seen in Figs.  14.16 and 14.17. The 
interbundle distance values given in Table  14.2 
are also considered for image correlation.

Due to permeability of the resin through lami-
nate, the structural separation and thickness val-
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ues differ in inner and outer plies significantly. 
Structural separation results suggest that the 
inner layers have higher values than outer plies 
(top and bottom) for all yarn number specimens, 
while the highest change is seen in inner and 
outer plies of the 1200 TEX plies. Even though 
ROIs were only separable as consecutive couples, 
2400 TEX specimen still shows the same behav-
ior as the other TEX specimens. Furthermore, the 
structural thickness values for inner and outer 
plies follow a similar trend to the structural sepa-
ration results except for 2400 TEX specimen. 
The outlier effect of 2400 TEX is attributed to the 
problem of separating each laminae due to their 
merging and internal structure with a large 
bundle- to-bundle distance as seen in Fig.  14.5. 
Other three specimens with yarn numbers 300 
TEX, 600 TEX, and 1200 TEX have lower struc-
tural thickness in the mid lay-ups.

Structural separation and thickness results 
suggest that for 300 TEX, 600 TEX, and 1200 
TEX on the outer layers, the bundles have lower 
separation between them with higher structure 
thickness than inner plies. This meso-architecture 
can be attributed to the relative ease of resin flow 
at the top surface, facilitated by the flow media 
and solid boundary at the bottom glass mold dur-
ing impregnation.

Overall, structural separation and structural 
thickness analysis suggest that the in situ meso-
structure of fiber bundles was preserved after 
impregnation of 300 TEX, 600 TEX, and 1200 
TEX.  The sticking and splitting of the bundles 
compared to preferred bundle distance and thick-
ness (Table  14.2) are quantifiable in inner and 
outer layers of the stack.

14.3.3  Connectivity

The specimens having small yarn numbers (e.g., 
300 TEX), despite finer meso-architecture, may 
cause inadvertently manufacturing defects due 
to the resin flow anomalies during manufactur-
ing process as some fibers inside the closed-
packed bundle may not get impregnated enough. 
Since fiber bundles have been aligned in one 
direction in the unidirectional composites, con-

nectivity density values can be viewed as 
inversely correlated to the overall interbundle 
distances.

To analyze these effects in a comparative fash-
ion, the connectivity values for each yarn number 
should be evaluated within themselves. The spec-
imens of 300 TEX call for the most closed- 
packed configuration among other yarn numbered 
samples as seen in Fig. 14.14. Also, their connec-
tivity density is demonstrating the highest values 
in Fig. 14.18. On the other hand, 1200 TEX has 
very similar connectivity values and follows a 
similar trend over laminae; however the meso-
structure of 1200 TEX is different than 300 TEX 
as proposed and can be seen in the respective 3D 
images (Figs. 14.6 and 14.4). 1200 TEX speci-
men has a higher bundle size (also measured as 
structure thickness) and lower bundle distance 
(also measured as structure separation) than the 
300 TEX specimen. This finding indicates that 
the connectivity value by itself is not enough to 
understand meso-architecture of UD NCF lami-
nates. However, it can be complementary to dis-
tinguish differences between 600 TEX and 1200 
TEX.  While they both show similar values in 
structure thickness and separation analysis, the 
connectivity of 600 TEX is dramatically lower 
than 1200 TEX almost in all lay-ups except lam-
ina 7 and in the overall laminate (Fig. 14.18).

14.4  Conclusions

The challenges and limiting factors regarding 
micro-CT characterization of composites have 
been reported in this chapter. Pre-imaging consid-
erations such as sample size, sample geometry, 
x-ray absorption level of constituent materials of 
the composite specimens, and equipment capabil-
ity were discussed. The ideal placement strategy 
of the presented samples and the scanning param-
eters were proposed and should be applicable for 
other NCF glass fiber composites and their inves-
tigations with micro-CT characterization.  Post-
processing analysis and ROI selection criterion 
are given in detail that should form a good analy-
sis basis for composite materials. The meso-archi-
tecture and processing- related anomalies such as 
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porosity, sticking, and spreading of tows during 
vacuum infusion process have been investigated 
by using post- processing parameters in CT-An 
software. In order to build knowledge on tow and 
resin properties and the nature of the manufactur-
ing process, nondestructive evaluation was shown 
to be useful with micro-computed tomography 
and post- processing. Analysis parameters such as 
number of closed pores, structure separation, 
structure thickness, and connectivity were used 
for the assessment of the specimens within the 
analysis and were related to their glass fiber NCF 
composite characteristics.

Micro-CT analysis results demonstrate that 
the anomalies regarding resin infusion manufac-
turing process can be quantitatively evaluated 
with this NDE technique. The internal 
 microstructure of composites can be quantified 
with post-processing parameters such as struc-
ture separation, structure thickness, and connec-
tivity. The ply-by-ply analysis reveals information 
about the movements of plies during resin flow- 
based impregnation. These results may lead to 

further studies where the relationship between 
stiffness and strength of composite materials and 
micro-CT analysis outputs could be interrelated.

14.5  Future Work

Micro-CT analysis of composite materials can be 
regarded as a relatively new but rapidly advanc-
ing approach offering new means to analyze the 
internal microstructure of these complex materi-
als. Bottlenecks of this specific research area are 
both related to scientific demand and instrumen-
tal capabilities.

In the field of composites science, the ability 
to analyze and digitize the infrastructure directs 
the research effort toward two main aims. First is 
related to the ability to characterize the damage 
formation during and after loading. With in situ 
integrated testing devices, micro-CT is able to 
monitor crack formations and propagation 
appearing inside of the composite laminates. In 
parallel, increasing efforts toward other NDT 
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methods like acoustic emission and thermogra-
phy, more empirical approaches to characterize 
composite fracture are emerging. Secondly, since 
micro-CT is able to create a 3D image of the 
internal structure of a given specimen, it provides 
a solid background on computational studies 
aiming to predict the composite properties by 
creating idealized representative volume ele-
ments (RVE). The empirical approach provided 
by CT helps scientists to create more efficient 
RVEs and to come up with better property pre-
dictions. However, specimen size herein is the 
main limiting factor since for a higher resolution, 
smaller samples are required. Also signal acquisi-
tion capability (i.e., temporal resolution) may be 
stated as a bottleneck in order to capture associ-
ated failure modes in composites which may hap-
pen rather fast. Since the temporal resolution is 
directly associated with the type and power of the 
energy source, the use of electron- based laser 
technologies may improve the acquisition time.

The quality of a micro-CT scan also depends 
on optimizing the scanner parameters and the 
applicability of signal/image processing. As per 
the subject of this chapter, pre-scanning condi-
tions and parameters are of crucial importance 
for a qualitative micro-CT analysis and are usu-
ally developed in-house. In order to provide more 
reliable data, the standardization of pre-scanning 
conditions is required for each set of specimen to 
be investigated via micro-CT characterization. In 
terms of composite materials, available studies 
are only limited to composites with conventional 
reinforcement materials such as glass and carbon. 
More sophisticated analysis and choice of param-
eters may be required for composites with more 
complex material compositions.
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Modeling and Mechanical Analysis 
Considerations of Structures 
Based on Micro-CT

Gökhan Altıntaş

15.1  Overview of Micro-CT 
in Terms of Visual 
and Physical Modeling

It is very difficult to refer to all of the examples in 
this context, and it is highly probable that the sci-
entists and the practitioners interested in the sub-
ject have different conclusions in the forthcoming 
parts of the chapter. Micro-CT is a gold standard, 
especially for volumetric modeling and sensitivi-
ties, although some of the applications listed 
below, especially some of the superficial shell 
models, can be done with other different undam-
aged inspection applications.

Micro-CT data can be used for many different 
purposes:

 – Performing various investigations using raw 
or processed states as appropriate for the 
images in the ordered sections

 – Creation of point clouds and making related 
analyses

 – Analysis and reconstruction of surface 
geometries

 – Creation of volumetric solid models constitut-
ing the basis for many geometric and physical 
analyses

 – Reconstruction of many biological, human- 
made, fixed, or mobile structures based on the 
original, for the creation of examination and 
production models on different scales

It is always possible to enlarge and diversify 
the list above. In this study, the use of models cre-
ated by the creation of geometric and physical 
models in mechanical analysis has been consid-
ered, and the literature review was shaped in this 
regard. It is useful to refer to a brief literature 
review before proceeding to working examples 
and method descriptions.

Primary analyses using micro-CT scan data 
are related to the determination of geometric 
properties, which are frequently found in litera-
ture related to biomaterials and porous materials. 
Among the many properties that can be defined 
as geometric properties, features such as surface 
area, volume, porosity, wall thickness, and space 
orientation can be obtained by many other meth-
ods. However, their accuracy rates vary greatly 
and may need to be supported by empirical 
methods.

In another study, an explanatory comparative 
table was compared with in their comparison of 
micro-CT with other methods in the determina-
tion of geometric characteristics of structures [1]. 
Only micro-CT can be used to obtain all these 
properties from the investigated methods depend-
ing on the porosity, surface area, volume, cavity 
dimensions, wall thicknesses, and permeability.
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A preliminary study on modeling and exami-
nation of bone tissue using a combination of 
micro-CT data and CAD/CAM techniques was 
performed [2]. The authors compared the appli-
cability of the Skyscan® Ctan®, and Materialize 
Mimics® software. It is important to note that 
with this work being a premise study, used soft-
ware may have undergone very different develop-
ments from the publication date of the article 
until today.

Since porous structures can be obtained in the 
most obvious way by examining mono- and mul-
tiphase structures, studies using micro-CT image 
data are increasing day by day. In this context, 
related references in literature are comparatively 
presented [3]. Particularly, the study considering 
bone tissue has also taken place in the develop-
ment of micro-CT technology.

The use of micro-CT does not only consider 
the micro-architecture of organic tissues but also 
enables working in many areas where micro- 
architecture is important. In another study, two- 
dimensional CT data were examined for the void 
spaces of the soil sample [4]. The technology 
used and the method of operation are simpler 
than the ones mentioned above, but it is a worth-
while work in terms of putting the importance of 
the CT data in the identification studies.

Micro-CT is also one of the nondestructive 
imaging methods, which can be used not only in 
their location but also in the follow-up of dis-
placements and deformations when they are sub-
jected to different effects and in the creation of 
associated models.

Although porous bone density has a signifi-
cant effect on bone strength, it is not sufficient by 
itself, and properties about the microstructure of 
the bone shall particularly be taken into consider-
ation on bone strength [5]. It was examined that 
voxel-based FE models of trabecular bone com-
bined with mechanical properties of the volume 
fractions, micro-CT reconstructions, mechanical 
tests, and model-specific nano-indentation exper-
iments for the validation method [6].

Noninvasive imaging methods were compared 
between each other by using trabecular bone tis-
sue [7]. The results are quite informative in terms 
of resolution values, which are used during the 

study of trabecular bone tissue. The relationship 
between CT slice thickness and mechanical prop-
erties of porcine vertebral cancellous bone has 
been studied [8]. Firstly, the effect of micro-CT 
slice thickness on natural vibration properties of 
porous bone models was studied according to the 
voxel-based FEM [9]. Change of slice thickness 
also changes the cubic structure of voxels in the 
classic voxel-based FEM and causes an occur-
rence of rectangular voxels that are unsuitable in 
terms of FEs. Three-dimensional analysis of soil 
samples exposed to mechanical and hydraulic 
stresses were evaluated by performing various 
analyses using three-dimensional models gener-
ated from micro-CT data [10].

In recent years, integrated applications in 
which models of micro-CT data can be processed, 
as well as analysis and simulation, have become 
very important. The main reason for the need for 
integrated software is that analysis can only be 
done with a multidisciplinary group work. In 
other words, knowledge and technical compe-
tence to make all modeling and analysis phases 
are not usually found in one person. However, 
even today’s most integrated applications have 
not succeeded in overcoming this problem. 
Numerous programs such as Simpleware ScanIp®, 
Materialize Mimics®, Amira®, and Avizo® can 
directly process micro- CT data, creating surface 
and volume structures but making the mechanical 
and geometric analysis feasible, and creating the 
most accurate models is a matter of considerable 
experience. The basis of this work is the process-
ing of data, the creation of models that can be ana-
lyzed, and the mechanical analyses. It is aimed to 
gain familiarity with geometrical modeling and 
mechanical analysis which can be based not only 
on  visualization but also on academic studies in 
accordance with the aims of people who come 
from different branches.

15.2  Usage Fields of Micro-CT 
Data

Although micro-CT data can be used for many 
different purposes, they can be grouped into four 
main categories.
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 – Imaging
 – Modeling
 – Production/reproduction
 – Analysis

Each goal above has different requirements, 
and the awareness of the small differences 
between very similar procedures to know these 
requirements is thought to facilitate the work of 
scientists and practitioners.

15.2.1  Micro-CT-Based Visual 
Presentation Form Usage 
for Inspection

The micro-CT data is delivered to the end user in 
general as rotational or sequential image data. 
There are a large number of software for trans-
forming ordered image data into a structure that 
can be examined in a three-dimensional environ-
ment, and these softwares can be easily converted 
into 3D visual models such as isosurfaces and 
point clouds, etc. Generated 3D visual models 
and even sequenced image data are already 
widely used for various measurements and deter-
minations for instance geometric form or shape 
matching. The geometrical properties that can be 
obtained from these data are very limited. 
However, artificial intelligence-assisted applica-
tions are increasingly being used in objective 
determinations, such as tumor formation, or in 
the detection of various forms. Although applica-
tions of visual models are easy, their performance 
at geometric sizes such as volume and surface 
area is not as effective as those obtained from 
volumetric models.

15.2.2  Use of Micro-CT-Based 
Reverse Engineering 
Techniques in Production or 
Reproduction

One of the main purposes of reverse engineering 
is the creation of models that enable the produc-
tion or reproduction of the inspected structure. 
This method can be applied with the highest pre-
cision, especially when the internal structure is 

difficult or impossible to determine precisely by 
other methods in geometric and topological 
manners. In this way, a modeling need can be 
used in modeling trabecular bone tissue, a very 
complex geometric carrier system, and at the 
same time, and even increasingly, in the larger 
manufacturing industry, it can be used to repli-
cate the internal structure and reproduce it on the 
desired scale without breaking up a product. 
This technique has unfortunately opened the 
way for unpleasant purposes such as copying 
products in industrial espionage. But on the 
other hand, in areas such as the study of histori-
cal mechanisms or fossilized structures, it has 
provided great advantages and ease at a time 
when it has never been before.

However, there are big differences between 
the aim of production and the creation of three- 
dimensional models and the creation of models 
for imaging. Whether you want to produce on 
CNC machines or on 3D printers, there are 
absolutely necessary conditions for 3D model 
files. These requirements are quite different 
from the known production techniques, such as 
the so- called ground handling, which can later 
be separated into structures in the form of 
reverse droplets of the model to be produced on 
the 3D printer. If the model to be produced is 
designed and prepared on a computer, these 
conditions are always provided automatically. 
However, the same situation may not be avail-
able for geometries obtained by reverse engi-
neering methods. For example, in the case of an 
STL-type file consisting of triangles, the surface 
geometry that is carried must form a closed vol-
ume. It is also  necessary that models have conti-
nuity characteristics so that they can form a 
whole. Some programs provide these require-
ments automatically, while some programs 
allow users to make selections and allow local 
surface operations. But if the models emerged 
as a result of choices of inexperienced users, 
they would not topologically produce errors in 
production; the resulting model might have 
formed quite differently from the actual object. 
In order to avoid all these undesirable situations, 
algorithms which are useful for implementation 
are mentioned later in the chapter.
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15.2.3  Micro-CT-Based Models 
to Be Used in Analyses

A complete reverse engineering exercise involves 
the steps that are taken in mechanical analysis. 
There are some vital differences even if the 
approaches used to create the models to be used 
in production and analysis are very close to each 
other. In this case, models to be used in mechani-
cal analysis need to be created, and in these mod-
els, there are additional requirements that must 
be satisfied.

A brief explanation on these obligatory 
requirements will be helpful in understanding the 
matter; further information will be provided in 
the following sections of the work.

Volumetric models are usually used directly in 
geometric and mechanical analyses after a few 
routine fixes. For the surface models to be used 
for analysis, the surfaces must be completely 
enclosed, which is a must in geometric and topo-
logical analyses. Namely, the smallest gap in the 
surface mesh that must form a closed volume 
makes it impossible to determine precisely which 
area of the surface of the program is inside or out-
side. However, this is in the foreseeable software, 
but in the case of sensitive work, the operator will 
be able to decide how reliable it is for the job. It 
is necessary to include enclosed volumes of 
superficial models carried by file types like STL 
(STereo Lithography) and OBJ (Object Files). 
Some special algorithms have to be used in order 
to achieve this.

In order to be able to perform in mechanical 
analysis, the models need to satisfy some condi-
tions. Particularly, problems such as buckling, 
natural frequency, and eigenvalue-eigenvector 
analysis should not have disconnected regions in 
the models. In order to ensure that the whole 
structure is in one piece, it is imperative that 
some algorithms such as “Region Growing” or 
“Flood Fill” algorithms are applied during the 
creation phase of the models. However, depend-
ing on the type of problem, it may be necessary to 
use it in additional algorithms, and the structure 
of the model to be examined sometimes may be 
decisive. Multiphase composite structures, 

porous, or composite porous materials some-
times require different modeling steps. It is 
expected that the definitions referred to in this 
section will become more understandable after 
the applications presented in this section.

15.3  Preparation of Samples 
for Micro-CT and Sizes 
to Be Decided

The quantities to be mentioned in this section are 
dealt with in order to create solid models based 
on the necessity of creating models that can be 
analyzed. The principle of operation of CT with 
an X-ray source and detector unit rotating syn-
chronously around the sample is given in  
Fig. 15.1a. Rotational images are acquired con-
tinuously during rotation in Fig.  15.1b. The 
resulting rotated images are transformed by soft-
ware into sequential images that can be expressed 
as slices at certain intervals (see Fig.  15.1c). 
There are φ angle difference between rotated 
image samples and β distance between sequential 
image slices. Researchers interested in mechani-
cal analysis often work with sequential image 
segments if they are not directly involved in the 
underlying structure of the micro- CT device.

It is a method that allows relatively small 
details to be observed, as can be understood from 
the name of micro-CT.  In order to be able to 
apply this method properly, there are quantities 
that the scientist who decided to use micro-CT.

The basic steps to be taken in this context are 
as follows:

 1. Determining the minimum detail size, in other 
words the edge length of an image pixel, 
depending on the type of problem to be 
worked on.

 2. Determine the resolution based on the actual 
edge length of the pixel.

 3. Determine the external environmental size of 
the structure to be scanned.

 4. Selection of a scanner suitable for the needs 
determined in items 1, 2, and 3 or revising 
such sizes if necessary.
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As a different way, micro-CT scans of sample 
different resolutions can be taken and compared. 
However, this does not appear to be a method that 
can be recommended in terms of time and cost.

15.3.1  Sample Resolution Detection 
Study

The coral sample to be used as an implant and 
having a diameter of 0.32 cm and a thickness of 
0.08 cm will be obtained from the coral structure, 
and an approximate resolution will be determined 
in order to model structural system.

• For this purpose, in order to determine the 
minimum detail size, it is first scaled under the 
microscope, as can be seen in Fig. 15.2, in a 
region that will be considered as the smallest 
important detail of sample in slice. In this sec-
tion, it is planned to use the part in the middle 
region of the coral skeleton examined. It is 
obvious that the thickness determination of 
the thin-walled structures seen as the structure 
in this region cannot be done with the image 
presented in Fig. 15.2 and a scaling study will 
be done on a closer image in Fig. 15.3.

• After reviewing the various resolution images, 
it was found that the thinnest wall thickness, 
which is believed to have load-carrying capac-
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Fig. 15.1 CT imaging: (a) rotational imaging with an 
X-ray source and detector unit (b) rotational images (c) 
sequential images Fig. 15.2 Acropora cervicornis skeleton
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ity in the middle region of the sample, is on 
the order of 20 μm. Note that the dimensions 
of the edge lengths of the pixels depend on the 
scanner used, so long as their resolution is the 
same. If small lengths are required to be visi-
ble in detail, small samples need to be scanned 
in the relevant scanners.

• It has been decided that the edge lengths of the 
pixels should be no more than 4 μm, consider-
ing that the thickness is about 20 μm and the 
wall may not be parallel to the pixel edges. The 
experience gained from work done on previous 
models played an important role in making this 
decision. Any scan to be performed at a value 
below 4  μm is acceptable here, and a very 
crude version of the actual image of the scans 
to be made at values greater than 4  μm is 
expected to emerge. The comparison with the 
image of the model created with the selected 
4 μm pixel edge length value and the possibil-
ity of viewing in the microscope will help to 
make the most accurate decision.

• The diameter of the sample was 0.32 cm. For 
a square area that will contain this diameter, it 
should not be forgotten that the edge length of 
each pixel is at least 4 μm in the resolution 
calculation. If there are 800 pixels with 4 μm 
edge lengths on each side of the square cross 
section, the intended image resolution of 
0.32 cm (3.2 mm or 3200 μm) will be obtained. 
As a result, images with a minimum resolu-
tion of 800 × 800 will be needed and should be 
taken from a scanner that can scan a sample 
with a diameter of 0.32 cm.

In the final case, when 3D model raw view is 
obtained, it is absolutely necessary to check 
whether the images taken with microscope are 
transferred to the model (see Fig.  15.4). This is 
not always possible, but the experience of the 
experienced practitioners working with the same 
materials and models can be relied upon. 
Transferring the resulting high-resolution images 
and models based on them directly to the finite 
element models with the same precision and reso-
lution is limited by the boundaries of the environ-
ment in which the finite element solver is located.

15.4  Basic Operations 
of Sequential Images Before 
Creating Solid Models

Although micro-CT data were first used to exam-
ine biological structures, they are now widely 
used in studies in many different areas. There are 

Fig. 15.3 Visual inspection of thickness detection

a

b

Fig. 15.4 Detail comparison: (a) close view images of 
coral sample (b) solid 3D model of coral sample
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many options and methods for processing images, 
and this section will focus on the most basic pro-
cesses used by people working on the subject. 
Whichever method is applied to the processing of 
images, it is necessary to apply the same opera-
tions to an entire series of images, except excep-
tional cases rarely encountered. This also means 
that a large number of images must be handled 
quickly and batch processing programs must be 
selected. The most common way of doing things 
is to classify them as follows.

15.4.1  Basic Filters and Applications

Filtering methods basically require that images 
be improved for the certain aim, or the undesir-
able noises, shadows, etc. that occur during the 
imaging process should be corrected as much as 
possible. Filtering methods can be used to 
improve the quality of images or removing 
unwanted visual objects or effects. For instance, 
unwanted effects and noises occur during imag-
ing process, such as unwanted shadows caused 
by sharp edges of sample should be corrected as 
much as possible. While the process being per-
formed provides an intended feature, it must not 
inflict any other property or visual quality loss 
that is already provided. After each step it is nec-
essary to carry out these inspections and to back 
up. Filters can be used to improve images, or they 
can be used to make certain features or shapes 
more distinguishable on images. There may not 
be a need for many of them in the production of 
standard solid models together with a large num-
ber of filters. Especially if proper purpose scans, 
suitable devices, and faultless models without 
sharper sample angles to create shadows are pre-
pared, filtration needs the least. In some cases, 
segmentation methods and filters can be found in 
close results.

15.4.2  Segmentation Methods

Image segmentation is the process of separating 
an image into numerous parts. This is classically 
used to recognize objects or other significant 
information in images. Threshold, Flood Fill, and 

Region Growing segmentation methods are 
among the most important segmentation methods 
that can be used frequently and vitally for micro-
 CT studies. Threshold and Flood Fill are vital 
algorithms that can be used in almost all micro- 
CT- based modeling applications.

15.4.2.1  Threshold Algorithm
The Threshold algorithm can be roughly consid-
ered as a decomposition based on the color val-
ues of the pixels of the images. When any image 
is handled in the gray scale, a pixel takes values 
between 0 and 255. Zero black, 255 white indi-
cates different shades of gray for values in 
between. This scale can be changed according to 
the purpose. It is available with free programs 
such as CTan®, Osirix®, Bio Image Suite®, and 
ITK®, which can apply the Threshold algorithm 
collectively to image series, or commercial pro-
grams like Materialize Mimics®, Avizo®, and 
Amira®.

The implementation of an image series thresh-
old algorithm is to specify a range for the thresh-
old. In Fig.  15.5, a threshold application was 
made on the image taken from a series of micro-
 CT scan of porous stone sample [11].

In most micro-CT scans, the space appears 
black, but there may be changes in the images 
after the various filters are applied. This may 
need to be taken into account and may require 
visual comparison with raw images. In Fig. 15.5, 
it is known that the images on the gray scale are 
negative for the original images and the black 
regions express the void. In this context, it is nec-
essary to determine the threshold value of the 
stone sample of the user and the threshold value 
at which the threshold value is based on an image 
as shown in Fig. 15.5b. In Fig. 15.5b, the pixel in 
the gray scale that is focused is very close to 
black and has a gray-scale value of 25. As a result 
of such an examination, the user can decide that 
the material is within a certain threshold range 
and continue the process.

However, it should be noted that different 
users can classify different values   as material or 
space, and there is always no possibility of visual 
confirmation under the microscope. This is one 
of the most important problems encountered in 
studies and can often overshadow the reliability 
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of the results. In this regard, this part of this study 
particularly important and is a seperate matter of 
debate in literature [11–14].

Outputs after threshold operations separated by 
small value differences are presented in Fig. 15.5c, 
d, and e. In Fig. 15.5, the space is left black again, 
and it should be remembered that the stone mate-
rial is masked with yellow color. Here, only about 
2% of the visual difference results are presented. 
Even with an instantaneous view of the pictures, it 
is clear that the difference in the amount of thresh-
old 2% caused this difference to be far beyond. 
Models obtained for the different threshold ranges 
of the sample with the region of interest (ROI) 
dimensions of 2275 mm × 2275 mm × 0.091 mm 
are presented in Fig. 15.6.

It is obvious that the values used in the 
implementation of the thresholding algorithm 

have a large effect on the geometry of the 
three- dimensional models. However, with the 
use of three-dimensional models in analysis, 
these volumetric differences in simulation of 
various mechanical events and experiments are 
much more important than visual differences 
[11].

The mass and stiffness changes are directly 
related to the volumetric changes. In other words, 
the different selections in the threshold values to 
which the model volume depends are not the 
same on mass and stiffness. As a result of setting 
the wrong threshold range, the strength, natural 
frequencies of a structure, or all the mechanical 
properties to be homogenized can be calculated 
incorrectly. This should be known to have serious 
consequences both in academic and practical 
applications. Not all reseachers can come to a 

a

c d e

b

Fig. 15.5 Threshold segmentation of (a) porous stone 
X-ray image (in here reversed gray scale). (b) CUBOID- 
SI2FE Matlab©. (c) Threshold 5–255 (range size 250). (d) 

Threshold 10–255 (range size 245). (e) Threshold 15–255 
(range size 240) [11]
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concrete agreement in selection of ranges of val-
ues in thresholding, although the differences in 
selection of ranges are small, awareness of the 
possible influence of range selection on outcomes 
is of vital importance. Natural frequency analysis 
of the model presented in this subject is presented 
in Fig.  15.7. The first nine natural vibration 
modes were obtained where the material proper-
ties were presented as density,  2.71E−10 (t/
mm3); elasticity,  5986 (N/mm2); and Poisson’s 
ratio, 0.23.

As the mode number increases, the selection 
of the threshold values is clearly visible in 
Fig.  15.7. A brief description of this section is 
provided to illustrate the importance of threshold 
segmentation. You can find further information in 
the following sections.

15.4.2.2  Flood Fill Algorithm
The Flood Fill algorithm is a process in which 
similar pixels are separated from others by cer-
tain conditions. The key point in this separation 
process is the neighborhood relationship of the 
pixels. The Flood Fill algorithm starts with a cer-
tain pixel and creates a region expanding by add-
ing neighboring pixels like itself. This region 
covers an area created by pixels adjacent to each 
other in a manner such as expanding within 
boundaries defined by the fluids the name of the 
algorithm implies in Fig. 15.8.

In this study, a three-dimensional version of 
the two-dimensional Flood Fill algorithm is 
necessary since three-dimensional solid mod-
els are used. Some definitions should be made 
for a better introduction of the three-dimen-
sional Flood Fill algorithm. The three-dimen-
sional Flood Fill algorithm is applied to the 
voxels, which can be defined as three-dimen-
sional states of the pixels, not the pixels. In this 
context, after making a detailed explanation of 
the voxel concept for a better understanding of 
the subject, the three- dimensional application 
of the Flood Fill algorithm will be referred to 
again.

Voxelization
The process of creating 3D models using pixels 
in images can be called voxelization in Fig. 15.9. 
A pixel with a distance in a two-dimensional 
plane of an image can be expressed as a voxel 

a

b

c

Fig. 15.6 The 3D models obtained according to the 
threshold value selection: (a) segmented image for thresh-
old 5–255 and produced solid model with 0.337 mm3 vol-
ume, (b) segmented image for threshold 10–255 and 
produced solid model with 0.271 mm3 volume, (c) seg-
mented image for threshold 15–255 and produced solid 
model with 0.199 mm3 volume [11]
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Fig. 15.8 Visualization of Flood Fill algorithm usage

Voxel

Pixel IMAGE DETAIL

VOXEL SIZE

Thickness

Slice thickness
a b

Fig. 15.9 Voxelization concept images: (a) definitions (b) voxel and X-ray image connection

with a given thickness converted into volumetric 
elements. If there is no exception, one pixel is 
moved to the third dimension with the thickness 
of the distance between the two consecutive 
views. If there is no exception, one pixel is trans-
formed into a three-dimensional voxel by adding 
the third dimension that having distance value 
between two slices. Name for this distance is 
slice thickness.

Once the pixel has been converted to voxels 
with a thickness, it becomes possible to con-

vert these volumetric elements into finite ele-
ments that can be used in the calculation. The 
finite element models with different mechani-
cal definitions are positionally addressable so 
that analyses used in the simulations can be 
performed.

3D Flood Fill Algorithm
Voxelization and solidification methods are not ade-
quate for rebuilding of the models in mechanics. It is 
voxelized in a volumetric environment, and the Flood 
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Fill algorithm is quite different from the algorithms 
used in the 2D solutions. Flood Fill algorithms are 
used in single-phase and multi-phase structures to 
distinguish voids and materials. By selecting a start-
ing point within the region of interest, it is possible to 
start a flow in the virtual environment starting at the 
point of entry, spreading to all connected regions. 
Flood Fill algorithms eliminate parts such as 
unwanted unconnected components, islands, etc. 
from the model. The use of the three-dimensional 
Flood Fill algorithm is a necessity when it comes to 
mechanical analysis. Because the rigidity matrices of 
systems where there are disjoint parts exist zero-val-
ued elements on the diagonal. 3D Flood Fill algo-
rithms must be used for mechanical calculations 
especially including eigenvalue analyses.

In other words, the determination of the natural 
frequency and buckling load, especially in terms of 
eigenvalue and eigenvector, cannot be achieved by 
standard procedures. Other problems arise in other 
static, dynamic, and fluid mechanics problems.

Figure 15.10 shows the state of the 3D geom-
etry before and after the implementation of the 
3D Flood Fill algorithm. The unconnected pieces 
in the images are given the name “islet.” These 
may be due to unconnected particles of material 
or because the images cannot pass through filters 
or due to visual noises. In other words, the Flood 
Fill algorithm also serves as a segmentation task. 
It should be considered that the Flood Fill algo-
rithm is compulsory where necessary for analy-
sis, while other geometric calculations may be 
necessary. As an example, it may not be neces-
sary to analyze aggregates for concrete with 
Flood Fill, but this creates a problem in volumet-
ric calculations. On the other hand, if analysis 
with a trabecular bone texture is not carried out, 
it should be considered that the parts in the cavity 
should be treated by considering the noise source 
of the whole part. This also ensures a conserva-
tive analysis. These procedures are quite complex 
and require versatile experience and knowledge.

Three-dimensional Flood Fill algorithms can 
be formed in many different ways, but they need 
to be highly optimized in terms of software and 
that the prices of many commercial software are 
high. If a Flood Fill algorithm involves too many 
repetitive structures such as recursive calling, it 

can make it harder to deal with large problem 
types or it can result in long processing times at a 
time that cannot be used in practice.

The application of two-dimensional Flood Fill 
algorithms to flat images does not make any sense 
in terms of the success of three- dimensional anal-
ysis. Perhaps the two-dimensional and three- 
dimensional Flood Fill algorithms of very simple 
geometric shapes can give the same results. But 
the smallest complexity in the topology makes the 
Flood-Fill algorithms on separate planes useless. 

a

b

Fig. 15.10 3D Flood Fill algorithm application for can-
cellous bone: (a) noisy solid model with unwanted islets, 
(b) cancellous bone structure model after application of 
3D Flood Fill algorithm [15]
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Literature contains numerous studies telling use 
of various algorithms for Flood Fill applications 
[16–21].

As a result, it should underline that the use of 
the 3D Flood Fill algorithm is inevitably neces-
sary for mechanical analysis.

15.4.3  Surface Geometry

Almost all of the solid models obtained from the 
micro-CT data are composed of combined cubic 
forms because they are composed of voxels (see 
Fig.  15.11a). However, particularly surface 
details of real-life objects are not in the cubic 
structure of the voxels, and this can be considered 
as one of the convergences of the micro-CT- 
based models. On the other hand, it is very useful 
to use surface smoothing algorithms when con-
structing surfaces (see Fig. 15.11b).

Surface geometry has a great deal of promi-
nence in all of the problems involving fluid 
mechanics and interaction. Because in fluid 
mechanics models where surface friction plays an 
important role, direct voxel-based surfaces create 
extreme surface friction. A similar situation exists 
where solid objects interact with each other. To 
prevent this, the parameters of surface smoothing 
algorithms can be adjusted by analyzing the real 
surface. Another important issue is the risk that 

the surface smoothing algorithm can change the 
geometry provided by the use of the Flood Fill 
algorithm and should be used with caution.

15.5  Investigations 
and Mechanical Analyses 
Made with Micro-CT-Based 
Solid Models

15.5.1  Effects of Three-Dimensional 
Isotropic Resolution on Model 
Geometry of Trabecular Bone 
Tissue

As a result of the micro-CT scan performed to 
examine the trabecular bone tissue, a region of 
interest (ROI) was selected in the dimensions 
presented in Fig. 15.12. The selected volumetric 
region is sliced with 388 images with a slice 
thickness of 36 μm, each of which has 188 × 188 
pixels with a 36  μm pixel edge size. In other 
words, in the present case, volumetric structures 
can be formed with voxels with dimensions 
36 μm × 36 μm × 36 μm.

The basis of the scenario to be addressed in 
this section is that it is sometimes thought that 
users may need to artificially reduce the resolu-
tion of images due to technical inefficiencies. 
The main reason for this is the desire to have 

a b

Fig. 15.11 Micro-CT-based model surfaces: (a) pure voxel-based surface, (b) smoothing algorithm applied surface
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image processing and mechanical analysis time 
intervals at reasonable levels. However, when 
optimizing the timing of operations, it may be 
the case that model geometries and solutions go 
beyond acceptable levels. In order to prevent 
this, convergence checks should be done abso-
lutely in modeling and analysis studies. In many 
software related to the subject, resolution can be 
done in three separate directions by means of a 
tool called “resample.” However, this process is 
simple and can be done with any image process-
ing program. In Table 15.1, the first-line micro-
CT image set was set with original slice count 
and resolution, and the other sets were obtained 
using this set. All sets were constructed so that 
cubic voxels could be obtained and the resolu-
tion and number of slices were reduced as 
presented.

The 3D model images based on micro-CT 
datasets are presented in Fig. 15.13.

It is extremely difficult to predict the geomet-
ric and mechanical behavior of models with dif-
ferent resolutions, and it is often the case that 
anticipated predictions do not occur. The 
complexity and topological properties of the 
studied structure can change the expected effect 

a b

Fig. 15.12 Outputs from rotational X-ray data: (a) sequential slice, (b) voxelized model based on sequential slices

Table 15.1 Micro-CT data sets [22]

Slice thickness 
(μm) Resolution

Number of 
slices

Micro-CT 
set 1

36 188 × 188 388

Micro-CT 
set 2

72 94 × 94 194

Micro-CT 
set 3

144 47 × 47 97
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a b

c d

Fig. 15.13 Micro-CT-based models with different isotropic resolutions: (a) model and close view region, (b) micro-
 CT set 1 voxel view (36 μm), (c) micro-CT set 2 voxel view (72 μm), (d) micro-CT set 3 voxel view (144 μm) [22]

of resolution. High-resolution images, for exam-
ple, reveal more detail, and it is expected that the 
surface area will be larger as compared to low- 
resolution images. It is extremely difficult to pre-
dict the geometric and mechanical behavior of 
models with different resolutions, and it is often 
the case that anticipated predictions do not occur. 
The complexity and topological properties of the 
studied structure can change the expected effect 
of resolution. High-resolution images, for exam-

ple, reveal more detail, and it is expected that the 
surface area will be larger as compared to low- 
resolution approaches. Due to low resolution, 
actual parts may not be transferred to the model. 
Or, conversely, regions that are never actually 
present can be present in the model.

Table 15.2 presents the geometric properties of 
the samples based on cubic voxels of different 
edge sizes. When the table is investigated,  volumes 
of the models are not remarkably different from 
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each other, but the differences between the surface 
areas are quite large. This can be particularly 
important if the modules are subjected to fluid 
mechanics analyses or other interaction- related 
mechanical analysis. Since voxels can directly be 
converted to finite elements, the sensitivity and 
solution times of the finite element analysis are 
highly dependent on the voxelization parameters. 
For this reason, the resolution of the scanned 
images has a direct effect on the solution time of 
the finite element model and the accuracy of the 
results. Since the number of elements in the model 
directly determines the dimensions of the stiffness 
matrices, the computer capacity required for the 
finite element analysis and the estimated solution 
time may be predicted.

15.5.2  Determination 
of the Relationship Between 
the Homogeneous and Porous 
Elasticity Modules of the Kula 
Volcanic Basalt Numbers

The study presented in this section is a part of 
Altıntaş’s project funded by Celal Bayar 
University entitled “Examination of the 
Differences Between the Tissue Module and the 
Elasticity Module of Materials with High 
Porosity Rates” [23]. The purpose of this applica-
tion is to examine the Young’s modulus and 
strength behavior of the Kula relatively homoge-
neous volcanic basalts on orthogonal directions. 
The solution was made in the virtual environ-
ment. In simulations, the modulus of elasticity 
that the porosity model and accompanying homo-
geneous model must have for obtaining the same 
mechanical performance is demonstrated.

As the actual counterpart of this scenario is 
realized in practice, the sample is subjected to 
compression, and the modulus of elasticity is 
determined without consideration of internal 

architecture and void ratio. In this case, the 
modulus of elasticity obtained is obtained by 
direct homogenized modulus of elasticity. By 
trial-and- error method, instructing various 
elasticity moduli in the model obtained by 
micro-CT, it is expected to obtain the same dis-
placements for a constant load in the virtual 
environment. The virtual experiment is termi-
nated when the load and displacement pair 
valid for the homogeneous model is obtained 
in virtual tests of the porous sample for a cer-
tain elasticity modulus. The elastic modulus is 
generally referred to as the tissue module of 
the porous specimen. It should be noted, how-
ever, that the pressure test may cause damage 
in a sample such as basalt and may only be 
applied once, in which case real experimenta-
tion may not be possible for behavior in other 
directions. In this work, it is aimed that the 
elastic modulus of the model formed by equiv-
alent homogeneous material is aimed to be 
accepted by considering that the tissue modu-
lus of the porous material is known for better 
understanding of the subject. Of course, 
depending on the problem type, an opposite 
approach can be possible.

It is known that porous material has a mess 
density of 2.71E−11 t/mm3, an elasticity modu-
lus of 6000 N/mm2, and a Poisson’s ratio of 0.29. 
The geometry is obtained from the micro-CT 
scan, and the mesh properties of the finite ele-
ments are as presented in Table 15.3.

In Fig. 15.14, the displacements of the micro-
CT model of the sample in three individual direc-
tions in the Abaqus® environment for a 1-Newton 
loading are shown.

Table 15.2 Characteristics of models for different resolutions [22]

Property name

Models for pixel edge size

(36 μm) (72 μm) (144 μm)
Volume mm3 88.6166801 87.5669668 86.6741576
Surface area mm2 2552.20158 2181.75903 1574.00374
Number of nodes 2,930,333 459,500 72,033
Number of elements 1,899,363 234,608 29,027

Table 15.3 Properties of finite element model [23]

Number of 
nodes

Number of 
elements

Volume 
(mm3)

Surface 
area 
(mm2) Porosity

274,043 1,121,070 15.730 31.486 60%
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Results were obtained for loading levels 
affecting within the elastic limit of material in 
Table 15.4. The results show that an object with a 
heterogeneous structure exhibited anisotropic 
behavior at the same time. The sample showed 
different displacements in all three directions for 
the same loading value. Based on these displace-
ments, the modulus of elasticity to be attained 
has revealed the possibility of using three differ-
ent elasticity moduli for the same object depend-
ing on the directions.

In this next step, the elastic modulus that the 
homogeneous model with the same loading, 
external geometric lengths, and mass has to have 
in order to give the same response as the porous 
model will be calculated.

As a result of the calculations made, the modu-
lus of elasticity in the x direction was found to be 
1295  N/mm2, the modulus of elasticity in the y 
direction was 865  N/mm2, and the modulus of 
elasticity in the z direction was 480  N/mm2 in 
Table 15.5. If the results are presented in a tabular 
form as seen in Table 15.6, they will be clearly 
demonstrated in the differences between the 
Homogeneous Elasticity (HE) and Porous 
Elasticity (PE) modules.

As a result of the analyses, the values of the 
elasticity modules show that micro-CT-based 
models are anisotropic. If the compression of a 
very fragile material such as volcanic basalt is 
considered to be possible only once, then the 

elasticity moduli of the studies performed using 
the micro-CT data can be compensated according 
to only one direction in which the experiment is 
performed.

15.5.3  Investigation of the Effect 
of Slice Thickness in Micro-CT 
Scans on Natural Frequency 
Values of Porous Rock Sample

The study presented in this section is a result of 
the Celal Bayar University Project Grant 
No.2011–042 [11]. The external dimensions of 
the sample used in this analysis are a rectangular 
piece with 0.4368 mm × 0.4368 mm × 2.2568 m
m. The material properties of this part are mass 
density  =  2.71E−10 (t/mm3), elasticity modu-
lus = 5988 (N/mm2), and Poisson’s ratio = 0.23. 
Models were created for slice thicknesses of 
0.0364  mm and 0.0182  mm. Where the slice 
thickness is the distance between the two slices 
mentioned, in this case slice thickness is equal to 
the pixel edge size. In other words, cubic voxels 
are used in the models. A detailed view of the cre-
ated models is presented in Fig. 15.15. It should 
be emphasized that the effect of slice thickness at 
the same time is the same as the effect of volu-
metric resolution, since voxels are cubic.

Before mechanical analysis, it is useful to be 
informed of the effect of image resolutions on the 
volumes of the models and mesh properties of finite 
element models. In order to demonstrate the effect 
of resolutions only in the analyses, all other vari-
ables are kept constant, and the “surface smooth-
ing” algorithm is not applied to the models.

When we observe the values obtained for two 
different slice thicknesses in Table  15.7, it is 

Table 15.4 Displacement for different directions [23]

Loading 
direction

Displacement 
(mm)

Tissue modulus (N/
mm2)

X −0.000264234 6000

Y −0.000382555 6000

Z −0.000384816 6000

a b c

Fig. 15.14 Loading directions of porous sample in Abaqus®: (a) X direction, (b) Y direction, (c) Z direction [23]
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understood that when the slice thickness decreases, 
the number of points increased about 6 times, the 
number of elements increased about 8 times, but 
the volume decreased by 0.08 times. Hence, it is 
apparent that the various properties are not directly 
proportional to the resolution. Similar results can 
be found in literature [9, 15, 23–26].

The voxel structures in the created models 
were transferred to the Abaqus® finite element 

program using the “hexahedral C3D8” ele-
ment type without changing the geometry and 
adhering to the above mechanical properties. 
The results of the natural frequency analysis 
using the finite element method are presented 
in Table  15.8 depending on the slice 
thicknesses.

Table 15.8 shows that as the slice thickness 
values decrease, the natural frequency values 
also decrease. However, as seen in Table 15.8, 
it is expected that natural vibration modes will 
appear in smaller values because the sample 
with large slice thickness has a large mass due 
to the volume. First three natural vibration 
mode shapes of micro-CT-based models for 

Table 15.5 Evaluation of bulk elasticity modulus of Kula volcanic basalt for different displacement ranges [23]

X direction Y direction Z direction
Elasticity 
modulus (N/
mm2)

Displacement 
(mm)

Elasticity 
modulus (N/
mm2)

Displacement 
(mm)

Elasticity 
modulus (N/
mm2)

Displacement 
(mm)

Porous model 6000 0.000264234 6000 0.000382555 6000 0.000384816
Homogenized 
model

1500 0.000228224 1500 0.000219841 1500 0.000123502
1250 0.000273869 1295 0.000254642 750 0.000247004
1400 0.000244526 800 0.000412201 550 0.000336824
1300 0.000263336 950 0.000347117 450 0.000411674
1310 0.000261325 920 0.000359827 505 0.000366838
1290 0.000265377 890 0.000371956 495 0.000374249
1295 0.000264231 880 0.000376183 485 0.000381965

870 0.000380507 480 0.000384844
865 0.000382606

Table 15.6 Homogenized bulk elasticity modulus for directions [23]

Loading direction
Young modulus of porous 
models (PE) (N/mm2)

Young modulus of 
homogenized models (HE) 
(N/mm2) HE/PE

X 6000 1295 0.22
Y 6000 865 0.14
Z 6000 480 0.08

a b

Fig. 15.15 Close view of the same region for different voxel sizes: (a) Voxel edge length 0.0364. (b) Voxel edge length 
0.0182 [11]

Table 15.7 Model properties for slice thickness [11]

Slice thickness 0.0364 mm 0.0182 mm
Number of nodes 10,216 65,690
Number of elements 5,536 40,805
Volume 0.2670 mm3 0.2460 mm3
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two different slice thickness are shown in 
Fig. 15.16.

In such a case, it should be remembered 
that the volume increase may require mass 
increase, but it may strengthen the connec-
tions, and the stiffness enhancement may 
become more dominant. This is true for the 
example studied, and image processing param-
eters and modeling operations have very dif-
ferent effects on mechanical analysis. These 
effects are not only qualitative but quantitative 
at the same time.

a b

c d

e f

Fig. 15.16 First three natural vibration mode shapes of 
beam models derived for different slice thickness: (a) first 
mode, slice thickness is 0,0364 mm; (b) first mode, slice 
thickness is 0.0182 mm; (c) second mode, slice thickness 

is 0.0364  mm; (d) second mode, slice thickness is 
0.0182 mm; (e) third mode, slice thickness is 0.0364 mm; 
(f) third mode, slice thickness is 0.0182 mm [11]

Table 15.8 Natural frequency values for the first nine 
natural vibration modes [11]

Mode number
Slice thickness
0.0364 mm 0.0182 mm

1 287125 Hz 254551 Hz
2 302754 Hz 267642 Hz
3 466700 Hz 418077 Hz
4 703781 Hz 562181 Hz
5 739080 Hz 635232 Hz
6 852685 Hz 656760 Hz
7 965771 Hz 777976 Hz
8 1191280 Hz 827250 Hz
9 1194170 Hz 897004 Hz
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15.6  Conclusion

In this chapter, production of visual and physical 
models by micro-CT-based models is used, for 
use in different research areas. Since the subject is 
new and can be utilized by the interacting indi-
viduals in multidisciplinary workgroups, the com-
mon language used by the people considering to 
work on this subject and the transfer of experience 
during analysis stage is of main importance.

This chapter aims to provide a complementary 
approach on the use of micro-BT data in visual 
modeling, derivation of geometric attributes and 
analyses to be performed. The study is consid-
ered to contribute to the perspective of the practi-
tioner and academic staff of the concept of 
working with micro-CT.
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16.1  Introduction

In materials science, understanding the key factors 
affecting material micro- and macrostructure dur-
ing production or service conditions is vital. In 
order to evaluate the structure of the material and 
flaws generated during production or service life, 
the nondestructive testing (NDT) methods such as 
ultrasound, radiographic, or eddy current play an 
important role. Especially in aviation and aero-
space industry, inspection of the high-risk parts has 
a crucial role. Using these conventional NDT, tech-
niques give valuable information about the mate-
rial. However, using those methods on a regular 
basis calls for a qualitative characterization of the 
efficiency and an assessment of the suitability of 
those systems with regard to the respective applica-
tion [1]. X-ray tomography method has been used 
as an alternative [2]. Laboratory-based micro-com-
puted tomography (micro-CT) machines using 
X-rays are readily available and provide resolu-
tions in the order of a micrometer or less [2].

Manufacturing critical items in mechanical engi-
neering (car and aircraft engines, cooled turbine 
buckets, rocket engines, etc.) is virtually impossible 
without highly informative technical diagnostics 
and nondestructive quality testing tools. X-ray com-

putational tomography (XCT) systems have been 
developed and are fabricated for these purposes. 
These systems can qualitatively study the internal 
spatial structure of items of any complexity [3].

Micro-CT is also an attractive tool for bulk 
material microstructure characterization. When 
sample mounted on a rotating stage between 
X-ray beam source and the detector is rotated 
through 180° (for synchrotron tomography) or 
360° (for laboratory tomography), a set of radi-
ographies are recorded and are then used to 
reconstruct the 3D image, in which the gray lev-
els reflect the microstructure constituents in the 
bulk of sample [4]. X-ray computed tomography 
has already been used in the field of experimental 
mechanics for the in situ characterizations of 
damage evolutions in the bulk of specimen [4].

16.2  Basic Components of Micro- 
Computed Tomography

Tomography started with the theoretical justifica-
tion of the possibility of reconstructing the distri-
bution of a certain parameter across a planar 
section of an object from its projections [3]. This 
method was first put into practice in the 1970s 
[3]. In 1979, the Nobel Prize in medicine was 
awarded to Godfrey Newbold Hounsfield and 
Allan McLeod Cormack for the development of 
computational tomography [3]. Originally, XCT 
found applications in medicine, and later, in vari-
ous other domains of science and technology [3].
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A generalized structure of any X-ray compu-
tational tomography consists of the following 
elements [3]:

 – An X-ray source(s)
 – A radiometric sensor or a one- or two- 

dimensional array of radiometric sensors
 – A scanning system for varying the mutual spa-

tial configuration of the radiation source, radio-
metric sensors, and an object that is tested

 – Software for controlling the tomography; gather-
ing raw radiometric information (the projections) 
and transforming it into tomographic images, 
viz., two- or three- dimensional distributions of 
the parameter in question (density, effective 
atomic number, and so on) across a certain sec-
tion or over the entire volume of an object that is 
tested; and visualizing tomographic images

In CT scanning, X- or γ-rays are emitted from 
a source and pass through the sample to a detec-
tor. The intensity of the radiation signal on the 
detector is dependent on the linear attenuation 

characteristics of the sample material and the dis-
tance from the source to the detector. This varia-
tion in attenuation through a sample is defined as 
its profile, and this can be reconstructed to form a 
single “slice” through the sample material. In CT 
many such slices are taken at different orienta-
tions around the subject [5].

Although various experimental setups can be 
used to perform X-ray tomography, the basic 
principles of the technique remain the same (see 
Fig.  16.1): an X-ray beam is sent on a sample 
mounted on a rotator; a series of N radiographs 
(the series is called a scan) corresponding to N 
angular positions of the sample in the beam is 
recorded on a detector which is generally a CCD 
in modern tomographs [6].

In some cases, a three-dimensional numerical 
image processing and analysis is performed by 
researchers in order to obtain a more detailed 
reconstructed 3D model of the sample. The com-
mon main steps of 3D digital image processing 
and analysis can be seen in Fig. 16.2 [4].

CCD

Sample

Reconstruction software

N radios

Reconstructed
sample

X ray

Fig. 16.1 Schematic 
illustration of the 
principle of X-ray 
attenuation tomography: 
an X-ray beam coming 
from a laboratory or 
synchrotron source 
impinges on a sample 
set on a rotation motor. 
For a given angular 
position of the sample, a 
radiograph of the sample 
is recorded. A series of 
N radiographs (called a 
scan) is recorded and 
used by a reconstruction 
software to produce a 
3D map of the linear 
X-ray attenuation 
coefficient μ within the 
studied sample [6]

Image
conversion
(16bit-8bit)

Image filtering

Image Processing Image Analysis

Image
Segmentation

Image
labeling

Image
measurements

Fig. 16.2 The main steps of 3D digital image processing and analysis [4]
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16.3  Materials Science Damage 
Evaluation wıth Micro-CT

Obtaining high-resolution images of internal and 
external structures of materials is possible by 
using micro-CT, and 3D models can be created 
nondestructively. The flexible scanning method-
ology of micro-CT is an advantage when charac-
terizing the target samples’ density, thickness, 
internal microscale construction, surface, or 
material type. The scanning time varies depend-
ing on the density, X-ray transmittance, resolu-
tion, and size of the materials. After micro-CT 
scanning process, the reconstructed 3D models 
can be obtained by using special software codes. 
3D models obtained from reconstructed 2D 
micro-CT images of samples make it possible to 
visualize real structure of the materials. Moreover, 
slicing 3D model from any point for analyzing 
and characterization can be achieved with ease. 
By this way, accurate measurements of internal 
defects such as voids, cracks, delaminations, and 
laminar defects can be done. In this section, vari-
ous literature works in the field of materials sci-
ence which uses micro-CT as an analyzing and 
characterization tool will be given.

Wang and others [4] study the influence of 
pores on damage mechanisms in C/SiC compos-
ites by using in situ observations with X-ray 
computed tomography and the three-dimensional 
characterizations of pores and damages by using 
X-ray computed tomography. They scanned 
undamaged samples by using a Phoenix 
x|Nanotom m X-ray nano CT system in Key 
Laboratory for Advanced Materials Processing 

Technology, Ministry of Education (Tsinghua 
University, Beijing, China) with a voxel size of 
2.5  μm for the purpose of characterizations of 
pores as well as the microstructures in the bulk of 
material [4]. A length of 5.8  mm in the beam 
specimen was scanned with the current resolu-
tion, and a cube volume of 3 mm × 6 mm × 5.8 mm 
was obtained for material characterizations [4] 
(Fig. 16.3).

They used an YXLON microfocus computed 
tomography in State Key Laboratory of Nonlinear 
Mechanics (Institute of Mechanics, Chinese 
Academy of Sciences, Beijing, China) with a 
voxel size of 5.0 μm in order to characterize the 
damages in the bulk of specimen [4]. A length of 
10.72  mm in the damaged beam specimen was 
scanned with the current resolution, and it allows 
the final fracture area and its neighborhood areas 
being characterized [4].

For damaged specimens, the morphologies 
of fiber tow, SiC matrix, and pore in different 
orthogonal directions are shown in Fig.  16.4a 
[4]. Fiber tows present totally different mor-
phologies in the laminate plain and in the plains 
perpendicular to the laminate as a result of 
material design and fabrication process. In order 
to visualize the 3D morphology of pores and 
their relations with fiber tow and SiC matrix, the 
pores and SiC matrix in a cube with a side length 
of 0.75  mm inside the specimen are extracted 
and are shown in 3D rendering in Fig. 16.4b–d. 
Even in a small cube, the pores presenting indi-
vidual morphology in the 2D plain (Fig.  16.3) 
present a connected morphology in Fig. 16.4b: 
the pores located in the different laminates can 

Fig. 16.3 Tomography 
slice in two-dimensional 
plain woven C/SiC 
composite fabiracated 
by CVI process 
(undamaged specimen). 
The slice is 
perpendicular to the 
laminate plain [4]
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a

b

d

c

Fig. 16.4 (a) Orthogonal slice view inside the undam-
aged C/SiC specimen shows the morphologies of fiber 
tow, SiC matrix, and pores in different orthogonal direc-
tions. A cube with a side length of 0.75  mm inside the 
specimen is shown in 3D volume rendering. Pores and 
SiC matrix in this cube are segmented separately and are 

shown in 3D rendering: (b) pores are shown in red solid 
with orthogonal slices; (c) SiC matrices are shown in yel-
low solid with orthogonal slices; (d) pores are shown in 
red solid with SiC matrix shown in yellow translucence, 
while fiber tows are concealed [4]
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also connect with each other, and some exam-
ples are marked with circles. The SiC matrices 
present plain-like morphology, and they connect 
a lot between different laminates as shown in 
Fig.  16.4c. If the 3D renderings of pores and 
SiC matrix are shown in the same time in 
Fig. 16.4d, it is found that almost all pores are 
surrounded by SiC matrix except to some dis-
persed quite small pores which may be real 
small pores located inside the fiber tows or be 
due to image noises.

The damaged specimen fractured after high- 
temperature three-point bending fatigue test was 
used for the characterization of pores in the mate-
rial [4]. The 3D volume rendering of the dam-

aged specimen and the 3D rendering of segmented 
cracks and pores are shown in Fig.  16.5. The 
main crack is perpendicular to the top surface and 
passes through many laminates. They concluded 
that X-ray computed tomography is found to be 
very effective to characterize the pores and dam-
ages in the studied material [4].

Matsuda and others [7] used X-ray com-
puted tomography (CT) for nondestructive 
observation of machined surface and subsur-
face structure of hinoki (Chamaecyparis 
obtusa) produced in slow-speed orthogonal 
cutting. The cutting experiments were con-
ducted under several cutting conditions, and 
the chip formations were observed with a high-

a

b c

Fig. 16.5 (a) 3D volume rendering of the damaged spec-
imen in the final fracture area (left) and in the whole 
scanned volume (right); (b) 3D rendering of main crack 
and pores in blue solid with 3D volume rendering of the 
damaged specimen; (c) half of the 3D volume rendering 

of the damaged specimen in (b) is concealed in order to 
show the 3D morphology of main crack, while the main 
crack and its neighbor pores in the fracture plain are 
shown in 3D rendering in the right bottom [4]
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speed camera to be classified into four chip 
types [7]. After the cutting experiments, the 
machined surface and subsurface structure of 
all workpieces were scanned by a microfocus 
X-ray CT system (SMX-160CT- SV3S, 
SHIMADZU) [7]. Two scanning conditions (a) 
and (b) were applied for the scanning. For scan-
ning condition (a), the size of the field of view 
was 6.2  mm in both R and T directions and 
5.8 mm in L direction, and the voxel size of the 
tomogram was 12 μm. The width of the field of 
view in R direction was wider than the thick-
ness of the workpiece, although the detailed 
appearance of cells could not be observed. On 
the other hand, for scanning condition (b), field 
of view was 1.4 mm in all three directions, and 
the voxel size was 2.7 μm. The lumens of the 
cells could be observed in this condition, 
although the field of view was limited. For both 
scanning conditions, the length of the field of 
view in L direction was not long enough to scan 
the entire machined surface, so that a part of the 
whole machined surface was scanned and 
investigated [7].

Figure 16.6 shows the CT images of one of 
the machined workpieces produced in type 0 
chip formation [7]. The cutting angle employed 
was 30°, and the depth of cut employed was 
0.1  mm for this workpiece. The intensity of a 
pixel in a CT image represents the density level 
of the pixel; the brighter the pixel is, the higher 
the density of the pixel is. Figure 16.6a shows a 
3D rectangular prism image of a part of the 
workpiece. RL plane indicates the machined 
surface, while LT plane indicates the side sur-
face of the workpiece. RT plane indicates a 
cross-sectional view, which is vertical to the 
cutting direction, of the workpiece. Figure 16.6b, 
c shows the cross- sectional views of the rectan-
gular prism. Figure 16.6b was scanned by scan-
ning condition (a), while Fig. 16.6c was scanned 
by scanning condition (b). The surfaces parallel 
to R direction in Fig. 16.6b, c are the machined 
surface. The two bright stripe-like zones run-
ning vertically from the machined surface in 
Fig. 16.6b are the latewood of the annual rings. 
The cells on the machined surface were cut 

almost exactly at the path of the cutting edge, as 
shown in Fig.  16.6b. Most of the cells on and 
beneath the machined surface seemed to be nei-
ther compressed nor deformed, as shown in 
Fig. 16.6c. In addition, it was confirmed that the 
cut was mostly done along the intercellular 
layer. The characteristics of the surface and sub-
surface structure of type 0 observed with X-ray 
CT correspond to the fact that no deformation of 
the workpiece was observed in the video clip of 
type 0 [7]. They concluded that, using the X-ray 
CT system, it was possible to observe the qual-
ity of machined surface and the subsurface fail-
ures nondestructively [7]. The method used in 
this study may become a new method for evalu-
ating the wood machinability [7].

a

b

c

Fig. 16.6 CT images of the machined workpiece 
obtained by type 0 chip formation. Cutting angle was 30° 
and depth of cut was 0.1 mm. (a) 3D view of the work-
piece. (b, c) cross-sectional view (RT plane) of the work-
piece [7]
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16.4  The use of Micro-CT in 
Aerospace Engineering

In aerospace engineering, the use of micro-CT is 
mainly focused on special composites or struc-
tural materials manufactured for aero-vehicles. 
Hence, some examples related with aerospace 
materials will be given in this section.

Dietrich and others [8] introduced a new test 
and evaluation method for subsurface core dam-
age in the indentation area of honeycomb sand-
wich structures using computed tomography. The 
combination of X-ray micro-computed tomogra-
phy (X-μCT) and an image analysis procedure 
adjusted to the detection of core deformation 
mechanisms allows the extraction and quantifica-
tion of externally invisible, subsurface damage in 
the sandwich composite [8].

They at first cut the sandwich plates into cir-
cular samples using a diamond-tipped hole- 
cutting drill bit with a diameter of 100 mm [8]. 
Subsequently the samples are mounted into the in 
situ fixture to be fed into the measuring loop. A 
first X-μCT measurement is carried out without 
loading the sample to capture the intact state of 
the sample. In the first loading step, the in situ 
device is placed on a Zwick universal testing 
machine with a 2.5 kN load cell and an inductive 
displacement transducer to apply the predefined 
indentation. During the indentation movement, 
the load and displacement history is recorded. As 
last step before the next X-μCT measurement, the 

load state is frozen by a clamping fixture holding 
the indenter into position during X-μCT data 
acquisition. For each X-μCT measurement, a 
subsequent chain of reconstruction and image 
analysis is carried out in parallel and provides the 
final results for the failure behavior of the sand-
wich samples. The three main steps are depicted 
in Fig. 16.7 [8].

They obtained projections (see Fig. 16.8) have 
been reconstructed to generate the 3D volume 
data (voxel data) representing the linear attenua-
tion coefficient of the samples microstructure.

They concluded that an innovative experimen-
tal and analysis procedure to investigate the com-
pression collapse of honeycomb cores in 
sandwich structures under indentation loading 
was achieved [8]. This procedure is carried out 
during X-μCT scanning, while the indentation 
load is applied to the sample [8].

Brault and others [9] carried out an experi-
mental investigation technique to perform vol-
ume kinematic measurements in composite 
materials. The association of X-ray micro- 
computed tomography acquisitions and Digital 
Volume Correlation (DVC) technique allows the 
measurement of displacements and deformations 
in the whole volume of composite specimen [9]. 
To elaborate the latter, composite fibers and 
epoxy resin are associated with metallic particles 
to create contrast during X-ray acquisition [9]. A 
specific in situ loading device is presented for 
three-point bending tests, which enables the visu-

n times

Manufacturing/
specimen cutting

Freezing of
load state

on the in-situ device

Reconstruction

Image analysis
3D detection of
core damage

X-µCT
measurement

Loop n

Load/Indentation
measurement

Loading step n
on external testing

machine

Fig. 16.7 Step 
sequence of indentation 
loading and X-μCT 
measurements leading to 
a 3D evaluation of the 
core damage 
development in a block 
diagram [8]
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alization of transverse shear effects in composite 
structures [9].

Two main experimental techniques are used 
in this study: X-ray micro-computed tomogra-
phy (X-μCT) and Digital Volume Correlation 
(DVC) [9]. The next paragraph details each tech-
nique and presents a review in the composite 
materials context, through the description of 
four steps of the experimental protocol, pre-
sented in Fig. 16.9 [9].

The first step concerns all the workout of the 
X-μCT device, i.e., the composite specimen man-
ufacturing, with the inclusion of particles and the 
mounting of the experimental loading device 
with the initialization of all sensors [9]. This step 
must be performed in accordance with needs of 
X-μCT and DVC techniques [9].

Second step concerns volume data acquisi-
tions: several load states are imposed, and vol-
ume images must be recorded for each one [9]. In 
the present work, volume images are generated 
by a laboratory tomography device (Viscom 
X8050) [9]. Used acquisition parameters are a 
tension of 100 kV and an intensity of 833 μA [9]. 
Specimen is positioned on a rotation stage, and 
360 projections of transmitted X-ray intensity 
field are recorded at each angular step of 1° by a 
CCD camera through an X-ray detector 
(Fig. 16.10). Each projection is obtained by aver-
aging four images recorded at the same angular 
position.

Third step is the tomographic volume recon-
struction [9]. A volume image of the variations of 
the linear attenuation coefficient in the specimen 
is reconstructed [9]. The distribution of gray lev-
els in 3D images is due to local differences of 
density and so corresponds to a 3D representa-
tion of the microstructure of the studied speci-
men (Fig. 16.11).

They concluded that obtained results allow 
validating the use of copper particles to achieve 
displacement and strain computation by X-μCT 
and DVC techniques in composite materials, 
with a good uncertainty of 0.04 voxel [9]. DVC 
gives a good evaluation of the mechanical 
response of the composite specimen under the 
bending load, which is illustrated with consis-
tency for longitudinal displacements, bending 
displacements, and shear strain [9].

10 mm

Fig. 16.8 Radiograph of a sandwich specimen in the in- 
situ apparatus with 6 mm penetration depth of the hemi- 
spherical PMMA indenter [8]

Specimen
Manufacturing

Initialization

Tomographic
reconstruction

Tomographic
reconstruction

X-ray acquisition
Final load step

Digital Volume
Correlation

X-µCT acquisition
Initial load step

Fig. 16.9 Experimental procedure for composite materials volume measurements [9]
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Load sensor

X-µCT chamber

Actuator

PMMA Tube

X-ray source
CCD sensor

Fig. 16.10 X-μCT 
in-situ loading device 
[9]

20 mm
(384 voxels)

50 mm
(961 voxels)

4 mm
(77 voxels)

Y

Z X

Fig. 16.11 Example of 
composite specimen 
tomographic volume [9]

16.5  Summary and Conclusions

Micro-CT is a nondestructive technique that can 
analyze the internal damages in materials and pro-
duce accurate 3D structure by reconstruction of 
sectional images. The 3D visualization of internal 
structures with a detailed damage model gives 

valuable information. By using these 3D tomogra-
phy images, the novel material investigations and 
manufacture processes can be achievable. 
Characterization of micro-architecture gives valu-
able information about materials strength, fatigue 
life, damage response, etc. The potential of the 
micro-CT technique is twofold [6]. First it is a 
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direct 3D imaging method, and second it is nonde-
structive which allows in situ experiments to be 
performed [6]. For a simple 3D characterization of 
the microstructure, laboratory tomography is 
likely to become the main technique as laboratory 
tomography can be found more and more fre-
quently in laboratories as a standard equipment 
and also because long scanning times (if high reso-
lution is required) are generally not an issue [6]. 
Synchrotron sources will remain necessary when-
ever phase contrast is required such as in the case 
of low-attenuating materials (polymers) or materi-
als containing heterogeneities with similar attenu-
ation coefficients (e.g., Al/Si alloys) or to improve 
the detection of cracks [6].

As a result, micro-CT will be one of the cru-
cial methods in materials science investigations 
especially in aerospace and aviation industry 
materials.
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X-Ray Computed Tomography 
Technique in Civil Engineering

Savaş Erdem and Serap Hanbay

17.1  Introduction to X-Ray 
Computed Technique

X-ray computed tomography technique is based 
on radiation released from a source to a material. 
The material rotates around an axis through 360o 
revolution, and 2D images are produced at this 
stage. The principal of the CT system used in one 
study was shown in Fig.  17.1 [1]. Also, 2D 
images can be used to create 3D images to make 
more detailed analysis. Microstructure of a mate-
rial is analyzed to observe some mechanical 
parameters which affect the behavior of the mate-
rials like the volume of air voids or the distribu-
tion of additional materials in such materials. The 
main advantage of the method is being a nonde-
structive method and availability to apply the 
laboratorial experiments.

This method is widespread in several sectors 
and research fields such as health sector, industry, 
and engineering specifically mechanical and civil 
engineering. In this chapter of the book, the 
application of X-ray computed tomography (CT) 
in civil engineering will be scrutinized mainly, 

and other parts of the use of CT will be excluded. 
In civil engineering, there is an increased interest 
to study the microstructure of concrete, asphalt 
and soil mixtures with and without fibers. Apart 
from this, that method is also useful for rail head 
checks and observing fatigue cracks by 3D visu-
alization of defects [2, 3].

17.2  CT Technique in Concrete

Concrete is obviously one of the major construc-
tion materials in civil engineering today due to 
the ability of molding and having high compres-
sive strength with relatively low cost. Concrete is 
composed of cement, water, and a mixture of fine 
and coarse aggregate including gravel, sand, 
crushed rock, etc. Moreover, many new materials 
such as fibers in macro, micro or nano-level have 
been included in the mixture to enhance the 
mechanical properties of concrete.

The components of concrete, especially the 
variety of aggregates and additional materials 
like fibers, entail the analysis of microstructure of 
concrete whether the level of porous structure of 
concrete exceeds the limits given in standards or 
not. Even though in the case of adding some 
external materials into concrete mixture porosity 
analysis is inevitable, in other cases determina-
tion of air voids is also significant.

Porosity analysis of concrete by the help of 
computed tomography technique is highly  common 
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in literature due to the simplicity and cost- efficient 
nature of the technique [4–7]. A sort of multiple 
scales from 100 μm to 10 μm can be used in the 
analysis, and the size distribution histogram of 
voids presents similar results, and interpretation is 
satisfactory, thanks to reliable data although there 
are some special relations between the resolution 
and detected voids [4]. An instance of the 3D visu-
alization of porosity in concrete in blue with a scale 
of 100 μm has been indicated in Fig. 17.2.

Air voids in concrete, which can be lightweight 
or not, can be measured in terms of distribution of 

the voids. Furthermore, samples of a material can 
be analyzed under different loading conditions or 
only progressive compression loading to observe 
the changing of the internal structure of the mate-
rial, which provide an insight of the fracture and 
failure mechanism of concrete [8, 9].

Carbonation of concrete is a crucial process 
due to giving the possibility of corrosion for 
 reinforcement; however, this process takes long 
years to corrode these steel bars under good con-
ditions related with enough cover and the quality 
of concrete.

X-ray source Object on turntable

Flat panel detector

Cone beam

Fig. 17.1 The principal of computed tomography method [1]

Fig. 17.2 3D 
visualization of porosity 
in concrete in blue [4]
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Likely, carbonation process can be analyzed 
in terms of the changing of the structure of 
cement paste in micro level. Apart from micro-
structure, meso-defect volume fractions can be 
also observed for different hardened cement 
pastes including a variety of water-to-cement 
ratios [1]. In one study considering this, it was 
concluded that 3D meso-defect volume fractions 
rise considerably after carbonation, micro cracks 
were appeared for the paste with higher w/c after 
carbonation, and gray values increased with an 
increase in w/c [1].

Sulfate attacks on cement pastes can be addi-
tionally observed by in situ X-ray CT method. 
Recently, a different sulfate solution has been 
applied to cement paste to monitor damage pro-
cess and evaluate corrosion products’ content and 
porosity of the sample in sulfate solutions com-
prising of sodium sulfate, magnesium sulfate, 
and a mixed of sodium sulfate and sodium chlo-
ride [10].

Several studies have also been conducted to 
quantify the damage within concrete mixtures 
using X-ray CT by characterizing the voids after 
applying damage. In a study, the damage evolu-

tion by measuring the increment in the voids con-
tent (cracks and air voids) from X-ray images in 
the concretes made with normal and lightweight 
aggregates before and after being subjected to 
impact loading has been monitored [11]. They 
observed a considerable crack growth at the mid-
dle regions compared to the top and bottom 
region of the specimen (Fig. 17.3) signifying that 
the damage is a localized phenomenon occurring 
in a critical location in heterogeneous materials.

Furthermore, concrete structures in marine 
environment are subjected to rebar corrosion 
which might cause appealing crack in the struc-
ture and decreasing in mechanical properties of 
concrete. Therefore, it is inevitable that the corro-
sion behavior of rebar has to be scrutinized and 
X-ray CT method can meet the demand in this 
point. Time-dependent corrosion of rebar has 
been visualized and evaluated in a study experi-
mentally, and it is concluded that XCT is useful 
to visualize time-dependent corrosion of rebar 
and corrosion process includes three phases as in 
the case with frequently used corrosion technique 
[12]. Images of XCT measurements were exem-
plified in Fig. 17.4.
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The parameters of scanning have significant 
effect on reconstructed images to determine 
the structural properties of samples by X-ray 
CT. In this aspect, the parameters of scanning 
such as current, energy, exposure time, the type 
of filter, and so on were changed and created 
three different sets in a study which uses 
microcomputed tomography method [13]. It is 
concluded that while the quality of results 
depends on higher resolution, that is not 
always precise because the rotation step is also 
important [13].

What about the difference between medical 
scanner and microCT scanner? Defect analysis 
for concrete is attainable by using microCT, but 
is it also available using medical scanners? 
Medical scanners exaggerate the sizes of pores in 
the concrete due to poor resolution possibly 
according to a study [14]. The images obtained 
from that study and the histograms showing the 
size of pores have been given in Fig. 17.5.

17.3  CT Technique in Soil

Soil is a complex structure including the particles 
of sand, clay, and silt with groundwater together. 
The behavior of soil completely changes with 
water content and the amount of these different 
particles in soil. Especially water content is vital 
for geotechnical design due to effects on the 
strength of soil. Therefore, X-ray CT method is 
commonly used in the determination of the water 
content of soil. An old study has compared the 
X-ray CT method with nuclear magnetic reso-
nance imaging (MRI) method to obtain water 
content value of soil, and it is concluded that 
X-ray CT was more an effective method and has 
the potential to apply to the laboratorial studies 
[15]. Likely, laboratorial studies have gained 
importance because doing an experiment, with-
out giving harm to soil sample, is faster, cheaper, 
and easier method to obtain a parameter of soil 
than applying an in situ experiment.
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Fig. 17.4 The images of XCT measurement: (a) original 
sample; (b) labeled different substances; (c) 3D recon-
structed image of specimen; (d) 3D reconstructed image 

of corrosion products; (e) 3D reconstructed image for cor-
rosion surface configuration of rebar [12]
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Pore structure analysis of soil is also vital to 
determine pore diameters which have an effect 
on flows and contaminant moving through the 
pores, and the analysis of images obtained from 
CT is useful for this aim [16]. The result of an 
image processing in 3D in a study related to 
determining the pore structure of soil is given in 
Fig.  17.6 [16]. Moreover, monitoring of the 
microstructure of the particles of sand by taking 
images at different stages of loading is also pos-
sible by X-ray CT technique. As confirmed in a 
recent study [17], one-dimensional compression 
at high level of loads leads to particle crushing 
that can be easily monitored using by X-ray CT 
technique in Fig. 17.7.

17.4  CT Technique in Asphalt

Asphalt is a mixture of bituminous substances 
and aggregates and has advanced mechanical 
properties such as high strength and durability; 
therefore, it is efficient to be used as road pave-

ment. Also, the mixture of asphalt cement and 
fine and coarse aggregates is called as asphalt 
concrete, and it serves a high binding quality 
which facilitates to be used in airport paving and 
highways.
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Fig. 17.5 The analysis of porosity of a concrete cylinder 
by medical CT and microCT (a) 3D color-coded pores 
(medical and microCT, respectively), (b) pore size distri-

bution using medical CT, (c) pore size distribution using 
microCT [14]

Fig. 17.6 3D perforated pore size distribution [16]
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Asphalt, or asphalt concrete, has several 
morphological properties which should be eval-
uated such as texture, shape, and angularity. 
These properties can be captured easily by using 
X-ray CT technique in studies which used the 
technique for internal asphalt concrete charac-
terization and quality evaluation of asphalt mix-
ture [18–20].

Moisture distribution of asphalt mixture has to 
be searched inevitably because it might stir up 
deterioration in the mixture prematurely and 
influence hydraulic patterns and both velocity 
and loading of vehicles [21]. X-ray CT is there-

fore used to pick out the pore structure of such 
mixtures. Figure.  17.8 shows an example of 
moisture distribution in asphalt mixtures under 
different hydrodynamic loading time. The yellow 
colour in the figure indicates the moisture in the 
voids [21].

A similar concept of monitoring the damage 
in rubberized asphalt mixtures was adopted in 
another study [22], where the specimens were 
X-rayed at different stages of load cycles of 
fatigue testing. The damage was quantified in 
terms of the void growth within the specimen 
after completing each stage for a number of load 
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cycles. The results showed that the voids area 
increased with the increase in the number of 
load cycles. Moreover, it was observed that the 
damage area was concentrated in an area more 
or less corresponding to the positional configu-
ration of the diametrical load applied to the 
specimen (Fig.  17.9). This observation con-
firmed that the crack formation was a function 
of the direction of an applied load. The figures 
showed that cracks were prone to initiate in the 
interfacial transition zone (ITZ) area between 
the aggregate and mastic and then propagate by 
taking the shortest way or the route with the 
fewest obstacles (such as aggregates and rubber 
particles) between the two points of the applied 
stress.

17.5  CT Technique in Metals

Metals are widespread materials in engineering 
because of its many properties such as being 
light, having conductivity and fracture strength, 
etc. Moreover, metal alloys have been manufac-
tured by comprising of one or more metal or non-
metal materials. By producing alloy metals, 
toughness and durability features are improved, 
and the resistance of metals against high temper-
ature also becomes possible.

Material science is developing day by day to 
obtain materials having more strength and less 
density. This development creates a need to moni-
tor the internal structure of such materials, and 
computed tomography serves this function for us. 

Damage area
due to applied

stress

Applied load

Crack
propagates

around ITZ area

Fig. 17.9 X-ray CT 
image of the damaged 
area for rubberized 
asphalt mixture [22]
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In a study, internal structure of a porous metal has 
been observed and mesh data which needs a lot of 
work in traditional methods has been obtained 
easily [23].

Surface topography of additively manufactured 
metals can also be measured by X-ray CT (XCT); 
however, the measurements obtained from XCT 
are changing with respect to setup of the measure-
ment parameters, which can be seen in Fig. 17.10 
[24]. Therefore, optimum setting is necessary to 
obtain reliable results for XCT measurements, but 
it is still open to research. Layered defect which is 
likely about imperfect melting process can also be 
scrutinized with this nondestructive method, while 
other nondestructive methods cannot appropriate 
to reveal layered defect because of the presence of 
pores inside not on the surface [25].

17.6  CT Technique for Revealing 
the Distribution of Fibers

Both mechanical and electrical properties of 
cement-based materials like concrete can be 
improved by adding several engineering materi-
als. In this point, mainly carbon and steel and 
glass, basalt, or PVA fibers in different sizes are 
commonly used to achieve high strength and 
toughness, more durability with less weight, and 
high workability. It is also advantageous to con-
struction time because workload due to steel rein-
forcements is decreased.

Cement-based materials are commonly used 
with the aforementioned advanced macro, 
micro, or nano-materials; therefore, the mechan-
ical properties of these composites have to be 
observed. X-ray CT is a useful technique for 
this observation, which can be used in obtaining 
air- voids volume or the distribution of addictive 
materials, due to being one of the nondestruc-
tive methods [26–29]. Nondestructive X-ray CT 
method is applied before any destructive testing. 
Self-compacting concrete including especially 
steel fibers is one of the common research areas 
today [30, 31]. One study which investigated 
flexural behavior of self-compacting concrete 
beam-reinforced steel fiber stated that the results 
obtained from nondestructive method and 
mechanical behavior of samples are highly 
dependent to each other [32]. As seen in 
Fig. 17.11, a variety of numerical strategies can 
be generated for determination of porosity, fiber 
distribution and structure of such polymer com-
posites [33].

Cracking phenomenon and its visualization 
together with air voids and fiber characterization 
in terms of distribution or fiber length-to- diameter 
ratio can be evaluated by X-ray microCT [34]. 
The evaluation of cracking mechanism of fiber- 
reinforced concrete is needed to perceive the role 
of cracking in the redistribution process of 
applied forces.

Visualizing fiber failure in such composites 
subjected to incremental loading is also possible 
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by in situ CT technology, and fast synchrotron 
radiation CT enables to capture damage just 
before final failure [35]. The CT technique would 
also successfully applied to carbon fiber compos-
ites for the microstructural evaluation [35]. The 
setup for a CT system used in this purpose is 
shown in Fig. 17.12.

The relation between fiber distribution and 
fiber-reinforced concrete or other composites 

has been revealed in many other studies [36–41]. 
At this juncture, the use of computed tomogra-
phy enables to recognize different areas in CT 
image including highly or not clustering and 
fiber space areas or pores by using the grayscale 
of it [42]. In a study, this observation obtained 
from CT image has been compared with the 
results of microscopic evaluation of samples, 
shown in Fig. 17.13 [42].

X-ray CT imaging
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Fig. 17.11 CT in modelling [33]

a b

Fig. 17.12 A CT system setup: (a) scanning chamber inside; (b) overview for the system [35]
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17.7  Conclusion

The use of X-ray computed tomography have been 
becoming a widespread technique in civil engi-
neering due to being nondestructive and providing 
the analysis of pore structures of a number of mate-
rials. Concrete, soil, metals, asphalt, and some 
composite forms of them such as fiber- reinforced 
concrete or additively manufactured metal com-
posites take an important place in the field of civil 
engineering. Observing microstructure of such 
materials and the changing in mechanical proper-
ties under loading by taking picture from CT scan-
ner throughout loading contributes to enhance the 
properties of materials or mixtures.
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Application of X-Ray 
Microtomography  
in Pyroclastic Rocks

H. Evren Çubukçu

18.1  Introduction

Geologists try to understand the processes that 
form and change the physical unity of earth by 
examining the rocks. Sometimes, a single piece 
of rock can reveal a plethora of geological infor-
mation using various inspection techniques. 
Hence, an earth scientist should know more about 
the rock in order to know more about the earth.

A rock can be defined as a solid entity of one 
or more minerals with a definite strength. A min-
eral, on the other hand, is a natural solid with a 
homogeneous atomic structure (crystalline) and a 
definite chemical composition. However, natural 
rocks usually comprise various other components 
together with minerals. In simple terms, every 
natural feature in a rock separated by physical/
chemical borders from another can be called as a 
component. Although they can be of different 
origins, the chief components of rocks are usu-
ally crystalline phases. Amorphous phases (i.e., 
volcanic glass), organic matter (i.e., fossils), 
cracks, and even voids/vesicles which are occa-
sionally found in rocks are also regarded as the 
components of a rock.

X-ray microtomography represents a state-of- 
the-art nondestructive 3D data acquisition tech-
nique for rock componentry analyses. X-rays 

passing through the rock sample, which is rotated 
in front of an X-ray source, are collected by a 
detector producing 2D shadow projections at 
each step. These images are then used by a com-
puter algorithm in order to reconstruct virtual 
slices of the rock sample. Once the virtual sec-
tions are obtained, a solid rock model can be 
constructed.

Although the X-ray microtomography method 
is not that efficient to characterize/identify some 
compositionally similar rock components due to 
its operating principles, it precisely reveals their 
quantitative spatial distribution in the rock body. 
Since the usage of X-ray microtomography in 
earth materials yields high-resolution 3D quanti-
tative data, earth scientists increasingly employ 
the technique for a broad range of purposes.

18.2  Petrographical Analyses

Petrography is the subdiscipline of geology, 
which obtains invaluable data by the inspection 
of rock components, texture, and chemistry. The 
entire measurable physical relationships 
between the rock components are termed as the 
texture of a rock. Rock texture is an important 
property which develops during/after rock for-
mation and can reveal valuable information. 
Hence, the better the rock texture is investi-
gated, the more geological data it yields. 
Textural componentry of rocks can be quantified 
in terms of size  distribution, spatial distribution, 
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and shape (Ref. [1] and references therein), all 
of which are satisfactorily realized using X-ray 
microtomography.

Petrographical studies require the determina-
tion of textural and mineralogical characteris-
tics of a rock body. Microscopic techniques 
represent the conventional basis for such pur-
poses. Especially, transmitted polarized light 
(optical) microscopy stands as the starting point 
of a petrographical analysis. The specimens 
(thin sections) examined under a polarizing 
light microscope (PLM) are prepared by cutting 
suitable slabs from rocks and by grinding down 
to a thickness of 30 μm. Occasionally, the thin 
sections are not covered by glass lamellae and 
polished to obtain a perfect flat surface in order 
to further analyze under scanning electron 
microscope (SEM) and integrated X-ray spec-
trometers (EDS, energy- dispersive spectrome-
ter; WDS, wavelength- dispersive spectrometer). 
Although the preparation of even a single thin 
section is a tedious and a destructive process, 
the final outcome can be high-resolution visual 
and chemical data.

In its simplest form, a thin section can be 
regarded as a 2D plane cut from a rock. It usually 
does not fully represent the actual 3D structures 
since it depends on the location and the orienta-
tion of the cutting plane. Some rocks exhibit sig-
nificantly discrete textural properties along 
different cutting planes due to orientation of rock 
components (Fig. 18.1). Hence, the orientation of 
the cutting plane should be carefully determined 
for reliable textural analyses. Recent advances in 
3D imaging instrumentation and the increased 
availability of commercial systems facilitated the 
petrographical studies to be performed in 
3D.  Evidently, X-ray microtomography is pro-
gressively becoming a complementary method 
for 3D visualization of the spatial features of rock 
components. Various microscopic techniques can 
be employed on the same specimen in order to 
achieve a correlative microscopic approach. In 
geological samples, a prior petrographical infor-
mation gathered by conventional methods will 
significantly improve the identification of the 
components by X-ray tomography.

18.3  Pyroclastic Rocks

The rocks composed of magmatic material, frag-
mented during an explosive volcanic eruption, 
are called pyroclastic rocks (pyro, fire; clast, 
grain; derived from Greek). Although there are a 
number of processes that produce pyroclastic 
rocks, the main ingredient is commonly gas- and 
silica-rich magma. Silica-rich (>65% by vol.), 
viscous magmas contain dissolved gases. The 
sudden release of entrapped gases and the disin-
tegration of the liquid magma body result in 
explosive volcanic activity. Such violent explo-
sion of the highly fragmented gas-rich magma 
usually produces pyroclastic flows. Pyroclastic 
flow is a fast- moving (up to 700 km/h) current of 
hot (600–1000  °C) gas and dominantly fine-
grained solidified magma fragments (tephra). 
This hot and fast-moving cloud, the pyroclastic 
flow, is denser than the ambient air and propa-

plane Y plane X

plane Z

x y

Fig. 18.1 Pumice sample displays different textures 
along different cutting planes
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gates outward from the eruption center (or vol-
cano). When the energy of the flow is diminished, 
it settles on the surface and begins to cool down. 
During cooling, it solidifies, becomes harder, and 
transforms into pyroclastic rock. These rocks, 
which contain crystals, fine-grained volcanic 
fragments (or volcanic ash), and pumice (juve-
nile magma droplet), are called “ignimbrites” 
(Fig. 18.2).

The samples used in this study are collected 
from the Cappadocian Volcanic Province. 
Cappadocia is a volcanic region in Central 
Anatolia, best known for its appealing landscapes 
formed by the erosion of existing pyroclastic 
rocks. In Cappadocian region, there have been ten 
significant pyroclastic eruptions producing exten-
sive ignimbrite sheets between 10 and 5 millions 
of years ago. These pyroclastic units reflect varia-
tions of physical and chemical characteristics of 
erupting magmas as well as the dynamic controls 
during the eruptions throughout the time.

18.4  Principles of Image 
Formation in X-ray 
Microtomography

Minerals, the essential constituents of rocks, span 
a broad range of physical and chemical character-
istics. 3D imaging of crystals using microtomog-
raphy relies on the principle that passing X-rays 

are attenuated inside the mineral depending on 
the physicochemical properties of the medium 
(c.f. absorption tomography). In order to distin-
guish the different minerals using this method, 
X-rays should be attenuated by measurable 
amounts [2]. The fraction of X-rays that is 
absorbed (or scattered) per unit volume of a 
material is expressed by attenuation coefficient 
(μ). The attenuation coefficient of a mineral is a 
function of its specific gravity, chemical compo-
sition, and the energy of X-rays being used. 
Usually, it is not possible to distinguish the min-
erals with similar attenuation coefficients [3]. 
Hence, a preliminary mineralogical/petrographi-
cal study should be conducted in order to specify 
suitable scanning parameters. Moreover, a prior 
knowledge on the rock componentry will also 
establish an efficient interpretation of tomo-
graphic datasets. A collection of attenuation coef-
ficients of various elements and compounds 
(including minerals) can be obtained from NIST 
XCOM (Photon Cross Sections Database) (http://
www.nist.gov/pml/data/xcom/index.cfm). In the 
following sections, the attenuation coefficients 
used in sample applications are calculated with 
MuCalcTool (http://www.ctlab.geo.utexas.edu/
software/mucalctool/) and depicted in Fig. 18.3.

18.5  Essential Application Steps 
of X-Ray Microtomography 
in Earth Materials

As noted in the preceding sections, a prior geo-
logical information on the components of the 
analyte should be obtained by conventional pet-
rographical analyses. The knowledge on the 
material will help to designate the appropriate 
scanning parameters, as well as to correlate the 
tomograms with the actual components present 
in the rock (modal composition). The essential 
steps of handling the X-ray microtomographic 
datasets are practically common for almost all 
types of samples. Once the dataset has been 
obtained, preprocessing, segmentation/separa-
tion, and analysis steps are performed. The gen-
eralized workflow is presented in Fig. 18.4.

pumice

ash matrix

Fig. 18.2 A typical ignimbrite comprising pumice frag-
ments dispersed in ash matrix
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18.5.1  Preprocessing

Microtomography datasets are comprised of a 
grayscale image stack which are simply the 
reconstructed virtual slices. Oftentimes, the 
images contain undesired visual artifacts, the 
errors formed during data acquisition. In order to 
prepare the dataset for reliable image analyses, 
visual artifacts should be minimized. 
Preprocessing step encompasses the definition of 
a study volume and the correction of the intrinsic 
image errors present in the dataset.

18.5.1.1  Defining a Volume 
of Interest (VOI)

In advance of all quantitative data handling, a 
representative volume should be designated. The 
selected portion of the scanned sample, on which 
further processing will be conducted, is called 
volume of interest (VOI). VOI can be any shape 
or volume specifically defined by the user accord-
ing to the need (Fig. 18.4).

18.5.1.2  Artifact/Noise Reduction
X-ray datasets frequently contain visual artifacts 
(beam hardening, ring artifact, etc.) and digital 
noise due to the interactions between X-ray beam 
and the solid sample. In order to distinguish the 
components, to clarify the borders separating 
them, and to establish a representative analysis, 
visual defects should be minimized.

Most of the image processing platforms use 
similar nomenclature for basic digital image 
manipulation algorithms (filters). Hence, the fil-
ters mentioned here can be found in common 
image processing software. In order to reduce 
primary digital noise in datasets, “smoothing” fil-
ters such as median, Gaussian blur, nonlocal 
means, average, etc. can be employed. Noise 
reduction should be applied carefully, since it can 
lead to erroneous modification of data if used 
redundantly (Fig. 18.4).

Noise reduction usually results in the becloud-
ing of the boundaries between components. 
Therefore, complementary “sharpening” filters 
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such as sharpen, unsharpen mask, etc. can be 
applied to clarify the borders (Fig. 18.4).

Once the undesired noise and artifacts are 
removed and component edges are clarified, data 
is ready for segmentation/separation.

18.5.2  Segmentation/Separation

Segmentation/separation is the overall image pro-
cessing methods which aim to distribute the total 
volume data into grouped voxels representing the 

components (Fig. 18.4). The criteria for grouping 
the voxels require similar spatial and chemical 
characteristics of data in a voxel. Basically, 
microtomography data is generated from 2D gray-
scale bitmaps where the spatial variation of the 
passing X-ray energies reveals the texture of the 
sample. The energy of the passing X-ray depends 
on the attenuation coefficient of the material. The 
denser the material, the less X-rays pass the sam-
ple, yielding a grayscale image set of “shadows” 
of each turn of the sample. These 2D shadow 
images are used to  mathematically reconstruct the 

PRE-PROCESSING

SEGMENTATION

SEPARATION

raw data Volume of Interest (VOI)

felsic
silicates

felsic
silicates

felsic
silicates

mafic
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oxides

oxides
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reduction
smoothing

sharpening
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%
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60

40
20

0
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Fig. 18.4 Essential 
workflow for 
preprocessing and 
classification of a 
tomographic dataset, 
exemplified on a natural 
rock sample. 
Preprocessing 
encompasses the VOI 
(Volume of Interest) 
definition and noise 
reduction. Upon the 
representative 
sharpening of the 
component boundaries, 
felsic silicates (quartz 
and feldspars), mafic 
silicates (biotite, 
amphibole), and oxides 
(magnetite, ilmenite) 
can be classified 
according to the 
grayscale intensities 
(attenuation 
coefficients). Separation 
of each component into 
discrete subsets usually 
requires further noise 
reduction. Obtained 
subsets can be used to 
construct pesudocolored 
volume model of the 
sample

18 Application of X-Ray Microtomography in Pyroclastic Rocks



294

sample in 3D where gray level (0–255) is a func-
tion of attenuation coefficient. Spatial information 
is crucial for the algorithms based on attenuation 
used for grouping voxels into “segments.” Since 
similar materials have similar attenuation coeffi-
cients, they produce similar data within a specific 
grayscale range. Thresholding is simply the bina-
rization of 256 levels of grayscale images into 
black-and- white ones using explicit cutoff values 
(limits). By thresholding, or constraining the gray-
scale data, voxels with similar grayscale intensity 
can be classified into spatially substantive groups, 
which are represented by black-and-white, binary 
images. In such datasets, white pixels will state 
whether there is data or not, a straightforward 
expression of where the selected group is located 
inside the sample. For complex samples such as 
rocks, the components are represented by gray-
scale intervals, and significant overlapping is usual 
between structurally similar ones. In order to 
obtain a sound binary data with minimized data 
loss, a preliminary petrographic information is 
crucial. It is maybe the best practice to perform 
X-ray tomography not before than conventional 
petrographical analyses.

In geological samples, classification of tomo-
graphic datasets into geologically meaningful 
subsets is crucial. Thresholding usually discrimi-
nates various rock components such as voids, 
crystals, glass, etc. Once the similar rock compo-
nents are grouped, it is possible to visualize and 
quantify the data they present. Segmentation 
algorithms are generally applied in concert with 
noise reduction, since processed data will produce 
negligible artifacts. Erasing omnipresent nonde-
scriptive pixels facilitates further processing.

The digital separation of each subset data into 
corresponding components relies on complex 
image processing algorithms. Whichever the 
algorithm used for separation, the resulting data-
sets will reveal spatial distribution of rock com-
ponents (Fig. 18.4).

The final datasets used in quantitative analy-
ses should carry representative information. If 
the data obtained by segmentation/separation 
procedures do represent the actual rock, quantifi-
cation of this data for rock components by further 
algorithms is possible.

18.5.3  Data Analysis

Following the separation of grouped voxels as 
individual objects representing the components 
of a sample, a plethora of quantitative measure-
ments can be performed on datasets. These anal-
yses are simply the numerical interpretation of 
relational information regarding the morphology 
and/or compositional data acquired. There are 
numerous software platforms where such analy-
ses can be realized.

Upon the completion of the preprocessing 
steps, a binary dataset which is suitable for 
quantitative image processing techniques should 
be obtained. The dataset which will be used in 
image analysis should be representative, free of 
noise and image artifacts, and quantifiable. 
Quantification using image processing requires 
computer algorithms to detect desired features 
by automatic image evaluation without signifi-
cant confusion. There are numerous software 
options where the user can directly control the 
filter parameters, yielding an interactive 
approach for image analysis. In this example, 
CTAn (from Bruker) has been used for VOI def-
inition, thresholding, and further image analy-
ses. Besides, open-source ImageJ, thanks to 
numerous available scientific plug-ins, is fre-
quently used for noise reduction and morpho-
logical data evaluation.

18.6  Sample Applications

The X-ray scans used in the following exam-
ples are performed in the computerized 
microtomography facility at the Advanced 
Technologies Research and Application Center 
of Hacettepe University (HUNITEK) using 
Bruker SkyScan 1272 high-resolution scanner. 
2D image sets acquired during scanning are 
reconstructed with InstaRecon algorithm pro-
ducing 3D stacks of virtual slices. Data prepro-
cessing including VOI definition and noise 
reduction followed by thresholding, segmenta-
tion, and final analyses is realized with bundled 
Bruker software such as CTAn, CTVol, CTVox, 
and ImageJ.
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18.6.1  3D Quantitative Petrography 
of an Ignimbrite

An ignimbrite sample, belonging to Tahar unit 
erupted 6 million years ago, was collected from 
Cappadocian volcanic field and drilled in the lab-
oratory to obtain cylindrical cores with 2 cm of 
diameter and 3 cm of height, suitable for X-ray 
scanning. Sample is then scanned using a source 
voltage of 70 keV filtered with 1 mm thick pure 
aluminum, with a rotation step of 0.3°. The final 
reconstructed dataset is with a 1 μm pixel size.

A preliminary polarized microscopy study 
reveals that the sample rock is comprised of free 

crystals and pumice fragments which are sur-
rounded by ash matrix. The crystalline phases 
are identified as plagioclase (NaAlSi3O8–
CaAl2Si2O8), clinopyroxene [Ca(Mg,Fe)Si2O6], 
titanomagnetite [Fe+2(Fe+3, Ti)2O4], and zircon 
(ZrSiO4). Volcanic glass is represented by vesicu-
lar pumices and the ash matrix, composed of very 
fine-grained amorphous vitric (glassy) shards. 
Moreover, the rock contains abundant vesicles.

Following the reconstruction of the image 
dataset, image processing steps employed are 
shown in Fig. 18.5. First of all, a representative 
volume of interest (VOI) has been defined, and 
intrinsic noise was reduced using median and 
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Fig. 18.5 Classification step and the results of modal 
analysis of the ignimbrite sample. Image stack has been 
classified by thresholding for the components: p pumice, 
g glass (in ash matrix), f felsic mineral (plagioclase),  

m mafic mineral (clinopyroxene), o Fe-Ti oxide (magne-
tite), and z zircon. The calculated modal abundances of 
each component are visualized on volumetric models
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Gaussian blur filters. Since noise reduction algo-
rithms result in smoothed edges of visualized 
features, it is generally recommended to sharpen 
the image dataset, in order to define the boundar-
ies of components, using image filters such as 
sharpen, unsharpen mask, etc. In this sample, 
each image in the set has been 2D sharpened 
using unsharpen mask filter with radius, 1, and 
amount, 50, at square kernel dimensions.

Segmentation step comprises of assigning the 
grayscale ranges by thresholding to specific com-
ponents in order to classify the image data into 
meaningful groups. Since the rock componentry 
has been well-defined by earlier petrographical 
analyses, thresholding the dataset into discrete 
binary subsets of each phase is drastically facili-
tated. Upon the segmentation of rock components 
into pumice, ash matrix, vesicles, and free crys-
tals, a further classification of crystals into each 
mineral revealed volumetric modal (actual) abun-
dances. Quantitative measurements on the com-
ponents show that the ignimbrite sample exhibits 
10% crystallinity of which 9% is represented by 
silicates and the remaining 1% by zircon and 
Fe-Ti oxides. Volcanic glass is present both in 
pumice and in the ash matrix with a total abun-
dance of 68% by volume. The separation of glass 
in pumice and in ash matrix required further spa-
tial and morphological evaluation. The pumice is 
represented by closely packed vesicles rimmed by 
thin walls of volcanic glass yielding lower gray-
scale intensities. Hence, pumice subset is sepa-
rated regarding the spatial distribution of vesicles. 
Once the pumice dataset is obtained, the total 
glass fraction in pumice is calculated to be 31%. 
Upon the separation of ash matrix, its glass frac-
tion is also obtained as 37%. The amount of total 
volcanic glass of the sample is calculated by add-
ing the glass contents in pumice and ash matrix. 
The overall porosity, the ratio of volume of pores 
to the total volume, is 22% (Fig. 18.5).

18.6.2  3D Porosity and Crystallinity 
in Pumice

Exsolution of dissolved volatiles in a rapidly 
ascending gas-rich magma in a volcanic conduit 
will lead to bubble coalescence and growth, turning 

the rising magma into a frothy melt. If the volcanic 
eruption is intense enough, the magma droplets 
discharged from the neck will quench in the air 
retaining the initial pore structure formed during 
the magma ascension. The quenched magma drop-
let is called pumice, and it is represented by a 
porous, amorphous volcanic glass with/without 
magmatic crystals. Pumice is naturally a highly 
vesicular, friable, and delicate pyroclastic rock 
without significant mechanical strength.

Generally, it is quite difficult to prepare 
undamaged and representative petrographical 
thin sections from pumice samples for conven-
tional 2D imaging using light and electron 
microscopy. Nonetheless, X-ray tomography 
provides excellent advantage since it is a nonde-
structive method to adequately quantify the mac-
roporosity and crystal distribution in 3D. Pumice 
represents an ideal rock for X-ray tomography 
since textural properties can easily be distin-
guished due to the presence of isolated crystals in 
a porous glass [4].

During geological expeditions, different 
Cappadocian ignimbrite units are recognized in 
the field by the textural properties of contained 
pumice fragments, since they are the direct prod-
ucts of explosive volcanic eruptions they are 
formed. In order to quantify the textural compo-
nentry of pumice fragments and to provide a basis 
for characterization of Cappadocian ignimbrites, 
pumice fragments are collected from three ignim-
brite units (Fig. 18.6). Pumice samples have been 
taken from Cemilköy, Tahar, and Gördeles ignim-
brites, which have been formed by three consecu-
tive explosive eruptions that occurred between 7.2 
and 6.3 millions of years ago [5].

Coarse pumice samples are drilled to obtain 
cylindrical cores, the ideal shape for minimizing 
the X-ray scattering from the sharp edges of the 
specimen, with 2  cm of diameter and 3  cm of 
height. Samples are scanned using a source volt-
age of 60 keV filtered with 0.25 mm thick pure 
aluminum, with a rotation step of 0.3°. The final 
reconstructed dataset is with a 1 μm pixel size.

The acquired datasets are preprocessed and 
classified according to the procedures described 
earlier in the text. Generated volume models, 
pore networks, crystal distributions, and calcu-
lated total porosity and crystallinity are shown in 
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Fig.  18.7. Moreover, the crystals are depicted 
pseudocolored, by mapping the respective gray-
scale intensity intervals of minerals to specific 
colors.

18.6.2.1  Crystal Size Distribution
The crystal size distribution (CSD) can be 
defined as the number (or the volume) of crystals 
of a mineral per unit volume within fixed size 

Cemilköy Tahar Gördeles

5 cm

Fig. 18.6 Pumice hand specimens of Cemilköy, Tahar, and Göredeles ignimbrites

Cemilköy
ignimbrite

Tahar
ignimbrite

Gördeles
ignimbrite

Raw
Data

Volume
Models

Pore
Network

Crystals

Crystallinity 5% 4% 7%

38%Total Porosity 47% 41%

Fig. 18.7 The volume 
models, separated pore 
networks, and crystal 
contents of pumice 
samples collected from 
Cemilköy, Tahar, and 
Gördeles ignimbrites of 
Cappadocian Volcanic 
Province. Crystals are 
further classified by 
thresholding and 
pseudocolored. 
Representative modal 
assemblage consists of 
plagioclase (p), biotite 
(b), clinopyroxene (c), 
oxides + zircon (o)
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intervals [6]. Crystal size is a commonly quanti-
fied textural property in igneous rocks, and CSD 
analysis can provide fundamental petrological 
information [7].

Crystal size distribution in volcanic rocks is a 
function of nucleation and crystal growth pro-
cesses which occur in a cooling magma body, 
which reveals the preeruptive state of magmatic 
systems. 2D petrographical observations on rock 
thin sections yield potentially limited results due 
to either the insufficient amount of crystals or the 
inappropriate orientation of the thin section. On 
the contrary, X-ray microtomography can deliver 
reliable 3D data of crystalline phases in silica- 
rich pyroclastic rocks, thanks to the relatively 
higher attenuation coefficients of most minerals 
with respect to surrounding silicic glass.

Crystalline phases are classified and separated 
from tomographic datasets of Cemilköy, Tahar, 
and Gördeles pumices. Although the modal quan-
tities are different in each unit, the common min-
eral assemblage consists of plagioclase, biotite, 
clinopyroxene, titanomagnetite, and zircon. 
Quartz is only observed in Gördeles ignimbrite. 
Since the attenuation coefficients of the minerals 
present in the pumice samples differ slightly 
under a given source energy (Fig. 18.3), minerals 
are separated by thresholding and pseudocolored 

for visual representation (Fig. 18.7). All minerals 
are grouped under “crystalline phases” subdata-
set in order to demonstrate the applicability of 
CSD analyses in the given context. Quantitative 
CSD analyses have been realized in CTAn soft-
ware (Fig. 18.8).

Cumulative volumetric CSD analyses revealed 
that more than 95% of crystals are smaller than 
50 μm in Tahar pumice, whereas the quantities of 
coarser crystals in Cemilköy and Gördeles pum-
ices are higher. In Cemilköy pumice 17% of the 
crystals, and in Gördeles sample 40% of the crys-
tals are bigger than 50 μm. Gördeles crystals are 
significantly bigger than those in Cemilköy and 
Tahar samples; 10% of all crystals are bigger 
than 150 μm (Fig. 18.8).

These results indicate that the nucleation/crys-
tal growth processes are significantly different in 
magmatic reservoirs of three consecutive erup-
tions occurred in ~1 million years of time.

18.6.2.2  Pore Size Distribution
Pores or vesicles represent the voids in the rock 
formed either during or after its formation. 
Porosity, the ratio of pore volume to total volume, 
has a vital role for interpretations concerning a 
geological sample. Since porosity is a multiscale 
property ranging from nanometer to decimeter in 
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length, it is not easy to measure quantitatively. 
High-resolution X-ray microtomography can be 
used to reveal 3D structures of macropores 
(0.1 > 100 μm, IUPAC terminology) in rock sam-
ples. However, there are numerous analytical 
methods and approaches for representative quan-
tification of porosity. For further information on 
various porosity determination methods, instru-
mentation, and analytical approaches in geologi-
cal materials, the reader should refer to a very 
detailed review by Anovitz and Cole [8].

Detailed characterization of porosity is a use-
ful approach for a better understanding of bubble 
nucleation in magmas. A pumice fragment is 
simply a magma droplet and by quenching the 
preexisting pore structure is almost retained. The 
structure of pore network in a pumice reflects the 
physicochemical properties of the erupting 
magma and the dynamics of eruption. Hence, the 
characterization of porosity of juvenile magma 
fragments such as pumices sheds light onto vol-
canic events occurred before/during an eruption. 
Pore size distribution (PSD) is an important 
parameter to determine physical conditions of 
explosive eruptions.

The void fractions are classified and separated 
from tomographic datasets of Cemilköy, Tahar, 
and Gördeles pumices. Upon the preparation of 
binarized pore datasets of each sample, volume 
models have been rendered to visualize the pore 
structure (Fig.  18.7). CTAn (Bruker) software 

was used to quantify the cumulative volumetric 
size distribution of vesicles (Fig. 18.9).

According to the calculated data, more than 
95% by volume of pores of Tahar pumice is 
smaller than 40 μm. Eighty-eight percent by vol-
ume of the total pore fraction in Cemilköy ignim-
brite is smaller than 40  μm. However, PSD of 
Cemilköy ignimbrite displays a bimodal distribu-
tion where 8% of pore volume is represented by 
vesicles larger than 200  μm. PSD of Gördeles 
pumice exhibit a uniform distribution where 
more than 25% by volume of pore space is larger 
than 80 μm.

According to the porosity data, it can be 
inferred that the dynamic controls during these 
three consecutive eruptions vary significantly 
producing texturally different pumice fragments.

18.6.3  Quantification 
of Devitrification 
in a Hydrothermally  
Altered Ignimbrite

During an explosive volcanic activity, hot gas 
and volcanic material (pyroclasts) ejected from 
the eruption center may spread laterally as a 
gravity- assisted density current (or flow). 
Pyroclastic flows are chiefly comprised of ash-
sized (<2  mm), amorphous juvenile magmatic 
glass fragments. In other words, pyroclastic 
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rocks  – especially ignimbrites  – contain high 
amounts of chemically metastable volcanic 
glass, present in the rock either as pumice or ash 
matrix. During or after the solidification of pyro-
clastic deposits, numerous agents from a broad 
range of natural processes can get into chemical 
reaction with the metastable volcanic glass. 
Hydrothermal alteration is a general term for the 
processes that change the overall mineralogical 
content in the rock body due to hot fluids. 
Meteoric or magmatic hot fluids with a variety of 
chemical compositions may percolate through 
the pyroclastic deposit and chemically interact 
with the glassy material. Devitrification is the 
crystallization of volcanic glass at temperatures 
below the glass transition temperature (Tg) [9]. 
Since volcanic glass in ignimbrites is metasta-
ble, it is prone to devitrification and secondary 
crystallization due to the chemical reaction with 
hot fluids. Following the devitrification, silicic 
volcanic glass usually transforms into fine-
grained minerals such as feldspars, clays, and 
zeolites.

In order to quantify the extent of devitrifica-
tion due to hydrothermal alteration in Tahar 
ignimbrite unit from Cappadocia, rock samples 
affected and not affected by the alteration are 
compared. The unaltered sample has been inves-
tigated earlier in Sect. 18.6.1. The altered sample 
belongs to the same ignimbrite unit and spatially 
very close to the unaltered counterpart; however, 
it has been observed to be chemically modified 
by preexisting lake waters in the vicinity through-
out geological times.

It is essential to define the secondary crystals 
by microscopic methods in order to reveal the 
alteration characteristics. A detailed preliminary 
petrographical analysis revealed that the sam-
ples unaffected by hydrothermal alteration are 
moderately welded and glassy fragments are 
intact without devitrification. Under scanning 
electron microscope equipped with EDS, ash 
matrix is observed to be comprised of cuspate 
glass shards with sporadic secondary clay 
(smectite) crystals. Moreover, primary mag-
matic crystal assemblage of plagioclase + clino-

pyroxene  +  biotite  +  Fe-Ti oxides is also 
unaltered. On the contrary, the hydrothermally 
altered samples are strongly welded with scarce 
remnants of zeolitized pumice. Ash matrix is 
thoroughly devitrified into secondary zeolites 
and sporadic clay. Furthermore, free crystals, 
especially Fe-Mg silicates, are usually rimmed 
by Fe oxides (Fig. 18.10).

The tomograms of two groups of rocks are 
acquired with the identical settings, 90  keV 
X-ray energy, filtered with 1-mm-thick pure 
aluminum, with a rotation step of 0.30°. The 
final reconstructed dataset is with a 1 μm pixel 
size. The acquired tomograms are correlated 
with the actual rock componentry using petro-
graphical data. Upon the definition of the vol-
ume of interest and preprocessing the image 
dataset, segmentation of rock components has 
been realized by thresholding the grayscale 
intensities regarding the morphological fea-
tures (e.g., pumices have been classified by the 
spatial distribution of pores; refer to Sect. 
18.6.1). Pore, pumice, ash matrix, and free 
crystals are segmented to obtain binary datasets 
of each component.

Data analysis on the binary subsets of compo-
nents reveals that the unaltered ignimbrite is 
comprised of vesicles (22% by vol.), volcanic 
glass (68% by vol. including pumice and glassy 
ash matrix), and free magmatic crystals (10% by 
vol.). On the other hand, the altered ignimbrite is 
composed of vesicles (13% by vol.), non- 
devitrified volcanic glass (42% by vol.), and 
 crystals (45% by vol.). The crystalline phase 
assemblage of altered sample is comprised of pri-
mary (pyrogenic, crystallized in magma) and sec-
ondary (due to devitrification of glass) minerals. 
Pyrogenic assemblage occupies 11% of the total 
volume, whereas secondary zeolites, which crys-
tallize during alteration/devitrification of volca-
nic glass, represent 34% of the sample volume 
(Fig. 18.10).

The results show that the hydrothermal altera-
tion has induced devitrification of ash matrix, 
where secondary zeolite crystallization in the 
pore space has reduced the total porosity.
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Unaltered ignimbrite

raw data

ash matrix

silicates oxides pyrogenic
secondary

zeolites

pumice intact glass

raw data

Petrography

Modal Analysis

Altered ignimbrite

2mm 5mm

pores

crystalscrystals

poresglass

22%

9% 1% 11% 34%

13%37% 31% 42%

Fig. 18.10 Comparison of modal abundances of pores, 
volcanic glass, and crystals for unaltered and hydrother-
mally altered samples of Tahar ignimbrite. Petrographical 

components in tomograms are correlated with SEM-EDS 
observations. In hydrothermally affected sample, ash 
matrix is devitrified and altered into secondary zeolites
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18.7  Conclusions

X-ray tomography is a prominent and efficient 
method for high-resolution visualization and 
quantification of the microtextures and the com-
ponentry of geological materials. Due to its non-
destructive nature, the method can be considered 
as an outstanding tool for the 3D observations of 
delicate specimens such as pyroclastic rocks. 
Although it is sometimes not possible to distin-
guish some compositionally similar componen-
try due to its operating principles, it precisely 
reveals their spatial distribution in the rock body. 
However, this drawback can be significantly 
compensated if the tomographic information is 
accompanied by prior petrographical/mineralogi-
cal observations. Once petrographical informa-
tion is complemented with 3D tomographic data, 
it is possible to quantify the geological features 
of a rock using a broad range of image processing 
algorithms. The microtomographic analysis 
applications demonstrated above should be 
regarded as introductory since the usage of 3D 
data in volcanological context is merely 
limitless.

It is evident that 3D information on rock mate-
rials will be progressively used, thanks to the 
advancing technology and the increased avail-
ability of such acquisition systems. Moreover, 
the possibility of correlation and integration of 
analytical data obtained by different methods 
will eventually facilitate the usage of 3D quanti-
tative tomographic information. The recent prog-
ress in analytical technology permits the 
application of more than one method simultane-
ously. For most of the multipurpose imaging 
instruments, the quantitative 3D visualization is 
becoming an essential element. It is clear that the 

earth scientists will obviously benefit from tech-
nological progress that provides more precise 3D 
data on geological material.
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Detection of Dispersion 
and Venting Quality in Plastic 
Composite Granules  
Using Micro-CT

Orkun Ersoy

19.1  Introduction

Due to the increasing use of plastics in our daily 
lives, the production of plastic products is 
increasing day by day. Quality standards in the 
plastic manufacturing industry are constantly 
increasing in the meantime. Recently, companies 
that manufacture quality control devices in plas-
tic production have begun to produce scanners 
for plastic processing. These devices include a 
combination of X-ray technology and an optical 
inspection. Both technologies have advantages 
and disadvantages. X-ray technology looks like a 
step ahead. A main advantage of X-ray technol-
ogy is that it is color independent. Metallic con-
tamination, air voids, and agglomeration of fillers 
can be detected online during plastic pellet pro-
duction and processing (Fig.  19.1). But, the 
method, especially the limits of the equipment 
used, must be further developed. The contamina-
tion detection size is 50  μm on currently mar-
keted systems, at a speed of 500 kg pellets per 
hour. Their targets in the next versions are to be 
able to detect finer-sized contamination. On 
desktop high-resolution micro-CT devices such 
as those used in this study, detail detectability is 
0.35 μm. However, the use of these devices in 
online control systems does not seem appropriate 

since the scanning times are long. For this reason, 
it is necessary to make a selection for the meth-
ods and devices to be used in the balance of sen-
sitivity and scanning time. The method must be 
selected according to whether the inspection is 
done online or offline.

19.1.1  Dispersion

For the production of plastic composites which 
serve different purposes, composites with func-
tional fillings in the polymer matrix are produced. 
Plastic (polymer) compounds are modified and 
improved by adding functional fillers to get more 
valuable end products. The reasons of adding fill-
ers to plastics may be cost reduction, improved 
performance, or combination of both. The com-
pounding quality depends on many reasons, but 
the dispersion status is one of the most important. 
A good dispersion of the filler is favorable to the 
material properties, whereas large aggregation 
with poor dispersion reduces or compromises the 
properties. Scientific studies on polymer nano-
composites are increasing every day, and these 
nanocomposites find their place in many areas of 
daily life. If one of the dispersed phases in com-
posites is in nanoscale, due to their high surface- 
to- volume ratio, they tend to agglomerate and 
give deleterious effects on the properties of the 
resulting composite such as strength and stiffness, 
electrical and thermal conductivity,  transparency, 
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and barrier properties [1, 2]. Several strategies 
have been used to improve dispersion quality, 
including either chemical or physical approaches. 
Surface modification of the filler particles to 
enhance the compatibility of the matrix and fillers 
is often used. Filler particle surfaces are coated 
with dispersing or coupling agents to reach a good 
dispersion state [3]. In terms of physical methods, 
dispersive mixing (intensive mixing) is required 
to overcome the cohesive resistance of agglomer-
ates, and a certain minimum stress level is neces-
sary to rupture the agglomerates [4]. High-speed 
mixers or extruders are widely used in polymer 
mixing. Application of ultrasonic vibrations has 
been reported to be effective in enhancing the dis-
persion state of nanoparticles both in solutions 
and melt polymers [3, 5].

Despite the used chemical surfactants, addi-
tives, and mixing processes for providing disper-
sion, there is currently no method available for 
plastic compounding producers which can give 
satisfactory results about the dispersion of fillers. 
Filter pressure value (FPV) was recently used by 
compound manufacturers to characterize the dis-
persion of fillings. The basic principle of the 
method is to determine how much pressure will 

be produced when the melt material is passing 
through a screen mesh and to determine the 
amount of time that the melt material will block 
the mesh. Although the method is advantageous 
in that it can give the dispersion quality to a sin-
gle value, the necessity of knowing the grain size 
of each single type or different type of fillings 
used and thus the necessity of selecting the size 
of the screen mesh is a weak direction of the 
method.

Several microscopy methods have been tried 
to examine filler dispersion within some compos-
ite systems: optical microscopy for microparti-
cles while transmission electron microscopy 
(TEM), scanning electron microscopy (SEM), 
and atomic force microscopy (AFM) for nanopar-
ticles [1]. There is a critical aspect for the 
obtained information from TEM, SEM, and AFM 
images. The analysis is restricted by some small 
area rejecting the rest of the specimen; this inves-
tigated area actually should be the representative 
of the whole specimen. The criterion of choosing 
the area for the image performing is subjective; 
therefore, visual analysis results may lead to 
errors. Usually when a small number of images 
are taken, their analysis is not sufficient for the 

Clean pellets

Contaminated pellets

X-Ray Optical

Fig. 19.1 X-ray and 
optical online inspection 
of compound pellets for 
the detection of 
contamination (used 
with the permission of 
SIKORA AG)
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meaningful statistical evaluation of the overall 
system. It is believed that the micro-CT, which 
can nondestructively display the whole of the 
compound granules in three dimensions, and the 
analysis of the images obtained from micro-CT, 
is one of the most suitable methods to be used to 
characterize dispersion of fillers in compounds.

19.1.2  Venting

Ventilation is one of the processes required to 
mix polymers with additives and fillers to achieve 
the desired physical properties. The resulting 
pellet-form compound should be free from voids 
that may cause disturbances in the extruded or 
injection molded parts. If the venting section on 
the compounding extruder does not exist or is not 
working properly, any volatile in the compound 
can only be released in the final part of the 
extruder. Volatiles that cannot be exhausted lead 
to surface defects and voids in the compounds. 
Water-sensitive polymers are prone to hydrolysis 
or degradation of molecular weight due to the 
presence of moisture; efficient venting during 
compounding is critical to achieve acceptable 
physical properties. Due to the lower bulk densi-
ties of some type of fillers, the more air is intro-
duced into the extruder barrel that must be vented 
[6]. Calcium carbonate (calcite) is one of the 
most widely used mineral fillers in the plastic 
industry and is used at high filler loadings (up to 
80%) in compounds (masterbatches) for cost rea-
sons. Surface defects and voids in compounds 
including high-loaded calcium carbonate are 
very common due to ventilation problems during 
extrusion.

19.2  Compound Extrusion

Compounds were produced using a laboratory- 
type twin-screw extruder with an L/D ratio of 44 
and with a screw diameter of 18 mm. The poly-
mer is fed from the gravimetric main feeder as 
granules, and the filling material is fed from the 
gravimetric side feeder as powder. The tempera-
ture settings of the extruder are adjusted accord-

ing to the type of polymer used. LDPE-type 
polymer is the carrier matrix of the produced 
compounds. Calcium carbonate (calcite) is used 
as filler material in compounds. Calcite is very 
common in compounding industry due to its 
advantages in terms of economy and its white-
ness and non-abrasiveness. Calcite powders with 
stearic acid modified- and unmodified-surface 
were supplied from Niğ Taş Company (Nigde, 
Turkey). Compounds were taken as strands from 
the die head of the extruder, cooled in the water 
bath and cut in the pelletizer into granules (pel-
lets) (Fig.  19.2). Polymer and fillers were fed 
into the extruder in equal amounts so that com-
pound granules contain 50% filler and 50% 
polymer. This ratio was also tested with the ash 
content analysis according to ASTM D2584, 
D5630, ISO 3451.

19.3  Micro-CT Scanning

Compound granules were scanned with a high- 
resolution micro-tomography (Skyscan 1272, 
Bruker). Scanner was equipped with an automatic 
sample changer. Compound granules were placed 
on the stage using wax as an adhesive (Fig. 19.3). 
Since the micro-tomography device used gener-
ates polychromatic X-ray energy, it produces a 
broad spectrum of X-ray energies, and these rays 
behave differently when passing through the sam-
ple. Especially, those with low energies are 

Fig. 19.2 Compound granules including 50% calcium 
carbonate and 50% LDPE produced in this study. The 
diameter of the coin is 26.15 mm
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damped in the edges of the sample and cause arti-
facts. Filters are used in micro-CT to adjust X-ray 
photon energy, to attain appropriate X-ray trans-
mission through an object. A “filter” in X-ray 
imaging is a metal plate placed in the beam path 
between the X-ray source and camera, through 
which the X-ray passes either before or after pass-
ing through the sample. A filter removes the low 
energy part of the spectrum of X-ray energies in 
the X-ray sources in micro- CT scanners. In this 
study, aluminum filter with 0.5 mm thickness was 
placed in front of the X-ray source. Compound 
granule samples were rotated 360° at its own axis 
at an angle of 0.4°. Tomography scans of each 
granule sample took about 3 h and 40 min. Eighty 
granules were scanned for this study.

19.4  Image Processing

In micro-CT analysis, the scanned data must be 
processed by a user-friendly and comprehensive 
software. Software such as Mimics (Materialise 
NV, Belgium) used by CAD engineers includes 
additional software packages analyzing micro- CT 
data, and successful results can be obtained with 
such software [7]. Software written by companies 
that produce micro-CT devices also yield satisfac-
tory results in converting image formats, opening 
and displaying raw data, reconstructing raw data, 
and processing reconstructed cross- section 
images. Such software have been developed to 
allow the necessary analysis to be done in almost 

any work done with micro-tomography. In this 
study all of the preprocessing and image process-
ing procedures were performed with software 
from Bruker company developed for Skyscan 
micro-CT scanners. From these software, NRecon 
is used to reconstruct the projection data sets 
obtained after tomography scans and to obtain the 
tomography sections. The raw images obtained 
within the scope of this study were transformed to 
images made of compound granule sections with 
the help of NRecon. A final alignment (post-
alignment) is required to remove artifacts that 
occur when the sample is rotated and not precisely 
centered. The aligned samples were also sub-
jected to beam hardening correction in the range 
of 25–30%. Beam hardening is the increase in the 
average energy of the polychromatic X-ray beam 
resulting from the higher attenuation during the 
passage of low-energy X-rays through the sample. 
Images were also subjected to ring artifact correc-
tion with a value of 5. Ring artifacts are changes 
in image illumination centered on the axis of rota-
tion. Finally, the images were smoothed by 
Gaussian filtering. After reconstruction, the size 
of slice images was 2452 × 2452 pixels where the 
pixel size was 2 μm.

CTAn software is used to calculate quantita-
tive parameters from 2D and 3D data sets 
obtained from micro-tomography scanning and 
to create visual models. It accepts images from a 
wide range of formats, including DICOM data 
sets, as input. In the CTAn software, 2D regions 
of interest can be selected on reconstructed sec-
tions, which are transformed into 3D areas by 
interpolation. The required parameters can be 
calculated on the areas of interest by selecting 
binary threshold levels on the histogram.

19.5  Results

19.5.1  Detection of Dispersion 
Quality in Compounding 
Process Using Micro-CT

Here, I will present a method of displaying a 
compound granule in three dimensions, and this 
method provides us how the filler particles are 

Compound

Air

Wax

Fig. 19.3 Shadow image of a compound granule and the 
wax fixing the granule on the stage
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dispersed in the polymer matrix at high resolu-
tions. It is obvious that micro-computed tomog-
raphy, which has been started to be used in many 
areas, can be successfully used in determining 
the quality of filler dispersion in polymer/filler 
composites.

Compound granule samples including 50% 
filler and 50% polymer were extruded using a 
twin-screw extruder. The fillers were coated (sur-
face modified) and uncoated calcium carbonate. 
In order to see the venting effect on porosity of 
granules, compounding was also performed 
while the vacuum vent was on and off.

The dispersion quantity is related to the free- 
path spacing between the inclusion particle sur-
faces (rather than the particle center spacing), 
regardless of their shape or size. The more uni-
form the spacing between these inclusion sur-
faces, the higher the dispersion grade will be 
[8]. In order to quantify the dispersion quality, 
structural analysis was made on tomography 
images. Structural analysis is often used in tra-
becular bone studies in medical sciences. For 
this reason, bone and tissue terms in medical 
jargon are frequently confronted during tomog-
raphy studies including structural analysis. For 
this reason, some software such as CTAn allows 
using both medical and scientific terms during 
analysis. Medical terms according to the 
American Society for Bone and Mineral 
Research or general scientific terms can be 
selected in preferences section of such 
software.

Structural model index (SMI) is an index that 
reveals the presence of structures such as rods or 
plates in a 3D structure. An ideal plate has a SMI 
value of “0,” a cylinder of “3,” and a sphere of 
“4.” The SMI values are important because if a 
spherical additive material is used, YMI can give 
information about the abundance of the spherical 
microparticles in the compound. Without aggre-
gation, individual dispersions of the spherical 
microparticles within the compound will give 
SMI values close to “4.” Therefore, SMI can give 
information about the dispersion in the com-
pound. The presence of wollastonite, glass fiber, 
or fibrous or rod-like fillers can also be demon-
strated by the SMI value.

Structural thickness (ST) provides a value 
indicating 3D thickness. The method starts with a 
“skeletonization” identifying the medial axes of 
all structures. Then the “sphere-fitting” local 
thickness measurement is made for all the voxels 
lying along this axis [9]. This value, which is cal-
culated as “trabecular thickness” in bone studies, 
is also calculated as “structural thickness” in gen-
eral scientific nomenclature by CTAn software.

Structural separation (SP) is the thickness of 
the gaps (black) in the black/white images 
obtained after thresholding in volume of interest 
(VOI). The measurement by the software is com-
puted the same as structural thickness, only the 
voids are measured instead of the solid voxel.

Structural linear density (SLD) corresponds to 
trabecular number, a very important term in bone 
studies. Structural linear density implies the 
number of traversals across a trabecular or solid 
structure made per unit length on a random linear 
path through the VOI [9]. Alternatively, this value 
can be expressed by the following formula:

 SLD ST SP= +( )1/ . 
Structural linear density gives information 

about the dispersion of the fillings in the com-
pounds. To test this, artificial sections including 
beads with good dispersion and poor dispersion 
were created (Fig.  19.4). These sections were 
loaded into the CTAn software, and structural 
analyses were performed. It has been shown that 
SLD values can distinguish poorly dispersed 
beads from well-dispersed beads in the analyses 
performed. From tomography images, it is under-
stood that in the samples including uncoated fill-
ers, the filler dispersion is poor, there was no even 
spacing between particles, and there are agglom-
erates of filler particles. It has been observed that 
the individual filler particles are more dispersed 
in the composites prepared with coated fillers, in 
which the distribution is more homogeneous, the 
distances between the particles are almost equal, 
and there are no agglomerates. In order to quanti-
tatively express this dispersion degree, the SLD 
values were calculated in these samples, and it 
was seen that the SLD values gave low values for 
bad dispersion and higher values for good disper-
sion. Aggregation of filler particles probably 
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increased the structural thickness (ST) values, 
resulting in a decrease in SLD values due to the 
inverse relationship in the above formula. In 
addition, the effect of agglomeration and poor 
dispersion has caused different spacing between 
the filler particles, and higher spacing values 
between the particles that accumulate in certain 
regions cause the structural separation (SP) value 
to rise. High SP values also caused low SLD val-
ues due to the inverse relationship in the 
equation.

In this study, for dispersion analysis 40 com-
pound granules were analyzed. Half of these 
granules contained coated fillers, and the other 
half contained uncoated fillers. Granules includ-
ing coated fillers with better dispersion quality 
have SLD values around 0.0027 (σ  =  0.0025). 
Granules including uncoated fillers have SLD 
values around 0.0007 (σ  =  0.0006) (Fig.  19.5). 
The dispersion of calcium carbonate particles in 
the polymer matrix can easily be seen on the 3D 
models of compund granules (Fig. 19.6). Stearic 

Fig. 19.4 Artificially created sections for good dispersion (left) and poor dispersion (right)
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a b

Fig. 19.6 Three-dimensional models of LDPE compound granules including (a) surface treated and (b) surface 
untreated calcium carbonate

acid coated calcium carbonate particles are more 
homogeneously distributed in the polymer 
matrix. Aggregates are observed in matrix includ-
ing uncoated calcium carbonate grains.

19.5.2  Detection of Venting Quality 
in Compounding Process 
Using Micro-CT

Micro-tomography is a very effective method for 
diagnosing problems in compounding caused by 
ventilation problems due to its high resolution 
and its ability to perfectly distinguish compo-
nents (polymer, filler, air, etc.) in the compound 
from their attenuation coefficients. In this study, 
compound granules including 50% LDPE and 
50% calcium carbonate were extruded using 
twin-screw compounding extruder both when the 
vacuum vent was running and when it was not 
running. Granules obtained from two types of 
production were scanned with micro-CT.

In production with efficient venting, com-
pounds are void-free, and their surfaces are 
smooth (Fig. 19.7). It was observed that the open 

pores did not roughen the surface and no voids 
were formed in the inner parts of the compounds. 
Compound granules produced when the vacuum 
vent was not running have rough surfaces due to 
open pores on the surface (Fig.  19.8). These 
compounds also contain voids in their interior. 
The smoothness of the surface of compounds 
can be quantified with measuring some 3D 
parameters on tomography images. Surface-to-
volume ratio or “specific surface” parameter is a 
useful parameter to characterize the complexity 
of surfaces.

Fractal dimension is another indicator of sur-
face complexity. For the 3D calculation of fractal 
dimension, the volume is divided into an array of 
equal cubes, and the number of cubes containing 
part of the object surface is counted. This is 
repeated over a range of cube sizes such as 2–100 
pixels. The number of cubes containing surface is 
plotted against cube length in a log-log plot, and 
the fractal dimension is obtained from the slope 
of the log-log regression [9].

The pores in and on the granules can be char-
acterized in 3D by measuring some parameters. 
Closed or open porosity percentage in the gran-
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Fig. 19.8 Transaxial, 
coronal, and sagittal 
views of a compound 
extruded while venting 
function of extruder was 
disabled. Rough surface 
due to an open pore is 
marked with arrow. 3D 
view of the compound is 
shown on the top right 
of the figure

Fig. 19.7 Transaxial, 
coronal, and sagittal 
views of a compound 
extruded while venting 
function of extruder was 
operating. 3D view of 
the compound is shown 
on the top right of the 
figure
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ule allows us to comment on the success of the 
ventilation. The total porosity can also be calcu-
lated as the volume of all open plus closed pores 
as a percent of the total volume of interest (VOI).

Total porosity was calculated in 3D for 40 
compounds. Half of these compounds were pro-
duced with ventilation during extrusion, and the 
other half were produced without venting. Total 
porosity values between 0.7% and 1.5% were 
calculated for granules produced without ventila-
tion. According to venting of air and moisture, 
granules produced with venting have total poros-
ity values between 0% and 0.1% (Fig. 19.9).

2D morphometric parameters can also be cal-
culated on sections of granules. The smoothness 
of the outer wall of the granule can be character-
ized by parameters such as form factor, round-
ness, extent, and eccentricity.

19.6  Conclusion

The use of micro-tomography in science and the 
industry is increasing day by day because it is a 
nondestructive imaging method and gives high- 
resolution images of the sample. Tomography 
found areas of application itself in the plastic 
industry growing every day and took part in scien-

tific studies on plastics. In this study, the 
 determination of venting and dispersion problems, 
which are frequently encountered in the produc-
tion of plastic-based composites in industrial 
dimensions, has been tried by using micro- 
tomography. It can be seen that tomography, espe-
cially high-resolution devices, is able to distinguish 
the phases in the composite granules very success-
fully, depending on their attenuation coefficients.

In this study, dispersion quality of filler parti-
cles within compounds were determined using 
x-ray micro-tomography. While agglomeration 
was visualized, quantitative analysis of the dis-
persion quality was attempted with the help of 
quantitative analyses on these images. In addition 
to many approaches that can be applied, struc-
tural linear density calculations have been per-
formed in this work to try to obtain a numerical 
value about the dispersion. Coated and uncoated 
fillers were used during granule extrusion. 
Dispersion in granules including coated filler was 
better with higher structural linear density 
values.

The porosity in the granules, which is a prob-
lem that can arise due to the moisture of the fillers 
and/or polymers used, has also been demon-
strated in high resolution by tomography. To 
overcome this problem, the effectiveness of ven-
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tilation, one of the measures that can be taken 
during granular extrusion, has also been proven 
by tomography images. The size and percentage 
of the pores in the granules produced by venting 
and without venting were visualized and mea-
sured by tomography. On tomography images 
total porosity values were calculated in 
3D. Tomography proved that porosity increases 
in the absence of venting during extrusion.

References

 1. Glaskova T, Zarrelli M, Borisova A, Timchenko K, 
Aniskevich A, Giordano M. Method of quantitative anal-
ysis of filler dispersion in composite systems with spher-
ical inclusions. Compos Sci Technol. 2011;71:1543–9.

 2. Hui, L., Smith, R.C., Wang, X., Nelson, J.K., 
Schadler, L.S.. Quantification of particulate mixing in 
nanocomposites. In: 2008 Annual report conference 
on electrical insulation dielectric phenomena. 2008, 
pp. 317–320.

 3. Müller K, Bugnicourt E, Latorre M, Jorda M, Sanz 
YE, Lagaron JM, Miesbauer O, Bianchin A, Hankin S, 
Bölz U, Pérez G, Jesdinszki M, Lindner M, Scheuerer 
Z, Castello S, Schmid M.  Review on the process-
ing and properties of polymer nanocomposites and 
nanocoatings and their applications in the packaging, 
automotive and solar energy fields. Nanomaterials 
(Basel). 2017;7(4):1–47.

 4. Gramann, P., Rauvvendaal, C., New dispersive and 
distributive mixers for extrusion and injection mold-
ing, w: 58 Annual Technical Conference ANTEC 
2000, vol. 1, 2000, p. 111.

 5. Xia HS, Wang Q. Preparation of conductive polyani-
line/nanosilica particle composites through ultrasonic 
irradiation. J Appl Polym Sci. 2003;87:1811–7.

 6. Dreiblatt A.  Solve venting problems on twin- 
screw compounding extruders. Plast Technol. 
2015;61(11):48–51.

 7. Tuan HS, Hutmacher DW.  Comput Aided Des. 
2005;37(11):1151.

 8. Luo ZP, Koo JH. Quantifying the dispersion of mix-
ture microstructures. J Microsc. 2007;225:118–25.

 9. Bruker. Morphometric parameters measured by 
Skyscan™ CTanalyser software. Kontich, Belgium: 
Bruker MicroCT; 2018. p. 1–49.

O. Ersoy


	Foreword
	Preface
	Contents
	1: Introduction to Micro-CT Imaging
	1.1	 Introduction
	1.2	 What Does the Life Sciences Profession Need in Terms of Micro-CT Imaging?
	1.3	 What Does the Material Sciences Profession Need in Terms of Micro-CT Imaging?
	References

	2: X-Ray Imaging: Fundamentals of X-Ray
	2.1	 X-Rays and Their Interaction with Matter
	2.2	 The Radiographic Process
	2.3	 X-Ray Tubes
	2.4	 Power Generators
	2.5	 Image Detectors

	3: Fundamentals of Micro-CT Imaging
	3.1	 X-Ray
	3.1.1	 Introduction
	3.1.2	 Principles of Micro-Computed Tomography
	3.1.3	 Reconstruction to Image
	3.1.3.1	 Acquisition
	3.1.3.2	 Reconstruction: 3D Image
	3.1.3.3	 Obtaining Image

	3.1.4	 Micro-CT Components
	3.1.4.1	 X-Ray Sources
	3.1.4.2	 Detectors
	3.1.4.3	 X-Ray Fluorescence Computed Tomography (XFCT)
	3.1.4.4	 Phase-Contrast Micro-CT
	3.1.4.5	 Small-Angle X-Ray Scattering


	References

	4: Artifacts in Micro-CT
	4.1	 Introduction
	4.2	 Main Causes of Artifacts in Micro-CT Image
	4.2.1	 Related to the Source
	4.2.1.1	 Beam Hardening (Cupping and Streak)
	4.2.1.2	 Noise

	4.2.2	 Related to the Detector
	4.2.2.1	 Ring Artifact

	4.2.3	 Related to the Reconstruction Step
	4.2.3.1	 Aliasing (Undersampling)


	4.3	 Steps and Approaches to Reduce Artifacts in Micro-CT Images
	4.3.1	 Acquisition
	4.3.1.1	 Filter
	4.3.1.2	 Detector Correction
	4.3.1.3	 Scan Degree/Rotation Step/Frame Average

	4.3.2	 Reconstruction
	4.3.2.1	 Beam-Hardening Correction
	4.3.2.2	 Ring Artifact Correction
	4.3.2.3	 Smoothing
	4.3.2.4	 Misalignment


	References

	5: Application of Bone Morphometry and Densitometry by X-Ray Micro-CT to Bone Disease Models and Phenotypes
	5.1	 Introduction
	5.1.1	 Tomography and Micro-CT

	5.2	 The Use of Micro-CT 3D Data in Bone Disease Models
	5.2.1	 A Universal “Pipeline” of Micro-CT Analysis Methodology for All Bone Research Models
	5.2.1.1	 The Scan and Reconstruction
	5.2.1.2	 Orientation in 3D
	5.2.1.3	 Volume of Interest
	5.2.1.4	 Segmentation-Analysis
	Segmentation
	Analysis
	An Alternative to SMI: The Un-rod Index



	5.3	 Example 1: Trabecular and Cortical Bone Analysis for Osteoporosis and Bone Phenotyping
	5.3.1	 Scan-Reconstruction
	5.3.2	 3D Orientation
	5.3.3	 Volume of Interest
	5.3.3.1	 The Growth Plate Reference Level
	5.3.3.2	 The Offset and the Height
	5.3.3.3	 How to Adjust the Offset and Height for Different Age, Strain, Gender and Phenotype?

	5.3.4	 Segmentation and Analysis

	5.4	 Example 2: Collagen-Induced Arthritis (CIA) at the Mouse Ankle—Bone Damage
	5.5	 Example 3: Bone Tumour Metastasis Damage in the Tibial Metaphysis
	5.6	 Example 4: Cartilage Status in an Arthritis Rodent Model
	5.7	 Example 5: The Fracture Callus and Fracture Healing
	5.7.1	 The Fracture Midplane

	5.8	 Concluding Comments
	References

	6: Analysis of Fracture Callus Mechanical Properties Using Micro-CT
	6.1	 Bone Tissue
	6.2	 Types of Bone Tissue
	6.3	 Ossification (Osteogenesis)
	6.4	 Healing of Bone Tissue
	6.5	 Use of Micro-CT in Bone Researches
	6.6	 Use of Micro-CT in the Research of Bone Healings
	References

	7: Micro-CT in Osteoporosis Research
	7.1	 Introduction: Osteoporosis
	7.2	 Role of Micro-CT in Osteoporosis Research
	7.2.1	 Human Researches
	7.2.2	 Rat Studies
	7.2.3	 Mice Studies
	7.2.4	 Other Animal Models in Osteoporosis Research

	7.3	 Micromorphological Changes of Bones in Osteoporosis
	7.3.1	 Micromorphological Changes in Vertebra
	7.3.2	 Micromorphological Changes in the Femur and Tibia
	7.3.3	 Micromorphological Changes in the Mandible and Maxilla
	7.3.4	 Future Trends in Analysis of Micromorphological Changes of Cancellous Bone in Osteoporosis
	7.3.5	 Micromorphological Changes of Cortical Bone in Osteoporosis

	7.4	 Materials and Methods of Our Mice Study
	7.4.1	 Examination of Femur and Mandible
	7.4.2	 Results
	7.4.3	 Discussion

	7.5	 Summary
	References

	8: Micro-CT in Comparison with Histology in the Qualitative Assessment of Bone and Pathologies
	8.1	 Tissue Processing
	8.2	 Bone Diseases
	8.2.1	 Developmental Abnormalities
	8.2.2	 Fractures
	8.2.3	 Osteonecrosis (Avascular Necrosis)
	8.2.4	 Osteomyelitis
	8.2.5	 Tumors

	8.3	 Histomorphometry
	8.4	 Registration of Histopathology and Micro-CT
	8.4.1	 Method
	8.4.2	 Micro-CT Acquisition
	8.4.3	 Micro-CT Imaging Analysis

	References

	9: Micro-CT in Artificial Tissues
	9.1	 Micro-CT in Artificial Tissues
	9.1.1	 Introduction
	9.1.2	 Basic Principles of Microcomputed Tomography
	9.1.3	 Artificial Tissues

	9.2	 Process for Producing an Artificial Tissue
	9.2.1	 Scaffolds and Micro-CT
	9.2.2	 3D Bioprinting

	9.3	 Future Work/Future Projection
	References

	10: Application of Micro-CT in Soft Tissue Specimen Imaging
	10.1	 Introduction
	10.2	 Fundamentals of X-Ray Microtomography
	10.2.1 X-Ray Interaction of Biological Tissue
	10.2.2 Contrast Agents

	10.3	 Practical Aspects
	10.4	 Biological Applications
	10.4.1 Bone Imaging
	10.4.2 Lung Imaging
	10.4.3 Cardiac Imaging
	10.4.4 Brain Imaging
	10.4.5 Kidney Imaging
	10.4.6 Liver Imaging
	10.4.7 Musculoskeletal Imaging (Ligament and Tendon)
	10.4.8 Vascular Imaging
	10.4.9 Cancer Imaging
	10.4.10 Histology Imaging
	10.4.11 Food Imaging
	10.4.12 Tissue Engineering

	10.5	 Perspective
	10.6	 Conclusion
	References

	11: Applications of Micro-CT in Cardiovascular Engineering and Bio-inspired Design
	11.1	 Introduction
	11.2	 Example Applications
	11.2.1	 Selected Cardiovascular Device Scans
	11.2.1.1	 Cannulae Scans
	Reconstruction of 13Fr Origen Biomedical Double Lumen Cannula
	Reconstruction of 13Fr Avalon Elite Bi-caval Dual Lumen Cannula
	Reconstruction of 13Fr Maquet Double Lumen Cannula

	11.2.1.2	 Adult Membrane Oxygenator (Sorin Compactflo Evo Oxygenator)
	11.2.1.3	 Aortic-Turbine Venous-Assist Device

	11.2.2	 Selected Applications of Micro-CT in Animal Models
	11.2.2.1	 Reconstruction of the Rabbit Carotid Artery
	11.2.2.2	 Fish Feeding


	11.3	 Discussion and Conclusion
	References

	12: Applications of Micro-CT Technology in Endodontics
	12.1	 Introduction
	12.2	 Micro-CT Technology in Endodontics
	12.3	 Anatomy of the Root Canal System
	12.3.1	 Qualitative Evaluation
	12.3.2	 Quantitative Evaluation
	12.3.2.1	 2D Parameters
	12.3.2.2	 3D Parameters


	12.4	 Access Preparation
	12.5	 Chemomechanical Procedures
	12.6	 Obturation and Retreatment
	12.7	 Others
	12.8	 Educational Impact
	12.8.1	 Applications of 3D Anatomy of the Teeth in Dental Education
	12.8.2	 Strategic Improvements for Web-Based Teaching of Root Canal Anatomy

	12.9	 Concluding Remarks
	References

	13: Micro-Computed Tomography (Micro-CT) Analysis as a New Approach for Characterization of Drug Delivery Systems
	13.1	 Introduction
	13.2	 Micro-CT in Scaffold Characterization
	13.2.1	 Micro-CT in Injectable In Situ Implant Scaffold Characterization

	13.3	 Micro-CT in Microparticle Characterization
	13.3.1	 Micro-CT in Microparticle-Loaded Scaffold Characterization

	13.4	 Micro-CT in Granule Characterization
	13.5	 Micro-CT in Characterization of Tablets
	13.6	 Micro-CT Analysis of Intraocular Drug Delivery Systems
	13.7	 Characterization Studies on Polyelectrolyte Complex Film and Nanoparticles by Micro-CT Analysis
	13.7.1	 Micro-CT in Characterization of Polyelectrolyte Complex Film
	13.7.2	 Micro-CT in Characterization of CDP-Loaded Nanoparticles

	13.8	 Conclusion
	References

	14: Challenges in Micro-CT Characterization of Composites
	14.1	 Introduction
	14.2	 Case Study: Fiber Reinforced (UD Non-crimp Fabric) Composites
	14.2.1	 Manufacturing of NCF Composite Laminates
	14.2.2	 Micro-CT Analysis
	14.2.3	 Pre-imaging Considerations
	14.2.4	 Scanning Settings and Parameters
	14.2.5	 Analysis Steps
	14.2.5.1	 Reconstruction
	14.2.5.2	 Coordinate System Alignment
	14.2.5.3	 Segmentation (Binarization)
	14.2.5.4	 ROI Selection
	14.2.5.5	 Post-Processing Parameters
	Number of Closed Pores (Cavity Number)
	Structure Separation
	Structure Thickness
	Connectivity



	14.3	 Results and Discussions
	14.3.1	 Closed Pore Analysis
	14.3.2	 Structure Separation and Thickness
	14.3.3	 Connectivity

	14.4	 Conclusions
	14.5	 Future Work
	References

	15: Modeling and Mechanical Analysis Considerations of Structures Based on Micro-CT
	15.1	 Overview of Micro-CT in Terms of Visual and Physical Modeling
	15.2	 Usage Fields of Micro-CT Data
	15.2.1	 Micro-CT-Based Visual Presentation Form Usage for Inspection
	15.2.2	 Use of Micro-CT-Based Reverse Engineering Techniques in Production or Reproduction
	15.2.3	 Micro-CT-Based Models to Be Used in Analyses

	15.3	 Preparation of Samples for Micro-CT and Sizes to Be Decided
	15.3.1	 Sample Resolution Detection Study

	15.4	 Basic Operations of Sequential Images Before Creating Solid Models
	15.4.1	 Basic Filters and Applications
	15.4.2	 Segmentation Methods
	15.4.2.1	 Threshold Algorithm
	15.4.2.2	 Flood Fill Algorithm
	Voxelization
	3D Flood Fill Algorithm


	15.4.3	 Surface Geometry

	15.5	 Investigations and Mechanical Analyses Made with Micro-CT-Based Solid Models
	15.5.1	 Effects of Three-Dimensional Isotropic Resolution on Model Geometry of Trabecular Bone Tissue
	15.5.2	 Determination of the Relationship Between the Homogeneous and Porous Elasticity Modules of the Kula Volcanic Basalt Numbers
	15.5.3	 Investigation of the Effect of Slice Thickness in Micro-CT Scans on Natural Frequency Values of Porous Rock Sample

	15.6	 Conclusion
	References

	16: The use of Micro-CT in Materials Science and Aerospace Engineering
	16.1	 Introduction
	16.2	 Basic Components of Micro-Computed Tomography
	16.3	 Materials Science Damage Evaluation wıth Micro-CT
	16.4	 The use of Micro-CT in Aerospace Engineering
	16.5	 Summary and Conclusions
	References

	17: X-Ray Computed Tomography Technique in Civil Engineering
	17.1	 Introduction to X-Ray Computed Technique
	17.2	 CT Technique in Concrete
	17.3	 CT Technique in Soil
	17.4	 CT Technique in Asphalt
	17.5	 CT Technique in Metals
	17.6	 CT Technique for Revealing the Distribution of Fibers
	17.7	 Conclusion
	References

	18: Application of X-Ray Microtomography in Pyroclastic Rocks
	18.1	 Introduction
	18.2	 Petrographical Analyses
	18.3	 Pyroclastic Rocks
	18.4	 Principles of Image Formation in X-ray Microtomography
	18.5	 Essential Application Steps of X-Ray Microtomography in Earth Materials
	18.5.1	 Preprocessing
	18.5.1.1	 Defining a Volume of Interest (VOI)
	18.5.1.2	 Artifact/Noise Reduction

	18.5.2	 Segmentation/Separation
	18.5.3	 Data Analysis

	18.6	 Sample Applications
	18.6.1	 3D Quantitative Petrography of an Ignimbrite
	18.6.2	 3D Porosity and Crystallinity in Pumice
	18.6.2.1	 Crystal Size Distribution
	18.6.2.2	 Pore Size Distribution

	18.6.3	 Quantification of Devitrification in a Hydrothermally Altered Ignimbrite

	18.7	 Conclusions
	References

	19: Detection of Dispersion and Venting Quality in Plastic Composite Granules Using Micro-CT
	19.1	 Introduction
	19.1.1	 Dispersion
	19.1.2	 Venting

	19.2	 Compound Extrusion
	19.3	 Micro-CT Scanning
	19.4	 Image Processing
	19.5	 Results
	19.5.1	 Detection of Dispersion Quality in Compounding Process Using Micro-CT
	19.5.2	 Detection of Venting Quality in Compounding Process Using Micro-CT

	19.6	 Conclusion
	References


