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Foreword

Robert W. Tkach
Director of Advanced
Photonics Research
Nokia Bell Laboratories

Optical networks have moved beyond traditional applications in telecommunications
to become the infrastructure of choice whenever large amounts of information need
to be transmitted. The broad spectrum inherent in the use of light and the unparalleled
capability to spatially pack many parallel paths into fiber cables have led to an ever-
broadening range of applications. Thousands of fibers interconnect buildings full of
servers in massive datacenters that underlie internet services such as search and social
media. Cables with hundreds of fibers form the backbone of metropolitan access net-
works and interconnect wireless base stations. At the same time, traditional long-haul
services—both undersea and terrestrial—demand ever more capacity. Recent years
have also seen a revolution in the technology of optical networking with the advent
of coherent detection, which is now ubiquitous in long-haul and metro networks and
advancing into more applications as costs decline.

This new handbook on optical networks provides a broad perspective on the field,
offering a survey of the fundamental technologies of optical networks: fiber, devices,
and subsystems through to systems based on those technologies, and finally to the
architecture and applications of the networks themselves. The editors—Peter Winzer
on subsystems and technologies, Biswanath Mukherjee on core networks, Ioannis
Tomkos on datacenter and supercomputer networks, and Massimo Tornatore on ac-
cess and wireless networks—have assembled an impressive list of chapter authors
who have made important contributions to their fields. This volume provides a valu-
able look at today’s optical networks.

September 2020 Robert W. Tkach
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Preface

Optical communication systems form the backbone of
today’s communication and information society. Sev-
eral billion kilometers of optical fiber are installed
around the globe today—enough to wrap a string of
glass as thin as a human hair around the globe more
than 100 000 times. A cutting-edge optical communi-
cation system can transmit tens of terabits per second
over trans-Pacific distances through a single strand of
optical fiber, taking a mere 50ms to link North America
with South East Asia. Today’s globally installed base of
optical communication transponders is collectively ca-
pable of transmitting more than an exabit (an exabit is
1 000 petabits, 1 000000 terabits, 1 000 000 000 giga-
bits, or 1 000 000 000 000 megabits) of information per
second over short links (between tens of meters and a
kilometer long) within a data center, tens of kilometers
in mobile backhaul or fiber-to-the-home applications,
hundreds of kilometers in metropolitan and regional
networks, thousands of kilometers in transcontinental
and submarine backbones, and even tens of thousands
of kilometers or more in spaceborne satellite systems
using free-space laser communications. In short, almost
every bit of information we touch or consume today,
whether it belongs to an Internet search, to a streamed
video, or to a cellphone call, lives part of its life as an
infrared photon within a gigantic global optical com-
munications infrastructure.

It is the role of this Handbook to comprehensively
describe and review the many underlying technolo-
gies that enable today’s global optical communications
infrastructure, as well as to explain current research
trends that target continued capacity scaling and en-
hanced networking flexibility in support of unabated
traffic growth fueled by ever-emerging new applica-
tions. Each chapter, written by world-renowned experts
in its subject area, tries to paint a complete pic-
ture of that subject, from entry-level information to a
snapshot of the respective state-of-the-art technologies
and emerging research trends, in an effort to provide
something useful for every reader—ranging from the
novice who wants to get familiar with the field to
the expert who wants a concise perspective on future
trends.

Part A of this Handbook considers optical subsys-
tems for transmission and switching, with chapters fo-

cusing on topics ranging from optical fibers and cables
to optical amplifiers and switches, optical transpon-
ders and their various subsystems, as well as fiber-optic
communications systems, their scalability limitations,
and ways to overcome these limitations in future sys-
tem designs.

Part B of this Handbook reviews core networks,
with chapters devoted to managing the vast fiber-
optic communication infrastructure at the network-wide
level. Topics range from the standards required to sus-
tain an economically viable supplier ecosystem to al-
gorithms used to route traffic and assign infrastructure
resources within optical networks, cross-layer design,
and network virtualization.

Part C of this Handbook is concerned with datacen-
ter and supercomputer networking, which has design
requirements and solutions that differ in several ways
from those of other segments of the network. Topics
include reviews of industry trends and requirements as
well as transponder and switching considerations spe-
cific to those applications.

Part D of this Handbook addresses optical access
and wireless networks, and is mostly geared towards
solving the last-mile problem: connecting backbone
networks to end users. This may be achieved directly
via fiber or visible-light free-space communications, or
indirectly over a mobile wireless radio infrastructure
that is heavily supported by an associated fiber-optic
network. Emerging areas such as spaceborne laser com-
munications and optical communications in avionics
and autonomous vehicles round off this part of the
Handbook.

The Editors gratefully acknowledge all the valuable
contributions from authors and peer reviewers who took
much time out of their busy schedules to write or review
chapters of this Handbook. The Editors also cordially
thank Judith Hinterberg and Mary James from Springer
for keeping everybody aligned, on time, and happy dur-
ing the process.

Biswanath Mukherjee
Ioannis Tomkos

Massimo Tornatore
Peter Winzer
Yongli Zhao
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MPCP multipoint control protocol
MPEG Moving Picture Experts Group
MPI multiple-path interference
MPLC Multiplane light convertor
MPLS multiprotocol label switching
MPO (multifiber) connector
MPSK M-level PSK constellation
MPTCP multipath TCP
MR maximum reach
MRR microring resonator
MS maximum scattering
MSA multisource agreement
MSM metal-semiconductor-metal
MSN multiservice node
MSTE minimum spanning tree with

enhancement
MSTP multiple spanning tree protocol
MT match table
MTBF mean time between failures
MTSO mobile telephone switching office
MTTR mean time to repair
MTU maximum transmission unit
MZI Mach–Zehnder interferometer
MZM Mach–Zehnder modulator

N

NBI northbound interface
NC node controller
NCG net coding gain
NCO number-controlled oscillator
ND nodal diameter
NETCONF network configuration protocol
NetOS network operating system
NF noise figure
NFDM nonlinear frequency-division

multiplexing
NFS Network File System
NFV network function virtualization
NFVO NFV orchestrator
NG-PON next-generation PON
NG-RAN next-generation radio access network
NGMI normalized generalized mutual

information

NGMN next-generation mobile network
NIC network interface card
NLFT nonlinear Fourier transform
NLI nonlinear interference
NLPN nonlinear phase noise
NLRI network layer reachability information
NMS network management system
NOC network operation center
NOMA nonorthogonal multiplexing and multiple

access
NRZ nonreturn-to-zero
NSMS nonintrusive stress measurement system
NSNI nonlinear signal–noise interaction
NTE network terminating equipment
NTP network time protocol
NVM nonvolatile memory
NZDSF nonzero dispersion-shifted fiber

O

O/E optic-electro
OA optical amplifier
OADM optical add-drop multiplexer
OAI open air interface
OAM operation, administration and

maintenance
OAP optical access point
OBI optical beat interference
OBLC optical burst line card
OBO on-board optics
OBS optical burst switching
OBSAI Open Base Station Architecture Initiative
OBSC optical burst switch card
OC OpenFlow controller
OCDM optical code division multiplexing
OCDMA optical code division multiple access
OCh optical channel layer
OCM optical channel monitor
OCS optical circuit switching
ODB optical duobinary
ODN optical distribution network
ODU optical data unit
OE-PCB optoelectronic printed circuit board
OEM original engine manufacturers
OEO optical–electrical–optical
OF OpenFlow
OF-CONFIG OpenFlow Configuration
OFDM orthogonal frequency-division

multiplexing
OFDR optical frequency domain reflectometry
OFL overfilled launch
OFLL optical frequency locked loop
OFS optical flow switching
OGS optical ground station
OICETS optical inter-orbit communications

engineering test satellite
OLM Optical Layer Monitoring
OLO optical local oscillator
OLS optical latching switch
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OLT optical line terminal
OM output module
OMBc overfilled modal bandwidth
OMCI ONU management and control interface
OMM ODN management module
OMS optical multiplex section
ONAP open network automation platform
ONOS open network operating system
ONU optical network unit
OOK on–off keying
OPA optical parametric amplifier
OPEX operational expenditure
OPLL optical phase locked loop
OPS optical packet switching
OPU optical channel payload unit
OQ output-queuing
ORI open radio equipment interface
OSFP octal small form-factor pluggable
OSNR optical signal-to-noise ratio
OSPF open shortest path first
OSS operations support system
OTDR optical time domain reflectometry
OTL optical trunk line
OTL optical transport lane
OTLC optical transport lane
OTN optical transport network
OTS optical transmission section
OTSiG optical tributary signal group
OTU optical transport unit
OVS OpenVSwitch
OXC optical cross-connect

P

PA power amplification
PAM pulse-amplitude modulation
PAM4 four-level pulse-amplitude modulation
PAPR peak-to-average power ratio
PAS probabilistic amplitude shaping
PBB provider backbone bridging
PBC polarization beam combiner
PBG photonic band gap
PBGF photonic band-gap fiber
PBS polarization beam splitter
PBX private branch exchange
PCB printed circuit board
PCBd physical control block downstream
PCC path computation client
PCE path computation element
PCEP path computation element protocol
PCIe peripheral component interconnect

express
PCT paired channel technology
PDCP packet data convergence protocol
PDF probability density function
PDG polarization-dependent gain
PDH plesiochronous digital hierarchy
PDL polarization-dependent loss
PDM polarization division multiplexing

PHY physical layer
PIC photonic integrated circuit
PL photonic lantern
PLI physical-layer impairment
PLL phase-locked loop
PLOAM physical-layer operations, administration

and maintenance
PLOu upstream physical layer overhead
PLZT planar lightwave circuit
PM polarization multiplexing
PMD polarization mode dispersion
PMF probability mass function
PNF physical network function
POADM packet optical add/drop multiplexer
POD portable data center
POF protocol oblivious forwarding
POL passive optical LAN
PON passive optical network
PON-ID PON identifier
POS packet-over-SONET
POTP packet optical transport platform
PPM pulse-position modulation
PPRN phase and polarization-rotation noise
PQ priority queuing
PRBS pseudo-random binary sequence
PRC primary reference clock
PROnet programmable optical network
PSBT phase-shaped binary transmission
PSD power spectral density
PSF point spread function
PSK phase-shift keying
PSP principal states of polarization
PTMP point to multipoint
PTP precision time protocol
PtP point-to-point
PTS partial transmission sequence
PUCCH physical uplink control channel
PUSCH physical uplink shared channel
PVC permanent virtual circuit
PW pseudowire
PWM pulse-width modulation

Q

QAM quadrature amplitude modulation
QKD quantum key distribution
QoS quality of service
QoT quality of transmission
QPAR quasi-passive reconfigurable node
QPSK quadrature phase-shift keying
QSFP quad small form-factor pluggable

R

RAID redundant array of independent discs
RAM random-access memory
RAN radio access network
RAU radio access unit
RCC radio cloud center
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RDC regional datacenter
RDS relative dispersion slope
RE radio equipment
REC radio equipment controller
REN research and education network
REST representational state transfer
RF radio frequency
RFC request for comments
RFL reflection
RH remote hub
RH-LIONS reconfigurable hierarchical low-latency

interconnect optical network switch
RIN relative intensity noise
RLC radio link control
RLS recursive least squares
RMS root mean square
RMSA routing, modulation, and spectrum

assignment
RMT reconfigurable match table
RN remote node
RNG regional network gateway
ROADM reconfigurable optical add-drop

multiplexer
RoF radio over fiber
ROLEX rapid optical layer end-to-end

X-connection
RPC remote procedure call
RRC radio resource control
RRH remote radio head
RRU remote radio unit
RS Reed–Solomon
RSA routing and spectrum assignment
RSCA routing, spectrum and core assignment
RSOA reflective semiconductor optical

amplifier
RSP restricted shortest path
RSSI received signal strength indication
RSTP rapid spanning tree protocol
RSVP resource reservation protocol
RTS request to send
RTT round-trip time
RV random variable
RWA routing and wavelength assignment
RX receiver

S

SAG separated absorption and gain
SAN storage area network
SAR segmentation and reassembly
SBI southbound interface
SBS stimulated Brillouin scattering
SBVT sliceable bandwidth variable transponder
SCM subcarrier multiplexing
SD-WAN software-defined wide-area network
SDA software-defined access
SDH synchronous digital hierarchy
SDM space-division multiplexing
SDN software-defined network

SDN software-defined networking
SE spectral efficiency
SER symbol error rate
SERDES serializer/deserializer
SFC service function chain
SFF small form-factor
SFL substrate fiber link
SFP small form-factor pluggable
SG-DBR sampled-grating distributed Bragg

reflector
SILEX semiconductor laser inter-satellite link

experiment
SINR signal interference-to-noise ratio
SISO soft-input soft-output
SLA service level agreement
SMF single-mode fiber
SMSR side-mode suppression ratio
SNA switched network access
SNIA Storage Networking Industry

Association
SNMP simple network management protocol
SNR signal-to-noise ratio
SOA semiconductor optical amplifier
SONET synchronous optical network
SPM self-phase modulation
SRAM static random access memory
SRLG shared-risk link group
sRN smart remote node
SRS stimulated Raman scattering
SSG-DBR super-structure grating DBR
SSH secure shell
SSM synchronization status message
SSMF standard single-mode fiber
STAG service tag
SWDM short-wave wavelength-division

multiplexing

T

T-API transport application program interface
TAOGS transportable adaptive optics ground

station
TAPI transport application programming

interface
TCAM ternary content-addressable memory
TCM trellis-coded modulation
TCO total cost of ownership
TCP transmission control protocol
TDHF time-domain hybrid format
TDM time-division multiplexing
TDMA time-division multiple access
TE traffic engineering
TE bridging-traffic engineering
TEC thermoelectric cooler
TED traffic engineering database
TFF thin-film filter
TIA transimpedance amplifier
TIR total internal reflection
ToR top-of-rack
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TP transport profile
TPC turbo product code
TRCV transceiver
TRX transceiver
TSN time-sensitive networking
TTT timing transparent transcoding
TWC tunable wavelength converter
TWDM time and wavelength division

multiplexing
TX transmitter

U

U-MCF uncoupled multicore fiber
UART universal asynchronous

receiver-transmitter
UCB uncorrectable block
UCLP user-controlled lightpath
UDWDM ultra-dense wavelength-division

multiplexing
UE user equipment
UL uplink
UL-JR uplink joint reception
ULH ultra-long-haul
UMTS Universal Mobile Telecommunications

Service
UNI user–network interface
UPSR unidirectional path-switched ring
URLLC ultra-reliable low-latency

communication
US upstream
UVLWC underwater visible-light wireless

communication

V

VCAT virtual concatenation
VCO voltage-controlled oscillator
VCSEL vertical-cavity surface-emitting laser
VDSL very high speed digital subscriber line
VHTS very-high-throughput satellites
VID VLAN ID

VLAN virtual local area network
VLC visible light communication
VLM virtual link mapping
VLSI very large-scale integration
VLW-LAN visible-light wireless LAN
VM virtual machine
VNF virtualized network function
VNM virtual node mapping
VNTM virtual network topology manager
VOA variable optical attenuator
VOL virtual optical link
VON virtual optical network
VSOTA very small optical transponder

W

W-LAN wireless local area network
WA wavelength assignment
WAN wide area network
WBA wavelength and bandwidth allocation
WDM wavelength-division multiplexing
WR wavelength routed
WRON wavelength-routed optical network
WSS wavelength-selective switch
WXC wavelength cross-connect

X

XENPAK 10 Gb Ethernet transceiver package
XFP 10 Gb small form-factor pluggable
XG-PON 10-gigabit-capable PON
XGEM 10G encapsulation method
XGS-PON 10-gigabit-capable symmetric PON
XGTC XG-PON transmission convergence
XML extensible markup language
XOR exclusive OR
XPM cross-phase modulation

Y

YANG yet another network generator
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1. The Evolution of Optical Transport Networks

Rod C. Alferness

This introductory chapter describes the role
of optics in networks, their capabilities, and
their scaling limitations (different multiplexing
techniques, i.e., TDM (time-division multiplex-
ing), CDM (code-division multiplexing), FDM
(frequency-division multiplexing), SDM (space-
division multiplexing)). Types of optical networks
installed around the globe are summarized, as
well as their impact on society, market structure,
and future perspectives.

Optical fiber transmission links were first de-
ployed in themid 1970s to provide 45Mb=s capacity
in metropolitan networks at a time when most
traffic was wireline telephone communication.
Few would have imagined then, when bandwidth
demand on the telephone network was grow-
ing only as rapidly as population growth, that
this new technology would radically alter busi-
ness and everyday life by enabling the worldwide
Internet. As the Internet grew in popularity and
extended to all parts of the world, new devices
and transmission technologies were invented and
developed to cost-effectively achieve the required
higher capacity transmission, and fiber was laid
across continents and under the oceans to cover
the globe. Thus began a virtuous cycle of higher
capacity optical transmission systems and, ulti-
mately, reconfigurable optical networks enabled
by new technologies to meet increased demand,
which resulted in new applications and services,
such as video, which drove ever greater capac-
ity and flexibility demand, which was, again,
achieved via new technology innovation at sig-
nificantly lower costs/capacity.

First-era systems grew the capacity of opti-
cal links by increasing the bit rate of information
carried on the fiber. The second era, which was
achieved cost-effectively by the optical fiber am-
plifier, increased capacity by multiplexing many
wavelengths, each carrying independent informa-
tion, onto a single fiber. The result was an increase
in single fiber transmission equal to the number of
wavelength channels and long spans over which
all the wavelength channel signals could be peri-

odically boosted with a single optically-powered
optical fiber amplifier. The next era took the gi-
ant step of moving optics from transmission links
only to fully reconfigurable, wavelength-channel-
based networks to achieve higher efficiency (and,
therefore, capacity), flexibility, and restorability by
allotting and managing network capacity at the
optical layer level.

This step required cost-effective optical switch-
ing components to provide the reconfigurable
wavelength add/drop and cross connect functions.
Today’s optical networks provide superhigh-
ways of information bandwidth of the order 100
wavelength-defined lanes each providing hun-
dreds of Gb=s information capacity. These networks
provide network optimization to address chang-
ing capacity needs under software control via
configurable wavelength on-and-off ramps and
route switching centers. Without these optical
networks, the global internet, cloud computing,
and high bandwidth mobile services, including
video, would not be possible. This chapter pro-
vides a view of the evolution of these optical
networks—the market drivers, network archi-
tectures, transmission system innovations and
enabling devices, and module technologies—
which was a result of the efforts of a global
community of researchers, developers, and, ul-
timately, manufacturers.
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1.1 Fundamental Developments

It is hard to imagine a world without optical commu-
nication networks. While commercial fiber optic trans-
mission systemswere introduced less than 50 years ago,
today, because they underpin the global Internet, optical
communications networks enable and enhance nearly
every part of our daily lives. They are virtually invisible
to the public because they are often in buried ducts or
embedded in telco central offices. Yet, optical networks,
including the fiber cables and the optoelectronics and
optical switches that light and guide them, provide an
infrastructure of long haul, metro, access, and, increas-
ingly, local data-center networks, that have enabled
broadband local and global information and communi-
cation and data interconnecting highways that drive the
economy and have enhanced our daily lives. Now ubiq-
uitously deployed under the oceans, across continents,
and deep into metropolitan areas, fiber optics networks
provide the high-bandwidth pipes over which all com-
munication and data and Internet services are carried.
To cost-effectively meet the bandwidth requirements of
the incredible service demand growth, especially driven
by video and more recently cloud services, the research
and development community has been able to increase
the capacity carried on a single fiber roughly a hun-
dredfold every 10 years. The result of that invention,
innovation, and commercialization is that new genera-
tions of optical networks to meet consumer demand for
capacity growth have been deployed at costs that have
grown at a substantially lower rate than the capacity de-
mand. The result is that costs to the ultimate consumer
for every expanded broadband service have been kept
under control.

This sustained increase in the information band-
width achieved on a single fiber is a result of continuous
device invention and system innovation and introduc-
tions of new technologies. It is worth noting that to
meet this demand, rather than increasing the capacity
on a single fiber, one could employ multiple parallel
fiber transmission systems. In this case, the network
cost would grow roughly at the same rate as capacity.
As we will see, the advantage of maximizing the ca-
pacity on a single fiber is, of course, avoidance of the
extra cost and space of additional fibers to meet capac-
ity demands. Yet what is even more important is to do so

economically by cost-effectively scaling the other com-
ponents and networking functions on the transmission
links, rather than duplicating them on a second, parallel
fiber.

An excellent example is the invention and de-
velopment of the fiber optic amplifier that, together
with wavelength multiplexing technologies, enabled
the cost-effective commercialization of wavelength-
division multiplexed (WDM) transmission. Innovation
of wavelength add/drop and optical cross connects
systems together with automated control software sub-
sequently enabled fully reconfigurable optical net-
works that enable flexible bandwidth management and
restoration capability in today’s global networks. The
currently-deployed optical networks have transmission
links that are able to operate at Tb=s capacity on a single
fiber by combining many wavelengths, each operating
today at rates as high as 100Gb=s with 400Gb=s on the
way. These networks are reconfigurable, under network
control, at a wavelength granularity whose capacity is
based upon the information bit rate carried by the wave-
length channel [1.1, 2].

Without cost-effective high-capacity optical net-
works that span continents and connect them via un-
dersea routes, the worldwide Internet would not be
possible. Optical access systems are also essential
to bring broadband access to that global Internet all
the way to the home and to businesses. Increasingly
important is that ubiquitous broadband optical net-
works provide the high-bandwidth backhaul essential
for wireless access networks that have enabled today’s
smartphone users. These networks also provide the
always-available, broadband access that will make cost-
effective and energy-efficient cloud services available
to all in the future.

Fundamental to the development and application of
optical communications systems is the inherent ability
to encode high-capacity information on an optical car-
rier. Additional fundamental enablers include the ability
to achieve low transmission loss and low chromatic
dispersion in silica fiber—to minimize pulse spread-
ing and resulting interpulse (bit) interference during
transmission over large distances—in a silica fiber fab-
ricated as an optical guided-wave media. Finally, with
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the addition of potentially low cost, low power, and
small footprint semiconductor lasers, high-speed opti-
cal modulators and sensitive photo detectors, we have
the key technologies to achieve bandwidth and distance
performance that greatly exceeds that possible with
electrical or microwave-based communication links.

These advantageous characteristics of optical com-
munication can be achieved across the full spectrum
of communication networks, undersea, terrestrial long
haul, metro, access and for local networks, including

data centers, but the great potential for advantage and
first applications have been for high capacity over long
distances—initially for long-haul undersea and terres-
trial applications. With increasing bandwidth demands
these advantages became cost-effective for the more
modest distances of metropolitan networks as well. In
this introductory chapter, we focus on optical transport
networks for metro, national, and undersea applica-
tions, where the impact has been absolutely transfor-
mational.

1.2 Transport Networks

To appreciate the value of optical networks and,
especially, to understand the importance of optical-
switching (reconfigurability) elements in these net-
works, a short overview of transport networks is help-
ful. In the telecommunication network architecture,
transport networks provide the very high capacity high-
ways that enable logical pairwise connectivity (for
simplicity assumed to be duplex) between all nodes.
Large cities of the national network, as well as larger
hubs in metropolitan networks, are the primary nodes in
these networks. In Fig. 1.1 the key hardware elements
of a transport network are shown [1.3]. Ultimately,
transport networks provide high-capacity connections
between all node pairs on the network. Rather than
actually deploying a dedicated, separate physical con-

Low-capacity
tributaries

High-capacity
line

Terminal
multiplexer

Terminal
multiplexer

Repeater
In Out

High-capacity
line

Low-capacity
drop/add

Low-capacity
drop/add
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c)

b)

d)

Fig. 1.1a–d Functional elements of telecommunication transport networks. (a) Terminal multiplexer, (b) add/drop mul-
tiplexer, (c) high-capacity transmission link, (d) cross-connect

nection (wire, cable, or fiber) between each node pair,
which would be very expensive and operationally rigid,
transport networks provide the connectivity between
node-pair endpoints with virtual channels, each of
which takes only a fraction of the capacity of the trans-
mission medium. To be cost effective and to efficiently
utilize the bandwidth of the transmission medium these
lower-capacity channels (often referred to as circuits or
lines) are multiplexed (aggregated) together on a single
physical medium via a multiplexer (Fig. 1.1a) to pro-
vide connectivity via node-to-node links that operate at
that bundled or aggregated bandwidth.

This aggregated information/data stream, encoded
onto a carrier (radio-frequency, microwave, or optical)
is sent over a transmission link on which the signal is re-
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generated periodically to compensate for transmission
loss and impairments (Fig. 1.1c). At any node on the
network, there are logical connections that represent the
pairwise connectivity between that node and all other
nodes on the network. Those logical connections need
to be made at the destination node. This is achieved by
unbundling the aggregated channels to access the chan-
nels that represent the pairwise connections to that node
from the other network nodes. Those channels are then
terminated, i.e., dropped at that node. Other pairwise
connections may also be added at that node.

An important feature of transport networks is the
different topologies of the interconnection of the trans-
mission links between the nodes. Linearly connected
architectures like a bus or a ring (typical for metropoli-
tan networks) are characterized by a single link in and
out of the node. In that case, terminated channels must
be dropped, and all others are simply passed through.
In addition to providing connectivity between that node
and other nodes on the output side of the node, chan-
nels originating at the node must be added to the output
link. The network element that performs this func-
tion in transport networks is an add/drop multiplexer
(Fig. 1.1b).

In mesh-configured networks (used in national net-
works), each node may be connected by links to more
than just the two nearest neighbors used for linear and
ring networks. In mesh networks, multiple links (trans-
mission routes) enter and exit the node. The transport
switch element to route-aggregated traffic is more so-

phisticated in this case because in addition to provid-
ing the add/drop function for tributary channels for
each transmission link entering the node, there is also
the need to switch/route some disaggregated tributary
(lower bit-rate circuits in the TDM case) traffic be-
tween output links to provide the desired pairwise con-
nectivity across the network. The network switch ele-
ment that provides this functionality is the cross connect
(Fig. 1.1d). Because of the need to switch, at the trib-
utary rate, between any of multiple input routes to any
output route and do add/drop for all routes, cross con-
nects are significantly more complex than add/drops,
generally requiring more extensive switching fabrics.
Both reconfigurable add/drops and cross connects are
essential to provide the ability to change the network
connectivity or the bandwidth of that connection to ad-
dress capacity demand changes (increase) between node
pairs or to facilitate the addition of nodes or to configure
capacity around a network failure (restoration).

In early transport networks, prior to the use of opti-
cal transmission, the transmission was purely electrical,
and the method of aggregation was electrical time-
division multiplexing (TDM) where multiple lower
bit-rate information-bearing channels were combined
to form a single higher bit-rate channel (represented
schematically in Fig. 1.1a). To do so requires synchro-
nization of the lower bit-rate channels that depended
upon distribution of centralized clock and electronics to
do pulse narrowing and bit stream interleaving to form
the higher rate-aggregated stream.

1.3 Enter Optical Fiber Transmission

The use of optical carriers to increase transmission
capacity in transport networks was very natural be-
cause its higher carrier frequency inherently offered
higher signal encoding bandwidth. Indeed, microwave
frequency line-of-sight systems had already been inves-
tigated, as had exploration of a microwave that offers
both ultralow loss and low chromatic dispersion. As
was noted earlier, the latter results in minimal pulse
spreading and resulting interpulse (bit) interference
during transmission over large distances. At its most
basic implementation, an optical transmission system
requires an optical source whose generated dc optical
signal can be modulated with information at the in-
formation bandwidth of interest, a low-loss fiber and
an optical detector and receiver. First field trials were
demonstrated in the mid 1970s. For example, AT&T
demonstrated 45Mb=s over one of its loop routes in
Chicago in 1977 [1.4].

Today’s networks provide tens of Tb=s capacity on
a single fiber with nearly 200 wavelengths, each carry-

ing an information capacity of 100Gb=s. New products
are pushing to 250Gb=s, and shorter-reach systems
operate at 400Gb=s per wavelength [1.1]. In many
cases, those optical signals—with the application of op-
tical fiber amplifiers—travel over a thousand kilometers
without the need for electrical regeneration. We have
been able to reach this capability, driven by society’s
demand, by a virtuous cycle over the years of increased
market demand driving innovations to cost-effectively
increase capacity, which, in turn, drove the ability for
the network to provide new applications, which then
drove another round of market demands, etc.

The ability of fiber optics systems, and ultimately,
reconfigurable wavelength-routed networks to respond
to the increasing demand for ever higher capacity with
increased reach and without depending upon power
hungry and costly electronic regeneration, is a result
of global efforts to continuously invent and innovate at
the material, device, transmission system, network, and
manufacturing level.
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1.4 Single-Fiber Capacity as the Key Metric for Cost-Effective
Optical Transmission Systems

To examine the evolution of optical transmission sys-
tems and, ultimately, reconfigurable optical networks,
over the decades since the initial deployments, it has
been useful to track a parameter that provides some
measure of the cost-effective value that optical systems
offer. That figure of merit is the information capacity
that can be sent over a single fiber.

As we have noted, the communication transport
architecture depends heavily on aggregation and the
network demand to transmit information over rela-
tively long distances. Furthermore, there is signifi-
cant cost advantage when the transmitted information
can be reconditioned—either regenerated or simply
amplified—at the aggregated rate rather than requir-
ing demultiplexing and reconditioning multiple signals
at the tributary rates. This is the case regardless of
the multiplexing parameter, time, wavelength or, poten-
tially, as we note later, space. As a result, from the very
beginning of innovation on optical fiber transmission
systems, researchers have focused on the device and
system technologies and transmission techniques that
have enabled ever-higher aggregated transmission ca-
pacity that can be carried over a single fiber. Essential
for this metric to provide the important economic value
is that the technologies to cost-effectively recondition
at the aggregated rate are commercially available.

In Fig. 1.2, we show the hero research transmission
experiment summary of the maximum information ca-
pacity carried on a single fiber versus the year those
results were achieved [1.1, 2]. These extraordinary hero
transmission systems experiment results became the
highlight of the postdeadline sessions at international
fiber optics conferences, including the Optical Fiber
Conference (OFC), the European Conference on Opti-
cal Communications (ECOC), and the Asia Communi-
cations and Photonics Conference (ACP). Commercial
results typically followed a number of years later. For

the purposes of this chapter, it is convenient and infor-
mative to describe the progress in information distri-
bution capacity over the years in generations or eras of
fiber optic transmission and, ultimately network, capac-
ity increases. Those generations include time-division
multiplexed systems, wavelength-division multiplex-
ing, which includes also the introduction of reconfig-
urable optical networks, and, most recently, very high
speed WDM networks. Each generation has built on
top of the capability of earlier generations. We use
these roughly-defined eras to provide an overview of
the advances and achievements in optical communica-
tions over the years. Importantly, we also note the set of
critically important optical component or system tech-
nology innovations that enabled each era.
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Fig. 1.2 Summary of trends of high-capacity hero trans-
mission experimental results on a single fiber over recent
decades

1.5 High-Speed Time-Division Multiplexing (TDM) Transmission Systems

Following the first field trials and initial deployment
at rates of � 50Mb=s, transmission capacity was in-
creased by increasing the bit rate. The application was
primarily long haul, where traffic from all users in
a large city was aggregated together and sent over
a fiber destined for other metropolitan areas. The ba-
sic service at that time was voice, which required only
several kb=s, and demand was over local and regional
distances. Aggregated rates on the long-haul fiber rep-

resented many aggregated voice sessions. Increase in
capacity demands was still driven mostly by popula-
tion growth, as well as some increase in new services
such as fax. As capacity demand increased, given the
broad bandwidth capability of fiber, new systems or
upgrades of deployed systems could be achieved by in-
creasing the speed of the transmitter and receiver and
the regenerators. In the early days, the capacity increase
per product generation was typically fourfold. That was
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a number that had generally been large enough to han-
dle demand for some time (typically � 7 y) while not
being overly demanding of the required advances in
electronics. Of course, the economics demanded that
cost of new systems scaled sublinearly with capacity,
so that as systems moved to higher capacity to meet de-
mand, the cost per bit was decreased.

Assuming higher bit-rate electronics (say �4) were
available, or could be cost-effectively developed, as
were the optical transmitter and photodetector, up-
grading to a � 4 transmission systems was more cost
effective than building four-parallel transmission sys-
tems at the lower rate. The typical rule of thumb was
that, once one paid for the cost of developing the next
generation of electronics, a fourfold increase in trans-
mission capacity could be achieved with only a roughly
twofold increase in cost, resulting in a cost per bit that
was reduced by a factor of 2.

The emergence and growth of multinational com-
panies around the world put increased pressure on the
transoceanic undersea-transmission facilities that had
moved to optical fiber in 1988 on the TAT-8 undersea
system. In addition, as computers began to becomemore
common in business, the vision of data networks—
computers talking to computers—began to suggest the
need for an acceleration in network capacity. These
new technology advances, together with growing global
business opportunities, would dramatically change the
global communication needs and, in turn, drive the de-
mand for ever higher connection bandwidth.

After several generations of increasing the capac-
ity by increasing the transmission bit rate, by the end
of the 1980s commercial systems were operating at
roughly 1Gb=s. The first systems deployed were de-
signed to be as simple as possible and to minimize the
components. Information encoding was achieved by di-
rectly modulating the output power of the source laser
by modulating the drive current. That function was ac-
companied with an undesirable wavelength chirp that
resulted in optical pulse spreading (see below) if the
transmissions fiber was dispersive at the transmission
wavelength. To avoid that issue, especially at initial bit
rates of less than � 1Gb=s, these early systems were
dispersion limited and, thus, operated at fiber zero dis-
persion, 1:3�m, wavelength.

To reach higher TDM rates required first and fore-
most the next generation high-speed electronics. In
addition, for the same distance between electrical re-
generation, both the signal strength relative to noise
and quality of the detected signal with respect to in-
terference are important. For the same fiber loss over
a fiber optic link, the received electrical power scales as
the inverse square of the signal bit rate. To help over-
come the reduced receiver power at higher bit rates,

researchers focused on systems operating at the low-
est loss wavelength window around 1:55�m. However,
for the standard single-mode fiber deployed in the early
1990s, there was significant chromatic dispersion in
the 1:55�m window. This dispersion was problematic
when using direct laser modulation where creating dig-
ital zeros and ones was by modulating the drive current
of the semiconductor laser source to go from low output
to high output. Unfortunately, to achieve a high on/off
ratio, it was necessary to reduce the off drive current
to the point where the laser was nearly turned off. As
a result, in addition to the desired transition between
a zero and one, there was also a small change in out-
put wavelength. This wavelength chirp together with
the chromatic dispersion at a wavelength of 1:55�m re-
sulted in pulse broadening, which limited transmission
performance.

Three technology advances were instrumental to
strongly mitigate these limitations and enable long-
haul bit rates to go above roughly 1Gb=s. (Fig. 1.3)
First, to avoid chromatic dispersion, it was critical that
the semiconductor laser operating at 1:5�m be truly
single frequency. Thus, laser structures, such as the
distributed-feedback (DFB) laser that provided single
longitudinal mode operation were critical.

Secondly, external optical modulators that provided
optical information encoding without the chirping ef-
fects proved to be essential for data rates above sev-
eral Gb=s. In particular, electro-optical modulators
based on waveguide Mach–Zehnder (MZ) interferom-
eters fabricated using titanium-diffused lithium nio-
bate waveguides were shown to offer zero chirp and
high on/off modulation with low insertion loss. With
a traveling-wave electrode structure, such devices were
shown early on to be capable of operating at� 10Gb=s
with relatively low (3�5V) drive voltage [1.5]. Hero
systems experiments demonstrated that external modu-
lators for information encoding became advantageous
compared to direct laser modulation and, indeed, re-
quired for bit rates above about 4Gb=s for long-haul
applications [1.6]. Because of the ability to integrate
multiple modulators, both amplitude and phase, this
technology would also serve well the later generation
systems’ needs for advanced modulation formats, as we
will see later.

Finally, optical detectors capable of operating at
high bit rates and with reasonable optical to electrical
conversion efficiency were also needed for high-speed
TDM systems. High-gain, high-bandwidth avalanche
photodiodes with separated absorption and gain re-
gions SAG-APDs provided both [1.7]. The combination
(Fig. 1.3) of single-frequency lasers operating at 1:5�m
externally modulated with waveguide modulators and
detected with SAG APDs resulted in record transmis-
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sion experiments (2�16Gb=s) in the late 1980s to early
1990s which led to commercially-deployed 10Gb=s
systems in the mid to late 1990s.

In TDM systems, leveraging improvements in the
sources, receivers, and regenerators, the system’s cost
scaled roughly as the square root of the carried infor-
mation capacity as long as the increased cost of these
new higher-speed components (at volume) was not too
high, and transmission impairments at the higher speed
did not preclude the achievement of the fixed span dis-
tance between regenerator huts. So, starting with the
first systems at 45Mb=s to 2:5Gb=s and 10Gb=s, each

generation at a higher bit rate substantially reduced
the cost per bit of transmitted information. Thus, this,
roughly, factor of 200 increase in capacity was achieved
very cost-effectively.

In these TDM systems, electronics was still used to
aggregate data to high data rates to take advantage of
the bandwidth of fiber and TDM add/drop multiplexers,
and cross connects continued to be done electroni-
cally. As we will see, that changed as the optical fiber
amplifier and wavelength-division multiplexing were
introduced, providing an additional layer of multiplex-
ing and bandwidth management.

1.6 Wavelength-Division Multiplexed Transmission Systems

Increasing the TDM bit rate beyond a few Gb=s with
the standard single-mode fiber that was, for the most
part, the only fiber type commercially deployed in the
mid 1990s, proved to be very challenging. To achieve
the necessary loss budget with the laser launch power
available or necessary to avoid fiber nonlinear effects,
operation at 1:5�m was essential. However, the high
chromatic dispersion in standard single-mode fiber was
challenging even with nonchirp external modulators.
In addition, it became apparent that much of the de-
ployed single-mode fiber displayed polarization mode
dispersion that further impaired the transmitted sig-
nal. A potential solution to the first impairment was
to use so-called dispersion-shifted fiber in which the
zero-chromatic dispersion point is moved to the 1:5�m
window by choosing the appropriate material refractive
indices and the fiber core dimensions. This approach

was heavily researched and ultimately deployed for
10Gb=s-TDM systems, especially in Japan.

The concept of wavelength-division multiplexed
(WDM) transmission systems where multiple wave-
lengths, each separately encoded with information, are
passively multiplexed together onto a single single-
mode fiber, transmitted over some distance, then wave-
length demultiplexed into separate channels whose in-
formation is detected and received, was well known
from microwave transmission systems. While similar
systems had been proposed for optical transmission
systems in the early years, they had not gained popular-
ity, partially because the necessary optical components
were not available. More importantly, compared to in-
creasing capacity via TDM, the approach did not scale
capacity as cost-effectively as TDM, because signal re-
generation required an array of electronics regenerators,
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one for each wavelength rather than a single regenerator
operating at the higher aggregated capacity. In addition,
in such systems, a transmitter, a receiver, and a regen-
erator are needed for each wavelength on the fiber at
each regenerator site. Thus, for electrically regenerated
transmission systems, WDM did not offer a significant
cost-effective capacity upgrade option.

That fundamental practical limitation to the use
of WDM transmission systems changed dramatically
with the demonstration and development of the erbium-
doped fiber amplifier. While not a pulse regenerator,
the optical amplifier provides a relatively low-noise
20�30 dB amplification, see, for example, [1.8]. From
a system’s value-add point of view, the optical amplifier
offers the simultaneous amplification of multiple wave-
lengths, each carrying a high-capacity TDM signal.
Importantly, there is no mixing of the information that
is carried by the individual wavelengths. In addition, the
fiber amplifier provides amplification for signals at es-
sentially arbitrarily high bit rates for each wavelength.
This is an enormously important and valuable feature
of optical amplifiers that enables the upgrade of appro-
priately designed optical transmission systems to higher
per wavelength bit rates without the need to replace am-
plifiers.

The earliest and most successful optical fiber ampli-
fier is the erbium-doped amplifier in which the preform
is doped with erbium prior to the fiber draw. When
pumped with an intense laser source in the 0:98 or
1:48�m region, the erbium-doped fiber amplifier pro-
vides optical gain over a, roughly, 40 nm-bandwidth
centered around 1:55�m, fortuitously well matched
to the loss minima of single-mode transmission fiber.
A gain of 20�30 db is achievable with reasonable pump
power and is sufficient to compensate for loss of an �
100 km span. Typical fiber amplifier length is 10�20m.
Amplifiers based upon Raman gain, which offer flex-
ibility to control the center wavelength of the gain
spectrum by tuning the pump laser, have also been de-
ployed.

These gain characteristics combined with the other
features above, make the optical amplifier an ideal am-
plifier for high-capacity WDM transmission systems.
Long-haul transmission systems—including undersea
ones that can greatly benefit from the ability to up-
grade capacity by simply increasing the bit rate at the
land-based transmitters and receivers—were the first
natural application areas for this new multiplexing tech-
nology. Amplified WDM transmission systems, while
still having competition from single-channel 10Gb=s
over the rather limited installed fiber plant that would
support it, took off in the marketplace. It is important
to note that from a market value point of view, it was
not just increasing the network capacity that was im-

portant but the drastic reduction in the cost per bit of
transmission capacity that this new WDM, fiber ampli-
fied technology made possible. It was not WDM alone,
but rather the elimination of a number of single-channel
electronic regenerators and transceivers with a single-
multi-wavelength fiber amplifier enabled by WDM that
provided a significant increase in cost-effective trans-
mission capacity that made this new technology trans-
formational for optical transport networks.

The other key enabling technologies forWDMtrans-
mission systems are the wavelength multiplexing and
demultiplexing devices and single-frequency lasers that
can be precisely set to a wavelength grid that allows
matching source wavelengths to mux/demux devices
wavelength response (Fig. 1.3). It is essential for these
devices and for the entire value proposition of WDM
to be viable that there was the agreement and standard-
ization of the wavelength grid to ensure that devices
from different vendors could be used by systems’ ven-
dors. A variety of technologies have been employed
for wavelength multiplexers (mux) and demultiplex-
ers (demux). Waveguide grating routers based on sil-
ica waveguide technology were typically employed for
large wavelength applications. The 80-wavelength out-
put from an early silica-based arrayed waveguide grat-
ings router is shown in Fig. 1.4. Also important are the
high-power (� 100MW output power) semiconductor
lasers to pump the optical fiber amplifier. Because fiber-
amplified transmission systems are essentially analog
systems, amplifier noise from each repeater builds up,
as does dispersive and nonlinear pulse spreading. There-
fore, low-noise amplifier operation and careful disper-
sion management are also important. Such considera-
tions also make high-performance optical modulators
that enable long-distance transmission especially impor-
tant for signal encoding as one seeks to leverage the
cost-effectiveness of the amplifier over longer distances
without the need for costly electrically regenerators.

While the fiber-amplifier enabled the cost-effective
deployment of WDM, there was another factor that
drove lightwave systems to WDM. That was the per-
formance of standard single-mode fiber that was in
the field in the early 1990s. The deployed fiber had
its minimum loss at 1:55�m with the zero-dispersion
wavelength of 1:32�m. Prior to the WDM deploy-
ment, as work was focused on increasing fiber capacity
by increasing the bit rate from 2:5 to 10Gb=s, work-
ers were hampered by deleterious pulse interference
effects. Further study found that the limitations re-
sulted from polarization mode dispersion—an effective
mode refractive index that was polarization dependent.
These results suggested that for such fibers—which
represented a significant portion of the buried fiber—
increasing TDM capacity beyond, roughly, 2:5Gb=s
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Fig. 1.4 Measured wavelength
spectrum of a silica waveguide-
based grating router 80-wavelength
multiplexer/demultiplexer with
50GHz channel spacing. Courtesy of
Chris Doerr

over distances of typical regenerator spans would not
be possible. Polarization dispersion limitations were
not necessarily an issue for all embedded fiber at that
time, and some single-channel 10Gb=s-systems were
deployed.

Another important enabler for WDM transmission
systems was the nonzero dispersion shifted fiber [1.9].
For high-bit-rate systems, low chromatic dispersion
is important to avoid the pulse spreading that results
in interbit overlap and loss of information. However,
in wavelength-division multiplexed systems a small
amount of chromatic dispersion is useful. The nonlin-
earity of single-mode fiber is small but over distances
of hundreds of kilometers typical of long-haul systems
that four-wave mixing between wavelengths gener-
ate waves that spectrally overlap existing wavelength
channels causing signal interference and degradation.
A carefully designed small amount of chromatic disper-
sion can provide enough phase mismatch to effectively
eliminate such deleterious effects.

Nonzero dispersion-shifted fiber can be designed as
the transmission fiber, in which case the fiber is de-
signed with sufficiently high dispersion in the 1:55�m-
wavelength region to minimize deleterious effects of
four-wave mixing while ensuring that the dispersion is
low enough to minimize pulse spreading for the planned
per wavelength bit rate. Nonzero dispersion-shifted
fibers can also be used as dispersion compensating
fiber placed at the amplifier site to undo dispersion in
the transmission fiber. In this case, the transmission
fiber has sufficient dispersion over the transmission dis-
tance to avoid four-wave mixing, but the resulting pulse
spreading is undone by the compensating fiber.

As alluded to earlier, undersea lightwave systems
were an important driver and early adopter of fiber-

amplifiedWDM transmission technology.An important
issue for deployment of undersea TDM optical trans-
mission systems was the length of time to develop and
do reliability and accelerated aging for the new elec-
tronics and optoelectronics devices to be deployed in
the submerged regenerator pods because of the high
cost to replace undersea electronics should it fail pre-
maturely. This requirement meant that every new gen-
eration of higher capacity required the higher-speed
electronics needed to pass stringent reliability stan-
dards. With fiber-amplified WDM systems, there are
no high-speed electronics under water, so issues associ-
ated with reliability testing required less lead time. The
first such system—a transatlantic system—included 16
wavelengths at 2:5Gb=s, each with repeater spacing of
100 km.

As multiplexing devices and amplifier performance
were improved and techniques to mitigate dispersive
and nonlinear transmission impairments developed,
single/fiber transmission capacity results in research
labs around the world improved—sometimes quite
dramatically—every year. These extraordinary hero
transmission-systems’ experimental results became the
highlight of postdeadline sessions at major optical con-
ferences around the world (Fig. 1.2). Increased capacity
in transmission systems’ experimental results over the
years (Fig. 1.2) were achieved by increasing the per-
wavelength bit rate from 2:5 to 10 to 100Gb=s and by
increasing the number of wavelength channels. The lat-
ter was also achieved by adding additional gain bands.
With respect to increasing the capacity on each wave-
length, the issues that needed to be addressed included
demonstrating the high-speed electronics, modulator,
and receivers at the higher rates, mitigating fiber non-
linearities and managing dispersive effects. Increasing
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the total single-fiber capacity by increasing the number
of wavelengths was achieved either by enhancing the
spectral efficiency, i.e., reducing the wavelength spac-
ing, without reducing the information rate/wavelength
or by increasing the spectral bandwidth of the ampli-
fier.

The first WDM commercial systems, deployed in
terrestrial long-haul applications in the mid-1990s,
employed eight wavelengths at 2:5Gb=s, a tenfold
improvement over the single-channel systems previ-
ously available. The typical amplifier span distance was
50�100 km, and the maximum distance between regen-
erators was typically roughly 600 km—a distance that
was limited more by network considerations than the
maximum achievable distance before full regeneration
was necessary. (That network consideration was that for
distances longer than 600 km, typically some portion
of the traffic needed to be dropped and traffic added
for the route to be cost-effective. Prior to adoption of
optical wavelength add/drops, as discussed below, that
could only be done electronically, in which case it made

sense to do full electrical regeneration.) As multiplex-
ing devices and amplifier performance were improved,
the number of wavelengths was soon doubled and
then quadrupled. In research labs, work focused on
WDM transmission at higher TDM rates—10Gb=s and
40Gb=s. In addition, wavelength mux/demux technol-
ogy was improved, so that by the early 2000s com-
mercial amplified WDM systems with 160 wavelengths
at rates of 10Gb=s per wavelength for 1:6Tb=s total
capacity were being deployed. These systems also op-
erated over a distance of about 600 km, again limited
mostly by network connectivity constraints, as noted.
Tunable lasers have also become essential for cost-
effective WDM systems [1.10, 11]. Having a single
laser that can be tuned to any of the wavelengths car-
ried by a given system drastically reduces the cost of
excess inventory of lasers needed both for the system’s
vendors during deployment and also for network car-
riers for replacement or for adding wavelengths. The
latter became even more important as reconfigurable
networks evolved, as we will see below.

1.7 Bandwidth Management at the Optical Layer Via Optical Add/Drops
and Cross Connects

The adoption of wavelength-division multiplexed trans-
mission enabled by multiwavelength optical amplifiers
has, in line with our earlier discussion of the general
features of transport networks, rather naturally led to
wavelength-based reconfigurable optical networks that
provide high-level, cost-effective network bandwidth
management, including restoration after fiber cuts or
equipment failures. The roadmap of that evolution is
shown schematically in Fig. 1.5 [1.2].

These optical layer networks, as noted earlier, are
the optical wavelength-based equivalent to the time
slot-based electrical TDM networks. However, this is
a higher layer transport network whose networking
granularity is a wavelength channel with its rate dic-
tated by the TDM channel it is carrying. For a given
wavelength, TDM networks continued to be used to
provide bandwidth management at a lower total ca-
pacity and at finer bandwidth granularity via TDM
add/drops and cross-connects.

Initially, WDM was employed over linear transmis-
sions links where all wavelengths were aggregated onto
the fiber at one node and carried with periodic ampli-
fication to an end node, where all wavelength channels
were terminated (Fig. 1.5a). At those nodes, typically
signals on a wavelength would be received and con-
verted to electrical signals demultiplexed into lower
TDM tributaries, some of which were dropped locally;

others might be cross connected to other routes via
TDM cross connects. In the mid to late 1990s, on av-
erage the longest distance over which the long-haul
transmission went before it passed a major node at
which traffic needed to be dropped or added was about
600 km. Amplified WDM systems that leveraged the
value of the amplifier could carry signals to longer dis-
tances without regeneration but without the ability to
get traffic on and off the line; it was not cost-effective
to do so. Optical wavelength-add/drop multiplexers
(Fig. 1.5b) provide those high-capacity on/off ramps
with a full wavelength of capacity and allow all other
wavelengths to pass through the node, benefiting from
the amplification of the optical amplifier but not re-
quiring it for each by-passed wavelength. This ability
to optically add and drop selected wavelengths and at
the same time allow the pass-through wavelengths to
leverage the amplifier and not require a regenerator for
each wavelength provides the ability to reduce opto-
electronic regenerators while meeting the connectivity
requirements of the network nodes. The result is the
elimination of regenerators and extension of the basic
value proposition of the amplifier to a multinode linear
network rather than to a single node-to-node link.

Initially, to minimize capital costs, these add/drops
were fixed in the sense that the number and actual
wavelengths that could be added or dropped was set at
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deployment. Typically, the number of possible added or
dropped channels is only a fraction of the total number
of wavelengths on the fiber, enough to serve the traf-
fic demands of that node. However, capacity require-
ments change, and service providers want the ability to
change the configuration. Therefore, even though most
of the add/drop multiplexers were initially fixed to con-
tain cost, the direction toward reconfigurable optical
add/drop multiplexers, referred to as ROADMs (recon-
figurable wavelength add/drop multiplexers) was clear
(Fig. 1.5c). As technology has improved and costs been
reduced, ROADMs with their flexibility for remote re-
configurability have become central to commercially
deployed networks. In mesh networks at nodes where
two or more routes enter and exit (Fig. 1.5c) reconfig-
urable cross connects provide the ability to add/drop
wavelengths of capacity for each route in each direction
and also provide the ability to directly cross connect
wavelengths between routes.

The vision of reconfigurable optical layer net-
works did not come out of a vacuum. Prior to the
amplifier and commercial introduction of WDM trans-

mission systems there was considerable research ac-
tivity to explore reconfigurable optical networks, but
mostly for LAN and local-access applications. Opti-
cal 2� 2 space-division switches and switch arrays
using integrated optics techniques, especially using
titanium-diffused lithium niobate waveguide technol-
ogy, were demonstrated with both time-multiplexed
switching and transport network cross-connect applica-
tions as potential drivers [1.12]. Tunable wavelength-
selective 2� 2 waveguide switches that demonstrated
the ROADM function were also demonstrated [1.13,
14]. So, innovating and applying optical switching tech-
nologies to achieve reconfigurable optical networks
were explored. However, without deployed or planned
networks whose multiplexing to aggregate bandwidth
was based upon an optical parameter, all that work was
a solution looking for a problem.

The emergence of the optical amplifier and the
commercial deployment ofWDM transmission systems
dramatically changed that picture. The multiplexing pa-
rameter by definition becomes the parameter around
which network bandwidth management is achieved via
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add/drop and cross connection. In addition, the avail-
ability of highly efficient, high-gain optical amplifica-
tion provides loss compensation for both the transmis-
sion losses, as well as the inevitable loss in the optical
switching elements.

WDM transmission systems and the emerging opti-
cal networking vision came at a time (mid to late 1990s)
when globalization and computer networks were driv-
ing predictions of high network capacity demand and
reach. It was also a time of intense venture investment.
The WDM optical networking vision gained the sup-
port of funding agencies and companies in Europe, the
United States, and Japan. Several generations of optical
cross connects andWDMnetwork projects were funded
by the European Framework Programs that fostered co-
operation between universities and corporations. Japan
initially chose the strategy to higher bit rates and de-
ployed dispersion-shifted fiber to mitigate signal distor-
tion issues at bit rates beyond 2:5Gb=s. Nevertheless,
there was considerable interest in WDM-network re-
search in Japan aswell. In theUS,DARPA (DefenseAd-
vanced Research Project Agency) funded several gen-
erations of WDM and optical switching programs, in-
cluding both local-area network and switched-network
programs even before it was clear that WDM transmis-
sion would break into commercial deployment, see, for
example [1.15]. While a couple of simple metrics—
total bandwidth per fiber and distance without requir-
ing regeneration—define transmission systems’ perfor-
mance, networks are more complicated. To help under-
stand the initial challenges and hurdles that needed to
be overcome to pave the way for commercial networks,
below we describe the DARPA-fundedMONET (multi-
plewavelength optical network) project thatwas an early
research, prototyping, and field trial example of a recon-
figurable WDM transport network.

DARPA, through its ARPANET (Defense Advanced
Research Project Agency Network) programs had been
a strong champion of packet-based data networks that
gave them a vision of the importance and requirements
for future data networks. Aware of the growing future
needs for defense, they understood the communication
bandwidth that would be needed to support commu-
nications, as national security networks increasingly
moved from person-to-person to machine-to-machine
connections. They were especially interested in a net-
work model that would meet demanding government
needs and grow cost-effectively. There was experi-
ence at the time with so-called dual-use-networks using
TDM technology. The idea was for commercial ser-
vice providers to build and operate a network that could
have secure, separate subnetworks for government and
normal commercial traffic. Included in this model was
the view that under unusual circumstances of heavy

demand, the partitioning of the network could be re-
configured to give priority capacity where needed by
government offices. In the case of a WDM network that
suggested full wavelengths, literally virtual fibers, that
could be used for the subnetworks.

A consortium that included United States service
providers—AT&T, Bell Atlantic (now Verizon), Bell
South (now AT&T) and Southwest Bell (now AT&T),
and Bellcore, the regional service providers research
arm—was one of the awardees of the DARPA call
to drive the vision outlined above. The consortium’s
program was called the multiple wavelength optical
network (MONET). AT&T was also the parent of the
AT&T Network Solutions business, which built optical
infrastructure (including, shortly after the call, one of
the first WDM transmission systems) and Bell Labs,
the research arm. On the government side, in addition
to DARPA, there was strong partnering and close field
trial collaborations with NSA, NRL, DISA, and oth-
ers. The overall goal, through test beds and field trials,
was to demonstrate the technical feasibility of national
and metro reconfigurable WDM networks with pro-
totype network elements—ROADM and optical cross
connects—that could be prototyped with the research-
grade components that were available at the time [1.16].

MONET was vertically integrated. The program in-
cluded research, network architecture design, and the
necessary prototyping of ROADMs and reconfigurable
optical cross connects and network elements. Both
metropolitan and long-haul networks were built and ul-
timately connected via the cross connect test bed in
a metro to long haul to metro (actually the same metro)
end-to-end network. The network management system
controlled the network elements to provide the desired
end-to-end configuration. Bellcore’s metro network and
the long-haul and optical cross connect test beds of
AT&T, including Bell Labs, were connected by fiber to
demonstrate end-to-end networking [1.17]. Later, over
commercially laid (Bell Atlantic) fiber connections,
several US government agencies in the Washington DC
area, a successful field trial of a reconfigurable optical
network that included both ROADMs and a reconfig-
urable [1.18] optical cross connects was achieved.

The work included careful consideration of network
operations and management that resulted in device
requirements previously not recognized as important.
As an example, in a discussion between device re-
searchers and carrier network operators, the question
was raised about how the amplifier gain characteristics
might change in time as several input wavelength chan-
nels were suddenly dropped out of the input stream.
Research identified the time-dependent gain changes
to the pass-through wavelengths when the number of
wavelengths input to the amplifiers changed rapidly.
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Research further showed that these gain transients were
unacceptable, and mitigation techniques to circumvent
them had to be developed [1.18].

As noted above, the MONET network element pro-
totyping was done with available lab prototype optical
component technologies. Liquid crystal technology was
used as the active optical switching element in the metro
ROADM. For the wavelength cross connect and larger
ROADMs, a wavelength demux/mux combined with
a layer of space-division switches for each wavelength
was selected. Lithium niobate-integrated optic switch
matrices were employed as the space switches [1.12].
Some research was also performed on new component
technologies that offered greater promise for the future.
As an example, MONET researchers demonstrated one
of the first multiwavelength receivers on a chip [1.18].

The program, which gave strong support for the po-
tential value and practical feasibility of reconfigurable,
wavelength-routed networks was completed in the end
of the 1990s, just as globalization and the Internet
were driving increased focus on ever-higher capacity
demands for national and international networks,

It is important to emphasize that several conditions
do need to be met for the use of add/drop multi-
plexers to be preferred to full demultiplexers at each
network node. To be cost-effective, a significant frac-
tion of network node pairs should have capacity de-
mands that require or will soon require a full channel
(wavelength) at the maximum supported TDM. Ade-
quate transmission reach to ensure that the information-
bearing wavelengths launched at one end of the network
can be transmitted across the network without unac-
ceptable noise or distortion is also necessary. Even
though they carry digitally-encoded information, the
transmission links of optical networks with optical am-
plifiers for gain and transmission-induced distortions
are inherently analog-like systems. Consequently, op-
tical signal-encoding technologies that are least sus-
ceptible to transmission impairments are essential to
achieve increased reach and the economic benefit that
results because of eliminating costly regenerators. In
the early days of optical transmission, that really meant
no chirp in the modulated signal—something that could
be achieved with external electro-optic modulators but
not with directly-modulated lasers. The evolution to
optical networks with their ability to get traffic on
and off the network optically meant that reach well
beyond 600 km could also bring value by reducing elec-
tronic regenerators while meeting the network-access
and connectivity requirements. That drove the demand
for even longer optical layer reach. Today’s optical net-
works span the nation, providing optical wavelength
connectivity between major cities without requiring
electronic regeneration in the transmission path. This

ability of externally modulated signals to travel over
long distances with limited transmission-induced dis-
tortion is valuable to cost-effective optical networks. It
has assured an important place in the marketplace for
optical modulators. That trend has held up even today
as at modulation rates of 100 and 400Gb=s advance
modulations schemes that use both amplitude and phase
modulation in nested configuration are required. These
critically-important modulation techniques can only be
achieved with electro-optic modulators.

Relatively low-cost ROADMs are also important to
make the optical bypass value proposition complete.
Roughly, the cost of ROADM plus the high-gain ampli-
fier should to be less than that of a simplemultiplexer/de-
multiplexer pair plus the cost of the N electrical regen-
erators and N transceivers, where N is the total number
of wavelengths on the line. It is important not to forget
that at the system level as one tries to extend the optical
bypass value proposition by extending the reach of the
network there is also potential additional transmission
cost to enable optical signals to travel over the extended
length without unacceptable noise accumulation and
signal distortion. This becomes particularly important
at elevated TDM rates. Some optical line-conditioning
elements, such as dispersion-compensating fiber, e.g.,
maybe required. Such cost, normalized by the number
of nodes (add/drop sites), should really be added to the
add/dropmultiplexer plus amplifier cost when doing the
comparison with full regeneration cost.

Given the above caveats, it is reasonable that if the
amplified WDM-transmission system wins over a re-
generated system for intracity systems separated by
several hundred miles, then, if achievable from a trans-
mission reach point of view, a linear WDM network
extending over several thousandmiles, with wavelength
add/drop to allow on and off traffic at cities along the
route, will also provide a good business case, perhaps
an even better one. This is the amplified WDM value
proposition extended to the linear multinode network
enabled by a reconfigurable wavelength add/drop mul-
tiplexer (ROADM) switch.

With the understanding and appreciation of the value
of ROADMs in a linear network, including a ring, one
can see that a similar value proposition applies to mesh-
based architectures (Fig. 1.5c) where any node can be
connected directly to several other nodes. It is impor-
tant to keep in mind that optical cross connects pro-
vide both wavelength-based route switching, as well as
the local wavelength add/drop. As an example, consider
a national network with a node (medium to large city)
that serves as a hub with connections to other cities via
a north/south route and an east/west route going through
it. At this hub, there may be traffic terminating at the
node from both the north/south traffic and from the east/
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west traffic. There is also pass-through traffic thatmaybe
passing through on the same route or passing through
from one route to another (switching routes). Given the
multitude of possible pathways, this is a much more
complex switching function than a ROADM. Neverthe-
less, the optical cross connect that includes local wave-
length add/drop that provide this function achieves value
in the same way as the ROADM—eliminating costly re-
generators at branching points in the network. It also of-
fers the direct value of switching a wavelength between
routes. If therewere no optical switching layer, and in the
absence of line rate electrical cross connects (the case in
the early days of2:5 and10Gb=s and today at 100Gb=s),
the signals on wavelengths that needed to be switched to
a different route would have to first be detected and de-
multiplexed down to an electrical TDM rate for which
digital cross connect fabrics are available.

The enabling technologies for ROADMs and cross
connects (Fig. 1.3) are electrically-controlled optical
switches, either broadband space switches together with
a wavelength multiplexer/demultiplexer component or
a single-module wavelength-selective switch (WSS).
Integrated wavelength-selective switch modules that in-
clude an internal grating-based free-space wavelength
to position mapping onto an array of electrically-
controlled variable angle-deflecting elements provide
a modularized 1�N WSS that is a compact building
block for both ROADMS and for full optical cross con-
nects, see, for example, [1.19, 20]. The N output fibers
in this case can include multiple wavelengths on by-
pass fibers that represent the different network routes.
In a simple ROADM on a ring topology, there would
be only one of these, whereas for cross connects there
may be several, reflecting the different output routes.
The other output fibers from this module would typi-
cally be single-wavelength client-side drop (add) ports.
A variety of technologies have been used for optical
switch fabrics, including micromechanical adjustable
angle mirrors (MEMs) on silicon, liquid crystal on
silicon (LCOS), and electro-optical or thermo-optical
waveguide space switches, see, for example, [1.19, 20].

Commercial wavelength-reconfigurable optical net-
works have been widely deployed. Initially, these net-
works were deployed in national networks, but with the
dramatic growth in transport bandwidth needs driven by
video and broadband wireless, reconfigurable optical
networks are now massively deployed in metropolitan
applications as well.

There have been significant advances in both the
architecture and the component technologies of both
ROADMs and cross-connect systems since the ini-
tial deployments. With the high-performance 1�N
wavelength-selective switch (WSS) components de-
scribed above, the add/drop architecture becomes one

in which only the added or dropped wavelengths are
simultaneously mux/demuxed and switched to the de-
sired output port. All the other wavelengths remain on
the output fiber. This provides a significant component
count and cost reduction, especially for the case where
the percentage of the channels added or dropped at any
given node is small. It also provides a powerful compo-
nent for the creative design of optical cross connects for
applications in network nodes where a limited number
of routes intersect.

Overall, the design considerations and tradeoffs for
ROADMs and cross connects are very similar to those
of their electronic predecessors. At the highest level,
there is a tradeoff between operation flexibility versus
complexity, size, and cost. In general, the complex-
ity, and thus the cost, of wavelength add/drop modules
increases with the number of wavelengths on the trans-
mission fiber, the fraction of wavelengths that can be
added/dropped, and the fraction of wavelengths from
which one can chose to add/drop.While systems are de-
signed with node-to-node connection capacity require-
ments in mind, the ability to accommodate unpredicted
capacity needs is inevitable. Network operators need to
balance that potential need against the initial increased
cost to provide it.

As with electronic add/drops and cross connects,
operators want operational ease and flexibility with
ROADMs and optical cross connects. That has driven
the requirement that it should not be necessary, as
it was in first-generation optical add/drop multiplex-
ers, to require the assignment of any particular spatial
slot on add/drop frame to be used only for a specific
transmitted wavelength. That is, there should be com-
plete freedom to insert a transmitter line card of any
wavelength into any available line-card slot. ROADMs
that provide this capability are referred to as colorless
ROADMs. To provide this flexibility and ease of use
generally requires additional optical-switch fabric with
its additional cost. Once the line card has been inserted,
internal software controls this optical-switch fabric to
achieve the desired connectivity.

A simple way to think about this is the example of
a simple M � 1 passive wavelength multiplexer, for ex-
ample a waveguide-grating router, that multiplexes M
different colors onto a fiber. To operate effectively the
right color has to be launched into a particular input
port on that multiplexer. Alternatively, if in front of the
M input lines to that mux you have anM�M switch (or,
perhaps,M 1�M switches), you could insert any of the
M colors into the switch at any port and under switch
control get it to the right port on the mux to work.

Similar operational advantages exist for placing
no restrictions on line-card placement based upon the
ultimate route direction or any internal blocking or
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contention. Therefore, there has been considerable re-
search and development over recent years to design and
manufacture cost-effective colorless, directionless and
contentionless optical ROADMs. These so-called CDC
ROADMs offer flexibility and simplify operations in
ways that carriers have come to expect based upon their
experience with TDM (SONET) add/drop multiplex-
ers (ADM). While they provide substantial operational
flexibility, these CDC ROADMS do require substantial
increase and complexity of the optical switch fabric.
To achieve this capability cost-effectively will require
continued innovation in ROADM architecture andWSS
technology.

Another feature available in electrical digital add/
drop multiplexers is the ability to do bandwidth defrag-
mentation as well as bandwidth concatenation. Several
approaches to implement this function in ROADM have
been proposed, including the use of time-slotted WDM
and add/drop elements that have adjustable bandwidth
per wavelength. The latter enable wavelength channels
to be dynamically allocated only the bandwidth needed
for the bit rates to be carried. This would provide
more efficient utilization of the bandwidth in networks
for which the bandwidth demands between node pairs
differs across the network, which, as noted above, is
typically the case [1.2].

Overall, the value that reconfigurable WDM net-
works bring in themarketplace can be summarized [1.2]:

� They provide high-level (wavelength) bandwidth
management at relatively low cost, power, and space
requirements.� They provide traffic on/off ramps to satisfy network
connection demands while extending the value of
the multiwavelength amplification via optical by-
pass of the pass-through wavelengths.� They reduce network costs and power by eliminat-
ing O-E-O conversion and electrical regeneration.� They offer the opportunity to simplify and reduce
the costs of capacity upgrades.

The second point suggests that the cumulative ben-
efit increases with network reach. That is moderated at
some point, as the extra cost to increase the reach is
greater than the O-E-O reduction savings. An example
of the fourth point above is that a reconfigurable WDM
network designed for 10 and 40Gb=s and with reserve
gain in the amplifier could be upgraded to 100Gb=s by
simply adding long-reach 100Gb=s transmitters and re-
ceivers, and providing additional power to the optical
amplifier suggests significant potential value for net-
work operators [1.21]. This is especially the case for
undersea optical networks. This capability is a natural
and fortuitous consequence of the ability of the fiber
amplifier to amplify arbitrarily high bit channels carried
by the wavelengths. In addition, the performance of the
optical switching elements used for add/drop and cross
connects are, of course, independent of bit rate.

As was noted earlier, in general for optical net-
works, it is necessary that a significant number of the
network node pairs have a capacity demand between
them equal to or exceeding the information bandwidth
to be carried by a wavelength. It is also important to
map TDM channels into wavelength expeditiously. If
either of these is not the case, insufficient wavelengths
will not be fully packed when they depart a node and
will have to be dropped and groomed electronically
with additional traffic destined to the same endpoint
to effectively utilize the bandwidth of the transmission
links. In this situation, few wavelengths will effectively
benefit from optical bypass, and the fundamental value
proposition of optical networks is lost.

At the time of this writing, the commercial re-
configurable optical networks available and deployed
for national and metro applications have capacities of
� 10Tb=s (100�160 wavelengths at 100Gb=s) with
fully reconfigurable wavelength add/drop capability.
Transoceanic commercial systems, which include un-
dersea ROADMs, are operating at capacities of �
4 Tb=s. Increasingly, the ROADMs in these networks
provide some CDC capability.

1.8 Driving Ultrahigh-Speed WDM and Beyond

The ubiquitous deployment of broadband wireless
systems together with massive sharing of consumer-
produced video and the growing demand to access
cloud-based computational services continues to drive
bandwidth demand. The next generation of wireless,
5G, networks will drive the capacity demands on opti-
cal networks even further. There is every indication that
demand will continue to grow � 100� over the next

10 years. Given the state of current commercial systems
this suggests the need for 1 Pb=s per-fiber systems in the
not-too-distant future.

As the practical implementation of wavelength net-
working was being pursued during this period, the
quest to increase the capacity per wavelength also
continued. The next goal beyond 40Gb=s eventually
became 100Gb=s. The issues that needed to be ad-
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dressed the implied 2.5 �-increase in the bit rate were
similar to those for earlier generations of TDM—
higher-speed modulators, photodetectors, and, most
importantly, electronics to operate at 100Gb=s. As
has happened repeatedly over the decades of evolu-
tion of optical systems, researchers addressed those
issue directly but also looked to alternative approaches
that would not require the 2.5 � increased electronics
speed.

To achieve higher effective per-wavelength chan-
nel capacity beyond the 10 and 40Gb=s level, while
limiting the bit-rate requirement, research focused on
advanced modulation techniques that depend upon en-
coding information on both amplitude and phase in-
formation as offered by coherent detection techniques.
In addition, polarization multiplexing to double the
per-wavelength capacity without increasing the bit rate
has always been viewed as a potential option, but
its implementation using direct-detection techniques
had been problematic. Coherent detection techniques
were explored extensively in the late 1980s and 1990s,
especially as a means to achieve higher receiver sen-
sitivity than what was achievable with direct detec-
tion. That advantage became much less important with
the advent of the fiber amplifier. Coherent detection
also requires mixing with a local oscillator that must
be frequency and phase-locked to the received signal
wavelength. The linewidth of early lasers made that im-
practical. Today, using lasers with reduced linewidth
(� 1GHz), advanced modulation formats, polarization
multiplexing, and high-performance digital signal to
processors (DSPs) to facilitate frequency-locking trans-
mission systems with an effective information capacity
of 100Gb=s are achievable with electronic speeds of
25Gb=s or less. The higher-order modulation formats
require nested circuits of waveguide Mach–Zehnder
modulators (MZM) and phase modulators to provide

both amplitude and differential phase modulation. An
added benefit of this approach is that the DSP can
also be used to mitigate deleterious chromatic and po-
larization dispersion effects (Fig. 1.3). This solution
to achieve 100Gb=s per wavelength has been mas-
sively deployed in both national and metro WDM
networks [1.1].

Research efforts continue to focus on both increas-
ing the number of wavelengths and the bit rate per
wavelength. Commercially, the next targeted bit rate is
likely to be 400Gb=s, potentially followed by 1Tb=s.
To achieve these higher speeds requires continued ad-
vancement in high-speed electronics, photodetectors,
and modulators. It also requires the ability to launch
higher optical power into the fiber without causing non-
linear effects. This is an area where new fibers maybe
beneficial. The number of wavelength channels is lim-
ited by the required bandwidth per channel and the
total transmission bandwidth, which is limited by the
amplifier bandwidth. The goal is to optimize spectral ef-
ficiency. To leverage the value of optical amplifiers and
to avoid electrical regeneration, the ability to achieve
long-distance transmission is also important.

These modulation formats, including quadrature
phase-shifted keying (QPSK) and quadrature amplitude
modulation (QAM) require the use of high-speed digital
signal processors to convert the input signal information
to the coded amplitude and phase modulation signals
to drive complex nested amplitude and phase optical
modulators to encode the optical signal. As an exam-
ple, with polarization multiplexing and 64-QAM (64
symbols per bit) one can transmit at an effective rate
of 320Gb=s with electronics, modulator and receiver
operating at only 80Gbaud=s [1.1]. Unfortunately, the
benefits comewith transmission tradeoffs, as well as the
complexity, power requirements, and cost of high-speed
digital signal processors.

1.9 Space-Division Multiplexing: The Next Era of Optical Networking

As has been a common theme throughout the evo-
lution of optical networks, there is growing concern
that to keep up with bandwidth demand another ma-
jor technological leap—an additional dimension of
multiplexing—will be needed. Arguably, the only re-
maining dimension is space. There has been keen
interest and growing activity in using space division
as implemented either via multiple cores in a fiber or
multimodes of a single-core fiber (Fig. 1.6), see, for
example, [1.22]. As we learned with WDM, for space-
division multiplexed (SDM) transmission systems to be
cost effective compared to simply building parallel fiber

optic systems of the current type, it likely will be essen-
tial to also demonstrate optical amplifiers that provide
uniform gain simultaneously for all spatial modes of
a single-core fiber or multicore transmission medium.
There has been extensive activity over the past nearly
10 years to demonstrate suitable multicore or multi-
mode fibers, means to selectively couple into the spatial
modes, as well as suitable optical amplifiers. As an ex-
ample of recent research progress in this area, a 10 Pb=s
SDM/WDM transmission demonstration over limited
distance (11 km) was achieved using a 6-mode 19-core
fiber and a C_L band optical amplifier [1.23].
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Fig. 1.6 Optical space-division multiplexed transmission. Adapted from [1.22], © 2012 IEEE

As we saw in the case of WDM, in addition
to a cost-effective multiwavelength, multispatial mode
amplifier, to reap the full benefit of a reconfigurable net-
work to manage bandwidth at the optical wavelength
and spatial modes layer, components and modules that
would allow reconfigurable add/drops and cross con-
nection with respect to spatial modes, as well as wave-
length, would also be required. Ultimately, one would
like these to work in a hierarchical manner with chan-
nels defined by both wavelength and spatial mode to
achieve the best granularity of bandwidth management.
It is also useful to note that the spatial modes of a mul-
timode fiber may have some level of coupling over

typical transmission distances. While these coupling
effects can be mitigated with MIMO-like electronic
processing, see for example [1.24], any need to do
so would require demultiplexing other spatial modes
and would result in a reduced ability to reap the full
benefit of optical by-pass. While work remains to ex-
plore and demonstrate these additional add/drop and
cross-connect functions and to demonstrate the prac-
tical, cost-effective value of SDM for flexible optical
networks, given the continuing growth in bandwidth de-
mand, the potential for a factor of 10 or more in network
bandwidth offers strong potential for opening the next
era of optical communications [1.4].

1.10 Optical Networking Applications Beyond Global Transport Networks

We have focused here on the role of optics in long-haul
and metro transport networks because to date they have
had the largest deployment and have clearly demon-
strated the value of not only optical transmission but
also reconfigurable networks for cost-effective, very
high capacity networks. As discussed elsewhere in this
book, there is growing application of optics in residen-
tial and small business access, wireless backhaul, and
last mile to residential consumers. In addition, much of
the cable distribution network up to the last link to the
home is already fiber-based, and fiber-to-the-home con-
tinues to grow. Researchers are tapping into the massive
deployment of LEDs for lighting in homes and busi-

nesses as a platform for optical-based LANS, so-called
LI-Fi, which leverage the ability of the light output of
LEDs to be modulated at relatively low speeds.

However, perhaps the biggest opportunity for optics
to show its value for high-capacity interconnectivity is
in the rapidly growing number of data centers around
the US and the world, which increasingly provide the
computing power that underpins the e-services that con-
sumers, companies, and governments depend upon in
their daily lives. Of course, these data centers are only
viable because of the cloud provided by the global
transport networks described above and the data net-
work that runs over it. These data centers are home
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to literally hundreds of thousands of servers that need
to be interconnected where the total internal infor-
mation capacity flow is substantially larger than that
coming in or going out of the data center. Low-cost
optical transmitters and receivers will be essential to
provide the required massive low-power connectivity.
Given the limited distances, the role of optical ampli-
fiers and WDM needs to be more fully demonstrated.

Once that has been established, the value of recon-
figuring optical interconnectivity, even if initially only
relatively infrequently, as is the case for the optical
cross connect in transport networks. Time-slotted in-
terconnection leveraging high-speed optical switching
is also being explored to rapidly set up and take down
high-capacity interconnections pipes, see, for exam-
ple, [1.2].
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The Internet, with its myriad of applications and ser-
vices that fuel today’s communication and information
society, is used on an everyday basis by more than half
of the world’s population, and this number continues
to grow. Despite its deep penetration, few people are
aware that fiber-optic networks are at the heart of the
Internet. In fact, without its utilization of highly cost-
efficient and energy-efficient fiber-optic transmission
and switching technologies, the Internet would not have
been able to grow the way it has to become a ubiq-
uitous and universally accessible resource serving the
global population. For instance, global optical fiber de-
ployments have exceeded 4 billion km,meaning that the
resulting fibers could be wrapped around the globe ap-
proximately 100000 times. Using infrared light, more
than three exabits (one exabit D 1018; bits) of traffic
are transported per second through these fibers between
users, datacenters, machines, and (increasingly) things.
Essentially every bit of information that is transmitted
beyond the confines of a home or enterprise, and vir-
tually every phone call (whether placed from a fixed
or wireless telephone), spends part of its life as a pho-
ton in an optical fiber. How would global societies
have evolved without this amazing fiber-optic infra-
structure?

Chapter 2 of this Handbook examines the evolu-
tion of optical fibers, from Charles Kao’s prediction
of low-loss optical fiber in 1966—for which he was
awarded the 2009 Nobel Prize in Physics—to the state-
of-the-art commercial telecommunications fibers that
are widely deployed today. The chapter presents key
performance characteristics of optical fibers in a com-
munication systems context and discusses the outlook
for fiber technologies that are currently being explored
within the fiber-optic research community, such as pho-
tonic bandgap fibers, multicore fibers, and few-mode
fibers. The chapter also covers optical fiber cabling
technologies and deployment-related aspects, thus pro-
viding a comprehensive account of this key medium for
information transmission.

Despite the low loss afforded by modern optical
fibers, the maximum achievable transmission distance
between two fiber-optic transponders remains loss lim-
ited to about 100 km. Since an optical fiber supports
the simultaneous transmission of up to a few hundred
signals at slightly different wavelengths (wavelength-
division multiplexing, WDM), up to a few hundred
optical transponders would be needed every 100 km
were it not for optical amplification techniques. These
permit the simultaneous low-noise amplification of all
wavelength signal channels by a single, highly effi-
cient amplification device inserted into the link about
every 100km, enabling transcontinental transmission
distances of several thousand km and even transoceanic

links exceeding 10 000 km. Chapter 3 focuses on the
two most commercially important optical amplification
technologies: the erbium-doped fiber amplifier (EDFA)
and Raman amplification. A brief overview of other am-
plification techniques, such as semiconductor optical
amplifiers and parametric amplification, is also pre-
sented.

In order to actually transmit optical signals,
transponders are needed to encode light waves with
digital information through modulation. In its simplest
form, modulation is accomplished by switching the
light on and off, but modern optical transponders also
use the optical phase and polarization of the light wave
to convey information more efficiently, allowing WDM
systems to reach about a hundred terabits per second
(one terabit D 1012 bits) over a single conventional op-
tical fiber. Chapter 4 discusses various transponder
technologies, ranging from short-reach client interfaces
that connect servers to nearby Internet routers (for ex-
ample) to long-haul line interfaces that are able to send
signals across the Pacific.

The key components of an optical transponder are
reviewed in Chapter 5, including lasers, optical mod-
ulators of various kinds, and photodetectors to convert
received optical signals back into electrical signals. The
chapter also shows how those components are assem-
bled into transponder subsystems to enable the mod-
ulation performance addressed in Chapter 4. Typical
component and subsystem characteristics are discussed
for state-of-the-art commercial products as well as re-
cently demonstrated research systems.

Enormous advances in integrated electronic chips
have enabled optical transponders to perform the com-
plex digital signal processing (DSP) functions that
are needed to implement the modulation formats dis-
cussed in Chapter 4. Chapter 6 focuses on those DSP
functions, showing the internal workings of modern co-
herent optical transponders, how they mitigate optical
signal impairments, and how they adaptively equalize
the optical fiber channel to achieve transmission per-
formance close to the fundamental limits of the fiber
channel.

In addition to DSP, forward error correction (FEC)
is a key enabler of modern optical transponders, and
FEC is discussed in Chapter 7. Modern error-correcting
codes allow full bit stream correction even when sev-
eral percent of the received signal is erroneous bits. In
combination with modulation and DSP, coding allows
transponders to achieve their optimal transmission per-
formance.

The hundred (or even hundreds of) WDM signals
supported by optical fibers and amplification technolo-
gies carry more traffic than needed for today’s point-
to-point demands. Individual wavelengths or groups of
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wavelengths are therefore assigned to each point-to-
point connection within a network. In order to avoid
the need for costly transponders to reroute wavelengths
within the network, optical switching nodes are em-
ployed to route individual wavelength signals to the
desired fiber in a network node as well as to add and
drop wavelengths at local transponders at their final
destination. Chapter 8 discusses the architecture and
implementation of optical switching nodes.

The optical field that propagates within an optical
fiber has a diameter that is on the order of 10�m.
This means that the optical intensity within the fiber
core approaches the MW=cm2 level, even for individ-
ual WDM signal powers of only 1mW. At such high
intensities, the refractive index of glass varies with op-
tical power, leading to power-dependent optical phase
shifts along the fiber, which accumulate over the thou-
sands of kilometers propagated and produce severe
signal distortions, especially when coupled with chro-
matic dispersion. Chapter 9 focuses on the effect of
fiber Kerr nonlinearity, which has limited fiber-optic
communication systems since the invention of optical

amplifiers. The chapter presents analytical and numeri-
cal models of fiber nonlinearities as well as the means
to combat their performance-degrading effects in the
context of modern optical transmission systems, and it
describes the limits of nonlinear transmission perfor-
mance.

Conventional optical fibers support a fundamentally
limited information capacity, which practical systems
are already approaching. Therefore, as network traffic
continues to increase, fiber-optic networks are nearing
a ‘capacity crunch.’ The only way to scale networks
beyond the limits of conventional fibers is to use
spatial parallelism (space-division multiplexing, SDM)
techniques. Such approaches range from employing
bundles of conventional fibers for parallel transmission
all the way to using individual transverse modes of
few-mode fibers as parallel channels. The latter leads
to crosstalk between those parallel paths, meaning that
DSP techniques such as multiple-input multiple-output
(MIMO) are needed to combat crosstalk. Chapter 10
discusses SDM techniques that are at the forefront
of fiber-optic transmission and network research.
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2. Optical Fiber and Cables

Takashi Sasaki, Takemi Hasegawa , Hiroki Ishikawa

This chapter gives an overview and introduces ap-
plication scenarios for optical fibers and cables in
optical communications. The use of single-mode
optical fibers for both short-reach and long-haul
applications is growing due to continually in-
creasing demand for higher bandwidth optical
communication systems. To better understand
fiber-based optical communications the chapter
first focuses on the design of the single-mode
fiber while the latter half focuses on the design
of optical fiber cable. A wide variety of optical
fiber cables have been designed and installed
to meet the needs of various applications and
this chapter reviews the many types of cables
for fiber to the home as well as for datacenter
connectivity.

We will start with a section showing the history
of optical loss improvement. Then, the categories
of optical fibers and their cross-sectional structure
are explained. Next, the main features of single-
mode fibers such as standard single-mode fiber
(SSMF), bend-insensitive fiber (BIF), cutoff-shifted
fiber (CSF), dispersion-shifted fiber (DSF), and
nonzero dispersion-shifted fiber (NZDSF) are sum-
marized with their major optical characteristics.
Then, features of each fiber type are explained. In
particular, the cutting-edge application of low-
loss fiber in ultralong-haul systems such as subsea
systems are discussed and the importance of their
system impact is also described. Thereafter, the key
characteristics of multimode fiber are explained. In
the final part of the optical fiber section, emerg-
ing fiber types are introduced such as fiber for
space-division multiplexing (SDM) systems, for ex-
ample multicore fiber, few-mode fiber, or coupled
multicore fiber.

Thereafter, in the optical fiber cable section,
we start with the classification of use cases such
as indoor or outdoor cables and their features.
Next, we introduce the optical fiber unit, a basic
element used to bundle the fiber into cable, such
as an optical fiber ribbon or loose tube. Following
this we present many examples of optical fiber
cables and their features, such as the slotted-
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rod cable, loose-tube cable, central-tube cable,
layered fiber core cable, and direct-jacketed ca-
ble. Next, we present key considerations in optical
cable design, such as fiber density, environment
conditions, temperature change, water durabil-
ity, biological attacks, and mechanical durability
(bend, impact, torsion, crush). Finally, specific
fiber cable use cases such as air-blown fiber cables
and ultrahigh-density fiber cables for datacenter
applications are introduced.

For more information about the basics of op-
tical fibers and cables, we refer the reader to text
books such as [2.1, 2]

1. D. Marcuse: Theory of Dielectric Optical Wave-
guides, Academic, New York, (1974)

2. Barry Elliott, Mike Gilmore: Fiber Optic Cabling,
Elsevier Science, Netherlands, (2002)
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Fig. 2.1 History of loss improvement
in optical fiber

Optical fibers comprise an indispensable part of the
network infrastructure required to support current data
services like the internet and wireless communication
systems. Silica-based optical fiber is a unique transpar-
ent medium that is readily manufacturable and reliable,
and both of these characteristics are required to enable
global terrestrial and subsea networks to be intercon-
nected.

In 1966, Dr. Kao at Standard Telecommunication
Laboratories in the UK predicted that silica-based op-
tical fiber would function as a low-loss transmission
media equal to or less than 20 dB=km [2.3]. In 1970,
Corning Glass Works demonstrated a low-loss (less
than 20 dB=km at 630 nm) fiber that proved optical
fiber could replace existing electric wired transmis-
sion networks [2.4]. Since then, as Dr. Kao fore-
casted, many enterprises worldwide have conducted
comprehensive research to reduce the impurities (e.g.,

transition-metal and Si–OH absorption) and achieve
significant improvements in regard to loss, as seen in
Fig. 2.1.

In addition to the advancements in optical fibers, the
steady performance improvement for semiconductor-
based lasers, photo diodes, and modulators has also
enabled optical communications networks to increase
fiber bandwidth.

To replace traditional electric-wired transmission
networks, optical fiber not only proved to be much
lower loss, but it also had the advantages of wider band-
width, lighter weight, smaller diameter, and no electri-
cal inductance while experiencing no optical crosstalk
between fibers. These features combined with silica’s
abundance and stability as material enabled optical fiber
cables to significantly contribute to today’s worldwide
network connectivity and overall improvement to peo-
ples’ quality of life.

2.1 Transmission Fibers

2.1.1 Overview

As the geographical coverage and density of optical
networks has increased, optical fiber links in data net-
works are growing in both quantity and diversity. The
annual global supply of optical fibers was estimated to
be approximately 511 million km in 2019 and grow-
ing by 10% annually [2.5]. Among the global supply,
approximately 99% is single-mode fiber that trans-
mits a single waveguide mode without impairment by
modal dispersion (detailed in Sect. 2.2). The remain-

ing 1% is multimode fiber, which transmits typically
more than 100 waveguide modes, thereby facilitating
low-cost optical coupling with devices, (detailed in
Sect. 2.3). However, since the demand for capacity is
expected to keep growing, a technical breakthrough
in fiber will be necessary to meet the demand. Poten-
tial breakthroughs such as spatial-division multiplexing
fiber and photonic band-gap fiber are described in
Sect. 2.3. See Table 2.1 for the categories of transmis-
sion fibers and the sections containing corresponding
descriptions.



Optical Fiber and Cables 2.2 Single-Mode Fibers (SMFs) 27
Part

A
|2.2

Table 2.1 Categories of transmission fibers

Conventional fibers Emerging fibers
SMF MMF FMF MCF PBGF

Structure

Refractive
index profile
(typical)

SiO2

Usage General Short reach Spatial division multiplexing Low latency
Sect. 2.2 2.3 2.4.1 2.4.2

Conventional fibers Emerging fibers
SMF MMF FMF MCF PBGF

Structure

Refractive
index profile
(typical)

SiO2

Usage General Short reach Spatial division multiplexing Low latency
Sect. 2.2 2.3 2.4.1 2.4.2

2.2 Single-Mode Fibers (SMFs)

In this section, the general properties of SMFs, their
classification (standardization) and application are de-
scribed.

2.2.1 Common Properties

Single-mode fiber (SMF) is a glass fiber whose cross-
section is normal to the length is composed of a circular
core and an annular cladding surrounding the core. The
refractive index of the core is higher than that of the
cladding, so that the light wave is confined in the core
and guided along the fiber length. Whereas the diam-
eter of the core varies among the subtypes of SMF, it
is typically in the range 5�15�m corresponding to the
1:3�1:6�m wavelength of light to be guided. As a re-
sult, only a single fundamental mode per wavelength of
an electromagnetic wave can be guided in the core. Note
that the two polarization modes are counted as a single
guided mode because the two polarization modes form
a pair of degenerate modes due to the rotational sym-
metry of the optical fiber structure.

Since the number of modes that can be guided by
a finite core area increases almost in proportion to the
inverse square of the wavelength, single-mode guid-
ance is enabled within the wavelengths longer than
a threshold, called the cut-off wavelength. In the indus-
try, two definitions of cut-off wavelength are commonly
used [2.6, 7]. One is the fiber cut-off wavelength of-
ten denoted as �c, and the other is the cable cut-off
wavelength often denoted as �cc. In either case, the cut-
off wavelength is defined as the minimum wavelength
at which any mode other than the fundamental mode
is attenuated by more than 19:3 dB by the designated
transmission medium. In the case of the fiber cut-off

wavelength �c, the transmission medium is defined as
a 2m fiber wound for one turn around a 280mm diam-
eter spool. In the case of the cable cut-off wavelength
�cc, it is defined as a 22m cable whose central 20m
length is wound around a 280mm diameter spool and
both 1m length ends wound for one turn around an
80mm diameter spool.

The core and cladding of an SMF are composed of
silicate glass (SiO2), which enables low optical attenua-
tion. They often contain small amounts of dopants such
as germania (GeO2) and fluorine (F) which change the
refractive index. The industry-standard diameter of the
cladding is typically 125�m. Since such a bare thin
glass fiber is too fragile to handle, it is usually cov-
ered by a polymer coating of approximately 250�m
diameter, which is also treated as a common industrial
standard. Since even coated fibers are not mechanically
robust enough for deployment, they are incorporated
in a protective cable whose structure depends on the
environment in which it is to be deployed (details are
provided in Sect. 2.5).

Because the fiber is composed of silicate glass,
optical fibers have a wavelength window of low at-
tenuation, as shown in Fig. 2.2. Typically, the atten-
uation is lower than 0:5 dB=km over the 1:2�1:7�m
range, that is, equal to 73THz in the frequency do-
main. Within this broad bandwidth, the conventional
C-band (1530�1565 nm) is the most frequently used
band especially for long-distance transmission because
of the coincidence of low attenuation and the gain
window of the erbium-doped fiber amplifier (EDFA).
The long wavelength L-band (1565�1625 nm) is also
becoming common for long-distance transmission be-
cause the EDFA can be optimized to cover this wave-
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Fig. 2.2 Typical transmission loss spectra of current opti-
cal fiber

length. The original O-band (1260�1360nm) is most
frequently used for short-distance transmission with-
out amplification because of low chromatic disper-
sion and low waveform distortion. The short wave-
length S-band (1460�1530 nm) and extended E-band
(1360�1460nm) are also used for short-distance trans-
mission. The above nomenclature of wavelength bands
is standardized by the ITU-T (International Telecom-
munication Union Telecommunication Standardization
Sector) [2.8].

2.2.2 Classification

In this section, classification of SMFs is described with
industry standardization associated with their typical
use case.

There are several types of SMF optimized for spe-
cific use cases such as fiber to the home (FTTH)
and long-haul transmission. Choosing the best fiber
for a specific application is important to achieve
competitive cost-benefit and reliable networks. Con-
versely, some fiber types in use for terrestrial or subsea
systems are becoming less popular for new deploy-

Table 2.2 Characteristics of SMF by subtypes

SSMF BIF CSF DSF NZDSF
ITU-T G.652 G.657 G.654 G.653 G.655–656
Refractive index
profile (typical)

SiO2

Typical attenuation
(dB=km)

0:18�0:20 0:18�0:20 0:15�0:16 0.22 0:19�0:22

Aeff (�m2) 80 80 80�153 46 55�72
n210�20 (m2=W) 2:3 2:3 2:2 2:5 2:5
CD (ps=.nmkm/) 17 17 18:5�20:9 0 4�8
Usage General FTTX Submarine long haul – Long haul

SSMF BIF CSF DSF NZDSF
ITU-T G.652 G.657 G.654 G.653 G.655–656
Refractive index
profile (typical)

SiO2

Typical attenuation
(dB=km)

0:18�0:20 0:18�0:20 0:15�0:16 0.22 0:19�0:22

Aeff (�m2) 80 80 80�153 46 55�72
n210�20 (m2=W) 2:3 2:3 2:2 2:5 2:5
CD (ps=.nmkm/) 17 17 18:5�20:9 0 4�8
Usage General FTTX Submarine long haul – Long haul

ment because they are optimized for legacy trans-
mission technologies. For example, dispersion-shifted
fiber, DSF (ITU-T G.653) suffers from nonlinear ef-
fects, and it has become suboptimal after the launch
of wavelength-division multiplexing-transmission tech-
nologies for higher bandwidths. However, legacy fibers
have been deployed in substantial volume, so that un-
derstanding the characteristics of those fibers is still
important to make the most of the deployed fiber asset.

Table 2.2 summarizes the subtypes of SMF, their
typical structure and characteristics. It should be noted
that CSF has advantages of low attenuation, a large
effective core area (Aeff), a low nonlinear refractive in-
dex (n2) and large absolute chromatic dispersion, all of
which improve the capacity of digital coherent trans-
mission, as described in Sect. 2.2.6. A more detailed
description of each subtype will be given in the follow-
ing sections.

2.2.3 Standard Single-Mode Fiber

Standard single-mode fiber (SSMF) is the most of-
ten used fiber and often called just single-mode fiber
(SMF). SSMF is typically composed of a core made
of GeO2-doped SiO2 and a cladding made of pure
SiO2. Sometimes the inner part within the cladding is
doped with fluorine and has a slightly lower index than
the outer part, thereby improving bending loss perfor-
mance. The optical and mechanical characteristics of
SSMF are standardized by ITU-T G.652.D recommen-
dations [2.9]. Compared to the other SMFs, SSMFs
have the lowest cost because they are produced and em-
ployed in the largest volumes worldwide. They can be
used generally for transmission across a wide wave-
length range from 1:3 to 1:6�m because the cable
cut-off wavelength is shorter than 1:26�m, and the ex-
trinsic bending loss is low up to a wavelength of around
1:625�m.

Mode-field diameter (MFD), a parameter represent-
ing howwidely the optical energy is distributed laterally



Optical Fiber and Cables 2.2 Single-Mode Fibers (SMFs) 29
Part

A
|2.2

0

0.2

0.4

0.6

0.8

5 ×1 7.5×1 10 ×1 15×10 5 ×1 7.5×1 10 ×1 15×10
Radius (mm) × turns 

Maximum bending loss (dB)

B3

A2

A1

0

0.4

0.8

1.2

1.6

Radius (mm) × turns 

Maximum bending loss at (dB)

B3

A2

A1

a) b)
Fig. 2.3a,b Maxi-
mum bending losses
of bend-insensitive
fibers specified
by ITU-T G.657:
(a) at 1550 nm;
(b) at 1625 nm

across the core [2.7], is standardized by G.652.D to be
between 8.6 and 9:2�m with a nominal tolerance of
less than 0:4�m. In that range, most of the commer-
cial SSMFs are specified to have a 9:2�m nominal
MFD [2.8–12]. A large MFD has the advantage of
lower coupling losses when coupled to another fiber
with the same MFD because coupling losses due to
lateral misalignment are reduced in proportion to the
inverse square of MFD [2.13]. However, it should be
noted that a larger MFD can cause a high coupling loss
in waveguide devices or lasers, which typically have
a much smaller MFD than SSMF [2.13].

2.2.4 Bend-Insensitive Fiber (BIF)

Bend-insensitive fiber (BIF), sometimes also referred to
as bend-resistant fiber (BRF), is the second most fre-
quently used fiber next to SSMF. Compared to SSMF,
BIF has a lower bending loss that meets one of the
ITU-T G.657 recommendations [2.14]. G.657 specifies
the subclasses A1, A2 and B3, having lower bending
losses in that order (B3 is the lowest), as summarized
in Fig. 2.3. In terms of use, G.657.A1 is the most fre-
quently used, and G.657.A2 is the next. These fiber
types are mainly used for applications in fiber to the
home (FTTH) or to the premise (FTTP), sometimes also
called FTTX. In any of these applications, fibers are
deployed near to the user and can be exposed to tight
bends and localized loss because they are integrated
into thin cables that are deployed in narrow pathways,
and users often handle the cables harshly.

G.657.A1 fits for usage in a bending radius larger
than 10mm. Some G.657.A1 products have 9:2�m
MFDs compatible with typical G.652.D products [2.15,
16], whereas others have slightly smaller 8:9�9:0�m
MFDs [2.10, 17].

G.657.A2 fits for usage in a bending radius
larger than 7:5mm. Most G.657.A2 products have
8:6�8:8�m MFDs, still in the range of G.652.D rec-
ommendations [2.10, 18–20].

G.657.B3 has the most advanced bend insensitiv-
ity and fits for usage in a bending radius larger than

5mm. Like G.657.A2, most G.657.B3 products have
8:6�8:8�mMFDs in the range of G.652.D recommen-
dations [2.21–23].

As indicated by the MFDs of G.657 subclasses,
reducing MFD and confining the light in the core is
one of the effective ways to reduce bending loss of
the fundamental mode, while enhancing the bending
losses of higher order modes so that single-mode oper-
ation is maintained. The trade-off among bending loss,
higher order mode cut-off, and mode-field diameter is
described by the MAC factor

MACD MFD

�c
; (2.1)

where it is empirically known that bending loss de-
creases as the MAC factor decreases [2.24].

Another way to reduce bending loss of the guided
fundamental mode is to reduce the refractive index of
a selected annular region in the cladding, which is of-
ten referred to as a trench [2.25, 26]. Such a trench
can be made by synthesizing SiO2 glass, including
a large amount of fluorine, for example, using the
plasma-enhanced chemical-vapor deposition (PCVD)
technique [2.26].

Incorporating voids or air holes in SiO2 fiber glass
is another effective way to substantially reduce refrac-
tive index because the relative refractive index between
SiO2 glass (nD 1:45) and air (nD 1) is as large as 26%,
in contrast to less than the 1% that is available by prac-
tical fluorine doping. Hole-assisted fiber (HAF), having
several air holes of micrometer-order scale, is known
to have very low bending losses [2.25, 27]. Further, op-
timized bending loss performance can be realized by
using an effective trench made by a plurality of voids
having tens or hundreds nanometer-order sizes [2.28].

2.2.5 Reduced Outer-Diameter Fiber

Whereas the outer diameter of coated optical fibers has
typically been 250�m, reduced-diameter fibers hav-
ing an approximately 200�m diameter are becoming
commercially available. Their glass optical properties
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are almost the same as those of one of the typical
250�m products and comply with G.657.A1 [2.29,
30] or A2 [2.31, 32] recommendations. Also, their core
glass diameter is kept unchanged at 125�m, so only the
outer coating thickness has to be reduced. Even with
reduced thickness, the coating has to protect the inside
glass fiber from breakage or microbending loss even un-
der external forces in actual deployment conditions.

Microbending loss is an extrinsic loss caused
by longitudinally distributed microbends of the glass
waveguide that couples the fundamental mode to higher
order modes [2.1, 33]. Those microbends are the out-
come of the combination between external disturbances
on the outer surface of the coated fiber and the me-
chanical characteristics of the coating that diminish the
disturbances felt by the internal glass fiber. Therefore,
the thicknesses and elastic moduli of the layers com-
posing the coating should be designed optimally to
keep low microbending loss [2.34, 35]. In addition, op-
timized waveguide designs, such as a trench-assisted
structure [2.26], are also effective in suppressing mi-
crobending loss [2.36]. Either by improved coating
or glass, 200�m reduced-diameter fibers have been
successfully demonstrated to exhibit comparable op-
tical and mechanical performances compared to the
conventional-diameter fibers [2.37].

2.2.6 Cutoff-Shifted Fiber (CSF)

Cutoff-shifted fiber (CSF) is a single-mode fiber that
has an upper limit of cutoff wavelength equal to
1530nm, shifted from the 1260 nm of SSMF. Although
the longer cutoff wavelength reduces the wavelength
range of operation, it enables an increase in the effec-
tive core area (Aeff) [2.38], which reduces the density
of guided optical power and hence nonlinear optical
effects. Such an increase in Aeff is enabled because
larger core diameter accompanies longer cutoff wave-
length. It can be understood if one assumes a simple
matched-cladding step index profile, the theoretical cut-
off wavelength �ct is given by

�ct D 2 a

2:405
n1
p
2� ; (2.2)

where a is the core radius, n1 is the core refractive in-
dex, and � is the refractive index difference between
core to cladding.

Such low nonlinearity allows higher signal power
to be launched into the fiber and thus benefits longer
distance transmission by reducing the number of ampli-
fiers and/or enhancing the signal power at the receiver.
As a result, CSF is optimal for submarine and long-haul
terrestrial transmission using the C-band and/or L-band,
where erbium-doped fiber amplifiers can be used as re-

peaters. Moreover, since digital coherent transmission
is widely adopted and its performance strongly depends
on the optical signal-to-noise ratio (OSNR), CSFs are
becoming even more important because of their low
nonlinearity and low attenuation.

CSFs are usually composed of a pure silica (SiO2)
core and a fluorine-doped cladding. The pure silica
core, in contrast to a relatively lossy GeO2-doped silica
core, enables low attenuation and low nonlinear refrac-
tive index. Typical refractive index structures of CSFs
have a W-shaped depressed cladding or a trenched
cladding [2.39–41], to achieve a suitable balance be-
tween large effective area, low bending loss of the
fundamental mode, and a short cut-off wavelength. An
intuitive explanation is that higher order modes have
a longer tailed electric field encroaching into the outer-
most elevated cladding and are influenced by W-shaped
or trenched cladding more than by the guided fun-
damental mode. As a result, a W-shaped or trenched
cladding can reduce the bending loss of the fundamen-
tal mode relative to the higher order modes.

In addition to the cladding structure, a ring-shaped
core is also used for some types of CSF [2.42, 43].
A ring core causes the intensity distribution of the
fundamental mode to deviate slightly from that of
a Gaussian distribution. As a result, if one keeps a con-
stant MFD, a ring core has a larger effective area than
a simple-step index core, as shown in Fig. 2.4. Since an
increase in MFD for a CSF causes a higher loss when
it is spliced to the SSMF typically used in repeater in-
terfaces, the ring core provides an effective means to
enlarge the effective area without a large penalty in
terms of increased splice losses.

As the effective area gets larger (and its electromag-
netic field gets spread more broadly), the fibers become
more sensitive to microbending loss. Hence it is impor-
tant when enlarging the effective area to improve the
fiber coatings that isolate the glass waveguide from the
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Fig. 2.4 The effect of a ring-shaped core to expand Aeff

with the same MFD (at 1550 nm)
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Table 2.3 ITU-T G.654 by subclass

ITU-T G.654.B G.654.C G.654.D G.654.E
MFD at 1550 nm (nominal) (�m) 9:5�13 9:5�10:5 11:5�15:0 11:5�12:5
Attenuation at 1550 nm (cable) (dB=km) � 0:22 � 0:22 � 0:20 � 0:23
CD at 1550 nm (ps=.nmkm/) � 22 � 20 � 23 17�23
Bending loss rD 30mm� 100 turns (dB) � 0:50 � 0:50 � 0:50 � 0:1
Usage Regional and

middle-distance
Submarine Long-distance

submarine
Terrestrial long
haul

ITU-T G.654.B G.654.C G.654.D G.654.E
MFD at 1550 nm (nominal) (�m) 9:5�13 9:5�10:5 11:5�15:0 11:5�12:5
Attenuation at 1550 nm (cable) (dB=km) � 0:22 � 0:22 � 0:20 � 0:23
CD at 1550 nm (ps=.nmkm/) � 22 � 20 � 23 17�23
Bending loss rD 30mm� 100 turns (dB) � 0:50 � 0:50 � 0:50 � 0:1
Usage Regional and

middle-distance
Submarine Long-distance

submarine
Terrestrial long
haul

external disturbances that cause microbending and as
a result, an increase of loss. A fiber coating is typi-
cally composed of an innermost soft layer, a middle
hard layer, and an outermost colored thin hard layer,
typically called the primary, secondary, and ink layers,
respectively. The state-of-the-art CSFs have a primary
coating with a reduced elastic modulus that enables
an increase in effective area to 130�m2 [2.43] or
150�m2 [2.44] without compromising microbending
loss performance.

The characteristics of CSFs are standardized by
ITU-T G.654 recommendations [2.45], as summarized
in Table 2.3. Among them, G.654.D is the most pop-
ular standard for long-distance submarine transmission
to an extent of, or greater than, several thousand kilo-
meters because its large MFD correlates to a large
Aeff. The latest G.654.D products have effective ar-
eas of 130�153�m2, the largest among SMFs and
attenuations of 0:152�0:157 dB=km, also the lowest
among SMFs [2.46–48]. Because of such advanced
characteristics for attenuation and Aeff, CSFs have been
contributing to the hero transmission experiments in
laboratories [2.49–51] and also in submarine applica-
tions [2.52].

Whereas submarine cable use has been the main ap-
plication of G.654 fibers, a subclass G.654.E intended
for long-haul terrestrial transmission was newly defined

Aeff
B
D
DT
F
h
L
kNLC
Leff
n2
NF
NS
Pch
α
αsp
γ
λ
ν

Fiber effective core area (μm2)
Reference band width of OSNR (Hz)
Fiber chromatic dispersion (ps/(nm km))
Transmission distance (km)
ASE coefficient (W)
Planck constant (J s)
Span length (km)
NLI mitigation coefficient
Effective span length (km)
Fiber nonlinear refractive index (μm2/GW)
Amplifier noise figure (linear)
Number of spans
Launched signal power per channel (W)
Fiber loss coefficient (dB/km)
Dissimilar splice loss (dB)
Fiber nonlinear coefficient (W–1km–1)
Signal wavelength in vacuum (μm)
Optical frequency of signal (Hz)
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Fig. 2.5 Link model in fiber FOM theory

in 2016 to have a tighter MFD range and lower bend-
ing loss. Field trials are also underway to verify the
performance of G.654.E fibers in real terrestrial trans-
mission links in China [2.53, 54]. In this trial, the fibers
from seven vendors were cabled, deployed, and used for
transmitting 400Gb=s signals. The results have shown
stable performance even under varying environmental
conditions.

The value of low attenuation and large effective-
area transmission fiber can be expressed in terms of im-
provement in generalized OSNR, which includes non-
linear impairment as additive noise to the conventional
amplified-spontaneous-emission (ASE) noise [2.55].
As the generalized OSNR increases, the theoretical up-
per limit of transmission capacity increases almost in
proportion to its logarithm [2.56], and one can increase
the actual capacity using advanced modulation format
signals such as higher order quadrature-amplitude mod-
ulation (QAM) and/or probabilistic shaping [2.57]. In
addition, digital coherent WDM transmission provides
another benefit because nonlinear impairment noise can
be approximated by an additive white Gaussian noise
described by an analytical formula, the so-called Gaus-
sian noise model (GN-model) [2.55]. Because of this
property, the generalized OSNR can be approximated
by a simple formula called the fiber figure-of-merit
(FOM) [2.58–60]. Assuming a definition of symbols as
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shown in Fig. 2.5, the FOM is calculated as

FOM .dB/D�10
3

log
�
�2LeffjDj�1

�� 2

3
˛L

� 2

3
˛spC 10 logL ; (2.3)

where the symbols are defined as dimensionless num-
bers defined by dividing the designated physical quan-
tity by the designated unit. This formula gives an
intuitive idea of the better fiber for digital coherent
transmission systems. For example, if one assumes a re-
peated transmission system with a span length of 80 km
and maximum signal power of �2 dBm=ch, typical for
submarine transmission, the FOM can be calculated as
a function of fiber attenuation and effective area and
expressed as a contour map as shown in Fig. 2.6. On
the basis of this kind of FOM map, one can intuitively
understand the performance merits provided by using
advanced fibers. Note that the exact shape of contours
can vary depending on system assumptions such as span
length, maximum signal power, and nonlinear compen-
sation [2.60].
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Last but not least, CSF is one of the most ac-
tive fields of development in transmission fibers be-
cause CSFs with lower attenuation and nonlinearity
are the most practical and effective way to expand
the transmission capacity for the long-distance sub-
marine cables which interconnect the world. In the
most state-of-the-art CSF (Fig. 2.7), the attenuation at
1550 nm is 0:1424 dB=km and the lowest attenuation
is 0:1419 dB=km at 1560 nm [2.44]. Such low losses
are realized by reducing the Rayleigh scattering caused
by microscopic inhomogeneity in the density of SiO2

glass, and this can be ascribed to the manufacturing
technology that has been continuously refined due to
increasing demand since digital coherent transmission
became the mainstream in long-distance submarine
transmission. As a result, improvement in lowest atten-
uation has accelerated in recent years.

2.2.7 Dispersion-Shifted Fiber (DSF)

Dispersion-shifted fiber (DSF) is an SMF whose zero
dispersion wavelength is shifted to near 1550 nm wave-
length, from near 1310nm typical of SSMF [2.61], as
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shown in Fig. 2.8. Such a shift in chromatic disper-
sion can be realized by increasing the refractive-index
difference between the core and the cladding and de-
creasing the diameter of the core [2.62]. Since 1550nm
is the wavelength where the attenuation of optical fiber
is the lowest, having the smallest chromatic dispersion
at this wavelength could benefit transmission perfor-
mance. However, in the case of wavelength-division
multiplexed (WDM) transmission, the smaller chro-
matic dispersion generates crosstalk noise due to four-
wave mixing, meaning that DSF is not usually suited
for WDM transmission near the 1550 nm wavelength.
For this reason, DSF is no longer actively deployed, but
legacy fibers remain in the field.

2.2.8 Nonzero Dispersion-Shifted Fiber
(NZDSF)

Nonzero dispersion-shifted fiber (NZDSF) is an SMF
whose absolute chromatic dispersion over the C-band
is smaller than that of SSMF but is not actually zero,
so that it can support WDM transmission in the C-
band. Whereas either positive or negative dispersion
can support WDM, most products have positive chro-
matic dispersion in the C-band because getting positive
dispersion requires less of a shift in dispersion than
getting negative dispersion. Those dispersion character-
istics can be tailored by using complex refractive-index
profiles [2.63], but they also induce a smaller effective
core area, or equivalently a higher nonlinearity. In addi-
tion, although the small dispersion reduces the need for
dispersion compensation, it also increases the nonlinear
impairment in WDM transmission [2.55]. Therefore,
NZDSF has an advantage over other SMFs in cases
where one must rely on costly optical-dispersion com-
pensation solutions. Conversely, in cases where one can
compensate dispersion electronically instead of opti-
cally, the merit of NZDSF decreases and the penalty of

higher nonlinearity increases. The former was the case
before the mid-2000s when long-distance transmission
relied on intensity-modulated direct-detection (IM-DD)
techniques, but after the mid-2000s the latter has be-
come the case because digital coherent techniques are
used in long-distance transmission.

Although NZDSFs are becoming a legacy for the
above reasons, they have already been deployed widely
and are still supplied by several vendors [2.64–67].
Among the various products, some have relatively large
effective areas but large dispersion slope [2.64, 65],
whereas others have small dispersion slopes but small
effective areas [2.66], or intermediary characteristics
between these extremes [2.67]. In contrast to the above-
mentioned NZDSFs having positive dispersion, some
NZDSF has negative chromatic dispersion [2.47] that
suffers less from modulation instability even when
high-power signals are launched for submarine trans-
mission.

2.2.9 Dispersion-Compensating Fiber (DCF)

Dispersion-compensating fiber (DCF) is an SMF that
has negative chromatic dispersion and dispersion slope.
Since most transmission fibers, such as SSMF, BIF,
CSF, and NZDSF have positive dispersion and disper-
sion slope, the overall amount of accumulated disper-
sion can be reduced over a wavelength range by joining
a DCF with the transmission fiber [2.68]. In order to
reduce the accumulated dispersion over a wide wave-
length range, it is important to have a suitable relative
dispersion slope (RDS), which is defined by normaliz-
ing the dispersion slope by the dispersion to be matched
between the transmission fiber and DCF. Since RDS
varies among transmission fibers such as SSMF and
NZDSF, DCF is designed to compensate specific trans-
mission fibers. There are two ways to use DCFs. One
is a discrete DCF module where a length of DCF is
coiled and packaged [2.69]. Another is a cabled DCF
where DCF composes a span of a transmission link in
combination with a matched positive-dispersion trans-
mission fiber [2.47], such a transmission link is also
called a dispersion-managed link.

Since the chromatic dispersion and dispersion slope
of SiO2 composing DCFs are both positive, a com-
plex waveguide structure, such as a triple clad design,
is used for DCF to realize the large negative disper-
sion and controlled dispersion slope [2.68]. However,
such complex index profiles and high-density dopants
also cause a slightly increased fiber attenuation and de-
creased effective area for a cable-type DCF [2.70]. The
result is that a dispersion-managed link is now less often
adopted for new deployment than positive-dispersion
CSFs which perform better with digital coherent tech-
niques.
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2.3 Multimode Fibers (MMFs)

This section describes MMFs applied to short-reach
transmission applications. Multimode fiber (MMF) is,
in the context of transmission fiber, a glass fiber hav-
ing a circular core and an annular cladding surrounding
the core, where the refractive index of the core is higher
than that of the cladding and has a graded profile ex-
pressed by ˛th power of radius. Typically, the diameter
of the core is 50�m and the core-cladding relative
index difference is 1%. The ˛th power profile can sup-
press modal dispersion that is the difference in group
delay among guided modes. The optimum ˛ that min-
imizes modal dispersion is approximately 2 [2.71], but
the precise value depends on the operating wavelength
and the dopants in the SiO2 core, which affects the ma-
terial chromatic dispersion [2.72]. The MMF core is
typically composed of GeO2-doped SiO2, whereas ad-
ditional codoping of F can widen the wavelength range
with low modal dispersion [2.72–74]. Regarding the
cladding, an F-doped trenched cladding is widely used
to provide a lower bending loss [2.75, 76].

MMFs are typically used for short-reach trans-
mission at 850 nm wavelengths in combination
with a vertical-cavity surface-emitting laser (VCSEL)
transceiver, because of the high-energy efficiency [2.77]
and cost efficiency [2.78, 79]. The maximum possible
transmission distance, typically less than 2 km, is
inversely proportional to the transmission bandwidth
so that the transmission performance of MMFs are
generally specified by a bandwidth–distance product.
Whereas MMFs with precisely fabricated index profiles
generally have larger bandwidth–distance products,
the exact values of bandwidth–distance products can
vary from VCSEL to VCSEL, which excite different
populations of modes in the MMF. To cope with this
problem, it has been agreed in the industry to specify
the bandwidth–distance product of an MMF based
on the measurement of the differential mode delay
(DMD), a series of time-domain impulse responses
by radially offset SMF launches [2.80] and assump-

tion of several patterns of predetermined launching
conditions. One widely used metric is its calculated
minimum effective modal bandwidth (minEMBc),
which is obtained by calculating virtual impulse
responses to various assumed launching conditions
and then taking the worst-case value [2.81, 82]. The
second and traditionally used metric is the overfilled
launch (OFL) modal bandwidth, which is defined
as the bandwidth when all the guided modes are
excited [2.81]. Conversely, OFL is fairly realistic when
the signal is launched into MMF from a light-emitting
diode (LED) [2.83]. It generally underestimates the
performance when the MMF is excited by a VCSEL.
OFL can be substituted by a calculated overfilled
modal bandwidth (OMBc), which can be calculated
from DMD measurements [2.81].

Among several equivalent standards of MMF,
ISO/IEC 11801 and TIA-568.3-D are the most fre-
quently [2.84, 85] used. MMFs are classified into
four subclasses, OM1 to OM4. OM1 has a large
62:5�m diameter core, which is optimal for LED rather
than VCSEL signals, and has an OFL bandwidth of
500MHz km at 1300nm. OM2, OM3 and OM4 have
a 50�m core and have OFL bandwidths at 850 nm
of 500, 1500 and 3500MHz km, respectively. OM4 is
backward compatible to the other two subclasses and is
supplied by several vendors [2.86–88].

Whereas OM2 to OM4 specifies modal band-
widths only at 850 and 1300nm, the growing need for
short-wave wavelength-division multiplexing (SWDM)
means a further advanced subclass of MMF that sup-
ports SWDM in the wavelength range between 850
and 950 nm is required. Such an advanced MMF,
called a wideband MMF (WB-MMF) or OM5, is
also becoming commercially available [2.89–91] and
a state-of-the-art transmission experiment using four
wavelength and four-level pulse amplitude modulation
(PAM4) verified 206Gb=s transmission over a distance
of 150m [2.92].

2.4 Emerging Fibers

This section describes new state-of-art fibers for fu-
ture optical communication systems. There have been
significant advances in transmission fibers with low
attenuation and low nonlinearity that increase the the-
oretical capacity limit. However, the demand for ca-
pacity has expanded at a much faster rate, so that
it is anticipated that we will soon face the chal-
lenge of an increasing gap between demand and sup-
ply [2.93].

2.4.1 Space-Division Multiplexing (SDM)
Fiber

In the past, advances in transmission techniques, such
as WDM and digital coherent transmission, contributed
to significant expansions in capacity. However, the C
and L bands supported by the EDFA are already fully
used and leave almost no room for an increase in capac-
ity by WDM, and digital coherent transmission using
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Table 2.4 Comparison of SDM schemes

FMF U-MCF C-MCF
Reference [2.94] [2.95] [2.96]
Structure

Propagation

Cladding diameter (�m) 125 188 125
Attenuation (dB=km) 0.23 0.168 0.158
Aeff (�m2) 108 125 112
Need MIMO Yes No Yes
Differential mode delay (ps=km) 20 – 6.1

FMF U-MCF C-MCF
Reference [2.94] [2.95] [2.96]
Structure

Propagation

Cladding diameter (�m) 125 188 125
Attenuation (dB=km) 0.23 0.168 0.158
Aeff (�m2) 108 125 112
Need MIMO Yes No Yes
Differential mode delay (ps=km) 20 – 6.1

advanced modulation format signals is also approach-
ing the theoretical nonlinear Shannon limit. Therefore,
expanding the number of spatial channels represents the
last available dimension to increase capacity.

For this purpose, various types of space-division
multiplexing (SDM) fibers have been proposed and
demonstrated [2.97]. Among the wide variation, re-
alistic candidates for long-distance transmission fiber
include few-mode fiber FMF [2.94], uncoupled multi-
core fiber (U-MCF) [2.95], and coupled multicore fiber
(C-MCF) [2.96], as summarized in Table 2.4.

FMF supports several guided modes and therefore
is similar to MMF. Actually, a standard MMF can also
be used as FMF [2.98]. However, whereas every guided
mode of legacy MMF carries the same signal, each
guided mode of FMF is loaded with a different signal.
Although those signals are mixed during transmission,
because of mode-coupling in FMF, multi-input multi-
output (MIMO) digital signal processing can unbundle
the mode-coupling and recover the original signal.
Since MIMO processing becomes more complex with
larger differential mode delay (DMD), it is important to
reduce the DMD of FMF. To reduce DMD, it is effec-
tive to concatenate two FMFs having DMDs of opposite
signs. With this technique, a low DMD of 20 ps=km has
been achieved [2.94].

U-MCF contains multiple independent cores in its
cross-section. Since it can be treated simply as par-

allel fibers, it has the advantage that conventional
transceivers can be used without change. However,
the challenge is that isolation between the cores re-
quires a large separation and/or a deep depression
in the cladding index. A large separation can result
in a cladding diameter larger than the conventional
125�m, which might affect reliability due to enhanced
bend-induced stress. A deep depression in the cladding
might degrade productivity and cost-efficiency. There-
fore, significant work will be necessary before practical
use as transmission fiber.

C-MCF contains multiple cores that are positioned
closely enough to experience mode-coupling during
transmission. It has the advantage that the conventional
125�m diameter cladding can contain as many as 12
cores [2.99]. Whereas it requires MIMO processing as
FMF does, the cost of the MIMO calculation is ex-
pected to be lower than that in the case of FMF because
the DMD of C-MCF is smaller than that of FMF. Since
the spatial modes of C-MCF propagate having random
coupling with each other, the differential delay between
the modes accumulates with random changes in the sign
and magnitude of the coupling, so that the DMD grows
in proportion to the square root of the distance, not
directly in proportion to the distance as in the determin-
istic case [2.96]. In addition to these advantages, it was
also demonstrated that a C-MCF can be fabricated with
an attenuation as low as 0:158 dB=km at 1550 nm, this
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is comparable to those of the most advanced CSF prod-
ucts for submarine applications [2.96]. Further, a lab
transmission experiment achieved 5500km transmis-
sion over a C-MCF and superior transmission quality
that is presumed to be due to the reduced nonlinear-
ity caused by mode coupling [2.100]. In spite of those
promising results, many challenges still remain, such
as integration of a suitable multicore amplifier, low-
loss and low-cost splice techniques, and control of the
mode-coupling characteristics of cabled fiber before
this new fiber may be used in the field.

2.4.2 Photonic Band-Gap Fiber (PBGF)

In this section the features of PBGF are described. Pho-
tonic band-gap fiber (PBGF) is an optical fiber that
guides light by the photonic band gap (PBG) effect,
in contrast to the conventional optical fiber that guides
light by total internal reflection (TIR) [2.101]. Whereas

TIR guidance requires the core to have a higher refrac-
tive index than the cladding, PBG guidance requires
the cladding to have a micron-scale periodic struc-
ture that prohibits propagation of light in a range of
frequency that is the photonic band gap. The unique
guiding mechanism generates an important advantage
of PBGF in that it can guide light in a low-index hol-
low core [2.102]. Guidance in a hollow core could have
a great impact over a conventional glass core due to
low attenuation, low nonlinearity, low latency, and low
sensitivity to environmental disturbances such as tem-
perature and radiation. Although the lowest achieved
attenuation of a hollow-core PBGF (HC-PBGF) is still
as high as 1:2 dB=km at 1620nm, and presumed to
be limited by the surface roughness of the hollow
core [2.103], nevertheless the advantage of low latency
have been demonstrated by transmitting a 10Gb=s sig-
nal at 1550nm over 11 km of HC-PBGF, resulting in
more than a 15�s reduction in latency [2.104].

2.5 Optical Fiber Cables

Optical fiber cables are produced to protect the optical
fibers in the field, for example outside the plant, intra-
building, or central office. Hence, by considering the
use case, several factors need to be considered and op-
timized:

� Number of fibers per cable� Environmental conditions� Mechanical durability� Fire retardancy.

Fiber count can be defined by use case. A drop cable is
used to connect the subscriber’s house and is typically
a single fiber-cable, while a feeder cable is used to dis-
tribute fibers to a residential area and contains several
hundred to one thousand fibers.

The environmental conditions can affect the design
of the cable structure. The key considerations are tem-
perature and moisture (or surrounding water) or tensile
force in the case of an aerial cable. Optical cables are
designed to maintain their performance under the antic-
ipated environmental conditions.

Mechanical durability has two aspects. One is
a durability during deployment, and the other is residual
external forces after being deployed.

Fire retardancy is required in order to avoid fire
propagation along the cables and smoke and/or toxic
gas generation.

In this section the structure of optical cables is
described, and we present a variety of actual optical

fiber cables in use, highlighting in particular FTTH
(fiber-to-the-home) network and intrabuilding network
applications.

2.5.1 Cable Structure Used
in Access Network
and Intrabuilding Network

The access network is built to bring fiber(s) from
the central office to the customer’s residence, multi-
dwelling unit, or business office. Figure 2.9 schemat-
ically describes the FTTH access network and the
intrabuilding network. Here the fibers are connected via
feeder cable, distribution cable, and drop cable [2.105–
107].

The intrabuilding network consists of a backbone
cable and horizontal cable. The backbone cable carries
fibers to higher floors. Horizontal cables are connected
from the branching point of the backbone cable to each
subscriber.

Types of Optical Cables
Various kinds of optical cables are used to build an op-
tical network, Table 2.5 summarizes the relationships
about usages, cable types and design factors.

2.5.2 Cable Types

In this section, several types of optical fiber units and
cable structures are described.
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Table 2.5 Usages, cable types, and design factors in the FTTH access network

Cable/usage| Fiber count Cable types Additional design factors
Outdoor network Feeder Hundreds,

> 1000
� Ribbon slot
� Loose tube
� Central tube

� Tensile strength for installation
�Water blocking
� Armored

Distribution 8 to hundreds � Ribbon slot
� Loose tube
� Central tube
� Direct jacketed

� Self-supporting
� Durability to sunshine
� Fire retardancy
� Biological attack

Drop 1�2 � Direct jacketed
Intrabuilding network Backbone 8, 12,

100�300
� Layered
� Ribbon slot
� Loose tube
� Central tube

� Fire retardancy
� Smoke/gas generation

Horizontal 1�12 � Direct jacketed
� Loose buffered

Cable/usage| Fiber count Cable types Additional design factors
Outdoor network Feeder Hundreds,

> 1000
� Ribbon slot
� Loose tube
� Central tube

� Tensile strength for installation
�Water blocking
� Armored

Distribution 8 to hundreds � Ribbon slot
� Loose tube
� Central tube
� Direct jacketed

� Self-supporting
� Durability to sunshine
� Fire retardancy
� Biological attack

Drop 1�2 � Direct jacketed
Intrabuilding network Backbone 8, 12,

100�300
� Layered
� Ribbon slot
� Loose tube
� Central tube

� Fire retardancy
� Smoke/gas generation

Horizontal 1�12 � Direct jacketed
� Loose buffered

Optical Fiber Unit
An optical fiber unit is a preassembled cable con-
sisting of a plurality of fibers that are bonded, bun-
dled, or tubed. To avoid misconnections during de-
ployment, identification of each fiber in the cable is
critical.

The unit helps operators organize and identify each
fiber before and after installation. Identification of each
fiber in the unit is usually conducted by visually check-
ing the color of the fiber coating.

There are two types of units deployed into the field,
consisting of either optical fiber ribbon or loose tube.

Optical Fiber Ribbon. Optical fiber ribbon is a unit in
which a number of optical fibers are arrayed and held

a) Encapsulated ribbon b) Very thin coated ribbon c) Edge-bonded ribbon
Fig. 2.10a–c
Cross-sections of
examples of optical
fiber ribbons

together using resin. The number of optical fibers in one
ribbon typically available in the market are 4, 8, 12, and
24. If one cable needs many fibers, a higher count fiber
ribbon can be selected.

It should be noted that the ribbon structure makes
fiber identification easy, as the colored fiber can
show the fiber number and ribbon number. Addi-
tionally, they can be connected by using mass-fusion
splicers [2.108–111], and this serves as an efficient de-
ployment method. Examples of fiber ribbons are shown
in Fig. 2.10.

Loose Tube. A loose-tube unit comprises a plastic tube
filled with a buffer compound and a number of fibers.
The compound is typically a jelly-like material and acts
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Plastic tube

Filling compound or dry yarn

Primary coated fibers

Optical fiber ribbons

Fig. 2.11 Cross-sections of examples
of loose tubes

Jacket (polyethylene)

Wrapping tape

Optical fiber ribbon

Slotted-rod spacer (polyethylene)

Strength member (steel wire)

Fig. 2.12 Example of a cross-section
of a cable with a slotted-rod spacer

as a lubricant that ensures fibers are free to move in-
side and prevents an attenuation increase by local fiber
bending. In addition, the compound helps prevent lon-
gitudinal water penetration and improves mechanical
stability.

For higher fiber counts, a stacked and twisted num-
ber of fiber ribbons is used to facilitate fiber identifica-
tion and mass-fusion splicing.

Figure 2.11 shows an example of a ribbon-type and
nonribbon-type loose-tube unit.

Cable Structure
Cable structure is classified by the differences in the
cable core located at the center of the fiber cable.
The cable core consists of one or more units and el-
ements, such as a strength member, spacer, wrapping
tape, or filling material. Usually, a cable core forms
a cylindrical shape and is surrounded by a protective
sheath.

The cable-core structure is selected by considering
the fiber count, installation, jointing, and required envi-
ronmental conditions.

Slotted-Rod Cable. A slotted-rod structure consists
of a spacer with a central strength member and
a polyethylene rod with slots trenched helically. The
unit(s) are located in the stiff slot to avoid external
forces being applied to the cable; it also makes identify-
ing the fiber easy because the slots can bundle the fiber

units independently. Figure 2.12 shows an example of
a ribbon slotted-rod cable [2.112, 113].

Loose-Tube Cable. A loose-tube-cable core is formed
by stranding a number of loose-tube units around a cen-
tral strength member. For this cable, the tube itself
needs to be stiff enough to protect the fibers from ex-
ternal forces.

In some cases, a jelly-like water blocking material
or water-swellable material is applied within the space
between the tubes and the strength member.

It is relatively easy to avoid loss increases caused
by cable temperature changes or bending in a loose-
tube cable because the jelly-like compound enables the
fibers to move freely, therefore mitigating fiber-bending
and the effect of environmental condition change. Con-
versely, the jelly-like compounds require extra cleaning
when jointing. Figure 2.13 shows examples of loose-
tube cables [2.114–122].

Central-Tube Cable. In a central-tube cable, typically
12-, 24-, or 36-fiber ribbons are stacked and twisted
within a plastic tube. There are two typical structures: in
one the tube space is filled with a jelly-like compound
and in the other yarn with water-swellable material is
applied to prevent longitudinal water penetration.

Figure 2.14a shows a 576-fiber cable with aramid-
yarn strength members surrounding the central tube.
Figure 2.14b shows another example of an 864-fiber ca-
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Jacket
(polyethylene)

Wrapping tape

Filling compound

Strength member
(steel wire)

Primary coated fiber

Optical fiber ribbon

Fig. 2.13 Examples
of cross-sections of
loose-tube cables

a) b) Jacket
(polyethylene)

Optical fiber ribbon

Strength member
(steel wire)

Filling compound

Water-swellable yarn

Strength member
(aramid yarn)

Fig. 2.14a,b
Examples of
cross-sections of
central-tube cables:
(a) 576-fiber cable;
(b) 864-fiber cable

ble with two steel strength members contained in the
sheath [2.123–125].

Layered Fiber Core Cable. Layered fiber core ca-
ble is formed by stranding the fibers around a central
strength member; it is used for smaller fiber-count
cables such as 6- to 12-fiber cables. Usually, 900�m-
diameter primary coated fiber is used for this type of
cable. Figure 2.15 shows an example of a layered fiber
cable.

Jacket
(polyethylene)

Wrapping tape

Filling material
(polypropylene yarn)

Strength member
(steel wire)

Nylon-coated fiber
(O.D. 0.9 mm)

Fig. 2.15 Layered fiber cable

Direct Jacketed Cable
For fewer fiber count cabling, a direct jacketed cable
structure is also used. This jacket is applied directly to
the primary coated fiber(s) or fiber ribbon(s).

Because this structure is of lighter weight, it is
suitable for aerial drop and indoor cable applications.
Thinner and lighter cable also enables the suspension
wire of an aerial drop cable to be thinner. For indoor
cable that is installed on the room wall, thinner cable is
more aesthetically pleasing and involves a lower risk of
becoming an eyesore. Figure 2.16 shows examples of
cross-sections of direct jacketed cables [2.126–133].

2.5.3 Cable Design

Each optical fiber cable should be designed to achieve
the required performance and reliability under field
conditions. This section describes the factors that
should be considered in cable design.

Optical Fiber Density
If high optical fiber density in a cable is required, the
fibers can experience random lateral forces from neigh-
boring fibers or the walls of the slotted-rod spacers. This



Part
A
|2.5

40 Part A Optical Subsystems for Transmission and Switching

Supporting wire

Jacket
(polyethylene)

Strength member
(steel wire)

Primary coated fiber

Optical fiber ribbon

a) b)
Fig. 2.16a,b Examples of cross-
sections of direct jacketed cables:
(a) drop cable, (b) indoor cable

force results in microdeformation of the fiber, called
microbending, that causes attenuation to increase. To
avoid microbending loss, the optical fiber density of
a cable is selected within the appropriate range [2.6,
134, 135].

Environment Conditions
This section describes how cables need to be optimized
for various environmental conditions in order to ensure
stable loss performance.

Temperature Change. Temperature change results in
stresses on the cable, such as elongation or shrinkage of
the components within a cable caused by the differences
in coefficients of thermal expansion between the fiber
and the cable elements (normally made from polymer
plastic). This stress may cause microbending to fibers
and loss increases. Especially at low temperature, cable
elements shrink and therefore create an excess length
of fiber that then needs to be accommodated within the
cable. This causes microbending in the fibers and in-
creased loss.

Therefore, optical fiber cables should be designed
so that the fibers have enough space not to experience
the stresses or microbending within the expected tem-
perature range [2.136].

Surrounding Water (Water Blocking). When the ca-
ble is installed in an underground duct, the cable can
unintentionally get soaked with water when the ducts
are flooded by groundwater. Once a part of the cable
jacket is damaged, water penetrates into the cable and
may reach the fibers. The existence of water or mois-
ture around optical fibers may cause the degradation of
fiber strength because water molecules react with silica
(SiO2) and accelerate the growth of glass-surface mi-
croflaws. To prevent this, underground cables require
a water-blocking function.

To protect against water penetration, ribbon slotted-
core cable wraps use water-swellable tapes, while

loose-tube cables use jelly-like filling compound as
a water-blocking material.

Biological Attacks. For outdoor cables, especially the
aerial cable type, these may suffer biological attacks
from mammals, birds or insects, so cables are designed
to have effective protection [2.137–145].

One example of a mammal pest are squirrels that
bite aerial cables and cut the fiber. Woodpeckers have
been known to peck the cables and make holes in the
jackets. Some types of cicada have been known to lay
eggs within thin drop cables and so break the fibers.

For protection against these pests, wrapping the ca-
ble with metallic tape or net will work. To avoid cicadas
laying eggs in drop cables, harder jacket material has
been shown to be effective. Figure 2.17 depicts the ex-
ample of a cicada attack on a drop cable.

Mechanical Durability
Optical fiber cables incur various external forces during
both installation and operation, hence the cables need
to be designed to maintain the required properties even
when external forces are being applied [2.146, 147].

Tensile Forces in Installation. To install a cable in
a building duct, the cable is connected to a prein-
stalled rope and is pulled through. During this pulling
operation, the cable experiences tensile forces due to
friction inside the duct. If the cable piece is elon-
gated by the tensile force, the optical fibers in the
cable may be broken. Therefore, the tension mem-
ber(s) in the cable should be designed to limit cable
elongation during this operation. For example, a back-
bone intrabuilding cable is specified to withstand the
weight of itself because it is installed by being pulled
vertically from the top of the building, as shown in
Fig. 2.18 [2.148].

For the strength member, steel wire is commonly
used. If electric induction needs to be avoided, then
aramid, FRP (fiber reinforced plastic), or yarn is used.
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Drop cable
Ovipositor

Fiber

Fig. 2.17 Cicada attack on a drop
cable

Pulley

Pulling rope

Installed cable

Vertical shaft

Fig. 2.18 Schematic layout of vertical
installation in building

External Forces During Installation. In addition to
tensile stress during the installation, operation cables
are subjected to various external forces, such as crush-
ing, twisting, bending, and impact. Cables should pro-
vide an effective protective means against the expected
external forces.

As for the slotted-rod cable, the spacer wall
should be thick and hard enough to withstand crush-
ing and impact, and the size of slot should be large
enough to withstand stress on the fibers under twist-
ing and bending. Conversely, loose-tube and central-
tube cable protects the fiber due to the hardened tube
material.

Table 2.6 Example of IEC standards for external forces

External force Test condition Criteria
Bend Radius: 20 times cable diameter

Bend angle: 180ı
No increase in attenuation at 1550 nm during and
after the test.
Under visual examination, there shall be no damage
to the sheath or to the cable elements.

Impact Impact energy: 3 J (300 g hammer drop from 1m
height)

Torsion 180ı twist over 2m length
Crush Load: 1:5 kN=100mm plate

Duration: 1min

External force Test condition Criteria
Bend Radius: 20 times cable diameter

Bend angle: 180ı
No increase in attenuation at 1550 nm during and
after the test.
Under visual examination, there shall be no damage
to the sheath or to the cable elements.

Impact Impact energy: 3 J (300 g hammer drop from 1m
height)

Torsion 180ı twist over 2m length
Crush Load: 1:5 kN=100mm plate

Duration: 1min

The mechanical strength requirements are stan-
dardized by the IEC (International Electrotechnical
Commission). Table 2.6 shows examples of the IEC
standards for each external force. There are various con-
ditions or criteria described in IEC 60794-3-10, as well
as other standards.

Fire Retardancy
Because the outermost cable material is usually made
of plastic, fire retardancy is required to avoid fire prop-
agation along the cables and toxic gas and/or smoke
generation, especially for office buildings with high-rise
multidwelling units, or tunnels. The regulations on fire
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Jacket
(Polyethylene)

Water-blocking material
(Filling compound or 
water-swellable yarn)

Strength member
(Steel wire)

a) b)
Fig. 2.19a,b An example of mi-
croduct cable (a) and micromodule
cable (b)

retardancy may differ by country or usage [2.125, 149,
150].

If fire retardancy is required, fire-retardant materi-
als are selected for the outer sheath. Usually these are
made from polyethylene with the addition of some self-
extinguishing material.

2.5.4 Cables for Specific Needs

Cables for Air-Blown Fiber Installation
Air-blown fiber cable is applied because of the sim-
plicity of fiber deployment in buildings. The cable is
literally blown into the duct or tube by applying high-
pressure air; this operation greatly reduces the tension
during installation. Moreover, the length of cable in-
stallation is known to be longer and the operation time
shorter than for conventional pulling operations. This
is beneficial for simplicity of the installation opera-
tion [2.151–162].

In the case of outside plant installations, micro-
duct cables are used. An example of the structure of
a microduct cable is shown in Fig. 2.19. This ca-

Polyethylene form

Primary coated fiber

Rip cord

Polyethylene form surface is roughened 
to improve air-blown ability 

a)

b)

Plastic tube

Fiber bundle
(air-blown after tube 
cable installation)

Jacket
(polyethylene)

Fig. 2.20a,b Fiber
bundle (a) and tube
cable (b) for air-
blown installation

ble can be installed up to lengths of several kilome-
ters.

As seen in Fig. 2.20, a fiber bundle unit is also used.
Here, the bundle unit means a number of fibers that
are sheathed with thin polyethylene formers in order
to improve installation. This technique is very suitable
for intrabuilding installations because tube cables are
installed beforehand. Fiber bundles are installed when
fiber needs arise and, if needed, bundles can be removed
from the tube cable by applying an air flow in the oppo-
site direction [2.106, 163–167].

Ultrahigh-Count Density Cable
Ultrahigh density and high-count fiber cable are among
the newest products. This cable adopts the ribbon-
slotted-rod type or central-tube-type structure, however
the optical fiber ribbon is different from conventional
cables. The applied ribbon unit has a feature of ultra-
high density known as pliable ribbon.

The ribbon arrays of fibers are incorporated in
a mesh-like structure, as shown in Fig. 2.21. Pli-
able ribbons can be packed tighter than ordinary one-
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Adhered partNonadhered part

Primary coated fiber

� � � � � � � � � � � � � �

Fig. 2.21 Pliable
ribbon unit

a) b)
Fig. 2.22a,b Example of ultrahigh-
count high-density cables: (a) slotted
rod spacer type 3456-fiber cable;
(b) central tube type 1728-fiber cable

Outer jacket

Corrugated steel tape

Central tube cable

Fig. 2.23 Example of armored-sheath
cable

dimensional ribbon units because they can pile the
fiber from a one-direction array into a second dimen-
sion, thus filling the empty space. One of the highest
fiber-count cables is a 3456-fiber cable with a 34mm di-
ameter that can be installed into a two-inch duct [2.107,
108, 168–174] as seen in Fig. 2.22.

Armored Sheath
In rural areas, to reduce cost and increase efficiency, the
cable will occasionally be directly buried and installed
into the ground by trenching during fiber-cable de-
ployment, in contrast to urban-area deployments where
fiber is placed within high-cost, but protective, conduits.
Additional protection of the buried ground cable is re-
quired for it to withstand ground pressure and other
elements. The most commonly used protection is a cor-
rugated metallic-tape armored sheath over the ordinary
jacket.

This kind of cable can also be used for duct, aerial
or indoor installation, in the case of harsh conditions

or where rodent attacks are expected [2.175, 176]. An
example is shown in Fig. 2.23.

Induction-Free Cable
Optical fiber cable may be installed close to a high-
voltage power cable. To avoid the electrical induction
between a steel strength member and the power cable,
an induction-free cable is required. This type is free
from metal elements and instead uses aramid, FRP, or
yarn applied as the strength member.

2.5.5 ITU-T Technical Reports

ITU (International Telecommunication Union) is the
United Nations’ specialized agency for information
and communication technologies—ICTs, and ITU-T
is the telecommunication standardization sector in the
ITU. The ITU-T provides international standards for
telecommunication systems and facilities recommen-
dations. Besides the recommendations, technical re-
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ports and technical papers are also published for guid-
ance or reference. Among the technical reports, ITU-T
Technical Paper on Optical Fibres, Cables and Sys-

tems is a very useful overview of optical-fiber cable
structure, installation, connection, and systems [2.177–
179].
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3. Optical Amplifiers

Michael Vasilyev , Stojan Radic

The principles, design, and operation of erbium-
doped and Raman amplifiers, two of the most
important classes used in modern lightwave
communication, are described. Developed over
two decades, erbium-doped fiber devices act as
lumped optical gain elements in terrestrial, sub-
marine, and access networks, underpinning nearly
all commercial data traffic today. Raman amplifiers
have allowed significant reach and capacity in-
creases and, unlike erbium-doped devices, are not
confined to a specific lightwave band. In contrast
to alternatives such as parametric and semicon-
ductor amplification technology, erbium-doped
and Raman amplifiers have been commoditized
and can be readily designed and constructed from
a mature set of components that includes specialty
fibers, semiconductor pumps, dedicated filters,
and passive elements. The design of both types of
amplifiers is described, along with the most im-
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portant engineering rules that allow for optimal
device construction. Mitigation of noise and dis-
tortion mechanisms is detailed for both types of
amplifiers when operating with commercial fiber
plants.

Similar to their electronic counterparts, optical ampli-
fiers are intended to regenerate signal power and can be
classified according to the role they play in lightwave
networks. An end-of-the-link gain element, referred to
as a preamplifier, is used to amplify a weak channel
prior to its conversion from the photonic to electronic
domain. This type provides high gain (> 30 dB), op-
erates with a small-signal input (Pin < �25 dBm), and
adds minimal excess noise. Repeatered optical trans-
mission relies on in-line amplifiers, intended to regen-
erate signal power after each fiber span. An in-line
amplifier must match span-induced and in-line element
loss, typically providing gains greater than 20 dB. In
contrast to a preamplifier, which can be dedicated to
a single channel, an in-line amplifier is designed and
operated as a multichannel gain block in wavelength-
division-multiplexed (WDM) links. Finally, a booster
(or power amplifier) is deployed at the beginning of
the WDM transmission to launch elevated channel
power and preserve signal integrity deep into the light-
wave link. In general, these designations are reserved
for lumped gain elements, characterized by an inter-
nal optical path that is much shorter than the typical

transmission span. Conversely, distributed amplifica-
tion takes place over distances that are comparable to
the transmission span, as discussed in Sect. 3.2.

In addition to this functional distinction, optical
gain elements can also be categorized according to the
underlying physical platform used to achieve photon
amplification. During the four decades that mark the
evolution of modern optical networks, amplification us-
ing semiconductor, rare-earth-doped, Raman, Brillouin,
and parametric platforms has been investigated. While
these possess unique sets of distinguishing characteris-
tics, only two types, viz. rare-earth doped and Raman
amplifiers, have seen widespread deployment in com-
mercial optical networks. Consequently, this chapter
focuses on these two technologies and describes the
principles, operating characteristics, design, and perfor-
mance limits of Raman and erbium-doped fiber ampli-
fiers (EDFA). Indeed, while semiconductor, Brillouin,
and parametric amplifiers offer performance in terms of
response time, band selectivity, and phase-sensitive pro-
cessing that neither EDFA nor Raman amplifiers can
match, they are not used at present, nor are they ex-
pected to be deployed in near-future optical networks.
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To proceed, we first define commonly used parame-
ters applicable to any optical gain element, regardless of
the underlying physical mechanism responsible for sig-
nal amplification. The optical gain (G) is defined as the
ratio between the output and input optical signal powers

GD Pout

Pin
: (3.1)

This relation expresses the gain on a linear scale, while
amplifier design often calls for a logarithmic (dB)
scale – the remainder of chapter will make this distinc-
tion explicit in specific cases. In its simplest form, the
gain definition in (3.1) implies a quasimonochromatic
signal. However, when the signal has a nonnegligible
spectral width, a more general expression must be used,
including the gain spectral dependence, often referred
to as gain ripple.

The noise figure (NF) is defined by the input and
output signal-to-noise ratios (SNR), under the assump-
tion that the input signal possesses the maximal (shot-
noise limited) SNR

NFD 10 log

�
SNRin

SNRout

�
: (3.2)

In accordance with convention, noise figures expressed
on a linear scale are denoted by F throughout Sect. 3.1.
In Sect. 3.2, the notationNF will be used for both linear-
and log-scale noise figures. In analogy with electrical

amplifiers, the gain bandwidth represents the frequency
(wavelength) range over which a predefined (minimal)
gain is maintained. However, in contrast to electrical
amplifiers, the optical gain elements of interest (EDFA
and Raman) possess bandwidths measured on the THz
rather than GHz scale. As an example, the spectrally
equalized EDFA bandwidth is engineered between 1528
and 1620nm (� 10THz) – nearly two orders of mag-
nitude wider than ultrawideband electrical amplifier re-
sponses. Finally, the gain saturation characterizes the
compression mechanism that applies to all types of op-
tical amplifier. This effect originates from the inability
to amplify an arbitrarily large signal power, signifying
the difference between small- and large-signal levels.
Specifically, gain saturation occurs when the input sig-
nal is large enough to appreciably deplete the inversion
level of the gain medium [3.1, 2]. Gain saturation is a di-
rect function of the signal power and is defined by

gD gs
1C .P=PS/

; (3.3)

where gs is the small-signal gain measured on the dB
scale, while the saturation power PS indicates the input
signal power at which the amplifier gain is compressed
by 3 dB. Note that the simple definition (3.3) also im-
plies a lumped (two-port) amplifier but does not account
for spectral or spatial gain variation in a finite-length
amplifier device.

3.1 Erbium-Doped Fiber Amplifiers

EDFAs represent the dominant amplifier technology
that drives all aspects of optical networks, from short-
range (access/metro) to ultralong-haul links in sub-
marine transmission. Commercially introduced more
than quarter of a century ago, EDFAs currently power
both uni- and bidirectional transmission architectures,
as shown in Fig. 3.1.

Modern fiber amplifiers operate within the 1550-nm
transparency band of silica and are the result of multi-
ple technological advances that matured simultaneously
during the 1990s. First, extensive research on rare-earth
(lanthanide) emission led to Er3C-, Nd3C-, and Pr3C-
doped fibers [3.3–5] that combine high gain coefficients,
simple interfacing with passive (transmission) fibers,
and compatibility with semiconductor pump technol-
ogy. The energy levels of Er3C, shown in Fig. 3.2,
with its inherent 1550-nm transition, have served as
the impetus for EDFA development. Er3C emission/ab-
sorption covers the minimum-loss transmission win-
dow in silica fibers almost entirely and currently defines
the most important transmission bands, viz. C-band

(1530�1562 nm) and L-band (1565�1610nm). C/L-
band amplification in Er-doped fibers is supported by
both short- (980 nm) and long-wavelength (1480 nm)
semiconductor pump diodes that match the 4I11=2 and
4I13=2 Er3C transitions required for 1550-nm signal am-
plification. Multiple silica doping and EDF fabrication
techniques [3.2] have been developed, enabling wide
variation in the Er concentration which governs the
emission (absorption) strength, variable mode confine-
ment, and negligible passive (background loss). As a re-
sult, these advances have enabled the realization of
high-gain devices in only a few meters of doped fiber
and in any band spanning 1530�1610 nm.With themat-
uration of doped fiber fabrication technology, the EDFA
designer can demand not only specific emission (ab-
sorption) levels but also tailored dispersive and bire-
fringent characteristics. As a consequence, lightwave
networks currently deploy a wide variety of isotropic
(non-birefringent) and polarization-maintaining (PM)
EDFAs, with gains that vary from 10 to 50 dB and out-
put powers that range from a few mW to over a watt.
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Fig. 3.1a,b Repeatered amplified WDM lightwave transmission: Channels are transmitted over a unidirectional archi-
tecture that uses a dedicated fiber for transmission in each direction (a) or over a bidirectional topology (b) that allows
counterpropagating traffic to share a single fiber strand

3.1.1 EDFA Design and Characterization

In cases where an EDFA operates in the stationary
regime, its gain and noise response can be accurately
described by a two-level model, neglecting the third-
level population [3.7–9], as illustrated in Fig. 3.3. The
use of such a two-level inversion model is justified in
most cases of practical interest and assumes, among
other conditions [3.10], that the input signal and pump
powers are static or fluctuate on faster than a microsec-
ond scale. Under this approximation, the third-level
ion population is negligible and decays rapidly, justi-
fying the simple inversion model that accounts only for
single upper (N2) and lower (N1) levels. Surprisingly,
while this approximation appears to be simplistic, it
is also remarkably accurate for nearly all WDM am-
plifier architectures of interest utilizing subwatt pump
levels and Er-doped fibers with peak absorption below
30 dB=m.

The two-level inversion model allows an Er-doped
waveguide to be considered as a distributed amplifier
that can be easily described by balancing the local emis-
sion and absorption rates. In a stationary state, any
mechanism leading to decay from the upper-level pop-
ulation (N2) is offset by excitation from the ground
level along the length of the fiber. The rate of each
process varies along the fiber and changes with the lo-
cal signal, pump, and noise levels. More importantly,
the inversion level and photon count are closely cou-
pled: to describe the longitudinal inversion variation,
full knowledge of all three radiation types must be
available; moreover, the longitudinal inversion func-
tion must be known to calculate the signal, pump, and
noise levels. Figure 3.4 illustrates the relation between
the spatially dependent inversion and distributed opti-
cal power levels. In the general case, the forward- and
backward-propagating beams have temporal, spectral,
and spatial dependence: P˙ D P˙.z; �; t/. In the sta-
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Fig. 3.3 In the two-level approximation, the significant
discrepancy between lifetimes is used to justify the as-
sumption of a vanishing upper-level population (N3! 0),
allowing the total ion population to be distributed between
the ground and excited level: NT D N1CN2

tionary case that is of primary interest in EDFA design,
the rate equation coupling the inversion level and coun-
terpropagating beam powers is particularly simple

N2.z/

�0
D� 1

�A

NX

iD1
ui
dPi.z/

dz
; (3.4)

where N2 represents the normalized upper-level ion
population, �0 is the spontaneous lifetime of the upper
level, A is the waveguide effective cross-section area,
and � is the ion density. This relation implies spectral
beam dependency by channelizing propagating beams

(iD 1;N), where the index corresponds to a specific
wavelength (frequency). The ion population is normal-
ized and is defined by scaling both by the total ion
count: N1CN2 D 1. Finally, the directional coefficients
(ui D˙1) account for the propagation direction along
the z-axis, as defined in Fig. 3.4. Note that the left term
in (3.4) represents decay from the upper level, while the
right term accounts for signal- and noise-induced de-
pletion and pump-induced repletion of the upper-level
population.

The signal, pump, and noise power levels are di-
rectly governed by the local ion population in the
ground and excited levels

dPn.z/

dz
D un�nN2.z/Pn.z/� un˛nN1.z/Pn.z/ ; (3.5)

where �n and ˛n are the emission and absorption con-
stants of the EDF [3.10], often referred to as Giles
coefficients. Note that (3.5) has a straightforward in-
terpretation: The photon annihilation (generation) rate
is directly proportional to the population of the ground
(upper) level and the local photon flux. This relation is
often written in a form that emphasizes only the upper-
level dependence

dPn.z/

dz
D un.�nC˛n/N2.z/Pn.z/�un˛nPn.z/ : (3.6)

By simultaneously solving (3.4) and (3.6), it is possible
to obtain the inversion, signal, pump, and noise levels at
any point along an Er-doped waveguide.While multiple
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techniques for analytic and semianalytic solutions have
been developed in the past [3.8, 9, 11], rigorous numer-
ical solutions are typically preferred during the EDFA
design process.

Such two-level modeling of the localized inver-
sion and photon flux provides important insights into
EDFA operation regimes, which can then be used to
create a design rule framework for the analysis and
construction of complex, multistage amplifier subsys-
tems. To develop an intuitive notion of EDFA behavior,
consider the interdependence that exists between the
pump/signal levels and the population inversion func-
tion N2.z/. For the former, consider a pump level
variation while the signal input is kept constant, as il-
lustrated in Fig. 3.5. Since the pump provides the sole
mechanism for ion excitation, it is naturally expected
that the inversion will increase monotonically with the
pump power.

While valid, this assumption is also somewhat sim-
plistic: the ion inversion peak increase that occurs
with an elevated pump power is also accompanied by
a longitudinal shift of the peak along the fiber. This be-
havior cannot be accounted for by considering only the

signal–pump interaction, as the amplitude spontaneous
emission (ASE) in both propagation directions must
also be included. However, Fig. 3.5 still provides one of
the most important notions related to EDFA design: An
increase in both the front-end and total inversion level
must be guaranteed by a higher pumping level.

The second EDFA design notion relates to its re-
sponse to an increased signal level, as illustrated in
Fig. 3.6.

Assuming that the input signal is increased while the
pump level is maintained at a constant level, it is reason-
able to expect that the average inversion will decrease as
stimulated emission grows. Again, this intuitive notion,
while generally correct, is also an oversimplification;
instead, an increase in the signal level will result in a to-
tal decrease of excited ions, but the local inversion level
will be depleted much faster, shifting the peak of the
inversion function peak closer to the EDF input. Simi-
lar to the case in which the pump is varied, an accurate
description requires that the model for the signal–pump
interaction also accounts for ASE generation.

A further insight into EDFA operation and response
prediction can be gained by recognizing the unique role
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played by average rather than localized (spatially de-
pendent) inversion [3.12]. This fact is counterintuitive
and requires revisiting (3.4) and (3.6), after introducing
the notion of the average inversion parameter N2

N2 D 1

l

lZ

0

N2.z/dz ; (3.7)

where l is the length of the Er-doped waveguide. Inte-
gration of (3.4) along the entire EDF length yields

1

�0

lZ

0

N2.z/dzD� 1

�A

lZ

0

NX

iD1
ui
dPi.z/

dz
dz

D� 1

�A

NX

iD1
.Pi;out�Pi;in/ : (3.8)

Now, defining the average gain as

gn D
1

l
ln

Pi;out

Pi;in
;

it is possible to relate the average inversion level to the
EDFA gain and input optical powers by the simple re-
lation

1

�0
N2 D� 1

l�A

NX

iD1
Pi;in.e

gnl� 1/ : (3.9)

The average gain, also referred to as the global (port-
to-port) gain, can be measured easily to provide the
EFFA average inversion level. However, during the de-
sign process, the output power levels are not known in

advance and must be replaced by physical parameters
tied to the EDF. This can be accomplished by integrat-
ing (3.6) along the entire EDF length

lZ

0

dPn.z/

dz
dzD un

lZ

0

Œ.�nC˛n/N2.z/� ˛n	Pn.z/dz ;

(3.10)

which when combined with the definition of the average
gain gn, results in the simple inversion–gain relation-
ship

gn D .�nC˛n/N2 � ˛n : (3.11)

This allows a single, master EDFA equation to be writ-
ten only in terms of the average inversion [3.12]

N2 D� �0
lA�

NX

iD1
Pi;in.e

Œ.�iC˛i/N2�˛i	l� 1/ : (3.12)

It is difficult to overstate the importance of (3.12), since
its solution not only allows for complete EDFA anal-
ysis but also provides important insights that aid the
amplifier design process. With the emission (absorp-
tion) parameters, uniquely defined by the selected Er
doping level and specified input signal/pump powers,
one can, at least in principle, calculate the average in-
version level in any EDFA operating regime. While N2

is a single, scalar parameter, its knowledge uniquely
defines the EDFA response across the entire spectral
range. Remarkably, even though the above derivation
discards the information on local inversion in order to
calculate the global ion inversion, the amplifier gain,
spectral response, and noise characteristics can still be
calculated in an unambiguous manner.
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Knowledge of N2 also allows the calculation of the
EDFA gain at any wavelength of interest. Indeed, it is
sufficient to note that (3.11) implies an ability to calcu-
late the gain at an arbitrary wavelength as

G.�n/D fŒ�.�n/C˛.�n/	N2 � ˛.�n/gl : (3.13)

A direct and practical implication is that one only needs
to measure the gain at a single wavelength in order to
calculate the EDFA gain at any other wavelength, com-
monly referred to as gain ripple. Indeed, assuming that
the gain is measured at �n, then the gain at any other
wavelength �m is given by

G.�m/D Œ�.�m/C˛.�m/	
Œ�.�n/C˛.�n/	
� ŒG.�n/C ˛.�n/l	� ˛.�m/l : (3.14)

However, one also needs to be cautioned that the pre-
dictive accuracy of (3.8) and (3.9) greatly depends on
that of the emission and absorption parameters. The last
relation is also often used for the characterization of
black-box EDFA devices, where no knowledge about
the EDF length is available and one only has access to
the input/output ports with a single, fixed-wavelength
laser. To illustrate its utility, let us assume that a gain
increase (decrease) has occurred, resulting in a change
in the average inversion of the amplifier. In this case,
the gain change measured at the probe wavelength (�p)
is


G.�p/D Œ�.�p/C˛.�p/	
N2l : (3.15)

The gain difference at any other wavelength can then be
calculated as [3.12]


G.�/D Œ�.�/C ˛.�/	
Œ�.�p/C ˛.�p/	
G.�p/

D T.�/
G.�p/ ; (3.16)

where T.�/ is referred to as the gain tilt function. Con-
sequently, if the EDFA is regarded as a black-box,
two-port module, it is only necessary to measure the
port-to-port gain response at two wavelengths to ob-
tain the gain tilt function and subsequently determine
the full gain spectrum.

Determining the average inversion plays a crucial
role in any EDFA design, and its importance can be
easily visualized by plotting the average (unit-length)
gain as a function of the normalized inversion level, as
shown in Fig. 3.7.

In a general EDFA design problem, a target gain,
bandwidth, and noise response are given, subject to pre-
determined pump and signal budgets. The design pro-
cess is initiated by selecting the specific inversion level,
under the assumption that all the physical constraints
can be met. To illustrate the iterative design methodol-
ogy, let us assume that a line-amplifier element should
generate 25 dB of gain in the C-band (1530< � <
1560 nm). In the first step, one chooses the average
inversion level and uniquely defines a native (unequal-
ized) spectral response of the amplifier, as illustrated
in Fig. 3.7b. At this inversion level, the minimum gain
(gmin D 1:21 dB=m) occurs at 1542nm, dictating that
the EDF length must be at least 25 dB=.1:12dB=m/D
20:67m. At the same time, the maximal unit gain
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(gmax D 1:67 dB=m) will result in a peak amplifier gain
of 34:52 dB, inducing a gain ripple of 14:52 dB.

The latter imposes the first decision during the de-
sign process; if such a ripple is not acceptable (because
it exceeds the maximal loss of the gain-flattening filter
or compromises the EDFA noise performance), a new
inversion level is selected to reduce the gain ripple.
Even if the average inversion level meets the ripple
requirement, the design must still meet the available
pump budget. Indeed, the desired inversion level also

defines the required pump budget, which becomes pro-
gressively higher with increasing EDF length and signal
power. To illustrate this challenge, consider a fixed
EDF section (l = 10m), intended to amplify a typ-
ical signal level at the end of the transmission span
(Pin D�25 dBm). Figure 3.8 shows the progressively
higher pump requirement as the average inversion is in-
creased in order to meet the high gain condition. In this
particular example, a gain increase from 20 to 35 dB
mandates a 50-fold (17 dB) pump increase, indicating
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an approximate scaling law, when ASE generation is
discounted.

Unfortunately, the design considerations discussed
so far are applicable only to single-stage EDFA devices
but do not correspond to practically useful gain blocks.
Indeed, all three types of amplifier (preamplifier, line
amplifier, and boosters) are designed and constructed
using multiple EDF stages in order to manage ASE
generation, impose local control over inversion levels,
manage crosstalk and impairments, bury passive opti-
cal loss, and distribute pumps efficiently. As a result,
the design process becomes considerably more com-
plex, even in the case of simple, two-stage devices, as
illustrated in Fig. 3.9. This flowchart illustrates a gen-
eral design methodology, albeit still not incorporating
crosstalk management or distortion suppression, that
provides a systematic path to achieve the desired EDFA
performance.

However, in practice, the design challenge is con-
siderably greater, since amplifiers comprise more than
two EDF stages. Figure 3.10 illustrates an exam-
ple of a banded line amplifier capable of supporting
27 dB port-to-port gain along with buried (interstitial)
loss in order to accommodate wavelength add/drop or
dispersion-compensating modules. In this case, the pa-
rameter search space spans four distinct EDF segments
that share co- and counterdirectional pumping and ASE
management. While the detailed design strategy is con-
siderably more complex than the procedure outlined
in Fig. 3.9, it shares the common traits of first setting

the average inversion, followed by iterative attempts to
maintain the spectral equalization and gain targets.

3.1.2 Noise Characteristics

In addition to its spectral and gain response, an EDFA
amplifier should be designed to generate minimal noise
under given physical constraints. In the context of light-
wave communications, this means that the signal in-
tegrity should not be substantially degraded during the
amplification process, by either additive mechanisms
such as ASE or intraamplifier nonlinear distortions
such as cross-phase modulation or four-wave mixing.
In nearly all practical cases of interest, EDFA noise is
dominated by ASE generation and is uniquely defined
by the input signal and the inversion level of the ampli-
fier. Comprising spontaneously emitted photons, ASE
manifests as forward- and backward-propagating fields
that are both unpolarized (in a non-PM EDF) and un-
correlated to the input signal. ASE occurs due to the
large number of Er ion emitters that, in the absence of
cooperative effects [3.10, 13], can be modeled under the
assumption of random phase and position. As a conse-
quence, the distributed EDF ASE gives rise to nearly
ideal, white noise that is easily characterized by mea-
suring the spectral power density, distributed between
the two polarizations in an isotropic (non-birefringent)
EDF.

To characterize the impact of ASE on the signal, it
is common to consider the field received by an ideal
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detector modeled as a band-limited, square-law opto-
electronic converter. In this case, the received current
can be expressed as

Idet.t/D � 1

2T

TZ

�T
jEsig.tC t0/CEASE.tC t0/j2dt0 ; (3.17)

where � is the detector efficiency, T is the detector re-
sponse time, Esig is the signal, and EASE is the ASE
field contribution. Following the Wiener–Khintchine
theorem, the spectral density of the detector current is
defined by the Fourier transform of its correlation, giv-
ing rise to three distinct spectral components

S.f /D .PsigCPASE/
2ı.f /CPsig�ASE.fsig/

C
fsigC
fZ

fsig�
f
�ASE.f /

2df ; (3.18)

where Psig and PASE represent the average received
powers, �ASE is the ASE spectral power density, and
fsig is the signal frequency. The first term in (3.18) rep-
resents the total direct-current (DC) power received at
the detector, the second term is readily recognized as
the signal–spontaneous beat noise, while the last term
is the spontaneous–spontaneous beat noise. In almost
all cases of interest, channel reception is limited by the
signal–ASE beat noise, allowing for a simplified quan-
tification of the characteristics of the EDFA noise and
its impact on the performance of the lightwave link.
Following this approach, a general notion of the noise
figure as the ratio of the input to output signal-to-noise-
ratio (SNR) F can be defined as

FD SNRin

SNRout
: (3.19)

In contrast to (3.2), the noise figure is expressed on
a linear rather than dB scale here. To make this defi-
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nition valid, the input SNR must be referenced to the
least-noisy (shot-noise-limited) signal

SNRin D P2
in

2PinhfBel
; (3.20)

where h is the Planck constant, f is the signal carrier
frequency, and Bel is the detector bandwidth. The output
SNR, dominated by the signal–ASE beat, is defined as

SNRout D P2
out

Pout�ASEBopt
: (3.21)

This last relation is written under the assumption that
the bandwidth of the optical filter preceding the detector
and its electrical bandwidth are matched as Bopt D 2Bel,
avoiding mismatch correction factors. In this case, the
ratio of (3.21) and (3.20) gives rise to a remarkably sim-
ple expression for the EDFA noise figure

FD �ASE
Ghf

: (3.22)

Substituting the value of the ASE spectral power den-
sity (�ASE D 2nsp.G� 1/hf ), where nsp represents the
spontaneous emission factor [3.10], into the last equa-
tion yields the well-known expression that relates the
noise figure and gain of an EDFA

FD 2nsp
G� 1

G
: (3.23)

In the case when G� 1, and with near full inversion
(nsp � 1), the EDFA noise figure approaches 2 (or 3 dB
in logarithmic terms), which is often referred to as the
practical noise limit of a well-designed amplifier. In-
deed, it can be shown that this limit cannot be violated
for phase-insensitive amplifiers while any further re-
duction requires the introduction of a phase-sensitive
physical process such as parametric interaction. How-
ever, in special circumstances, such as when the EDFA
operates with low gain (G< 10), its noise figure can be
lower than 2 (3 dB) without resorting to phase-sensitive
amplification.

In practice, the noise figure of an EDFA must be
expressed in terms of readily available physical param-
eters that can be measured using conventional instru-
ments, such as the optical signal-to-noise ratio (OSNR).
By expressing the OSNR of the EDFA in terms of the
signal power and ASE spectral power density as

OSNRD Psig

�ASE
f jBopt
(3.24)

and eliminating the ASE spectral power density, a par-
ticularly simple expression for the output OSNR can be
written

OSNRD GPin

�ASE
f jBopt
D GPin

hfGF
f jBopt
; (3.25)

allowing the NF to be expressed as

NFD Pin �OSNR� 10 log

�
hc2
�

�3

�
: (3.26)

A direct relationship between the OSNR, signal power,
and noise figure is particularly useful when consid-
ering a practical EDFA device that must account for
finite losses associated with signal insertion, pumpmul-
tiplexing, and any passive elements required within the
optical path. To illustrate its utility, consider a simple,
single-stage EDFA amplifier, as shown in Fig. 3.11.

A composite noise figure for the gain element (the
Er-doped fiber section) with accompanying passive
losses can be calculated by noting that the output SNR
can be expressed in terms of the amplified signal level
and output ASE

SNRout D Pout

2�ASEBel
D TinGToutPin

4hfnsp.G� 1/ToutBel
: (3.27)

Consequently, an aggregate noise figure can be readily
calculated by combining (3.14) and (3.21)

F D SNRin

SNRout
D 1

Tin

2nsp.G� 1/
G

: (3.28)
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Fig. 3.12 EDFA cascade: Noise and
signal power accounting

This last relation is particularly simple when written on
the decibel scale

NFD NFEDFA�TinjdB ; (3.29)

where TinjdB < 0 represents the insertion loss on the dB
scale. The last relation states that the aggregate EDFA
noise figure does not depend on the output loss but
does increase directly with addition of the input loss, re-
gardless of the gain block architecture. Using a similar
rationale, an aggregate noise characteristic of a cascade
of EDFA gain blocks with interstitial losses, which cor-
responds to a typical transmission link, can be easily
characterized, as shown in Fig. 3.12.

The transmitted signal power at the end of a gain-

balanced (GD 1=T) link is Pout D GNTNPin
GD1=T����! Pin.

The case in which each the gain block matches the sub-
sequent loss exactly Gi D 1=Ti is of particular interest.
In such a link, the ASE spectral density emitted by the
first EDFA

�
.1/
ASE D 2hfnsp.G� 1/ (3.30)

is attenuated by the first interamplifier loss (T1) and then
amplified by the second gain element (G2)

�
.2/
ASE D 2hfnsp.G�1/T�GC2hfnsp.G�1/ : (3.31)

By propagating the ASE spectral density along the en-
tire link, the final (end-of-link) spectral density can be
expressed as

�.out/;ASE D 2hfnsp.G� 1/T
X

iD1;N
.GT/N

GD1=T����! 2hfnsp.G� 1/NT ; (3.32)

leading to a simple expression for the aggregate noise
figure of the link

F D 2nsp.G� 1/NT : (3.33)

While simple, this last relationship has important im-
plications: it states that the aggregate noise figure of
a transparent transmission link grows directly with the
number of gain elements, as expected intuitively.

3.1.3 Distortion Mechanisms

In addition to ASE noise, the integrity of the ampli-
fied signal is also impaired by scattering and nonlinear
mechanisms along the optical path. The first of these,
commonly referred to as multiple-path interference
(MPI) [3.14], is illustrated in Fig. 3.13.

MPI is generated by reflection from optical inter-
faces along the optical path and can originate from both
inside and outside the gain element. In practice, even
if an EDFA is constructed using only all-fiber compo-
nents, connectorization between dissimilar fiber types
[such as a single-mode fiber (SMF) and an Er-doped
fiber] will result in finite facet reflectivity. This effect
is much stronger if fusion splicing cannot be used and
the fiber optical path has to be closed using fiber con-
nectors or interfaces with free-space optical elements
such as gain-flattening filters, isolators, or filters. Even
if such (discrete-type) reflection is eliminated, an in-line
amplifier is still surrounded by long fiber spans that in-
herently act as distributed Rayleigh mirrors [3.15]. This
is a particularly challenging impairment in bidirectional
transmission links that must amplify signals in both di-
rections. In this case, a signal traveling in one direction
will be scattered by a distributed Rayleigh mirror, align-
ing its reflection with the counterpropagating signal
flow. In nearly all cases of practical interests (i.e., when

MPI

In

Out

Delay

Fig. 3.13 Multiple-path interference (MPI) is generated by
multiple reflections off discrete facets of distributed re-
flectors. The effect is amplified when reflectors are either
embedded into or surround an amplifier device
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Fig. 3.14 (a) MPI induction path in bidirectional amplifier
node. (b) Banded MPI-mitigation architecture relying on
band-splitting (band-combining) elements C1;2. (c) Inter-
leaved MPI mitigation using interleaved optical filters

the fiber span is longer than 20 km), a Rayleigh mirror
will return a reflection that is attenuated by approxi-
mately 30 dB with respect to the launched signal and
subject it to an amplification pass. Consequently, a con-
ventional in-line amplifier designed to offset a typical
(� 80�100 km) span, will necessarily generate an in-
band crosstalk that is only 10 dB lower than the signal
power. This is clearly not acceptable, since the effec-
tive OSNR, now defined by the crosstalk, would be only
10 dB after traversing a single amplification node.

To address this problem in bidirectional amplified
transmission links, counterpropagating channel plans
must be frequency (wavelength) nondegenerate, as
shown in Fig. 3.14. Banded bidirectional transmission,
the preferred implementation for this architecture, has
been widely deployed and provides an elegant solu-
tion that mitigates MPI induced by either discrete or

distributed reflectors. In contrast, an interleaved chan-
nel plan can also achieve the same goal, allowing, at
least in principle for higher channel density before the
onset of a four-photon mixing penalty [3.16, 17]. How-
ever, it must be noted that the banded scheme requires
only band-splitting (band-combining) elements, while
interleaved bidirectional transmission relies on more
complex optical filters that have larger insertion loss
and lower spectral isolation [3.18].

When used in unidirectional lightwave transmis-
sion, an EDFA is a single-pass, traveling amplifier that
does not generate internal optical powers comparable
to those found within laser cavities with comparable
output. An EDFA amplifier is also considered to be
a lumped network element, since its effective length
is considerably smaller than that of any transmission
span of interest. Consequently, it is reasonable to as-
sume that no intra-EDFA nonlinear effects will make
a significant contribution to signal impairments, as nei-
ther its effective length nor the intradevice power lev-
els appear sufficient to generate large nonlinear phase
shifts [3.19].

Unfortunately, this is not always a valid assumption,
particularly in the case of L-band EDFA devices [3.20].
Since L-band absorption (emission) is much weaker
than in the C-band, the EDF must be correspondingly
longer, increasing the effective power–length product
that governs the efficiency of the nonlinear interaction
in the fiber. This is particularly true in the case when
a dense WDM channel plan is combined with L-band
EDFA amplification, creating the potential for nonneg-
ligible four-photon mixing (FPM) inside the amplifier.
However, intra-EDFA FPM analysis is considerably
more complex than that of a passive (transmission) fiber
where the signal evolution is monotonically decreasing.
This notion is illustrated in Fig. 3.15, showing the di-
rect correspondence between a specific EDFA design
that governs the signal evolution and the induced FPM
penalty [3.21].

The intraamplifier signal evolution function
G.!; z/, uniquely defined by the local inversion level
(i.e., the specific EDFA design) also determines the
local power for all the amplified channels. By seg-
menting the EDFA into a set of quasiuniform sections,
it is possible to calculate the FPM efficiency for any
combination of channels !p, !q, and !r. By integrating
these contributions along the entire EDFA length, the
aggregate FPM efficiency can be expressed in the
simple form [3.21]

�D˝
ˇ̌
ˇ̌
ˇ̌

LZ

0

ej
ˇz

s
Gp.z/Gq.z/Gr.z/

GF.z/
dz

ˇ̌
ˇ̌
ˇ̌

2

; (3.34)
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Fig. 3.15 The local-
ized gain function
G.!; z/ within an
EDFA uniquely
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efficiency. By seg-
menting the EDF
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analysis can be
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signal evolution
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Fig. 3.16 Generalized EDFA design
strategy combining conventional
(gain/noise/ripple) and advanced
network-imposed constraints (signal
distortion)

where the scaling factor˝ and mismatch
ˇ are given
as

˝ D 1024 2D2
�Pp.0/Pq.0/Pr.0/

n4�2c2A2
eff

GF.L/


ˇ � 2 �2
fpr
fqr
c

�
�
D.�/C �

2

2c
.
fprC
fqr/dD.�/d�

�
:

Consequently, to minimize intra-EDFA FPM distortion,
it is necessary to increase the effective area (Aeff) and
chromatic dispersion (D) of the EDF. Unfortunately,

this is not always possible, since the EDF doping level
imposes its own constraints on the fiber index profile,
leaving FPM minimization to gain-function optimiza-
tion. Indeed, (3.34) states that FPM can be effectively
minimized without affecting the optical properties of
the EDF by minimizing the path integral defined by the
gain function G.!; z/.

As a consequence, the design and construction of an
optimal EDFA requires much more than a determina-
tion of the optimal inversion level. Figure 3.16 illustrates
this challenge by outlining an iterative design strategy
that aims to produce an amplifier with desired gain and
minimal spectral ripple and noise figure while simulta-
neously suppressingMPI and nonlinear distortions.
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3.2 Raman Amplifiers

Thephenomenonof scattering of light of frequency0 on
molecular vibrations of frequency R, which has become
known as Raman scattering, was originally discovered
in 1928 independently by C.V. Raman and K.S. Krish-
nan in India [3.22] and L. Mandelstam and G. Lands-
berg in the Soviet Union [3.23]. Raman scattering pro-
duces newsidebandswith frequencies0�R (thedown-
shifted, or Stokes, wave) and 0C R (the upshifted, or
anti-Stokes, wave) around the pump frequency 0. From
thequantum-mechanical point of view, thedifferencebe-
tween the energy of the pump photon h0 and the Stokes
photon h.0 � R/ is used to excite a phonon with en-
ergy hR. To generate the anti-Stokes photonwith energy
h.0CR/, the pump photon energy has to combinewith
the energy of an existing phonon hR, which means that
the anti-Stokes process is expŒ�hR=.kBT/	 times less
probable than the Stokes one,making it possible to carry
out precise temperaturemeasurements based on the anti-
Stokes=Stokes intensity ratio. With the invention of the
laser, it became possible to observe not only sponta-
neousRaman scattering (where theprocess startswith no
Stokes and anti-Stokes waves at the input) but also stim-
ulated Raman scattering (SRS) [3.24], where the pump
wave provides gain for the input Stokeswave. Soon after
the invention of the low-loss optical fiber, SRS was ob-
served and characterized in fibers [3.25, 26]. The poten-
tial of SRS in fibers for distributed amplification within
the transmission span was understood and demonstrated
in the 1980s [3.27–29], but itwas not until themid-1990s
that the availability of high-power semiconductor laser
pumps thrust Raman amplification into the mainstream
of optical fiber communications (see [3.30–33] for re-
view). Distributed Raman amplifiers are now widely
used both in repeaterless transmission (e.g., festoon-type
submarine links) and in repeatered communication sys-
tems, while discrete (i.e., lumped) Raman amplifiers are
used to overcome the loss of fiber-based components
(e.g., dispersion-compensating modules) and to create
optical gain at wavelengths outside of the EDFA gain
window.

3.2.1 Advantages of Raman Amplifiers

AlthoughRaman amplifiers have lower pump efficiency
compared with EDFAs, which requires higher pump
powers and/or longer gain fibers, they also offer a num-
ber of advantages, which can be summarized as follows:

� Raman gain can be provided to the signal within the
transmission fiber span (distributed amplification),
which can dramatically improve the signal-to-noise
ratio.

� Raman gain can also be implemented in a lumped
(discrete) amplifier by employing a relatively short
length of a small-effective-area fiber, such as
a dispersion-compensating fiber (DCF) or highly
nonlinear fiber (HNLF).� The Raman effect can amplify signals at any wave-
length (e.g., outside the EDFA C- and L-bands), as
long as the pump wavelength is available one anti-
Stokes shift away from it.� An arbitrarily small gain ripple can be achieved
by wavelength-division multiplexing (WDM) of the
pumps.� By employing many fewer optical components in
the signal path (essentially only the pump/signal
WDM multiplexer), Raman amplifiers can yield
lower polarization mode dispersion (PMD) and
polarization-dependent gain (PDG) or loss (PDL)
than EDFAs, which is important at high symbol
rates.

The rest of Sect. 3.2 is organized as follows:
Sect. 3.2.2 reviews the basic principles of Raman am-
plification and its leading noise mechanisms; Sect. 3.2.3
describes practical design issues such as flattening the
gain and noise figure, improving the signal-to-noise
ratio, avoiding transfer of pump noise, and using nu-
merical modeling; and Sect. 3.2.4 provides a summary
and outlook.

3.2.2 Fundamentals

Basic Theory
When a pump beam at frequency 0 and a signal beam
at frequency S D 0 � R propagate in the same opti-
cal fiber, their evolution along the fiber is described by
the following set of equations for the signal (here zD 0
and zD L at the beginning and end of the fiber, respec-
tively)

dPCS
dz
D

2

66
6
4
�

Fiber loss
‚…„ƒ

˛S C

Raman gain
‚…„ƒ
gR.R/

Aeff
PP

3

77
7
5
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C ˛RBS
„ƒ‚…

Rayleigh scattering

P�S C 2nsphS

gR.R/
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„ ƒ‚ …
Raman ASE

;

dP�S
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D�

�
�˛SC gR.R/

Aeff
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�
P�S

�˛RBSPCS � 2nsphS

gR.R/

Aeff
PP (3.35)
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and the pump PP.z/D PCP .z/CP�P .z/

dPCP
dz
D�

2

6
66
4

Fiber loss
‚…„ƒ

˛P C

Pump depletion
‚ …„ ƒ
gR.R/

Aeff

0

S
.PCS CP�S /

3

7
77
5
PCP ;

dP�P
dz
D
�
˛PC gR.R/

Aeff

0

S
.PCS CP�S /

�
P�P ; (3.36)

where the subscripts S and P refer to the signal and
pump, while the superscripts C and � denote the com-
ponents of each beam propagating in the Cz (forward)
and �z (backward) direction, respectively [3.30]. In
(3.35) and (3.36), ˛S.P/ represents the fiber attenuation
coefficient at the signal (pump) wavelength, gR.R/ is
the Raman gain coefficient for the Stokes shift R D
0 � S, Aeff is the effective area of the fiber, and ˛RBS
is the Rayleigh backscattering coefficient that couples
the forward- and backward-propagating waves. A graph
of the Raman coefficient gR.R/=Aeff in several optical
fibers is shown in Fig. 3.17, demonstrating broadband
gain with a peak near the Stokes shift R D 13THz,
which around a signal wavelength of 1550nm corre-
sponds to a wavelength shift of � 100nm (i.e., the
pump wavelength has to be � 1450 nm). The relatively
small value of the Raman gain coefficient in optical
fibers makes Raman amplifiers less power-efficient than
EDFAs and requires kilometer-scale fiber lengths at rea-
sonable pump power levels (hundreds of mW). The sec-
ond term in the bracket of (3.35) describes the Raman
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3020100
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Fig. 3.17 Raman gain spectra in optical fibers. DCF –
dispersion-compensating fiber, DSF – dispersion-shifted
fiber, SSMF – standard single-mode fiber. (© 2001 IEEE.
Adapted, with permission, from [3.31])

gain, which depends on the total power of the forward-
and backward-propagating pumps. The similar term in
(3.36) corresponds to the pump depletion by the am-
plified signal. The Raman gain coefficient in a fiber is
highly polarization dependent, with the highest gain for
a copolarized and the smallest for a cross-polarized sig-
nal and pump. However, the fiber PMD along with the
large wavelength separation (� 100 nm) between the
signal and pump, as well as the use of backward pump-
ing, essentially result in averaging of the Raman gain
coefficient over all relative states of polarization of the
signal and pump. The use of polarization-multiplexed
pumps and/or pump depolarizers makes the Raman gain
polarization independent even for a closer-spaced signal
and pump and for the forward-pumping configuration.
Thus, in (3.35) and (3.36), it can be assumed that the
pumps are unpolarized and that the Raman gain coef-
ficient gR.R/ is polarization independent and equal to
approximately one-half of that for a copolarized signal
and pump.

The final term in (3.35) represents the ASE power
generated by the Raman gain in the optical bandwidth

. The factor of 2 describes the total ASE power con-
tained in both polarizations. The spontaneous emission
factor nsp D 1=.1� e�hR=kBT / has the same meaning as
nsp for an EDFA and represents the Raman equivalent
of the extra noise due to incomplete inversion, aris-
ing from the nonzero phonon population at temperature
T > 0 (nsp D 1 for T D 0). At room temperature (T D
300K), nsp � 1:14 for the Stokes shift R D 13 THz
corresponding to the peak of the Raman gain in a sil-
ica fiber. In (3.36), the Rayleigh scattering of the pump
and the pump depletion by the ASE noise are ne-
glected.

Equations (3.35) and (3.36) can first be solved
for the evolution of the signal and pump without the
Rayleigh backscattering and ASE noise terms, which
can be subsequently added to (3.35) as small pertur-
bations of the obtained first-order solutions. For the
first-order solution, the evolutions of the signal P˙S .z/
and pump PP.z/ are related as

P�S .z/D 0 ;

PCS .z/D PCS .0/g.z/ ; (3.37)

where the signal evolution profile g.z/ is given by

g.z/D e�˛Sz exp

2

4gR.R/

Aeff

zZ

0

PP.z
0/ dz0

3

5

D e�˛SzGR.z/ ; (3.38)
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Fig. 3.18 Evolution of signal power over LD 100 km span of an SSMF fiber with ˛S D 0:18 dB=km, ˛P D 0:22 dB=km,
under various Raman pumping configurations. The signal launch power is PCS .0/D 0 dBm, and the on–off Raman gain
GR.L/ of the entire fiber span is set to 18 dB (transparent span). The single-photon noise power h
 D�58 dBm corre-
sponds to  D 193:41THz (�D 1550 nm) and 
 D 12:5GHz (
�D 0:1 nm). The single-mode SNR at the distributed
or lumped amplifier output is related to the ratio between the lowest signal power in the span and the single-photon power
level representing the equivalent input noise of the amplifier. The optical signal-to-noise ratio (OSNR) at the amplifier
output can be obtained by dividing the single-mode SNR by 2 to account for the ASE in two polarization modes

and GR.z/ is the on–off Raman gain at location z. The
on–off gain of the full fiber span is

GR.L/D exp

2

4gR.R/

Aeff

LZ

0

PP.z/ dz

3

5

D exp

�
gR.R/

Aeff
PP.z/L

�
; (3.39)

where PP.z/D .1=L/
R L
0 PP.z/ dz is the path-averaged

pump power. To obtain the signal evolution profile in
the general case, where the pump depletion term is
present in (3.36), one needs to solve (3.35) and (3.36)
numerically. However, most frequently, one can neglect
the pump depletion term (because the launched pump
power is usually much higher than the amplified signal
power), which yields

PP.z/D Pin;PŒxe�˛PzC .1� x/e�˛P.L�z/	 (3.40)

and reduces (3.38) to the analytical expression

GR.z/D exp

�	
x.1�e�˛Pz/C .1�x/.e˛Pz�1/e�˛PL


� gR.R/Pin;P

˛PAeff

�
; (3.41)

where Pin;P D PCP .0/CP�P .L/ is the total launched
pump power, and xD PCP .0/=Pin;P and .1� x/D
P�P .L/=Pin;P are the forward- and backward-propagating
fractions of it, respectively. The on–off Raman gain of
the entire span in this undepleted pump approximation
is given by

GR.L/D exp

�
gR.R/

Aeff
Pin;PLeff;P

�
; (3.42)

where Leff;P D .1� e�˛PL/=˛P is the effective fiber
length for the Raman interaction, and

GR.L/ŒdB	D 4:343
gR.R/

Aeff
Pin;PLeff;P : (3.43)

Fig. 3.18 shows the evolution of the signal power
PCS .z/D PCS .0/g.z/ in a standard single-mode fiber
(SSMF) for several values of x at GR.L/D 18 dB.

Raman ASE
As can be seen from Fig. 3.18, the distributed Ra-
man amplification reduces the signal power excursion
along the transmission fiber span, and the minimum
signal power in the span is increased compared with
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that in a fiber with no Raman gain. As a result, one
would expect the distributed Raman amplification to
yield an improvement in the optical signal-to-noise ra-
tio (OSNR) over lumped amplification. To quantify this
improvement, one can compute the Raman ASE noise
power from (3.35) by considering it to be a small pertur-
bation of the first-order signal solution of (3.37), (3.38).
This yields

PCASE D 2nsph


2

4g.L/� 1C
LZ

0

g.L/

g.z/
˛S dz

3

5 ;

(3.44)

which has an analytical solution in the undepleted pump
approximation for the backward-pumped case [3.34].
For ˛PL� 1, GR.L/� 1, and ˛S D ˛P, this solution
for the number of ASE photons per mode reduces
to [3.35]

NASE D PCASE
2h


� nsp
GR.L/

lnGR.L/
� nsp

e�

�
; (3.45)

where � D gR.R/Pin=.Aeff˛P/. Equation (3.45) is (up
to a constant � 1) equal to the ratio between the signal
power at the span output and the lowest signal power
in the span, which occurs at a distance zD z0 D L�
˛�1P ln.�˛P=˛S/. This leads to a simple physical inter-
pretation of (3.45) as follows: “the generation of Raman
ASE noise is equivalent to injecting one noise photon
per mode at the point z0, where the signal power is low-
est in the span” [3.35]. (To be more precise, according
to (3.45), the generation of Raman ASE noise is equiv-
alent to injecting ensp D 3:1 noise photons per mode at
point z0.) Since the ASE of an ideal (quantum-limited)
lumped amplifier at high gain (NASE D G� 1� G) is
equivalent to injecting a single noise photon at its in-
put (i.e., at the zD L end of an unamplified fiber span),
then the improvement of the signal-to-noise ratio (SNR)

Table 3.1 Performance comparison of types (a), (b), and (c) of amplified fiber spans described in the text. For each type,
the total span noise figure, path-averaged signal power, and OSNR factor X from (3.46), (3.47) (as a function of either L
or G) are provided, assuming GD e˛SL. For type (c), only the results for ideally distributed gain are given

Amplified span type NF PS.z/ X.L/ X.G/

(a)
G

1/G

P+
S (0) 3� 2nsp.1� 1=G/ PCS .0/GL

eff
S =L e�˛SL=.LeffS /

2 1=ŒG.LeffS /
2	

(b)

1/G
G

P+
S (0) 1C 2nsp.G� 1/ PCS .0/L

eff
S =L e�˛SL=.LeffS /

2 1=ŒG.LeffS /
2	

(c) 1/G

Ideally distributed gain G

P+
S (0)

1C 2nsp lnG PCS .0/ 1=L2 ˛2S=.lnG/
2

Amplified span type NF PS.z/ X.L/ X.G/

(a)
G

1/G

P+
S (0) 3� 2nsp.1� 1=G/ PCS .0/GL

eff
S =L e�˛SL=.LeffS /

2 1=ŒG.LeffS /
2	

(b)

1/G
G

P+
S (0) 1C 2nsp.G� 1/ PCS .0/L

eff
S =L e�˛SL=.LeffS /

2 1=ŒG.LeffS /
2	

(c) 1/G

Ideally distributed gain G

P+
S (0)

1C 2nsp lnG PCS .0/ 1=L2 ˛2S=.lnG/
2

by using the distributed Raman amplifier instead of the
ideal lumped one is proportional to the increase in the
minimum signal power in the span (Fig. 3.18).

In the forward or bidirectional pumping cases,
(3.45) is no longer valid so the ASE power, in general,
must be obtained by numerical integration of (3.44).
However, even in these cases, qualitative insight into the
relative noise performance of various WDM channels
or various pumping arrangements can still be obtained
by comparing the lowest levels of the signal power in
the span (the lower the lowest signal power, the lower
the OSNR after the amplifier).

Trade-Off Between Noise Figure
and Nonlinearity

From the system performance point of view, when an-
alyzing the unit cell of an optical communication link
(i.e., an amplifier and a transmission fiber span), one
has to consider the trade-off between its total noise fig-
ure and the path-averaged signal power

PS.z/D 1

L

LZ

0

PCS .z/ dz

that is responsible for nonlinear impairments [3.36].
Indeed, there are three main possibilities of arranging
the gain within the unit cell (i.e., within the ampli-
fied span): (a) having a lumped amplifier before the
fiber span, (b) having a lumped amplifier after the fiber
span, and (c) having the gain distributed within the fiber
span. Assuming a transparent unit cell (where the am-
plifier gain G is equal to the fiber attenuation e˛SL)
with input power PCS .0/, one can obtain the noise fig-
ures (NFs) and path-averaged powers for these unit cell
types, as given in Table 3.1. The lowest NF of the to-
tal span in case (a) comes at the expense of the highest
path-averaged power (a high-power amplified signal is
launched into the fiber). The distributed amplifier’s NF
and path-averaged power will lie somewhere between
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the two extreme cases (a) and (b), depending on the sig-
nal evolution profile g.z/. To compare all of these cases
properly, one should consider their OSNR at a fixed
path-averaged power, i.e., at a fixed value of the non-
linear phase shift in the span ˚NL D �PS.z/L, where �
is the nonlinear constant of the fiber. For the general dis-
tributed amplifier case (c), this OSNR can be obtained
from (3.44) after setting g.0/D g.L/D 1

OSNRD PCS .0/
PASE

D ˚NL

2nsph
�˛S
�X ; (3.46)

where

X D 1
R L
0

R L
0

g.z/
g.z0/ dz dz

0 (3.47)

is a functional whose value is determined by the signal
evolution profile g.z/. By setting the functional deriva-
tive of (3.47) to zero, it is easy to find that the global
maximum of the OSNR for a given value of the non-
linear phase shift corresponds to the signal evolution
profile satisfying g.z/D 1 for all z, i.e., an ideal dis-
tributed amplifier (described by row (c) in Table 3.1),
in which the fiber loss is compensated by the gain at
each point in the span [3.37]. It is worth noting that
(3.46), (3.47) also cover cases (a) and (b) when using
g.z/D e˛S.L�z/ and g.z/D e�˛Sz, respectively. For both
of these cases, the OSNR factor X has identical val-
ues of e�˛SL=.LeffS /

2, where LeffS D .1� e�˛SL/=˛S. This
means that spans with lumped amplification do not re-
sult in optimumOSNR performance for a given˚NL, as
illustrated by the fast exponential decay of the OSNR
versus their span length L. In contrast, the ideal dis-
tributed amplifier exhibits an OSNRwith a much slower
1=L2 dependence on the span length.

The NF of the distributed amplifier is the total NF
of the amplified fiber span, which is subject to the quan-
tum NF limit of 2�1=G. For practical considerations of
comparing the distributed and lumped amplified spans,
however, it is convenient to separate the passive loss of
the fiber and describe the distributed amplifier by a so-
called “effective NF” [3.30], which is the noise figure
of a fictitious lumped amplifier at the end of the pas-
sive fiber span, which provides the same gain and same
number of ASE photons as the distributed amplifier. In
the general case of a not necessarily transparent span,
the total span noise figure is NFD .1C 2NASE/=g.L/,
whereas the effective Raman NF is

NFeff D 1C 2NASE

GR.L/
; (3.48)
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Fig. 3.19 Effective Raman noise figure NFeff for a 100-
km-long SSMF with ˛S D 0:18 dB=km and ˛RBS D 5:5�
10�5 1=km (i.e., RD�31:8 dB) for several values of ˛P.
The increase of NFeff at high Raman gains occurs due to
Rayleigh backscattered ASE

which is smaller than the total span NF by a factor
g.z/=GR.L/D e�˛SL, i.e., by the transmittance of an un-
amplified fiber span. The effective NF for a 100-km
span of SSMF is shown in Fig. 3.19 as a function of
the on–off Raman gain. One can see that NFeff can
be less than 2 and even less than 1 (i.e., < 0 dB) at
large Raman gains, and the fact that it is below the
quantum NF limit simply means that such a fictitious
lumped amplifier with the same noise and gain as the
distributed Raman amplifier is not physically realiz-
able. The benefit of using NFeff is that it permits quick
estimation of the OSNR advantage of the distributed
amplified span over its lumped counterpart by directly
comparing the NFeff of the distributed and the NF of
the lumped amplifier (in the standard formula OSNRD
PS.0/=Œh
N.GNF� 1/	, the lumped NF is simply
replaced by NFeff). From Fig. 3.19, one can also see
that this advantage decreases for larger values of ˛P,
because the higher pump attenuation reduces the length
of pump penetration into the fiber span and makes the
amplifier less distributed.

Impairments due to Rayleigh Scattering
The effect of Rayleigh scattering on the ASE noise
and signal can be estimated from (3.35) by treating the
Rayleigh terms as small perturbations around the so-
lutions given by (3.44) and (3.37), respectively [3.30].
The first of these effects occurs when the Raman ASE
propagating in the �z-direction is Rayleigh backscat-
tered in the Cz-direction, which gives rise to an
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Fig. 3.20 (a) DRBS crosstalk, both experimentally measured and theoretically predicted by (3.50), and (b) effective Ra-
man noise figure, modified to account for DRBS as in (3.51), for SSMF fiber with ˛S D 0:18 dB=km, ˛P D 0:22 dB=km,
˛RBS D 5:5�10�5 1=km (RD � 31:8 dB), Aeff D 80�m2 and NZDSF fiber with ˛S D 0:19 dB=km, ˛P D 0:23 dB=km,
˛RBS D 8:5�10�5 1=km (RD � 30:1 dB), Aeff D 55�m2, with 100% backward pumping. In (a) the length is 80 km for
the SSMF and 87 km for the NZDSF, while in (b) both fibers have 100 km length. In (b), the NF asymptotes correspond-
ing to ASE-only and DRBS-only contributions are also shown for the SSMF case. To compute the DRBS contribution
to the NF, receiver electrical bandwidth Bel D 8GHz, signal launch power into the fiber PCS .0/D�3 dBm, and signal
wavelength �D 1550 nm are assumed

additional ASE term referred to as “backscattered
ASE” [3.33]

Pbackscatt.
ASE D 2nsph


�
LZ

0

0

@g2.L/

g2.z/
� g.L/

g.z/
C

LZ

z

g.L/g.z0/
g2.z/

˛Sd z
0

1

A

�˛RBSd z : (3.49)

In Fig. 3.19, the backscattered ASE of (3.49) has been
added to the original ASE of (3.44) to compute NFeff.
The backscattered ASE rises rapidly and monotonically
with the on–off Raman gain, and its effect is clearly
manifested in Fig. 3.19 by the rise of the NF at high
gain values.

The second effect takes place when the forward-
propagating signal is backscattered in the �z-direction,
and this backscattered signal is subsequently backscat-
tered again, now in the Cz-direction. This double
Rayleigh backscattered signal (DRBS) PCDRBS repre-
sents a crosstalk term that can cause undesirable
multiple-path interference with the original signal; this
crosstalk is given by [3.38]

XtalkD PCDRBS.L/
PCS .L/

D
LZ

0

LZ

z

g2.z0/
g2.z/

˛2RBS d z d z
0 : (3.50)

Since the DRBS makes two passes through the Ra-
man gain region, while the signal only makes one,
the DRBS grows much faster with the Raman on–
off gain than the signal and, as a result, becomes
the main limitation on the Raman gain in the fiber
span. Although DRBS cannot be spectrally distin-
guished from the signal, its crosstalk can be measured
either directly in the electrical domain [3.39] or by
a time-domain extinction method in the optical do-
main [3.40], and is shown in Fig. 3.20a for a backward-
pumped SSMF and nonzero dispersion-shifted fiber
(NZDSF). The higher DRBS crosstalk in the NZDSF
is due to this fiber’s higher Rayleigh backscattering
coefficient ˛RBS. This coefficient is given by ˛RBS D
2R˛S, where R is the fraction of the light returned
(backscattered) by an infinite fiber. R is proportional
to NA2 / �2=Aeff (smaller effective area translates into
a larger acceptance angle of the mode, leading to
a larger fraction of the Rayleigh scattering being re-
captured into the fiber mode). As the DRBS crosstalk
keeps increasing with the Raman gain, at some point
it enters the range labeled undesirable in Fig. 3.20a,
where it becomes comparable to the inverse OSNR,
i.e., starts causing noticeable performance degradations
that limit the maximum usable Raman gain. For the
purpose of finding the optimum Raman gain, it is
helpful to include the effect of the DRBS crosstalk
into a modified effective NF of the Raman amplifier
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as [3.33, 41, 42]

NFMeff D NFeffC 5

9

PCS .L/
hBel

XTalk

GR.L/
; (3.51)

where the factor 5=9 is the DRBS fraction copolarized
with the signal [3.43] and Bel is the electrical band-
width of the receiver ([3.42] provides a more accurate
bandwidth expression, suitable for various modulation
formats).

The modified noise figure NFMeff is plotted in
Fig. 3.20b for backward-pumped NZDSF and SSMF
fibers. The presence of DRBS leads to a rapid rise of
the NF at high Raman gains that are well below those
leading to turnaround in Fig. 3.19. The optimum opera-
tion is achieved at the on–off Raman gain at which the
modified NF has the lowest value. It can be seen from
Fig. 3.20b that the larger effective area of the SSMF
pushes the NF of the SSMF toward a later turnaround
and lower values than the NF of the NZDSF.

3.2.3 Design Considerations

In the design of practical Raman amplifiers, one needs
to consider the following main issues:

� Choosing between a lumped and distributed Raman
amplifier, as well as between a Raman-only and hy-
brid Raman–EDFA amplified span; this choice also
sets the target Raman gain.� Designing a flat gain spectrum for WDM signals by
using WDM pumping.� Flattening and optimizing the NF of the amplifier,
including the noise–nonlinearity trade-off.� Minimizing the potential impact of pump relative
intensity noise (RIN).

The rest of this section elaborates on these design steps.
The semianalytical theory described in Sect. 3.2.2 pro-
vides the necessary insights into these procedures. For
accurate quantitative predictions, however, a more com-
plete Raman amplifier model is described at the end of
the section, which is typically solved numerically using
either home-made or commercial modeling software.

Choosing the Type of Raman Amplifier
The type of Raman amplifier to use is primarily deter-
mined by its intended application. Let us first distin-
guish between distributed and lumped (also known as
discrete) Raman amplifiers. Although both types of am-
plifier use substantial (kilometer-scale) lengths of op-
tical fiber, distributed amplification takes place within
the transmission fiber span, whereas discrete amplifica-
tion uses a piece of fiber specifically designated as the

gainmedium, so that all the gain occurs within a discrete
amplifier box. The primary applications of distributed
Raman amplification include SNR improvement by dis-
tributed gain, extending the span length between lumped
amplifiers, and building communication links in wave-
length ranges lying outside conventional EDFA bands.
Since a discrete amplifier does not offer the NF ad-
vantages of a distributed amplifier, to justify its use in-
stead of a more pump-power-efficient EDFA the appli-
cation would typically either involve operation outside
of the EDFA band or require gain control (e.g., ultraflat
gain) beyond what is achievable with an EDFA, or em-
ploy a gain medium that has some additional functional-
ity (e.g., a dispersion-compensating fiber). On the other
hand, the discrete amplifier has greater design flexibil-
ity than the distributed one: it can use specialty fiberwith
highRaman gain coefficient, split the gain amongmulti-
ple stages, employ optical isolators to reduce DRBS and
backscatteredASE, etc. Inwhat follows, we focus on the
design issues that are common to both distributed and
discrete amplifiers. More details specific to the discrete
amplifier design can be found in [3.44].

The second distinction worth mentioning is whether
the distributed Raman amplifiers are designed to com-
pensate the loss of the fiber span on their own (all-
Raman communication links) or as low-noise pream-
plifiers working in combination with EDFA boosters
(hybrid Raman–EDFA links). The high gain required
for all-Raman links comes at the price of having to
deal with DRBS crosstalk, pump depletion, higher path-
averaged signal power, etc. All-Raman systems might
require higher pump power, but they use fewer optical
components in the signal path than hybrid Raman–
EDFA systems, which reduces PMD, PDL, PDG, etc.
On the other hand, by splitting the gain between the
distributed Raman and lumped EDFA stages in hy-
brid Raman–EDFA systems, one can realize almost
the entire NF advantage of distributed Raman am-
plification without suffering from the aforementioned
impairments (DRBS, pump depletion, etc.) associated
with high Raman gain. This is because, in such a two-
stage amplifier design, the total noise figure NFtotal D
NF1C .NF2�1/=G1 is mostly determined by the NF
of the distributed Raman preamplifier (the first stage
with NF1 D NFeff and gain G1 D GR.L/). The hybrid
Raman–EDFA combination is also a simple way to
accommodate a longer-than-typical fiber span in an
otherwise EDFA-only system. For optimum hybrid
Raman–EDFA performance, however, it is important
to have an EDFA power amplifier (booster) stage that
is designed to handle the higher input signal powers
coming from the Raman-amplified span compared with
an unamplified span. For example, simple addition of
distributed Raman preamplifiers to standard in-line ED-
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FAs in an attempt to improve the OSNR in an existing
EDFA-only link is of very limited benefit: the reduction
of gain in the in-line EDFA, needed to accommodate the
higher input signal power, comes with a large increase
in the EDFA NF (because the gain adjustment is typ-
ically done by a variable optical attenuator inside the
EDFA, if the gain flatness is to be preserved), which
could considerably reduce the distributed Raman NF
advantage while not offering any cost savings. On the
other hand, replacing a high-gain in-line EDFA with
a low-gain EDFA booster stage permits its operation
with the higher input signal power coming from the
Raman-amplified span without major degradation of the
EDFA NF, while at the same time eliminating the cost
of an EDFA preamplifier stage.

Once the application scenario for the Raman am-
plifier is known, the considerations above lead to the
choice between a lumped or distributed, as well as
all-Raman or hybrid Raman–EDFA, amplifier. For an
all-Raman system, the required Raman gain is deter-
mined by the span loss (plus, possibly, the loss of
any lumped end-of-span components, e.g., pump-signal
WDM multiplexer and isolator). For a hybrid Raman–
EDFA system, the Raman gain can be varied over
a wide range. If the EDFA stage has been designed to
accommodate the higher power of the Raman-amplified
signal, then the optimum value of the Raman gain can
be found from the trade-off among NFeff, DRBS, and
the nonlinearity of the Raman amplifier, as discussed
below. Otherwise, i.e., if the EDFA stage exhibits strong
NF dependence on the input signal power, a trade-off
among NFtotal, DRBS, and nonlinearity is required.

Shaping the Gain Spectrum by WDM Pumping
One of the advantages of Raman amplification is its
flexibility in shaping the gain spectrum by the use of
multiple pump wavelengths (WDM pumping), which
can yield wideband amplification with very low gain
ripple [3.31, 45]. Indeed, in the presence of multiple
pump wavelengths, (3.35) takes the form

dP˙S
dz
D˙

�
�˛SC

X

i

gR.iP� S/
Aeff

Pi
P

�
P˙S ; (3.52)

where iP, iD 1; : : : ;N are the center frequencies of the
individual pump lasers. The on–off Raman gain is given
by

GR.L/D e
P

i
gR.

i
P�S/
Aeff

R L
0 PiP.z/dz ; (3.53)

which can be conveniently rewritten on a decibel scale
as

GR.L/ŒdB	D 4:343
X

i

gR.iP� S/
Aeff

Pi
P.z/L ; (3.54)

where Pi
P.z/ is the path-averaged power of the i-th

pump. Equation (3.54) enables synthesis of the desired
gain spectrum from the gain spectra gR.iP� S/ con-
tributed by the individual pump wavelengths. A typical
design procedure starts with the definition of constraints
(fiber type, number of pump lasers, and maximum
power of each) and desired specifications (gain band-
width and flatness). Then, design parameters such as
the wavelengths and powers of the individual pumps,
are varied to achieve the target specifications as close
as possible. For rough initial estimates, (3.54) can be
used, but for the final amplifier design, the full ampli-
fier model including pump depletion and pump–pump
interactions (described below) should be employed.
Figure 3.21, adapted from [3.31], presents the results
of such synthesis for a >80-nm-wide gain spectrum in
an SSMF fiber from five pump wavelengths, yielding
gain ripple of 0:3 dB.

Since the Raman gain spectrum is easily shifted by
shifting the pump wavelength, the conventional Fabry–
Pérot laser-diode pumps used for EDFAs are not well
suited for Raman pumping. To stabilize the central
wavelengths of the pump lasers, fiber Bragg gratings
(FBGs) are frequently used, and such a combination
is referred to as FBG-stabilized laser diodes. Vari-
ous pump wavelengths can be combined (multiplexed)
using either cascaded Mach–Zehnder interferometer
couplers on a planar lightwave circuit platform, or thin-
film-based couplers, or fused fiber couplers, with the
latter type being most popular owing to their high
power-handling capabilities. For a given pump wave-
length, a polarization beam combiner is often used to
multiplex two orthogonally polarized lasers, which si-
multaneously doubles and depolarizes the pump power
at this wavelength. If a single-diode pump power is suf-
ficient, then an alternative depolarizing solution can be
used, such as coupling the laser equally into the two
axes of a polarization-maintaining fiber of sufficient
length to introduce a delay between the two polariza-
tions that is greater than one coherence length of the
laser. Commercial Raman amplifier modules are usu-
ally available in the form of Raman pump units (RPUs),
an example of which is shown in Fig. 3.22, and are
capable of operating in both backward and forward
pumping configurations.

Flattening and Improving the NF
Although WDM pumping can arbitrarily flatten the Ra-
man gain spectrum, the spectrum of the Raman NF
is not flat, with short-wavelength signals accumulating
larger amounts of noise than longer-wavelength signals.
This tilt in the NF spectrum originates from several fac-
tors:
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Fig. 3.21a,b Synthesis of broadband and flat Raman gain spectra by WDM pumping in SSMF fiber. (a) Relative powers
of five WDM pumps. (b) Gain spectra contributed by the first four pumps (lower traces, adding up to trace B) and the
last pump (C), adding up to the flattened net gain spectrum A. (© 2001 IEEE. Adapted, with permission, from [3.31])
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Fig. 3.22 Typi-
cal Raman pump
unit with N pump
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figuration (PBC –
polarization beam
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(a) Shorter-wavelength signals are pumped primar-
ily by shorter-wavelength pumps that have higher
attenuation coefficients, i.e., do not penetrate as
deep into the fiber span as longer-wavelength
pumps.

(b) Shorter-wavelength pumps also lose some power to
the longer-wavelength ones through pump–pump
Raman interactions.

(c) Similar signal–signal Raman interaction leads to
additional power loss of short-wavelength signals
(SRS tilt).

Thus, the gain for shorter-wavelength signals is less dis-
tributed, permitting the signal power to drop to lower
levels, which in turn leads to worse NF performance
than that of longer-wavelength signals.
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Fig. 3.23 (a) Evolution profiles of Fig. 3.18, normalized to yield the same path-averaged power as an unamplified fiber
span. (b) OSNR, normalized by the OSNR of an ideally distributed amplifier (left scale), and DRBS crosstalk (right
scale) of different pumping configurations for an SSMF span with parameters of Fig. 3.18

To counter this effect, one needs to make the Ra-
man gain more distributed over the fiber span for
these short-wavelength signal channels. In this section,
three techniques for making the Raman gain more uni-
formly distributed are considered: (a) bidirectional (i.e.,
combination of forward and backward) pumping, (b)
effective-area management in the span, and (c) second-
and higher-order Raman pumping.

Although complementing the backward pumping of
all signal channels with forward pumping of shorter-
wavelength ones appears to be quite a simple solution,
it needs to be accompanied by a significant reduction
of the signal launch power into the span. Indeed the
signal evolution profiles of Fig. 3.18, corresponding
to different forward=backward pumping configurations,
have very different path-averaged powers. The proper
way to compare their performance is to adjust their
signal launch power in such a way that all of these
configurations yield the same path-averaged power
(Fig. 3.23a). Under these conditions, the best perfor-
mance is achieved for the 50=50 backward=forward
combination, whose evolution profile over a 100-km-
long SSMF deviates by no more than 2:6 dB from
the ideally distributed amplifier profile, whereas the
backward-pumped signal deviates by 4:7 dB. The re-
sulting OSNR of the 50=50 combination is within
0:6 dB of that of an ideally distributed amplifier
(Fig. 3.23b). It has also been shown that the 50=50 case
is optimum for reduction of the DRBS crosstalk [3.38].
This can be understood by noting that (3.50) implies
that, to minimize the DRBS, one needs to avoid gen-
erating large amounts of Raman gain in any particular
section of the fiber. Indeed, 50=50 pumping splits the
Raman gain between the two end regions of the span,

with the loss in the middle effectively serving as an
isolator to prevent circulation of DRBS between them.
The DRBS performance of the 50=50 configuration
even outshines that of the ideally distributed amplifier,
whose distributed gain yields better DRBS than either
backward-only or forward-only pumping, but is still
about 2 dB worse than the DRBS of the 50=50 case.

However, since forward pumping has a number
of drawbacks as outlined in the next section, alterna-
tive approaches have been found and explored. One
particularly attractive method uses spans consisting of
multiple fibers with judiciously chosen effective areas.
The pump initially enters a fiber with large effec-
tive area (usually a silica-core fiber with large positive
dispersion) and, after experiencing attenuation, subse-
quently enters a smaller-effective-area fiber (usually
with large negative dispersion), so that the pump inten-
sity again reaches high enough values to provide gain
deeply into the fiber span (Fig. 3.24a). Spans consisting
of CD and �D fibers are frequently used to perform
accurate and temperature-independent dispersion and
dispersion-slope compensation right within the fiber
span, and such dispersion-managed fibers (DMFs) are
ideal candidates for effective-area-managed Raman am-
plification [3.46, 47]. For maximum performance, the
large-effective-area CD fiber sections need to be posi-
tioned near the ends of the span, with small-effective-
area �D fiber in the middle (CD=�D=CD, or sym-
metric DMF). A DMF can employ a �D fiber with one
of several types of x W 1 dispersion compensation ratios
(x km of CD fiber compensated by 1 km of �D fiber).
Figure 3.24b shows that, even with backward-only
pumping, the NFs of both 1 W 1 and 2 W 1 DMFs outper-
form the NF of NZDSF by more than 2:5 dB [3.33, 46],
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which has enabled all-backward-pumped Raman sys-
tem demonstrations [3.48, 49]. It has been shown [3.50]
that the normalized OSNR of the backward-pumped
symmetric DMF is within 0:7 dB of the ideal distributed
amplifier, and with optimum 30% forward pumping, it
can be within 0:3 dB from the ideal. Equations (3.44),
(3.49), and (3.50) are written in a form suitable for
multiple-fiber spans, if one assumes ˛S and ˛RBS to be
functions of distance (and in (3.50) one ˛RBS should be
a function of z, and the other of �z0) [3.33, 51–53].

Another approach that similarly achieves deeper
penetration of the Raman gain into the fiber span is to
use second- or higher-order Raman pumping [3.54, 56].
The second-order pump is placed one anti-Stokes shift
higher in frequency from the conventional first-order
pump and serves as a pump wave that provides gain for
the first-order Raman pump. Third- and even higher-
order pumps can be placed at additional anti-Stokes
shifts away. As the first-order pump enters the fiber
span, it starts being amplified by the second-order pump
and reaches its peak power some distance away from
the span’s end. This pushes the Raman gain deeper into
the span, i.e., makes it more distributed and closer to
ideal. Figure 3.25, adopted from [3.54], shows that the
combination of second-order and bidirectional pumping
can yield very small (˙0:4 dB) signal power excursions
over the length of an 80-km SSMF span. Figure 3.25b
shows a typical NFeff tilt for first-order backward pump-
ing, which is flattened by combining it with forward
pumping, and further flattened and reduced by second-
order pumping.

Challenges of Forward Pumping
and Effects of Pump RIN

Forward pumping brings about a new challenge, as the
copropagation of the pump and signal makes it neces-
sary to consider time-domain effects such as the transfer
of relative intensity noise (RIN) from the pump to signal
and interchannel crosstalk mediated by cross-gain mod-
ulation (pump depletion). Indeed, pump RIN causes
temporal variations of the Raman gain per unit length,
which can accumulate exponentially and lead to signal
RIN greatly exceeding that of the pump. Fortunately,
this degradation is limited by the dispersive walk-off
between the signal and pump, which averages the pump
fluctuations and effectively acts as a low-pass filter of
the pump noise. Figure 3.26 shows the RIN transfer
function from the pump to signal in NZDSF and DCF
fibers [3.55], demonstrating the much narrower band-
width of the transferred noise in the more-dispersive
DCF. In the counterpumped (backward-pumped) con-
figuration, the averaging takes place over the time of
flight over 2Leff, regardless of the fiber dispersion,
which reduces the transferred RIN bandwidth to less
than 100 kHz. To avoid Q-factor degradations due to
the signal RIN, the total RIN from pump lasers in
a chain of amplified spans should be under�120 dB=Hz
for forward pumping and under �70 dB=Hz for back-
ward pumping [3.55], which translates into individual
pump laser RIN requirements of roughly less than
�140 dB=Hz and less than �90 dB=Hz, respectively.

While common FBG-stabilized laser diodes with
RIN of about �120 dB=Hz are quite adequate for
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backward pumping, their RIN is too high for for-
ward pumping. Fabry–Pérot lasers have lower high-
frequency noise, but still unacceptably high low-
frequency RIN (below 10�100MHz). DFB lasers of-
fer the best noise performance (< �160 dB=Hz), but
their narrow linewidths make them highly susceptible
to stimulated Brillouin scattering (SBS). For forward-
pumping applications, special versions of a DFB laser
with a modified on-chip grating have been developed to
allow multiple longitudinal modes to lase, resulting in
significant suppression of SBS while retaining an RIN
level close to �160 dB=Hz [3.57, 58]. Another type of
low-RIN pump source for forward pumping is based on
broadband ASE noise.

Further complications may occur if the zero-
dispersion wavelength of the fiber �0 is located either
within the pump band or between the pump and sig-
nal bands [3.59–62]. In the former case, significant
pump–pump four-wave mixing needs to be considered.
In the latter case, the pump and signal symmetrically
located on the opposite sides of �0 copropagate with
the same group velocity, and averaging of pump RIN
does not take place. This leads to very strong Ra-
man gain modulation and cross-phase modulation of
the signal by the pump RIN, making forward pump-
ing highly undesirable. Even in backward pumping, the
backscattered ASE might experience gain enhanced by
large pump RIN and become noticeable at RIN val-
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ues of �115 dB=Hz and higher [3.61]. On the other
hand, the same gain and cross-phase modulation by the
pump RIN can have the beneficial effect of reducing
the impact of DRBS crosstalk in the backward-pumped
configuration: the modulation by the pump RIN dra-
matically broadens the DRBS spectrum and reduces its
overlap with the signal [3.62].

Another type of impairment that is particularly im-
portant in forward-pumping schemes is the interchannel
crosstalk mediated by the pump depletion. This happens
when a fluctuation increasing intensity of one WDM
channel depletes the pump and reduces the gain for
another channel, causing crosstalk. This crosstalk is
greatly reduced by the signal–pump walk-off and by
increasing the number of WDM channels, which effec-
tively perform temporal and ensemble averaging of the
signal intensity fluctuations.

Modeling
Accurate modeling of wideband Raman amplifiers em-
ploying multiple WDM signals and WDM pumps re-
quires taking into account not only the Raman gain of
the signal, but also pump depletion and pump–pump
and signal–signal Raman interactions. The evolution of
the pumps, signals, and noise in such a Raman amplifier
is described by the following equations [3.31]:

˙dṖ
dz
D

Fiber loss and Rayleigh backscattering
‚ …„ ƒ
�˛P˙ C ˛RBSP�
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4hP˙

X

�<
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� ; (3.55)

where the superscripts C and � denote forward- and
backward-propagating (propagating in Cz- and �z-
direction) waves, respectively, n� D f1� expŒ�h.��
/=.kBT/	g�1 is the spontaneous emission factor nsp
dependent on the Stokes shift (�� ), and the sub-
scripts � and  refer to two different frequencies of
light. Equation (3.55) treats the signals and pumps in

the same way: the wave at frequency  is amplified
by waves at frequencies � >  and serves as a pump
for waves with frequencies � < . One should note
that, in the design of wideband (> 100 nm wide) Ra-
man amplifiers, one needs to consider that the Raman
gain coefficient g� not only depends on the Stokes shift
(�� ) but also varies slowly with the pump frequency
�. The scaling of g� and the effective area A� with
� is described in [3.63], but from a practical perspec-
tive, it is easier to measure the gain spectrum g�=A�
in a given fiber for several pump wavelengths across
the desired wavelength range and then interpolate the
results.

The system of coupled ordinary differential equa-
tions (3.55) describes a boundary-value problem with
initial values known at zD 0 for forward- and at
zD L for backward-propagating waves. It can be
solved numerically, e.g., by implementing algorithms
from [3.64–66] or by using commercial software [3.67,
68]. The main challenges that require the numerical
solution of (3.55) are the effects of pump depletion,
pump–pump interactions, and signal–signal interac-
tions. On the other hand, Rayleigh scattering and ASE
noise can usually still be accounted for semianalytically
as small perturbations around the evolution profile g.z/
of the signal at frequency . Such a semianalytical ap-
proach is helpful when using some numerical packages
that do not otherwise compute the Rayleigh scattering
and ASE noise terms. In that case, the DRBS crosstalk
is still given by (3.50), whereas the ASE power needs
to be rewritten to account for the varying Raman gain
coefficients of the multiple pumps as follows
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9
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;
; (3.56)

where the first term generalizes the regular ASE of
(3.44) and the second term generalizes the backscat-
tered ASE of (3.49). Note also that (3.50), (3.55), and
(3.56) are also applicable to multiple-fiber spans [3.33,
51–53], in which case ˛, ˛RBS, g� , and A� become
z-dependent (and in (3.50) one ˛RBS is a function of z,
and the other ˛RBS is a function of z0).
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3.2.4 Summary and Outlook

The low-noise properties of distributed Raman ampli-
fication have already made it indispensable for trans-
mission over extralong spans as well as over ultralong-
haul links. The extreme OSNR demands of advanced
modulation formats, such as high-order quadrature am-

plitude modulation (QAM), might soon lead to the
use of Raman amplifiers even in relatively short-reach
systems. Raman amplification can also mitigate the
effect of large component losses in fiber-based signal-
processing devices and systems [3.69] and lead to
the creation of ultralong distributed feedback fiber
lasers [3.70].

3.3 Alternative Amplification Technologies

While EDFAs and Raman amplifiers clearly dominate
the communication field today and are expected to re-
tain this role in the foreseeable future, it is of interest
to note the existence of alternative amplification tech-
nologies. These primarily include devices based on
parametric optical interaction in nonlinear waveguides
and semiconductor optical amplifiers (SOAs). The lat-
ter class of amplifiers has a long history that exceeds
that of either EDFA and Raman development, dating
back to the early 1960s [3.71–74]. One can also re-
gard a semiconductor optical amplifier as a laser device
with removed reflective facets, allowing for subthresh-
old operation. Indeed, it is natural that SOA technology
had to be developed before the onset of EDFA and Ra-
man technologies, since semiconductor pumps, which
underlie both of these, inherently incorporate semicon-
ductor gain. Depending on the facet reflectivity, an SOA
represents either a pure traveling-wave device [3.75,
76] or a bandwidth-limited amplifier, often referred to
as Fabry–Pérot SOA types [3.77, 78]. The underlying
SOA gain mechanism rests on electron–hole recombi-
nation that provides the energy for optical emission.
While SOAs can match multiple EDFA operational
properties, an important set of differences distinguish
the two types and are readily recognized in deploy-
ment. In contrast to an EDFA or Raman amplifier, an
SOA is pumped electrically and is more efficient. the
gain characteristics of SOAmaterial platforms allow for
amplification not only within the standard telecommu-
nications bands (1550 and 1300 nm) but also in distant
spectral windows.

Despite their long development history, SOAs are
not regarded as viable gain elements in conventional
lightwave communication links. The incompatibility of

SOAs with WDM transmission schemes is the greatest
reason for the distinctively niche role that these devices
still play. The SOA excited state is orders of magni-
tude shorter than that of EDFA, resulting in gain that
can change rapidly with the signal level. While tolera-
ble in single-channel amplification, in the presence of
multiple (independently modulated) channels, this fast
SOA dynamics leads to significant impairments that
need to be carefully mitigated [3.79, 80]. However, this
ultrafast response, which is undesirable in the case of
WDM gain elements, has been successfully leveraged
in a host of signal processing devices, providing an
efficient means for wavelength conversion, signal re-
generation, and switching [3.81, 82].

Parametric amplification is the second class of op-
tical amplification that has been widely investigated in
multiple material platforms. Similar to Raman ampli-
fication, the parametric interaction in silica fiber is not
limited to a specific, ion-defined spectral band. This fea-
ture was recognized early [3.83, 84] and has justified
significant effort on the development of specialty fiber
types specifically designed to maximize the paramet-
ric gain [3.85, 86]. Parametric devices are also capable
of selective quadrature amplification, a unique feature
that has been successfully used in signal processing
and quantum field manipulation [3.87]. While para-
metric amplifiers can provide gain–bandwidth products
that cannot be matched by any comparable technol-
ogy [3.88], their use in WDM transport is also limited
by interchange crosstalk that must be strictly man-
aged. Consequently, it is expected that parametric de-
vices will find much wider use in signal processing
roles [3.84, 89] than in ordinary amplification applica-
tions.
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4. Optical Transponders

Gabriella Bosco , Jörg-Peter Elbers

The first commercial 10-Gb=s transponders, de-
ployed in the mid 1990s, were based on a very
simple modulation technique, i.e., a binary light
intensity modulation with envelope detection by
a single photodiode. To extend the fiber capacity,
bandwidth-efficient modulation techniques such
as duobinary line coding and multilevel intensity-
modulation formats gained popularity in optical
communications in the late 1990s. In the follow-
ing years, the use of differential phase modulation
in combination with interferometric detection al-
lowed the transponder data rates to be increased
up to 40Gb=s. However, despite all improvements,
the system performance of these 40-Gb=s solu-
tions was still not on par with state-of-the art
10-Gb=s systems at that time. With the advent of
coherent detection, things suddenly changed and
transmission rates of 100Gb=s and beyond could
soon be achieved, thanks to the use of high-order
modulation formats and advanced digital signal-
processing techniques.

In this chapter, the configuration and per-
formance of the most common transmitter and
receiver combinations that are currently used in
optical transmission systems will be described, in-
cluding an overview of transponder types and their
hardware architectures. Finally, relevant standards
will be discussed and pluggable optical transceiver
modules used in modern transponder implemen-
tations will be explained.
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Transponders are essential building blocks in any op-
tical communication system. The term transponder
stems from an amalgamation of two words trans(mitter)
and (res)ponder, first coined in about 1940 to de-
scribe radio and radar systems [4.1]. In optical com-
munications, a transponder is a receiver-transmitter
combination, which translates an optical signal from
one wavelength into another optical signal at a differ-
ent wavelength by means of optical-electrical-optical
(O/E/O) conversion [4.2]. During the conversion pro-

cess, the received signal is reamplified and normally
also reshaped and retimed, i.e., 3R regenerated. Op-
tical transponders commonly operate in full-duplex
mode and comprise transmitter and receiver functions
on each of their ports. The ports can support differ-
ent optical interface classes, which are characterized
by properties such as the fiber medium, link distance,
wavelength range, signaling rate, modulation format,
forward error correction, line coding, and/or signal
type.
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Fig. 4.1 Basic block diagram of an optical transponder
(TX: transmitter, RX: receiver, o/e: opto-electric conver-
sion, e/o: electro-optic conversion, TRCV: transceiver)

Network (or line) ports are connected to a multi-
channel wavelength-division multiplexing (WDM) net-
works. They are also called colored interfaces, as
they are available in or can be tuned to multiple
WDM colors. Client ports typically connect to sub-
tended equipment such as routers or switches which
act as clients of the optical transport network. These
ports are termed gray interfaces if they only support
a single channel per fiber (as opposed to colored inter-
faces, which can be wavelength multiplexed onto the
same fiber). Wavelength grids for dense (DWDM) and
coarse wavelength-division multiplexing (CWDM) are
defined in the ITU-T G.694.1 and G.694.2 recommen-
dations [4.3, 4]. In this chapter, the focus will be on
colored DWDM interfaces.

Another very similar device to the transponder, and
might be confused with it, is the transceiver (TRCV)
which is a device that can simultaneously transmit
and receive signals. As a portmanteau of trans(mitter)
(TX) and (re)ceiver (RX), the term transceiver first
appeared in the early 1920s and was used in descrip-
tions of military communication equipment [4.5]. An
optical transceiver comprises an optical transmit and
receive interface on the so-called line side and a bidi-
rectional electrical interface on the so-called host side.
Transceivers can be realized as pluggable optical mod-
ules or as fixed host board implementations. An optical
transponder can then be split into a client and line side
optical transceiver function with an electronic process-
ing block in between (Fig. 4.1).

In most cases, optical transponders are delivered
as part of a complete DWDM network solution by
one vendor. In other cases, transponders and the corre-
sponding DWDM systems are supplied independently
by different vendors. Colored interfaces may also be
integrated into third-party switches or routers on the
client side, thereby eliminating the need for separate

transponders. When colored interfaces are separated
from a WDM system and externally provided, then the
scenario is referred to as an alien wavelength or black
link approach [4.6] and has been used in commercial
networks for many years. More recently, WDM systems
supporting alien wavelengths have also been termed
open line systems [4.7]. A line system is not restricted
to just a point-to-point link in this context, but also in-
cludes optical networks in ring or mesh topologies.

A typical WDM system is depicted in Fig. 4.2. For
simplicity, only one direction is shown. Colored in-
terfaces are connected to a WDM multiplexer, which
combines all of the WDM transmit channels onto one
fiber before they are optically amplified by a booster
amplifier and sent over a fiber link. The fiber link
comprises one or more fiber spans of between 50
and 120 km in length (80 km is a typical span length
in terrestrial systems). Erbium-doped fiber amplifiers
(EDFAs) and/or distributed Raman amplifiers periodi-
cally compensate the span loss. At the receiving end,
the WDM channels are optically preamplified, demulti-
plexed, and terminated by colored receiver interfaces. If
access to the WDM channels is required at intermediate
sites then reconfigurable optical add-drop multiplexers
(ROADMs) are used on the transmission link. Multi-
degree ROADMs (MD-ROADMs) can offer additional
wavelength-selective cross-connect functionality for
dynamic routing of channels across a meshed network.

The colored interface performance is limited by
intersymbol interference (ISI), thermal noise (THN),
cross-talk (XTK), laser phase noise (LPN), laser side-
mode suppression ratio (SMSR), and optical reflec-
tions (RFL). Transmission impairments such as ampli-
fied spontaneous emission noise (ASE), spectral loss/
gain tilt and ripples, polarization-dependent loss/gain
(PDL/PDG), group velocity dispersion (GVD), and
polarization-mode dispersion (PMD) limit the optical
performance of the channels. With higher optical power
levels then fiber nonlinearities will be triggered which
will limit the transmission performance further. Non-
linearities include stimulated Raman scattering (SRS)
leading to Raman tilt and cross-talk, stimulated Bril-
louin scattering (SBS) which imposes an upper limit
on optical channel carrier powers, and the Kerr effect
which introduces intrachannel and interchannel nonlin-
earities. The Kerr nonlinearities are caused by signal–
signal or signal–noise interactions and can be sepa-
rated into a number of manifestations as shown below
in Table 4.1. More specifically, the intrachannel non-
linearities are self-phase modulation (SPM)-induced
nonlinear phase noise (NLPN), modulation instabil-
ity (MI), isolated pulse SPM, intrachannel cross-phase
modulation (IXPM), and intrachannel four-wave mix-
ing (IFWM). The interchannel nonlinearities can be
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Fig. 4.2 A typical WDM line system and related transmission impairments. MUX: WDM multiplexer, DEMUX: WDM
demultiplexer

Table 4.1 Transmission impairments due to fiber Kerr nonlinearity [4.8] (SPM: self-phase modulation, XPM: cross-
phase modulation, FWM: four-wave mixing, NLPN: nonlinear phase noise, MI: modulation instability, IXPM: intra-
channel cross-phase modulation, IFWM: intrachannel four-wave mixing)

Intrachannel nonlinearities Interchannel nonlinearities
Signal–noise interaction Signal–signal interaction Signal–noise interaction Signal–signal interaction
NLPN Parametric

amplification
SPM NLPN WDM!nonlinearities

SPM-induced
NLPN

MI Isolated pulse SPM IXPM IFWM XPM-induced NLPN XPM FWM

Intrachannel nonlinearities Interchannel nonlinearities
Signal–noise interaction Signal–signal interaction Signal–noise interaction Signal–signal interaction
NLPN Parametric

amplification
SPM NLPN WDM!nonlinearities

SPM-induced
NLPN

MI Isolated pulse SPM IXPM IFWM XPM-induced NLPN XPM FWM

split into XPM-induced NLPN and interchannel XPM
and FWM.

The choice of colored interface technology depends
on the network application and is typically determined
by such considerations as cost, performance, spectral
efficiency, power consumption, and equipment foot-

Application Reach (km) ROADMs
Fiber
cost

Enterprise

Metro-access

Metro-core

Regional

Long-haul

100

250

500

1000

2500

None

Few 

<20 

<10 

<5 Fig. 4.3 Terrestrial WDM applica-
tions and main characteristics

print. Point-to-point enterprise and data-center inter-
connect (DCI) links can be distinguished from ring-
based metro-access and metro-core networks as well
as meshed regional and long-haul networks on the typ-
ical reaches involved, the number of ROADMs and
the fiber cost, as shown in (Fig. 4.3). Submarine sys-



Part
A
|4.1

86 Part A Optical Subsystems for Transmission and Switching

tems can be separated into unrepeated point-to-point
systems with passive wet plant over link distances of
less than 600 km and repeated ultralong haul systems
over link distances of several thousand kilometers. The
larger the network reach, the higher is the fiber infra-
structure cost and the more important is the spectral
efficiency, but the most challenging are the transmis-

sion impairments. It is important to note that cascading
of ROADMs also causes impairments such as inser-
tions losses, intersymbol interference and cross-talk, so
that a metro network with many ROADMs can show
a similar performance to a long-haul network with
few or no ROADMs despite the difference in network
size.

4.1 Evolution of Modulation Formats and Symbol Rates

Because of its simplicity and cost efficiency, nonreturn-
to-zero (NRZ) modulation with direct detection has
long been the solution of choice for terrestrial DWDM
systems. On the basis of a binary light on/off approach,
this modulation technique is also known as on–off
keying (OOK) [4.9]. OOK signals can be generated us-
ing an intensity-modulation (IM) transmitter, in which
the intensity of an optical source is modulated by an
RF signal, and demodulated using a direct-detection
(DD) receiver, which converts the optical power into
an electrical signal current using a photodetector. For
this reason, optical systems based on OOK modula-
tion are also classified as IMDD systems. Commercial
10-Gb=s NRZ transponders have been available since
1995 and were designed to guarantee a bit error ra-
tio (BER) of 10�15 without forward error correction.
They were deployed in 32-channel DWDM systems
with 100-GHz channel spacing, yielding a total sys-
tem capacity of 320Gb=s over distances beyond 500 km
of standard single-mode fiber (SSMF) in the C-band
(1530�1565nm) [4.10]. Motivated by the higher tol-
erance to fiber-nonlinearities, return-to-zero (RZ) mod-
ulation was introduced as an alternative to NRZ mod-
ulation. RZ modulation was first used in submarine
systems [4.11] but also found commercial adoption in
ultralong-haul terrestrial networks [4.12]. Aided by for-
ward error correction (FEC) and Raman amplification,
terrestrial DWDM systems with 10-Gb=RZmodulation
could achieve C-band capacities of 800Gb=s (80 chan-
nels at 50-GHz channel spacing) over distances of
more than 3000-km SSMF [4.13]. By adding another
80 channels in the L-band (1565�1625 nm), this ca-
pacity could be doubled, albeit with some impact on
reach [4.14]. Many terrestrial 10-Gb=s DWDM sys-
tems continued to use NRZ modulation, though. As
enhanced forward error correction (EFEC) helped to
increase the transmission distance up to 1500 km with
EDFA-only amplification and more than 2500km with
Raman amplification, this was deemed to be sufficient
for most practical applications.

To extend the fiber capacity, more bandwidth-
efficient modulation techniques such as duobinary line

coding and multilevel IMDD formats gained popular-
ity in optical communications in the late 1990s [4.15].
Duobinary line coding (DB) is a partial-response for-
mat [4.9] and was first proposed in the 1960s for radio
communications [4.16]. Comprehensive review papers
on the advantages and disadvantages of optical duobi-
nary (ODB) modulation have been published [4.17].
It has been pointed out that ODB, besides achieving
higher bandwidth efficiency, also features a high re-
silience to GVD [4.18–21]. Further research has been
published showing that improvements in the sensitiv-
ity of duobinary receivers is possible through careful
optimization of both the electric and optical filter band-
widths in the system [4.22–26]. At 10-Gb=s line rate,
ODB found only little commercial adoption apart from
single-span transmission over extended link distances
(for example 150 km) without optical dispersion com-
pensation. At 40Gb=s, though, ODB was found to be
much more applicable, as it allows transmission of
40-Gb=s channels using 50-GHz filters and therefore
a quadrupling of the system capacity compared to 10-
Gb=s channels. It then substituted earlier realizations
based upon NRZ or RZ modulation. In 2001, ODB
modulation was successfully employed to transmit 80
channels at 40Gb=s over 300-km SSMF [4.27]. Com-
mercial deployments over several hundred kilometers
followed in around 2005 [4.28]. Though ODB was by
far not the only option for 40-Gb=s transmission.

The use of differential phase-shift keying (DPSK)
with interferometric demodulation and direct detection
was investigated in the late 1990s. DPSK demonstrated
a sensitivity advantage over OOK [4.29, 30] and ODB
as well as a high resilience to linear and nonlinear
fiber propagation effects [4.25, 31–35]. Both binary
(DPSK) and quaternary formats (DQPSK) were ex-
tensively studied in the following years, leading to
their commercial deployment in around 2006 [4.36, 37].
While 40-Gb=s DQPSK could fit into a 50-GHz channel
grid, this proved challenging initially for DPSK. Partial
DPSK was able to overcome this limitation by reducing
the differential delay of the Mach–Zehnder demodula-
tor [4.38] and was commercially deployed from 2007
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onwards under the name adaptive DPSK (ADPSK).
Despite all improvements, the system performance of
these 40-Gb=s solutions was still not on a par with state-
of-the-art 10-Gb=s systems at that time. Stringent re-
quirements on GVD and PMD tolerance required care-
ful network planning and led to operational challenges.

With the advent of coherent detection, the transpon-
der landscape changed dramatically. Earlier work on
coherent optical communication systems in the 1980s
had been hampered by a lack of digital signal process-
ing (DSP) and large laser linewidths (compared to the
Mb/s data rates used at that time). With much higher
data rates and advances in CMOS technology now, co-
herent optical communications suddenly became a very
practical option. Polarization-multiplexed quaternary
phase-shift keying (PM-QPSK) reduces symbol rates
by a factor of four compared to the information bit
rate, while at the same time offering a 6-dB sensitivity
gain over OOK. Furthermore, powerful DSP performs
all the required GVD and polarization mode dispersion
compensation, frequency and phase locking, and polar-
ization demultiplexing in the electronic domain [4.39–
45]. As a result, coherent transmission can deliver
comparable system performance and reach as 10-Gb=s
OOK and 40-Gb=s PM-QPSK signals. Furthermore,
optical dispersion compensation is no longer required,
a major operational advantage. Commercial 40-Gb=s
PM-QPSK systemswere first introduced in 2007 [4.46].

With the development of the 100-Gb Ethernet,
a modulation format for its onward transmission across
an optical DWDM network was urgently required. This
triggered the development of 100-Gb=s PM-QPSK,
which rapidly superseded 40-Gb=s technology. The
higher capacity of a 100-Gb=s optical carrier allowed
much better cost per bit performance compared to what
was achievable at 40Gb=s. The first commercial single-
carrier 100-Gb=s PM-QPSK solutions were introduced
in 2010 [4.47]. Competing solutions which achieved
100-Gb=s capacity by bonding two 50-Gb=s PM-QPSK
carriers together (2C-PM-QPSK) [4.48, 49] had only
limited market success.

Coherent transponder technology was first intro-
duced in long-haul transmission and subsequently pen-
etrated other areas such as metro and submarine net-
works as well. For shorter metro links and interdata
center interconnects, the performance and spectral ef-
ficiency of coherent solutions is not always required,
where the cost and power consumption of this tech-
nology can be prohibitive. As a consequence, alterna-
tive solutions based on direct-detect technology have
emerged to address this market segment. A 4� 25-
Gb=s multicarrier ODB metro DWDM solution was
introduced in 2011 to fulfill these needs for lower
cost and lower power consumption and can operate on

a 50GHz or smaller channel grid to maximize spec-
tral efficiency [4.50]. Using multilevel modulation for-
mats in which each constellation symbol carries more
than one bit, the spectral efficiency can be further in-
creased. The transmission bandwidth of anM-ary signal
(i.e., a modulation format whose constellation is com-
posed of M points) scales at a factor of 1= log2.M/
compared to a binary signal operating at the same
bit rate. Multilevel IMDD systems are based on the
use of the pulse-amplitude modulation (PAM), where
only the amplitude of the optical field is modulated.
Since the constellation points for this modulation for-
mat are unipolar (i.e., only zero or positive values can
be encoded), a non-negligible loss in sensitivity is ex-
perienced. For this reason, multilevel IMDD formats
have mainly been used in shorter reach applications.
Utilizing the PAM4 modulation format to support the
IEEE802.3bs and the OIF CEI56 standards, a dual-
carrier 25-GBd PAM4 solution (two carriers occupying
100GHz of bandwidth) was demonstrated in 2016
for DWDM data-center interconnects over 80-km dis-
tance [4.7], offering twice the fiber capacity compared
to earlier 25-GBd NRZ or ODB OOK implementations.

Higher order modulation has also improved the fiber
capacity and cost per bit in coherent communications
employing quadrature-amplitude modulation (QAM).
Maintaining a symbol rate of about 30GBd, 200-Gb=s
PM-16QAM [4.51] (and 150-Gb=s PM-8QAM [4.52])
was first commercially introduced in 2014 providing
100% (or 50%) more channel and fiber capacity at the
cost of roughly 25% (or 50%) of the 100-Gb=s PM-
QPSK reach. 200-Gb=s 8QAM [4.53] and 400-Gb=s
32QAM [4.54] have since then been presented as inter-
mediate evolution steps. The next step change, though,
is expected to be to 60-GBd technology, which has
already been chosen as the basis for the 400G-ZR stan-
dard currently under development by the OIF [4.55].
60-GBd technology doubles the symbol rate per opti-
cal carrier and can be used with a variety of modulation
formats, for example 200-Gb=s PM-QPSK, 300-Gb=s
PM-8QAM, 400-Gb=s 16-QAM, 500-Gb=s 32-QAM,
and 600-Gb=s 64 QAM. Real-time 400-Gb=s PM-
16QAM was first demonstrated in 2015 [4.56]. While
doubling the symbol rate when maintaining the mod-
ulation format does not yield spectral efficiency gains
for a given link distance, the use of fewer optical carri-
ers results in cost, footprint, and power savings. Moving
forwards, future developments will concentrate on (a)
increasing the symbol rate even further and (b) provid-
ing more flexibility by adapting the modulation format
to the requirements and available margins on a given
optical path. Figure 4.4 graphically summarizes the his-
torical development of WDM transponder symbol rates
and modulation formats in commercial systems.
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Fig. 4.4 Historical development of
WDM transponder symbol rates and
modulation formats

In the following sections, the architecture and perfor-
mance of DWDMtransponder line interfaces employing
differentmodulation formats and detection schemeswill
be discussed. Section 4.2 starts with IMDD, to be fol-

lowed byODB in Sect. 4.3, then differential phasemod-
ulation in Sect. 4.4 and coherent interfaces in Sect. 4.5.
Different transponder types and hardware architectures
will then be explained in Sect. 4.6.

4.2 Intensity Modulation with Direct Detection

This section reviews the transmitter and receiver archi-
tectures required to generate and detect different types
of IMDD optical signals. The intensity-modulation for-
mats are introduced in Sect. 4.2.1, together with the
most common line coding techniques used in IMDD
transponders. The structures of several types of bi-
nary intensity-modulation transmitters are detailed in
Sect. 4.2.2, while Sect. 4.2.3 describes the architec-
ture of a receiver based on direct detection (DD).
Section 4.2.4 shows the back-to-back performance of
binary IMDD systems, including the optimization of the
TX and RX filters and the impact of subsystem compo-
nents implementation. Tolerance to GVD and PMD is
also analyzed. Finally, Sect. 4.2.5 discusses multilevel
IMDD formats.

4.2.1 Intensity Modulation

The complex envelope of an IM signal at the output of
the modulator can be written as [4.9]

sT.t/D
X

k

akqT.t� kTs/ ; (4.1)

where ak are the symbols carrying the information, Ts
is the symbol time interval (one symbol is sent every
Ts seconds) and qT.t/ is the optical pulse shape in the
time domain. The symbols ak may assume M D 2nb

values, where nb is the number of information bits car-
ried by each symbol. The symbol rate Rs is defined
as the number of symbols that are transmitted in each
time unit. It is equal to the inverse of the symbol time
(Rs D 1=Ts) and is measured in baud or symbols per
second. The bit rate Rb is defined as the number of
bits that are conveyed per unit of time. It is measured
in bit per second and is related to the symbol rate by
Rb D nbRs. In the case of binary IM, also known as on-
off keying (OOK), nb D 1 and ak 2 f0; 1g. In each bit
slot, one of two alternative waveforms can be trans-
mitted, depending on the value of the information bit:
s0.t/D 0, s1.t/D qT.t/. These two analog waveforms
are represented in the signal space [4.9] by the two
points shown in Fig. 4.5a. The constellation of qua-
ternary IM, also known as PAM-4 (pulse amplitude
modulation), is shown, as well. In practice, a constella-
tion diagram shows all the possible symbols that can be
transmitted by the system as a constellation of points,
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Fig. 4.5 (a) OK and (b) PAM-4
constellations

each characterized by an amplitude (distance from the
origin) and a phase. The energy of each symbol is pro-
portional to the square distance of the corresponding
constellation point from the origin. For IM signals, only
the intensity (amplitude) varies among different sym-
bols, while the phase is constant, thus the constellation
points lie on a single straight line.

Depending on the shape of qT.t/ in (4.1), the mod-
ulation format is defined as either nonreturn-to-zero
(NRZ), when the time duration of qT.t/ is close to the
symbol interval Ts, or return-to-zero (RZ), when the du-
ration of the pulse is lower than Ts and the power returns
to zero between two successive “1” bits.

The power spectral density of the signal sT.t/ is
given by [4.9]

Gs.f /D jQT.f /j2
Ts

�2a

Cm2
a

X

n

jQT.nRs/j2
T2
s

ı.f � nRs/ ; (4.2)

a) Power (dB) Power (dB)

20100–10–20–30 30
Frequency (GHz)

10 db

b)

20100–10–20–30 30
Frequency (GHz)

10 db

Fig. 4.6a,b Examples of NRZ (a) and RZ (b) optical spectra at 10 GBd. The corresponding eye diagrams are shown in
the insets

where QT.f / is the Fourier transform of the pulse qT.t/
and ma and �2a are the mean and variance of the ran-
dom variable ak, respectively. For instance, in case
of OOK with equi-probable bits, ma D �2a D 1=2. The
power spectrum of IM signals is composed of two
terms: a continuous spectrum, which contains the in-
formation to be transmitted, and a discrete spectrum,
which does not carry any information and whose lines
are placed at the harmonics of the bit rate.

Figure 4.6 shows two examples of noiseless spec-
tra of NRZ and RZ signals. The time duration of RZ
pulses is shorter, therefore their bandwidth occupation
can be significantly larger. The eye diagram, i.e., the
synchronized superposition of all possible realizations
of a signal viewed within a particular signaling inter-
val (equal to 2Ts in Fig. 4.6), is also shown in the right
upper part of the figures. The eye diagram can be easily
displayed on an oscilloscope, and is a useful tool for the
evaluation of the combined effects of channel noise and
intersymbol interference on the transmitted or received
signals [4.9].
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Fig. 4.7a,b Scheme of an OOK transmitter using (a) direct
modulation and (b) external modulation

4.2.2 On-Off Keying Optical Transmitter

At the transmitter, there are two alternative ways to
convert electrical data into optical form, known as di-
rect modulation and external modulation [4.57]. In the
case of direct modulation, the output power of the light
source depends directly on the input drive current (or
voltage), e.g., light is emitted from the device when a bi-
nary one is being transmitted and no light is emitted
when a binary zero is being transmitted. The schematic
of an OOK transmitter employing direct modulation
is shown in Fig. 4.7a. In the case of external modu-
lation, the light source is always on and an external
modulator, driven by the electrical data signal, acts as
a switch in order to control the intensity/phase of the
generated optical signal. The schematic of an OOK
transmitter employing external modulation is shown in
Fig. 4.7b.

Since transmitters employing directly modulated
lasers (DMLs) do not require the use of external
modulators, they are simpler and cheaper, but their
transmission performance is strongly limited by the
chirp phenomenon [4.58, 59] (a residual phase mod-
ulation superimposed on the desired intensity mod-
ulation). Interacting with chromatic dispersion, chirp
may introduce a relevant performance penalty, limit-
ing the application of direct modulation to short-reach
transponders [4.60–62]. In this chapter, we focus on
external modulation by chirp-free Mach–Zehnder mod-
ulators (MZMs).

NRZ-OOK Transmitter
An NRZ-OOK signal can be generated using the trans-
mitter scheme shown in Fig. 4.8, by properly driving
an MZM with an RF signal carrying the information
bits.

The electrical field and power transmission of
an MZM as a function of the applied voltage Vd are,

…01001…
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Fig. 4.8 Scheme of an NRZ-OOK transmitter
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�
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where V0 is the input voltage corresponding to mini-
mum transmission, V  is the input voltage difference
between maximum and minimum transmission, and ER
is the extinction ratio of the MZM, defined as the ratio
between the maximum and the minimum output power.
A noninfinite value of ER means that the minimum
transmission is not zero and a performance penalty can
be experienced, as shown in Sect. 4.2.4.

The ideal power transmission of an MZM is shown
in Fig. 4.9, where V0 D 0 and ERD1. The circles in-
dicate the 50% transmission points, also referred to as
quadrature points. In order to generate OOK pulses,

0 1 2 3 4
Vd/V�

0

0.2

0.4

0.6

0.8

1.0
Pout/Pin

Fig. 4.9 Ideal MZM power transmission. The circles indi-
cate the quadrature points
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Fig. 4.10 MZM driven by an NRZ
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the MZM needs to be biased at a quadrature point and
driven with an input voltage ranging from minimum
to maximum transmission, as schematically shown in
Fig. 4.10.

RZ Transmitter
RZ transmitters can be implemented either by elec-
tronically generating an RZ drive waveform (using the
architecture shown in Fig. 4.8) or by carving out pulses
from an NRZ signal using an additional modulator,
called a pulse carver, as shown in Fig. 4.11. A pulse
carver is usually implemented by driving an MZM with
a sinusoidal signal. The width of the RZ pulses can be
varied by tuning the sinusoidal signal amplitude and
frequency. If the sinusoidal signal has a frequency equal
to the bit rate and drives the modulator between mini-
mum and maximum transmission, optical pulses with
full-width half-maximum of 50% of the bit duration

…01001…
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Electronic
driver

NRZ transmitter Pulse carver

Mach–Zehnder
modulator

Vd

Pout

Mach–Zehnder
modulator

fc

Pin

Fig. 4.11 Scheme of an RZ-OOK
transmitter

(i.e., with a duty cycle of 50%) are obtained. The pulse
width can be reduced by driving the modulator between
its transmission minima with a sinusoidal signal whose
frequency is equal to half the bit rate. In this case, a duty
cycle of 33% can be obtained, as shown in Fig. 4.12.

CSRZ Transmitter
A modification of the RZ line coding, with an in-
creased tolerance to nonlinear propagation effects, was
proposed in [4.63]. As for standard OOK formats, the
information is encoded on the intensity levels f0; 1g,
but the phase is changed by   every bit, regardless of
the data information. Thus, on average, the optical field
of half the 1-bits has a positive sign, while the other
half has a negative sign, resulting in a zero-mean opti-
cal field envelope. As a consequence, the carrier at the
optical center frequency vanishes. For this reason, the
format is called carrier-suppressed RZ (CSRZ). CSRZ
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Fig. 4.12 MZM operation as a pulse
carver to generate RZ pulses with 33%
duty cycle (dashed lines) and 50%
duty cycle (solid lines)

signals can be generated using the same transmitter
used for RZ (Fig. 4.11), sinusoidally driving the MZM
in the pulse carver at half the data rate between its trans-
mission maxima, as shown in Fig. 4.13. The result is
the generation of pulses with 67% duty cycle and al-
ternating phase. Note that the larger duty cycle leads to
a lower optical filter penalty (due to either ISI or XTK)
with respect to standard RZ pulses.

Chirped Return-To-Zero (CRZ) Transmitter
The chirped-RZ modulation format is obtained by
adding a controlled amount of phase modulation to
RZ pulses. This can be achieved by inserting a bit-
synchronous phase modulator, with an adjustable peak-
to-peak level and phase relative to the center of the
bit [4.64], after a standard RZ transmitter (just like
the one shown in Fig. 4.11). The generated optical
phase term is equal to e�jm cos.2 f0t/, where m is the
phase modulation index and f0 is the sinusoidal mod-
ulation frequency, which is equal to the data rate. The
applied phase modulation reduces the nonlinear propa-
gation distortions [4.65], but it also increases the signal
spectrum bandwidth, and consequently the cross-talk
between adjacent channels in a WDM system. The op-
timum amount of phase modulation for CRZ is thus
a compromise between tolerance to linear and nonlin-
ear cross-talk. CRZ is typically used in ultralong-haul
point-to-point fiber communications, such as submarine
systems, with a phase modulation index of approxi-
mately 1 rad [4.66].

Alternatively to the three-stage modulation scheme
(NRZ modulator, pulse carver, phase modulator),
a dual-drive MZM can be used as a chirped pulse carver
at various duty cycles by controlling the imbalance of
the drive signal amplitudes or their relative phase, as
shown in [4.67].

4.2.3 Direct-Detection Optical Receiver

The general scheme of an optically preamplified direct-
detection receiver is shown in Fig. 4.14. It is composed
of an optical amplifier, followed by an optical filter
with impulse response ho.t/, a photodetector, an electri-
cal amplifier, an electrical filter with impulse response
he.t/, and a threshold decision device.

The received optical field at the output of the optical
amplifier can be written as

y.t/D sR.t/C n.t/ ; (4.4)

where n.t/ is the ASE noise introduced by the opti-
cal amplifier and sR.t/ is the useful signal component,
which is given by

sR.t/D
X

k

akqR.t� kTs/ ; (4.5)

where ak are the information symbols and qR.t/ is the
received optical pulse after propagation in the optical
fiber.
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ASE noise is modeled as a white Gaussian noise
with spectral density N0=2 [4.57], where

N0 D nsph.G� 1/ ; (4.6)

in which nsp is the spontaneous emission factor, h is
Plank’s constant,  is the transmission frequency, and
G is the amplifier gain. The noise figure F of the opti-
cal amplifier, defined as the ratio between the input and
output signal-to-noise ratio, is approximately equal to
2nsp.

The signal at the output of the optical filter can be
written as

r.t/D s.t/Cm.t/ ; (4.7)

with

s.t/D sR.t/	 ho.t/ ;
m.t/D n.t/	 ho.t/ ; (4.8)

where the star denotes a convolution and m.t/ is a col-
ored Gaussian noise with power spectral density given

ho(t), Ho( f ) he(t), He( f )G, nsp

y(t) r(t) i(t) v(t) Decision
deviceSampler

PhotodiodeOptical 
amplifier

Optical 
band-pass filter

Electrical
amplifier

Electrical
low-pass filter

R Rt

vf(t)
Fig. 4.14
Schematic of an
optically preampli-
fied direct-detection
receiver

by

Gm.f /D N0

2
jHo.f /j2 (4.9)

and variance given by

�2m D
N0

2

C1Z

�1
jHo.f /j2df D N0

2

C1Z

�1
jho.t/j2dt :

(4.10)

The detected current is proportional to the incident op-
tical power PR.t/, which is in turn proportional to the
squared magnitude of the optical field as shown in (4.7)

iR.t// PR.t/D jr.t/j2 D js.t/Cm.t/j2
D js.t/j2C jm.t/j2C 2Refs.t/m	.t/g :

(4.11)

The first term is the useful signal, the second term is
the (noise � noise) beat term, and the third term is the
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(signal � noise) beat term. The complete photodetec-
tion current, including the noise signals generated by
the electrical amplifier and the photodetector, can be
written as

i.t/D is.t/C is;ASE.t/C iASE;ASE.t/C ith.t/C ish.t/ :

(4.12)

The terms on the right hand side represent the useful
signal, the (signal � noise) and (noise � noise) beat
terms, the thermal noise and the shot noise respec-
tively [4.57].

The signal after the electrical filter can be written as

v.t/D Rti.t/	 he.t/
D vs.t/C vs;ASE.t/C vASE;ASE.t/

C vth.t/C vsh.t/ ; (4.13)

where Rt accounts for the photodiode and amplifier
resistances and he.t/ is the impulse response of the
electrical filter. The signal v.t/ is then sampled at the
sampling instants tk D t0CkT and compared to a thresh-
old vth. The decision algorithm is then

ak D
(
0 if v.tk/ < vth ;

1 if v.tk/ > vth :
(4.14)

In general, the system performance is limited by ASE
noise, shot noise, and thermal noise. However, in
preamplified multispan DWDM systems as addressed
in this chapter, shot noise and thermal noise are typi-
cally negligible compared to ASE noise. These systems
are said to be ASE limited and their performance can
be characterized by the optical signal-to-noise ratio
(OSNR), which is defined as

OSNRD Ps

PN
D Ps

2N0BN
; (4.15)

where Ps is the average power of the optical signal at
the input of the receiver optical filter, PN is the ASE
noise power on both polarizations measured over an op-
tical reference bandwidth equal to BN, and N0 is the
corresponding single-sided ASE noise power spectral
density, as shown in (4.6). Often a fixed reference band-
width BN of 12:5GHz is used (corresponding to 0:1-nm
wavelength range), which is a standard setting in many
optical spectrum analyzers. Alternatively, the symbol
rate of the signal RS can serve as reference bandwidth.
In this chapter, we follow the latter approach.

In the 1:55-�m window and with sufficiently high
optical amplifier gain, the OSNR (referenced to the
symbol rate) can then be rewritten in logarithmic form
as

OSNRdB D 58 dBmC 10 log
�

Ps

1mW

�

� 10 log.F/� 10 log
�
BN

RS

�
; (4.16)

Fig. 4.15 Noisy NRZ-OOK eye diagram after direct detec-
tion

where the signal power Ps is given in mW and F is
a known amplifier noise figure.

Figure 4.15 shows an example of an eye diagram
after direct detection in an NRZ-OOK system limited
by ASE noise (where the other noise terms are negligi-
ble). Due to the (signal � noise) beat term, the variance
of noise is higher on the “1” level and, consequently,
the optimum decision threshold vth is closer to the “0”
level.

4.2.4 Back-to-Back Performance
and Dispersion Tolerance

Ideal Performance of a Binary IMDD System
In ASE-limited systems, for all formats based on in-
tensity modulation and direct detection the optimum
receiver is based on the use of an optical filter whose
impulse response is matched to the received pulses
qR.t/ [4.9]. The optimum achievable performance is
independent of the pulse shape, provided that the re-
ceiver optical filter is perfectly matched to the electrical
field of the input signal. This optimum performance
(also known as the quantum limit [4.68, 69]) is shown
in Fig. 4.16 in terms of bit error rate (BER) versus opti-
cal signal-to-noise ratio (OSNR), as defined by (4.16).
In Fig. 4.16, the reference noise bandwidth is equal to
the symbol rate. This means that the performance curve
is valid for any value of the symbol rate (which for bi-
nary format is equal to the bit rate).

An analytical derivation of the BER of ASE-noise-
limited systems can be found in [4.29]. In the case of
a matched optical filter (where M D 2 in [4.29])

BERD 1

2

h
e�'.1C'/C 1

�Q2

�p
8OSNR;

p
2'
i

with ' D vth
N0Rs

; (4.17)

where Q2 is the generalized Marcum Q function of
order 2 and ' is the normalized decision threshold that
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Fig. 4.16 Ideal performance of an IMDD optical system

needs to be optimized in order to minimize the BER.
A good approximation of the curve shown in Fig. 4.16
is

BERŠ 1

2
e�0:98OSNR : (4.18)

Optimization of Filter Bandwidths
The ideal performance of IMDD systems is indepen-
dent of the pulse shape, but only if a perfectly matched
optical filter is available, a condition which is difficult
to achieve with analog optical filters. This is the reason
why a different performance is typically achieved us-
ing NRZ and RZ/CSRZ pulses, with the latter showing
a better sensitivity in most cases [4.68, 70, 71]. Several
research papers have been published on the optimiza-
tion of the optical and electrical filters in order to
achieve system performances as close as is possible to
quantum limit [4.69, 72–76]. The final results depend
on the filter shapes, but the same general behavior is
shown in all papers.

As an example of receiver filter optimization, we re-
port in the following a set of simulation results obtained
for NRZ, RZ, and CSRZ transceivers. The transmitter
architectures are the ones shown in Figs. 4.8 and 4.11.
For NRZ, the bandwidth limitation of the TX is em-
ulated using a 5-pole Bessel low-pass filter with 3 dB
bandwidth equal to 0:7Rs. The FWHM of RZ and
CSRZ pulses obtained after the pulse carving opera-
tion is 50 and 66%, respectively. At the RX side, the
passband optical filter has a 2nd-order super-Gaussian
shape with 3 dB bandwidth Bopt. An ideal photodetec-
tor and a 5-pole Bessel electrical low-pass filter with
3 dB bandwidth Bel follow. Since we are consider-
ing ASE-noise-limited systems, thermal and shot noise
have not been included in the simulations. Noise load-

ing was performed at the receiver input in order to
set the OSNR value. The target BER was set to 10�3,
which corresponds to the pre-FEC BER value of stan-
dard hard-decision EFECs with 7% overhead [4.77].
BER values were evaluated through direct error count-
ing over 218 bit.

The results are shown in Fig. 4.17. The matched fil-
ter performance, identical for all systems, is obtained
with an OSNR of 8 dB (over a bandwidth equal to
Rs). For the NRZ case, the minimum OSNR (with
a � 1 dB penalty with respect to the optimum matched
filter performance) is achieved for Bopt D 1:2Rs and
Bel D Rs. For both the RZ and CSRZ format the penalty
with respect to the matched filter performance is lower
(� 0:5 dB) and the optimum performance is achieved
with a larger optical filter bandwidth equal to Bopt D
2Rs. The reason why the performance of RZ formats
is closer to the matched filter limit than NRZ is that
there is a greater matching between the RZ pulses and
the Super-Gaussian optical filter. The reason why the
best performance for NRZ is obtained for a lower Bopt

value is that NRZ has an intrinsically better bandwidth-
efficiency than RZ formats. It’s also worth mentioning
that RZ/CSRZ contours are less pronounced and there-
fore low penalty operation can be achieved over a wider
(Bopt,Bel) range than for NRZ.

Impact of Finite MZM Extinction Ratio
The extinction ratio ER of a modulator corresponds to
the ratio of the power P1 used to transmit a logic level 1
to the power P0 used to transmit a logic level 0. Ide-
ally, P0 D 0 and ERD1, but in practice P0 > 0 and
ER <1, because of the presence of spontaneous emis-
sion noise and bias errors, as well as the electronic
bandwidth limitations in modulator and driver.

A finite value of ER induces a performance penalty,
which can be defined as the increase in average power
needed to obtain the same bit error rate as an ideal pulse
with infinite extinction ratio. In the case of systems
limited by additive white Gaussian noise (e.g., IMDD
systems limited by thermal noise), the power penalty is
given by [4.78]

ıER D 10 log10

�
ERC 1

ER� 1

�
: (4.19)

In IMDD systems limited by ASE noise there is an ad-
ditional penalty due to the increase of ASE noise on the
zero level, as shown in [4.79]

ıER D 10 log10

�
ERC 1

ER� 1

�

C 10 log10

 p
ERC 1p
ER� 1

!

: (4.20)
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Fig. 4.17a–c Contour plots of the required OSNR to achieve BERD 10�3 as a function of the receiver optical and
electrical 3-dB bandwidths (Bopt and Bel) for (a) NRZ, (b,c) CSRZ pulses. The red dots indicate the optimum points (i.e.,
the points with minimum required OSNR)

Both, (4.19) and (4.20), assume that the eye dia-
gram is perfectly open, i.e., no intersymbol interference
(ISI) is present at the sampling instant. Figure 4.18
shows the power penalty as a function of the ER
value, for both thermal-noise-limited and ASE-noise-
limited receivers. In ASE-noise-limited systems, the
power penalty shown in Fig. 4.18 is equivalent to an
OSNR penalty. Note that the penalty due to a finite

ER might be lower in the presence of ISI and non-
perfectly matched receivers, as shown in [4.69, 75].
An approximate estimation of the required OSNR for
a certain bit error rate can then be obtained if an
effective extinction ratio is calculated from the elec-
trical eye diagram at the receiver and the resulting
penalty is added to the reference OSNR at the quantum
limit.
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Fig. 4.18 Power penalty due to a finite ER in the absence
of ISI

Dispersion Tolerance
Group velocity dispersion (GVD) is the result of the
different wavelengths in a light beam arriving at their
destination at slightly different times due to the fre-
quency dependence of the refractive index of the fiber.
In the literature, the GVD phenomenon is also referred
to as chromatic dispersion (CD). Polarization-mode
dispersion is a form of modal dispersion where two
different polarizations of light in a waveguide travel at
different speeds due to random imperfections and asym-
metries [4.78]. Both phenomena cause a time spreading
of the optical pulses, which in turn induces a perfor-
mance penalty.

PMD is related to the differential group delay
(DGD) caused by birefringence in optical fibers. How-
ever, birefringence varies along the length of the fiber,
with different sections exhibiting a difference bire-
fringence both in terms of levels of refractive index
asymmetry and of relative orientation of the slow and
fast polarization axis, also known as principal states of
polarization (PSP). As a result, the instantaneous value
of DGD measured at the output of a fiber is a random
variable that is well approximated by a Maxwellian
distribution [4.80]. The PMD of a fiber is typically
described through the parameter ıPMD, which is an esti-
mate of the average value of the statistical distribution
of DGD.

The tolerance to GVD and PMD is strongly depen-
dent on the symbol rate of the modulated signal. In
particular, the pulse broadening 
�CD due to GVD and
the average value of DGD between the two principal
states of polarizations (normalized to the symbol time

Ts D 1=Rs) are given by [4.81]


�CD

Ts
D 2 jˇ2jkR2

sL� 10�6 ;
h
�DGDi

Ts
D ıPMD

p
LRs � 10�3 ; (4.21)

where ˇ2 is the CD coefficient in ps2=km, ıPMD is the
PMD parameter that can be found in fiber data sheets
and is expressed in ps=

p
km, Rs is the symbol rate in

GBd (which for binary formats is identical to the bit
rate Rb), L is the fiber length in km, and k is a coef-
ficient that depends on the modulation formats, defined
as the ratio between the spectral width of the modulated
signal and the symbol rate. The coefficient ˇ2 is related
to the dispersion parameter D (.ps=nm/=km) through
the relationship DD�2 cˇ2=�2, where c is the speed
of light in vacuum and � is the propagation wavelength.

Equation (4.21) shows that the effect of DGD scales
linearly with Rs, while the impact of GVD scales
quadratically with Rs, for example a doubling in the
symbol rate reduces the GVD tolerance by approxi-
mately a factor of 4. Also, the normalized pulse broad-
ening due to GVD scales linearly with the normalized
spectral width of the modulation format, resulting in
a higher GVD tolerance (in a linear propagation regime)
for NRZ modulation formats. The tolerance to DGD
is instead in general higher for RZ modulation for-
mats [4.82].

As an example, Fig. 4.19 shows the performance
of NRZ, RZ, and CSRZ modulation formats in the
presence of either GVD or a first-order PMD. The sim-
ulation setup is the same as described in the first part
of this section, with optimized RX filter bandwidth
(corresponding to the red dots in Fig. 4.17). Linear
fiber propagation was assumed, while first-order PMD
was emulated by inserting a deterministic DGD value

�DGD between the two principal states of polarization
(PSP) [4.80]. The worst-case of equal power-splitting
ratio between the two PSPs was considered [4.83].

In order to make the results symbol-rate indepen-
dent, the x-axes have been normalized with respect to
either R2

s (in the GVD plot) or Rs (in the PMD plot).
The value of accumulated dispersion at a given symbol
rate (DL) in ps=nm can be obtained by multiplying the
value read on the x-axis of Fig. 4.19a by the coefficient
.2 c/=.R2

s�
2/� 106, with c expressed in m=s, Rs in

GBd, and � in nm. In the 1:55-�m window, this corre-
sponds to a multiplication by a factor� 0:784�106=R2

s ,
with Rs measured in GBd. As an example, at 10:7Gb=s
the GVD tolerance for a 2-dB penalty is equal to
� 550 ps=nm for RZ and to� 750 ps=nm for NRZ and
CSRZ. The DGD tolerance for the 2-dB penalty at
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Fig. 4.19a,b GVD and first-order PMD tolerance of NRZ, RZ, and CSRZ in terms of OSNR penalty with respect to
back-to-back performance as a function of either (a) the normalized accumulated dispersion or (b) the normalized DGD
in the worst-case power-splitting ratio between the two PSPs. The target BER is 10�3 and the value of the reference
back-to-back OSNR (over a bandwidth equal to Rs) is 9.0, 8.5, and 8:4 dB for NRZ, RZ, and CSRZ, respectively

10:7Gb=s is instead equal to 44, 46.5, and 50 ps=nm for
NRZ, RZ and CSRZ, respectively. Note that, consider-
ing the statistical nature of DGD and allowing a limited
outage time, the tolerated PMD (based on the ıPMD pa-
rameter) is typically smaller than the tolerable DGD by
a factor of� 3 [4.84].

GVD and DGD tolerance, like back-to-back OSNR
requirements, can depend in a non-negligible way on
pulse and filter shapes used in the system, as well
as on other residual distortions [4.35, 85–88]. In gen-
eral, the impact on a modulation format of various
impairments cannot be taken in isolation, but has to
be evaluated in the context of the system it is op-
erating in, which might include dispersion maps for
nonlinearity mitigation [4.89, 90] and/or advanced dig-
ital signal-processing techniques [4.45] that can for
instance significantly increase the dispersion toler-
ance.

4.2.5 Multilevel Intensity Modulation

An M-ary PAM optical signal can be obtained by ap-
plying an M-ary electrical signal to an MZM biased at
the quadrature point, i.e., half point of its transfer char-
acteristic (Figs. 4.8 and 4.10). The signal bandwidth of
an M-ary signal is scaled by a factor 1= log2.M/ com-
pared to a binary signal operating at the same bit rate
Rb, where Rb D Rs log2.M/ and Rs is the symbol rate.

For any optical extinction ratio, it is easy to show
that theM levels should be equally spaced (for example
f0, 1=3, 2=3, 1g for PAM-4) when the noise is sta-
tionary, i.e., not signal dependent. This is the case, for

example, when receiver thermal noise dominates. Given
that the noise in an optically preamplified receiver is
strongly signal dependent, it is clear that the lowest
probability of error will be achieved when unequal level
spacing is used [4.15]. In particular, the photocurrent
of each level is approximately Gaussian distributed,
with a variance proportional to the intensity. In order
to equalize the error probabilities at the M-1 different
thresholds, the intensity levels should form a quadratic
series, i.e., 0, 1, 4, 9, etc. [4.91]. Under these assump-
tions, and assuming Gray coding, it can be shown that
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Fig. 4.20 Ideal performance of PAM signals with di-
rect detection in ASE-noise-limited systems (with single-
polarization filtering at the RX)
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Fig. 4.21a,b Noisy eye diagrams after direct detection of PAM-4 signals with (a) quadratic and (b) linear level spacing
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Fig. 4.22 GVD tolerance of PAM-4 in terms of OSNR
required to obtain BERD 10�3 as a function of the nor-
malized accumulated dispersion

the BER in the optimum matched filter configuration is
approximately given by [4.92]

BERŠ 1

log2.M/

1

2
erfc

 s
3OSNR

.2M� 1/.M� 1/

!

;

(4.22)

where OSNR is the optical signal-to-noise ratio at the
input of the DD receiver, as defined as in (4.15), with
BN D Rs. Equation (4.22) assumes single polarization
filtering at the RX side, i.e., a polarization tracking
receiver with a polarization analyzer that blocks the
ASE polarized orthogonal to the signal [4.92]. If no po-
larization filtering is used, the performance is slightly
degraded (a fraction of dB of OSNR penalty is typically
experienced). Figure 4.20 shows the ideal performance
for PAM-2, PAM-4 and PAM-8 constellations, obtained
using (4.22). Note that these results hold only at the zero
dispersion point. If there is substantial residual disper-
sion, then a more equidistant level spacing is required.
In general, best performance is obtained if the level
spacing is optimized. Figure 4.21 shows an example
of the back-to-back noisy eye diagrams after the post
detection electrical filter with either quadratic or linear
level spacing.

Figure 4.22 shows the dispersion tolerance of
PAM-4 with either equally spaced or quadratically
spaced levels. 5-pole electrical Bessel low-pass filters
with 3-dB bandwidth equal to Rs are used both at the
TX and at the RX side, and a 2nd-order super-Gaussian
passband optical filter with 3-dB bandwidth 2:5Rs is
present at the RX input. As expected, while the OSNR
sensitivity in back-to-back is significantly better for the
quadratic-spacing, the linear-spacing configuration has
a higher tolerance to GVD.

4.3 Optical Duobinary with Direct Detection

This section reviews the transmitter and receiver archi-
tectures required to generate and detect different types
of optical duobinary (ODB) signals. In Sect. 4.3.1,
the duobinary modulation concept is introduced. Sec-

tion 4.3.2 describes the practical implementation of
a DB transceiver in an optical system, while Sect. 4.3.3
discusses its back-to-back performance and dispersion
tolerance.
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4.3.1 Duobinary Line Coding

Figure 4.23 shows the canonical duobinary transmitter
structure that can be found in early papers and text-
books [4.9]. It is composed of a precoder, followed by
pulse shaping and a duobinary encoder.

The precoder transforms the information bit se-
quence an 2 f0; 1g into a new bit sequence pn 2 f0; 1g
by performing a logical negative exclusive or (XOR)
operation between the sequences an and pn�1. Then the
normalization bn D 2pn�1 is applied in order to obtain
a bipolar sequence bn 2 f�1;C1g [4.17]. Note that the
presence of the precoder at the transmitter side allows
for easier recovery of the data stream on a bit-by-bit ba-
sis and avoids error propagation at the receiver.

The modulated signal after pulse shaping is a stan-
dard bipolar ASK signal which can be written as

s.t/D
X

n

bnqT.t� nTs/ ; (4.23)

where bk 2 f�1;C1g are the binary symbols carrying
the information, Ts is the symbol time, and qT.t/ is the
pulse shape in the time domain. The duobinary coded
signal is obtained by adding the data delayed by one
symbol period to the present data [4.9, 17], therefore

sT.t/D s.t/C s.t�Ts/
D
X

n

bnqT.t� nTs/C
X

n

bnqT.t� nTs� Ts/

D
X

n

bnqT;DB.t� nTs/ ; (4.24)

with qT;DB.t/D qT.t/C qT.t�Ts/. Note that the signal
sT.t/ can be also expressed as

sT.t/D
X

n

2cnqT.t� nTs/ ; (4.25)

with cn D bnC bn�1. The obtained symbols can thus
assume three possible levels (cn 2 f�1; 0;C1g), cor-
responding to the constellation diagram shown in
Fig. 4.24.

Precoder Duobinary encoder

an pn bn s(t) sT(t)Digital 
source 2pn  – 1

pn – 1 Electronic
driver

Shaping
filter

Delay
Ts

+

Fig. 4.23 Schematics of a duobinary transmitter

Im(cn)

Re(cn)

Fig. 4.24 The
DB constellation
diagram

At the receiver side, the received signal is filtered
by a filter with impulse response hR.t/, generating the
signal

sR.t/D
X

n

bnqR;DB.t� nTs/

D
X

n

2cnqR.t� nTs/ ; (4.26)

with qR;DB.t/D qT;DB.t/	 hR.t/D qR.t/C qR.t�Ts/
and qR.t/D q.t/	 hR.t/. The correlated three-level
signal is finally demodulated into a binary signal by
performing amodulus operation which converts�1 and
C1 to a 1 bit and “0” to a 0 bit. If the precoder shown
in Fig. 4.23 is used, jcnj D an and the transmitted
sequence is recovered without the need of any further
processing. Note that the modulus operation is auto-
matically performed by a DD receiver, where the input
signal is squared by the photodetector. Figure 4.25
shows an example of the noisy three-level eye diagram
before detection and the two-level eye diagram after
quadratic detection.

If the pulse qR.t/ satisfies the Nyquist criterion for
the absence of ISI, i.e.,

qR.0/¤ 0; qR.nTb/D 0; 8n¤ 0 ;

then the duobinary pulse qR;DB.t/ has two identical
nonzero samples T seconds apart [4.9], where

qR;DB.0/D qR;DB.Ts/¤ 0 ;

qR;DB.nTs/D 0 ; 8n¤ 0; 1 : (4.27)
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Fig. 4.25a,b The eye diagram of the noisy DB signal before (a) and after DD (b). The red dashed lines indicate the zero
power level
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Fig. 4.26 (a) The time domain and (b) frequency domain characteristics of the minimum bandwidth DB pulse

In practice, DB pulses are defined as pulses that spread
over two bit intervals, i.e., pulses that correlate adjacent
bits through the introduction of a controlled amount of
ISI [4.9].

The DB encoder is equivalent to a filter with transfer
function

HDB.f /D 1C e�j2 f Ts D 2e�j f Ts cos. fTs/ : (4.28)

If an ideal low-pass filter is used for pulse shaping, the
minimum bandwidth duobinary signal is obtained [4.9],
whose Fourier transform is equal to

QR;DB.f /D
(
2e�j f Tb cos. fTs/ if jf j< 1

2Ts

0 if jf j> 1
2Ts :

(4.29)

The time domain and frequency domain characteris-
tics of the minimum bandwidth DB pulse are shown
in Fig. 4.26. Note that the spectrum decays to zero
smoothly, which means that physically realizable filters
can be designed that approximate this spectrum very
closely.

In [4.93] a rigorous analysis of the ASE-noise-
limited back-to-back sensitivity performance of DB
modulation was presented, showing that the quantum
limit of DB modulation with DD is 0:91 dB better than
that of IMDD (Fig. 4.27). However, as for IMDD, the
quantum limit can be reached only using a perfectly
matched filter at the receiver (before quadratic detec-
tion) [4.94], a condition which is hard to achieve with
analog optical filters. In fact, the actual performance of
optical systems employing the DB modulation depends
on the particular method that is used to perform DB en-
coding and on the degree of optimization of the system
components (for example optical and electrical filters),
as shown in the following section.

4.3.2 Optical Duobinary (ODB) Transmitter

The first implementations of optical duobinary
(ODB) [4.95] were based on the generation of a three-
level electrical signal by tight filtering of a standard
electrical binary NRZ signal using a half data-rate
raised-cosine filter with roll-off equal to 1. The three-
level signal was then applied to a standard MZM
to generate a three-level intensity-modulated optical
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Fig. 4.27 Quantum limit of DB and binary signals with
quadratic detection in ASE-noise-limited systems. The
quantum limit of binary IMDD is also shown for compari-
son

signal. A conventional preamplified receiver was
used, with an appropriately configured logic circuit
to perform a dual threshold detection. The sensitivity
penalty of this scheme with respect to binary NRZ
was very high (� 4 dB at BERD 10�9). One of the
reasons for this penalty was the use of a pure intensity
modulation, allowing transmission and detection of
only positive values for the signal levels.

In order to reduce the sensitivity penalty, the use
of mixed amplitude and phase modulation was pro-
posed [4.96], which allows the use of a symmetric
DB constellation. The transmitter schematic is shown
in Fig. 4.28. The ODB signal is obtained by apply-
ing a duobinary-encoded three-level electrical signal to
a dual-drive MZM driven between its transmissionmin-

(–V�, V�)

(–V�, V�)

Driver

Driver

CW
laser

Digital 
source Precoder

Data

Data

Delay
Ts

+

Delay
Ts

+

Fig. 4.28
Schematic of
the AM/PM ODB
transmitter

ima (i.e., in a 2V  range), as shown in Fig. 4.29. The
signal is then decoded using a standard DD receiver.
In [4.97] a similar approach was proposed, approximat-
ing the delay-and-add operation needed to obtain the
DB encoding using a narrow electrical filter. In practice,
the effect of this modulation scheme is the generation of
an optical signal with two intensity levels (correspond-
ing to the “0” or “1” transmitted bits), but the optical
phase of the “1” levels may be equal to either 0 or , de-
pending on the level (“C1” or “�1”) of the three-level
driving signal.

These kinds of modulation techniques (based on
a binary intensity signal with phase shifts at the higher
levels) have subsequently been named phase-shaped bi-
nary transmission (PSBT) by Pennincks et al. in [4.98],
where a similar but simpler approach was proposed,
using a conventional low-pass Bessel filter and a single-
drive MZM driven between its transmission maxima
(Fig. 4.29). The schematic of the PSBT transmitter
proposed in [4.21, 98] is shown in Fig. 4.30, where
the precoder is followed by a 5-pole Bessel elec-
trical low-pass filter with 3-dB bandwidth BTX;el �
0:25Rb, which is a good approximation of the first
arch of an ideal duobinary filter (a cosine-shaped fil-
ter). The modulator can be optionally followed by
an optical transmitter filter for further pulse shap-
ing [4.23]. Note that Fig. 4.30 shows a transmitter
setup with single-ended driver configuration and single
ODB filter. In practice, an implementation is some-
times preferred in which both arms of the MZM are
driven differentially instead. While such a set-up re-
quires two ODB filters (one for each MZM arm), each
driver only needs to drive a swing of V  instead of
2V  which can lead to lower power dissipation and
cost.

Figure 4.31 shows an example of the power spec-
trum of a PSBT signal, compared with a standard
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NRZ signal spectrum. Besides its higher resilience to
chromatic dispersion [4.18, 19, 98], the narrow opti-
cal spectrum of PSBT signals reduces the cross-talk
between adjacent channels in ultradense WDM sys-
tems [4.17], allowing a higher spectral efficiency than
IMDD systems to be achieved.

Among all ODB generation techniques, the PSBT
is the one that has become the most popular in optical
transmission research because of its simple implemen-
tation and good performance. The next subsection is
devoted to a performance analysis of ODB transmission
implemented through PSBT.

4.3.3 Back-to-Back Performance
and Dispersion Tolerance

Several studies have been published on the optimiza-
tion of electrical and optical filter bandwidths at the
transmitter and/or the receiver side [4.22–24, 26, 99],
in order to improve the back-to-back performance of
PSBT transceivers and approach the theoretical curve

shown in Fig. 4.27. All these studies yielded similar re-
sults, which are summarized here:

� The optimum electrical filter bandwidth at the trans-
mitter is in the range 0:25�0:35Rs.� The use of an optical filter at the transmitter with
optimized bandwidth (around 0.75Rs) can slightly
improve the performance.� The sensitivity can be significantly improved by
using a tight optical filter at the receiver (with band-
width around 0.75Rs), and the use of the typical
bandwidth of MUX/DEMUX in optical systems
can significantly degrade the back-to-back perfor-
mance.� The optimum electrical bandwidth of the receiver is
typically higher than 2Rs and the use of the typical
bandwidth values around 0.75Rs can significantly
degrade the performance.

Note, however, that the parameters and results are not
all independent. In fact, optical and electrical filter
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Fig. 4.31 A comparison between the power spectrum of
NRZ- and PSBT-modulated signals

bandwidth can be traded-off to some extent. As an ex-
ample, a narrow optical and wide electrical RX filter
can produce similar results to a wider optical filter and
a narrower electrical one, as also shown in the following
analysis.

Figure 4.32 shows an example of back-to-back per-
formance of PSBT, which compares three different
system scenarios at the quantum limit in ASE-noise-
limited systems:

� System 1 (an optimized system): 5-pole Bessel elec-
trical low-pass filters with 3-dB bandwidth 0.32Rs

at the TX and 3.5Rs at the RX; second-order super-
Gaussian RX optical passband filter with 3-dB
bandwidth 0.69Rs.� System 2 (a realistic PIN RX, with 7:5-GHz band-
width at 10GBd or 30-GHz bandwidth at 40GBd):
5-pole Bessel electrical low-pass filters with 3-dB
bandwidth 0.29Rs at the TX and 0.75Rs at the RX;
second-order super-Gaussian RX optical passband
filter with 3-dB bandwidth 0.7Rs.� System 3 (standard filter bandwidths at the RX
for both electrical and optical filters, for example
BRX;el D 7:5GHz and BRX;opt D 35GHz at 10GBd,
with a channel spacing equal to 50GHz, typical for
WDM systems): 5-pole Bessel electrical low-pass
filters with 3-dB bandwidth 0.24Rs at the TX and
0.75Rs at the RX; second-order super-Gaussian RX
optical passband filter with 3-dB bandwidth 3.5Rs.

The optimized PSBT (system 1) has � 0:4 dB
penalty with respect to the quantum limit curve both
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PSBT – optimized
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PSBT – Wide optical filter

Fig. 4.32 BER versus OSNR characteristics for three con-
figurations of PSBT. The theoretical limit curve is also
shown for comparison

at BERD 10�3 and BERD 10�9. In the more real-
istic scenario using a standard PIN RX (system 2),
the penalty is higher, slightly exceeding 0:6 dB at
BERD 10�3 and 1 dB at BERD 10�9. Note that the
use of a wide optical filter at the RX (system 3)
yields a much worse performance, i.e., � 5 dB OSNR
penalty at a BER of 10�3 with respect to the theoretical
limit [4.24].
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Fig. 4.33 Impact of frequency offset between carrier and
optical filter for ODB with optimized RX optical filter
bandwidth (0:69Rs) and with larger RX filter bandwidths
(2Rs and 5Rs), in terms of required OSNR to obtain a BER
equal to 10�3. The electrical filter bandwidths have been
optimized in each case
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Fig. 4.34 (a) GVD tolerance of NRZ and three configurations of ODB in terms of required OSNR (over a bandwidth
equal to Rs) to obtain BERD 10�3 as a function of the normalized accumulated dispersion. (b) First-order PMD tolerance
of NRZ and three configurations of ODB in terms of OSNR penalty as a function of the normalized DGD in the worst-
case power-splitting ratio between the two PSPs

Impact of RX Optical Filter Detuning
One possible drawback of using narrow-bandwidth op-
tical filtering to tailor the optimum DB pulse shape
is the penalty that may be incurred when the car-
rier frequency drifts away from the filter center fre-
quency [4.23]. Figure 4.33 shows the impact of a fre-
quency detuning 
f between the center frequency of
the optical RX filter and the TX laser, in terms of
OSNR required to achieve a BERD 10�3 as a func-
tion of the normalized detuning 
f =Rs. Because of the
narrow bandwidth of the optical filter, the performance
of the optimized ODB system is extremely sensitive
to the frequency offset. The results shown in Fig. 4.33
demonstrate that the center of the optical filter should be
aligned to the carrier frequency within˙0:15Rs in order

to maintain the sensitivity advantage over the wide-
filter ODB.

Dispersion Tolerance
Because of its narrower spectral width, ODB modula-
tion has a significantly higher tolerance to GVD than
binary IMDD. The behavior of ODB in the presence
of GVD, though, is strongly dependent on the opti-
cal filter bandwidth, as shown in Fig. 4.34a, where the
performance of the IMDD-NRZ format is also shown
for comparison. The tolerance to PMD is however in
general lower for ODB formats [4.35], as shown in
Fig. 4.34b. In all cases, the TX and RX electrical fil-
ter bandwidths have been optimized in the back-to-back
configuration.

4.4 Differential Phase Modulation with Interferometric Detection

This section reviews the transmitter and receiver archi-
tectures required to generate and detect different types
of optical signals based on differential phase modula-
tion. In Sect. 4.4.1, the concept of differential phase
modulation is introduced. Section 4.4.2 describes the
optical transmitter structure for the generation of binary
and quaternary formats with differential phase modula-
tion, named differential phase-shift keying (DPSK) and
differential quadrature phase-shift keying (DQPSK),
respectively. Note that DPSK is also referred to as
DBPSK in the literature. In Sect. 4.4.3, the interfer-
ometric receivers used to extract the phase difference
between DPSK and DQPSK symbols are described,

while Sect. 4.4.4 shows the back-to-back performance
of DPSK/DQPSK systems, focusing on the impact of
realistic implementation penalties at the transmitter and
receiver sides.

4.4.1 Differential Phase-Shift Keying

Phase-shift keying (PSK) is a modulation technique
that encodes the information in the phase of the con-
stellation symbols, keeping the amplitude constant. For
instance, in the binary version of PSK (known as BPSK
or 2PSK), a “1” may correspond to the phase value
0 and a “0” to the phase value  . In general, for an
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Fig. 4.35a–c Examples of (a) 2PSK,
(b) 4PSK, and (c) 8PSK constellations

Table 4.2 The logical operations of the differential pre-
coder for DPSK

Input bit ak Phase difference Output bit pk
0   pk�1
1 0 pk�1

Input bit ak Phase difference Output bit pk
0   pk�1
1 0 pk�1

M-level PSK constellation (MPSK), the M informa-
tion symbols are encoded into M phase values, i.e.,
'n D 2n =M with nD 0; 1; : : : ;M� 1. The complex
envelope of PSK-modulated signals can be written as
(4.1), with ak D ej'k and 'k 2 f'j' D .2 n/=M, with
nD 0; 1; : : : ;M� 1g. Figure 4.35 shows examples of
PSK constellations with M D 2, 4, and 8.

In order to decode a phase-modulated signal, the es-
timate of the absolute carrier phase is required [4.9]. In
practice, however, the carrier phase is extracted from
the received signal by performing some nonlinear op-
eration that introduces a phase ambiguity. For instance,
the widely used Viterbi&Viterbi phase estimation algo-
rithm [4.100], which raises the signal to the power of
M in order to remove the modulation, generates a phase
ambiguity equal to 2 =M. Consequently, an absolute
estimate of the carrier phase is typically not available
for demodulation.

A possible solution to this problem consists in en-
coding the information in the phase difference between
two consecutive symbols. For example, in binary PSK
an information bit “1” is transmitted by shifting the
phase of the carrier by   with respect to the previous
signaling interval, while an information bit “0” is trans-
mitted by applying a zero phase shift relative to the
previous signaling interval. In 4PSK the relative phase
shifts between successive intervals are 0,  =2,  , and
3 =2, corresponding to the four possible transmitted bit
pairs (00, 01, 11, and 10, respectively). Differentially
encoded binary (M D 2) and quaternary (M D 4) mod-
ulation formats are often referred to as differential PSK
(DPSK) and differential quadrature phase-shift keying
(DQPSK).

Tables 4.2 and 4.3 show the logical operations of the
differential precoder that is used to encode the informa-
tion bits on the phase difference of the carrier between
two consecutive signal intervals for DPSK and DQPSK,

Table 4.3 The logical operations of the differential pre-
coder for DQPSK [4.101]

Input bits Phase
difference

Output bits
ak bk pk qk
0 0   pk�1 qk�1
0 1  =2 qk�1 pk�1
1 0 3 =2 qk�1 pk�1
1 1 0 pk�1 qk�1

Input bits Phase
difference

Output bits
ak bk pk qk
0 0   pk�1 qk�1
0 1  =2 qk�1 pk�1
1 0 3 =2 qk�1 pk�1
1 1 0 pk�1 qk�1

respectively [4.101]. For DPSK, the input bit sequence
ak is encoded onto the output sequence pk that is used
to generate the DSPK waveforms transmitted over the
channel. For DQPSK, pairs of input bits (ak and bk) are
encoded onto two output bit sequences pk and qk, corre-
sponding to the in-phase and quadrature components of
the DQPSK symbols to be transmitted over the channel.

The optimum detector for PSK signals is based on
coherent detection, i.e., the received signal is multiplied
by a carrier with the same frequency and phase of the
transmitted signal and then goes through a low-pass
matched filter [4.9]. Using the optimum demodulator,
the bit error probability of both BPSK and QPSK mod-
ulations is given by

BERD 1

2
erfc

�
Eb

N0

�
: (4.30)

If differential encoding is applied at the transmitter, the
same coherent demodulator can be used, followed by
a phase comparator that compares the phases of the
demodulated signal over two consecutive intervals in
order to extract the information. Coherent demodula-
tion of differentially encoded PSK results in a higher
BER than standard PSKmodulations. In particular, with
differentially encoded PSK an error in the demodulated
phase of the signal in any given interval will usually re-
sult in decoding errors over two consecutive symbols.
Consequently, the symbol error rate (SER) of differen-
tially encoded MPSK is approximately twice the SER
of MPSK with absolute phase encoding.

As will be shown in Sect. 4.4.3, differentially
encoded PSK signals can also be demodulated by
a direct-detection optical receiver, composed of a pair
of conventional photodetectors, through the use of an
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Fig. 4.36 A schematic of a DPSK
transmitter using a phase modulator
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Fig. 4.37 A schematic of a DPSK TX
using an MZ amplitude modulator

optical device called the asymmetric MZ interferome-
ter (AMZI) which is able to convert the phase-coded
signal into an intensity-coded signal before quadratic
detection. The price to pay to avoid the use of stan-
dard coherent detection is a performance penalty with
respect to the theoretical results determined by (4.30).

4.4.2 DPSK and DQPSK Optical Transmitter

Two possible structures of the DPSK optical transmitter
are shown in Figs. 4.36 and 4.37. The first one is based
on the use of a phase modulator, driven in the [0,V ]
range. The second and most common one employs an
MZM, biased at zero power transmission and driven be-
tween its transmission maxima. A pulse carver such as
the one shown in Fig. 4.11 can be added to generate RZ
pulses.

CW
laser

IQ modulator

�/2

Pulse
carver

Bit
source

Bit
source

Differential
precoder

(–V�, V�)

(–V�, V�)

Fig. 4.38 A schematic of a DQPSK TX

Figure 4.38 shows the schematic of a DQPSK trans-
mitter, which employs an IQ transmitter composed of
two MZMs, one for each quadrature of the QPSK
modulation. Each MZM is biased at zero power trans-
mission and driven between its transmission maxima.
A phase shift of  =2 is introduced between the two
arms before recombining the signals. A pulse carver
such as the one shown in Fig. 4.11 can be added to gen-
erate RZ pulses.

4.4.3 Interferometric Receiver

The DPSK RX structure is shown in Fig. 4.39. The op-
tical preamplifier is followed by an optical filter and an
AMZI with differential delay Td D 1=Rs, where Rs is
the symbol rate. Within the AMZI, the input signal is
split onto two paths and combined after a path differ-



Part
A
|4.4

108 Part A Optical Subsystems for Transmission and Switching

–

R1

R2

Bel

Bopt
�/2

AMZI

BPD

Fig. 4.39 A schematic of a DPSK RX
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Fig. 4.40a–c Electrical eye diagrams generated at the output of the upper (a) and lower arms of the AMZI (b) and at the
output of the balanced photodetector (c)

ence corresponding to one bit delay. If E.t/ is the optical
field at the input of the AMZI, then the signals at the
output of the two arms can be written as

E1.t/D 1

2
ŒE.t/CE.t�Td/ej•' 	; (4.31a)

E2.t/D 1

2
ŒE.t/�E.t�Td/ej•' 	; (4.31b)

where •' is a quantity that should ideally be equal
to 0 and that can be controlled, typically by thermal
adjustments. A balanced photodetector (BPD) follows,
which consists of two photodetectors (one for each out-
put branch of the AMZI), with responsivities R1 and
R2, connected so as to subtract their currents from each
other, and a postdetection electric filter. Ideally, for op-
timal reception, it should be the case that R1 D R2 and
•' D 0.

In practice, the AMZI can be viewed as a filter
that converts phase modulation into amplitude modula-
tion. The amplitude modulation is then detected by the
photodiodes. When two subsequent bits have the same
phase then E1.t/D E.t/, E2.t/D 0, while, if they have

opposite phase then E1.t/D 0, E2.t/D E.t/. In prac-
tice, the AMZI performs a differential demodulation of
the received signal.

The two ports form slightly different IM signals,
which give rise to different eyes, as shown in Fig. 4.40,
because of the different transfer functions of the two
arms of the AMZI (in the absence of phase modulation,
the upper and lower branches experience a construc-
tive or destructive interference, respectively). The BPD
sums the eyes reinforcing each other. In principle,
DPSK can be detected using only one photodiode, on
either Out1 or Out2. However, using detection on only
one port, the 2:7-dB sensitivity advantage over IMDD
is lost [4.102].

The AMZI can also be viewed as a 3-dB splitter fol-
lowed by a pair of filters whose transfer functions are
given by

jHp.f /j2D cos2
�
 .f � f0/TdC •'

2

�
; (4.32a)

jHm.f /j2D sin2
�
 .f � f0/TdC •'

2

�
: (4.32b)
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Fig. 4.41 Ideal AMZI transfer functions (given by (4.32),
with •' D 0). The thick black line corresponds to the center
frequency of the signal at the input of the AMZI

Assuming that DPSK is transmitted at an optical fre-
quency f0, the optimum demodulation requires that
jHp.f0/j D 1 and jHm.f0/j D 0. The phase error •' can
thus be seen as an incorrect tuning of the AMZ fil-
ter, by a quantity
f D Rs•'=.2 /. This corresponds to
a shift by 
f of the optical frequency of the AMZ filter
transfer function. Figure 4.41 shows the AMZI transfer
functions of (4.32) when •' D 0.
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Fig. 4.42 A schematic of a DQPSK RX

DQPSK Receiver
The DQPSK RX structure is shown in Fig. 4.42. It
consists of an optical filter, a pair of AMZIs with
a differential delay ideally equal to the time dura-
tion of a transmitted symbol, each followed by a BPD
consisting of two photodetectors (one for each out-
put branch of the AMZIs), connected so as to subtract
their currents from each other, and then followed by
a postdetection electric filter. The differential optical
phase between the interferometer arms should be set
to  =4 and � =4 for the upper and lower branches,
respectively.

If E.t/ is the optical field at the output of the RX op-
tical filter, the signals at the output of the upper AMZI
can be written as

E1.t/D 1

2
ŒE.t/CE.t�Td/ej  4 ej•' 	; (4.33a)

E2.t/D 1

2
ŒE.t/�E.t�Td/ej  4 ej•' 	; (4.33b)

where •® is a quantity that can be controlled, typi-
cally by thermal adjustments of the AMZ; •' can be
transformed into a frequency-detuning parameter
f of
the AMZI transfer function through the relation 
f D
Rs•'=.2 /. The value 
f D 0 corresponds to perfect
tuning of the AMZI.
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Fig. 4.43 Ideal performance of DPSK and DQPSK sys-
tems with interferometric detection. The performance of
IMDD is also shown for comparison

4.4.4 Back-to-Back Performance
and Dispersion Tolerance

The best performance is achieved when the receiver
contains an optical filter matched to the received op-
tical signal, ideal photodetectors, and no postdetection
electrical filters. In this ideal case, and in the absence
of any TX or RX impairment, the BER achievable with
the DPSK modulation is equal to [4.29, 103]

BERD 1

2
e�2OSNR

�
1C 1

2
OSNR

�
; (4.34)

where OSNR is defined by (4.15) over a bandwidth
equal to the symbol-rate Rs. The BER versus OSNR
curve for DPSK is shown in Fig. 4.43 as a dashed red
line. Comparing it to the optimum matched filter per-
formance of OOK-IMDD (solid black line), an OSNR
gain of approximately 3 dB is achieved by DPSK. The
performance curve of DQPSK is shown in Fig. 4.43
as a dotted green line. It has been estimated using

Table 4.4 Optimized RX filter bandwidths in different configurations and corresponding system performance and OSNR
penalty with respect to the ideal matched filter receiver

Case Bopt=Rs Bel;RX=Rs OSNR@BER D 10�3

(dB)
OSNR penalty
(dB)

IMDD-NRZ 1.2 0.8 9:0 1:0
IMDD-RZ 2.0 1.0 8:5 0:5
DPSK-NRZ 1.2 1.6 5:9 0:3
DPSK-RZ 2.0 1.2 5:7 0:1
DQPSK-NRZ 1.2 1.6 9:7 0:4
DQPSK-RZ 2.0 1.2 9:5 0:2

Case Bopt=Rs Bel;RX=Rs OSNR@BER D 10�3

(dB)
OSNR penalty
(dB)

IMDD-NRZ 1.2 0.8 9:0 1:0
IMDD-RZ 2.0 1.0 8:5 0:5
DPSK-NRZ 1.2 1.6 5:9 0:3
DPSK-RZ 2.0 1.2 5:7 0:1
DQPSK-NRZ 1.2 1.6 9:7 0:4
DQPSK-RZ 2.0 1.2 9:5 0:2

the semianalytical technique described in [4.104], since
a closed-form formula for performance evaluation is
not available for DQPSK. The reference bandwidth for
the OSNR is equal to Rs, thus the reported curves give
a direct comparison of systems operating at the same
symbol rate. DQPSK allows transmitting information at
a double rate with respect to the binary formats, at the
expense of an OSNR penalty of� 1 dB with respect to
IMDD and � 3:5 dB with respect to DPSK, at a refer-
ence BER of 10�3.

The sensitivity gain of DPSK and DQPSK with re-
spect to IMDD depends on the practical implementation
of the transceiver (for example on the electrical and op-
tical filter bandwidths). In [4.34, 102, 104] it was shown
that, like for OOK formats, a careful optimization of the
filter bandwidths can yield a performance very close
to the theoretical matched filter limits, provided that
a narrowband optical filter is available at the receiver.
If the optical filter bandwidth is wide, the performance
penalty with respect to the ideal performance can be
kept below 1 dB by optimizing the TX and RX electri-
cal bandwidths [4.104].

Table 4.4 shows an example of optimized 3-dB fil-
ter bandwidths when a second-order super-Gaussian
optical passband filter and a 5-pole Bessel electrical
low-pass filter are used at the RX. Six different cases
have been considered, i.e., IMDD, DPSK, and DQPSK
all with either NRZ or RZ modulation. In the case of
NRZ modulations, the transmitted pulses are shaped by
a 5-pole Bessel low-pass filter with 3-dB bandwidths
equal to 0.75Rs for IMDD, 0.9Rs for DPSK, and 0.45Rs

for DQPSK. The OSNR (over a bandwidth equal to Rs)
required to achieve BERD 10�3 is also shown, together
with the penalty with respect to the matched filter case.

Interferometric Receiver Implementation
Impairments

The receiver architecture used for both DPSK and
DQPSK is more complex than a standard DD receiver,
requiring the additional use of an AMZI and a pair of
BPDs for each quadrature. The performance of the sys-
tem can thus be affected by imperfections in the AMZI
or in the BPD:
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Fig. 4.44a–d Impact of interferometric RX implementation impairments on DPSK-NRZ and DPSK-RZ in terms of
OSNR penalty. The target BER is 10�3, and the values of reference OSNR (over a bandwidth equal to Rs) in the absence
of impairments are shown in Table 4.4

� AMZI frequency-detuning 
f with respect to the
transmit laser, due to a nonzero phase mismatch •'
between the two branches of the AMZI ((4.32) and
(4.33)): 
f =Rs D •'=.2 /.� AMZI delay error 
�AMZI, due to a mismatch be-
tween the delay Td between the two arms of the
AMZI and the symbol time Ts:
�AMZI D Td �Ts.� BPD delay imbalance 
�BPD, due to a time mis-
match in the propagation paths in the two arms of
the BPD.� BPD gain imbalance K, due to a mismatch between
the responsivities R1 and R2 of the photodiodes in
the two arms of the BPD defined as K D R1=R2.

In the following, the impact of such impairments on the
performance is estimated for both DPSK and DQPSK,
in terms of OSNR penalty with respect to the ideal
case with no imperfections at a reference BER equal
to 10�3 (which assumes the use of a hard-decision

FEC scheme). The filter parameters used in simulations
are those shown in Table 4.4. The results, shown in
Fig. 4.44 for DPSK and Fig. 4.45 for DQPSK, indicate
that the tolerance to AMZI and BPD imperfections is
in general higher for DPSK than for DQPSK, when op-
erating at the same symbol rate (note that all time and
frequency errors in the x-axes of Figs. 4.44 and 4.45
are normalized with respect to symbol time/symbol
rate). RZ-DPSK is less tolerant that NRZ-DPSK to de-
lay errors (both in the AMZI and in the BPD), whilst
the impact is almost the same for RZ-DQPSK and
NRZ-DQPSK. The most critical parameter is the fre-
quency detuning between the AMZI and the transmit
laser: an offset of only 6% of the symbol rate in-
duces a 1-dB penalty on DPSK and more than 3-dB
penalty on DQPSK. Note that this frequency offset
could fully be compensated for by proper tuning of
the path length difference within the AMZI on an op-
tical wavelength scale, by inserting a phase shifter in
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Fig. 4.45a–d Impact of interferometric RX implementation impairments on DQPSK-NRZ and DQPSK-RZ in terms of
OSNR penalty. The target BER is 10�3, and the values of reference OSNR (over a bandwidth equal to Rs) in the absence
of impairments are shown in Table 4.4

one of the AMZI paths [4.105]. However, the results
shown in Figs. 4.44a and 4.45a may set stringent re-
quirements to the wavelength stability of the transmit
laser. Similar analyses can be found in [4.104–108],
where much lower values of reference BER (10�9 or
10�10) were used, which imply a slightly lower tol-
erance to the imperfections than the one observed at
BERD 10�3.

Dispersion Tolerance
Figure 4.46 shows the performance of DPSK and
DQPSK modulation formats (with either RZ or NRZ
line coding) in the presence of either GVD or a first-
order PMD. The simulation setup is the same as
described in Sect. 4.2.4, with optimized RX filter band-
width (as shown in Table 4.4). Linear fiber propagation
was assumed, while first-order PMD was emulated by

inserting a deterministic DGD value 
�DGD between
the two principal states of polarization. The worst-case
of equal power-splitting ratio between the two PSPs was
considered. The curve for IMDD-NRZ is also shown for
comparison.

For the system configurations considered in
Fig. 4.46, the highest GVD tolerance is achieved by
DPSK-NRZ, while the other formats have a much lower
GVD tolerance. However, it must be noted that the
comparison is performed at the same symbol rate, i.e.,
DQPSK has double bit rate with respect to DPSK and
IMDD. The tolerance to GVD for DQPSK operating at
the same bit rate would thus be increased by a factor
of 4, achieving a higher tolerance than the binary for-
mats, thanks to its narrower spectral width. The DGD
tolerance is instead similar for all formats (at the same
symbol rate).
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Fig. 4.46a,b GVD and first-order PMD tolerance of DPSK and DQPSK in terms of OSNR penalty with respect to back-
to-back performance as a function of either (a) the normalized accumulated dispersion or (b) the normalized DGD in the
worst-case power-splitting ratio between the two PSPs. The performance of IMDD-NRZ is also shown for comparison.
The target BER is 10�3 and the values of reference back-to-back OSNR (over a bandwidth equal to Rs) are shown in
Table 4.4

4.5 IQ Modulation with Coherent Detection

This section reviews the transmitter and receiver ar-
chitectures required to generate and detect different
types of high-order modulation formats employing co-
herent detection. Section 4.5.1 reviews the architecture
of an IQ transmitter, which can be used to generate
arbitrary two-dimensional (2D) constellations or four-
dimensional (4D) constellations if polarization multi-
plexing is employed. The architecture of a coherent-
detection optical receiver is described in Sect. 4.5.2,
while Sect. 4.5.3 introduces the Nyquist-WDM mul-
tiplexing technique, highlighting the compromise be-
tween spectral efficiency and performance. Finally,
Sect. 4.5.4 focuses on flexible transponders, designed
to dynamically adapt the transmission speed and mod-
ulation format to the channel conditions.

4.5.1 IQ Transmitter

Combining amplitude modulation and phase modula-
tion, the class of modulation formats known as QAM
(quadrature amplitude modulation) is obtained. The
complex envelope of QAM modulated signals can be
written as [4.9]

sT.t/D
X

k

.pkC jqk/gT.t� kTs/ ; (4.35)

where pk and qk are the coordinates of the constellation
points on the in-phase and quadrature axes, respec-

tively, Ts is the symbol time, and gT.t/ is the optical
pulse shape in the time domain. For each symbol slot,
M alternative waveforms can be transmitted, depend-
ing on the value of the information bits; M is called
the cardinality of the constellation. The maximum num-
ber of bits nb that can be carried by each constellation
symbol is equal to log2.M/. The transmission speed,
i.e., the bit rate, is given by Rb D nb=Ts. Figure 4.47
shows a few examples of QAM constellations (forM D
4; 16; 32;64).

Any optical QAM signal could be in principle
generated by using a single dual-drive MZM [4.109].
However, the required number of levels of the electri-
cal driving signals would be quite high (for example
for a 16-ary driving signals are needed for 16QAM),
trading the simplicity of the optical part for a big electri-
cal effort. Another method to generate arbitrary QAM
constellations is based on the use of two consecutive
optical modulators: an MZM for amplitude modulation
and a phase modulator to set the phase. Also in this
case, the simplicity of the optical TX part implies the
use of a complex electrical level generator which can-
not be easily implemented for high data rates [4.110].

The most commonly used TX configuration to gen-
erate QAM signals is based on an IQ modulator, like
the one used in the generation of DQPSK signals
(Fig. 4.38). This configuration exploits the fact that each
constellation point can be projected on the in-phase and
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Fig. 4.47 High-order square QAM modulation format constellations (for M D 4; 16; 32; 64)

quadrature axes, in order to reduce the number of re-
quired levels for the driving signal (which is equal to
log2.M/ for M-QAM). The scheme of the conventional
IQ transmitter is shown in Fig. 4.48. Two multilevel
electrical driving signals are generated (one for the in-
phase and the other for the quadrature component of
the QAM signal), each of them driving one of the two
MZMs in the IQ modulator. In general, an adaptive
and precise bias control algorithm for the IQ modu-
lator is essential to minimize transmitter impairments
and to maintain long-term stable operation [4.111–
115].

Combining two IQ transmitters using a polariza-
tion beam splitter/combiner, polarization-multiplexed
QAM (PM-QAM) signals can be generated, as shown
in Fig. 4.49. The light from a single laser signal is split
and sent into four separate Mach–Zehnder modulators.
The upper and lower portions of this super-MZM struc-
ture each generate an M-QAM signal. The signals are
then sent into a polarization beam combiner (PBC), af-
ter applying a polarization rotation to the lower branch,
so that the signal from the upper half of the circuit be-
comes X-polarized, while the signal from the lower half
of the circuit becomes Y-polarized.

Generation of the Multilevel Driving Signals
Multilevel driving signals with a desired pulse shape
can be efficiently generated using a digital signal pro-

CW
laser

I
vI(t)

vQ(t)

EI(t)

EQ(t)

Q

Multilevel electrical signal

Multilevel electrical signal

�/2

Fig. 4.48 A single polarization IQ
transmitter

cessing (DSP) block, followed by a digital-to-analog
converter (DAC) which generates the driving electrical
signal. Any DAC device is characterized by two main
parameters, which set a limit to its performance. These
are:

� The sampling speed fDAC, which limits the achiev-
able symbol rate Rs D fDAC=NSpS, where NSpS is the
number of samples per symbol (SpS), also indicated
as the oversampling factor.� The number of resolution bits NDAC, which limits
the cardinality of the modulation format. In fact,
the higher the order of the modulation format, the
higher is the required value of NDAC.

Typically, if fDAC increases, NDAC decreases. The
achievable symbol rate can clearly be increased by de-
creasing the oversampling factor. In doing so, penalties
could be incurred due to interference produced by spec-
tral replica of the useful spectrum in the DAC process.
In [4.116], a 1.5 SpS DAC-supported Nyquist-WDM
PM-16QAM experiment was reported, using a DAC
with fDAC D 23:4GHz and thus achieving a symbol rate
Rs D 15:6GBd. In [4.117], 1.33SpS were employed in
a 100-km PM-64QAM single-channel transmission at
252Gb=s. In [4.118], an oversampling factor as low
as 1.15 was used, limiting the penalty due to spec-
trum replica thanks to the use of antialiasing electrical
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Fig. 4.49 A dual
polarization IQ
transmitter (PBC:
polarization beam
combiner)

filters. The distortions on the useful signal introduced
by the bandwidth limitations of the TX can be com-
pensated for in the digital domain using a properly
designed pre-equalizer in the DSP block before the
DAC [4.119].

4.5.2 Coherent Optical Receiver

The basic structure of the most commonly used co-
herent optical receiver is shown in Fig. 4.50. It is
a phase-diversity RX [4.39, 120] which is able to re-
trieve the in-phase and quadrature components of the
complex amplitude of an optical signal without locking
the frequency and phase of the local oscillator (LO).
The only requirement is that the frequency offset be-
tween the TX laser and the LO is limited to a fraction of
the symbol rate. This type of coherent detection without
active optical phase lock loop is also known as intra-
dyne coherent detection.

In the schematic shown in Fig. 4.50, the optical
data signal is mixed with a signal generated by an
LO through a six-port optical device called a 90ı hy-
brid [4.121], which consists of a two-by-two optical
coupler with a 90ı phase delay function implemented
in one arm of the coupler. The input/output characteris-
tic of a 90ı hybrid is given by

0

B
B
@

E1.t/
E2.t/
E3.t/
E4.t/

1

C
C
A

0

B
B
@

C1 C1
C1 �1
C1 �j
C1 Cj

1

C
C
A

�
ES.t/
ELO.t/

�
; (4.36)

with

ES.t/D
p
PS.t/e

jŒ2 fstC'D.t/	 ; (4.37a)

ELO.t/D
p
PLOejŒ2 fLOtC'LO.t/	 : (4.37b)

The output signals are then converted from the optical
domain into the electronic domain with a pair of bal-
anced photodetectors, whose output currents are given
by

II.t/D R
�
jE1.t/j2 � jE2.t/j2


; (4.38a)

IQ.t/D R
�
jE3.t/j2 � jE4.t/j2


; (4.38b)

where R is the responsivity of the photodiode (which is
ideally the same for all four photodetectors). Substitut-
ing (4.36) and (4.37) into (4.38), gives

II.t/D 4RRe.ES.t/E
	
LO.t//

D 4R
q
PS.t/P	LO cos Œ2 •ftC 'D.t/�'LO.t/	 ;

(4.39)

IQ.t/D 4R Im.ES.t/E
	
LO.t//

D 4R
q
PS.t/P	LO sin Œ2 •ftC 'D.t/�'LO.t/	 ;

(4.40)

where •f D fS� fLO is the frequency offset between the
TX laser and the LO. Combining the two photocurrents
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Fig. 4.50 A coherent intradyne receiver based on phase-diversity detection (ADC: analog-to-digital converter, LO: local
oscillator; DSP: digital signal processing)

into a complex signal format gives

IIQ.t/D II.t/C jIQ.t/

D 4R
q
PS.t/P	LOe

jŒ2 •ftC'D .t/�'LO.t/	 ; (4.41)

which has the same phase as the data signal Es.t/ ex-
cept for the frequency offset and the additional phase
noise introduced by the LO. Both, phase noise and fre-
quency offset, can be compensated for using properly
designed DSP algorithms that can be applied to the re-
ceived samples after the analog-to-digital conversion
process, together with the compensation of the propa-
gation effects. Note that, if a single photodetector was
used instead of a balanced one, it would be necessary
to employ a local oscillator laser with 20�25 dB more
power than the incoming signal in order for the re-
sulting coherent signal term to dominate [4.121]. By
using a balanced photodetector it is possible to employ
a much less powerful local oscillator.

The electrical low-pass filters (LPFs) shown in
Fig. 4.50 represent the cascade of all band-limiting
components in the RX. An additional antialiasing elec-
trical filter may be needed before the ADCs in order
to reduce the bandwidth of the input signal, thus relax-
ing the requirements for the ADC sampling frequency
fADC, which, in order to avoid a performance degrada-
tion due to aliasing [4.9], has to be higher than twice
the bandwidth of the input signal. The distortions intro-
duced on the useful signal by the bandwidth limitations
of the RX can be compensated for in the digital domain
by the adaptive or static equalizers present in the DSP
chain (refer to Chap. 6 for further details).

A polarization controller is needed at the input of
the receiver in Fig. 4.50 in order to align the polar-
ization states of the LO and the data signal. However,
in practical systems, the polarization of the incom-
ing signal is unlikely to remain aligned to the SOP
of the LO because of random changes in the birefrin-
gence of transmission fibers [4.122]. To deal with this
problem, polarization-diversity detection has been in-
troduced into the coherent receiver. The schematic of
the dual-polarization coherent receiver, based on polar-
ization diversity, is shown in Fig. 4.51. The incoming
optical signal passes through a polarization beam split-
ter (PBS), which divides the signal into two orthogonal
polarization signal components. Each component is
combined with an LO through an independent 90ı opti-
cal hybrid circuit. The eight signals are then converted
from the optical domain into the electronic domain us-
ing four balanced photodetectors. In the case of the
polarization-multiplexed system, the polarization trib-
utaries can be demultiplexed from the four outputs of
the receiver using DSP algorithms [4.45].

Customarily, the performance of optical coherent
systems is estimated by means of the OSNR, defined
by (4.15). To find the BER, the OSNR is inserted into
a suitable formula, which depends on the transmission
format. For instance, the ideal BER performance of
square PM-QAM formats with M constellation points
is given by [4.9]

BERPM�MQAM D 2.1� 1=pM/
log2 M

� erfc
 s

3OSNR

2 .M� 1/

!

; (4.42)
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Fig. 4.51 A dual-polarization coherent intradyne receiver based on phase- and polarization-diversity detection
(ADC: analog-to-digital converter, LO: local oscillator; DSP: digital signal processing; PBS: polarization beam split-
ter)

where OSNR is measured over a bandwidth equal to
the symbol rate. Equation (4.42), as well as textbook
formulas addressing other formats, assume that the RX
operates by filtering the incoming signal through a base-
band transfer function HRX.f / that is matched to the
transmitted signal baseband pulse. It is also assumed
that the ISI be absent. Otherwise, they are no longer
valid, in the sense that there is a penalty with respect
to what they predict. Note that in modern coherent sys-
tems, the DSP adaptive equalizer tends to make HRX.f /
converge to a matched shape, so that this condition is
typically well satisfied.

Under the mentioned assumptions of a matched
HRX.f / and no ISI, the OSNR in (4.15) also corre-

sponds exactly to the signal-to-noise ratio SNR that can
be directly measured on the RX electrical signal con-
stellation, at the input of the decision stage. In addition,
such SNR also coincides with the communications the-
ory widely used parameter energy-per-symbol versus
noise spectral density [4.9], that is SNRD Es=N0.

4.5.3 Nyquist-WDM

Today, transmission at 100Gb=s, enabled by the use
of quadrature phase-shift keying (QPSK) at 32GBd
with polarization multiplexing (PM), has reached ma-
turity and widespread deployment, and 200-Gb=s PM-
16QAM coherent transceivers are already commer-
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Fig. 4.52 Ideal back-to-back performance of high-order
QAM formats with coherent detection

cially available. Industry efforts are currently devoted
to the ASIC development for transceivers for 400Gb=s
and soon they will move to 1Tb=s. Since the transmis-
sion speed Rb is given by the product of the symbol rate
Rs and the number of bits per symbol nbps (Rb D Rsnbps),
higher values of Rb can be obtained by increasing ei-
ther Rs or nbps (i.e., the order of the modulation format).
Note that the first solution would have a strong im-
pact on the hardware complexity, whilst the second
one would mainly impact the DSP complexity. As an
example, a raw transmission rate of 480Gb=s can be
achieved either with 120-GBd PM-QPSK (nbps D 4) or
30-GBd PM-256QAM (nbps D 16). Figure 4.52 shows
the theoretical back-to-back performance of high-order
modulation formats, which highlights the fact that an
increase in the nbps introduces a higher requirement in
terms of SNR, which in turn results in a significantly
reduced achievable transmission distance [4.123].

Figure 4.53 shows the values of symbol rate and
number of bits per symbol needed to achieve a tar-
get net transmission speed of 100, 200, 400Gb=s, or
1 Tb=s, assuming that an FEC with 20% overhead
is used. The curves in Fig. 4.53 highlight the fact
that serial interface rates well beyond those provided
by state-of-the-art components (such as electro-optic
(E/O) converters, O/E converters, DACs, and ADCs)
are needed to achieve transmission speeds beyond
200Gb=s. This electronic bottleneck can be efficiently
circumvented through the use of superchannels, which
exploit optical parallelism to provide high per-channel
data rates and better spectral utilization [4.124]. A su-
perchannel is a collection of optical signals that are
modulated and multiplexed together with high spectral
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100 Gb/s
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Number of bits per symbol
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150

100

50
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Fig. 4.53 Symbol rate versus number of bits per symbol
needed to achieve a target net transmission speed of 100,
200, 400Gb=s, or 1 Tb=s (assuming that an FEC with 20%
overhead is used) (after [4.127])

efficiency (SE) at a common originating site, trans-
mitted and routed over a common optical link as
a single entity and received at a common destina-
tion site. Typically, the superchannels use spectrally
efficient advanced modulation formats in combination
with advanced multiplexing schemes such as orthog-
onal frequency-division multiplexing (OFDM) [4.125]
or Nyquist-WDM [4.123]. In [4.126] it was shown
that both techniques have potentially the same per-
formance, but Nyquist-WDM is much more robust to
practical implementation RX constraints, such as lim-
ited analog bandwidth and limited ADC speed. In the
following, we focus on the use of the Nyquist-WDM
technique, briefly describing its generation and detec-
tion processes.

Generation of a Nyquist-WDM Signal
Nyquist-WDM signal generation and transmission have
been demonstrated using either optical filters or DSP-
based electrical filters [4.128–130]. Compared to the
optical filter solution, the DSP-based approach is more
flexible as the same hardware can be used to generate
different filter shapes and modulation formats [4.131,
132]. In practice, the system cost is limited by the com-
plexity, speed, and power consumption. Therefore, it
is necessary to optimize the digital Nyquist design for
the required signal in order to minimize complexity and
speed [4.133–135].

In order to satisfy the Nyquist criterion for the
absence of ISI among adjacent pulses [4.9], a raised-
cosine (RC) spectral shape is typically used. The RC
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Fig. 4.54a,b RC pulses in the time domain (a) and frequency domain (b)

transfer function is defined as follows

HRC.f /D

8
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ˆ̂
ˆ̂<

ˆ̂̂
ˆ̂̂
:̂

Ts; if jf j � 1��
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2Ts

�
�
;

if 1��
2Ts
� jf j � 1C�

2Ts

0; if jf j 
 1C�
2Ts

;

(4.43)

where Ts is the symbol time (reciprocal of the symbol
rate) and � is the roll-off factor, that can take values in
the range Œ0; 1	. The impulse response corresponding to
an RC spectrum is

hRC.t/D sin . t=Ts/

 t=Ts

cos .� t=Ts/

1� .2 t=Ts/2
: (4.44)

In the case in which the channel has a flat frequency
response, the optimum receiver filter is matched to
the transmit one and both assume a square-root raised
cosine (SRRC) shape: H.f /DpHRC.f /. Figure 4.54
shows examples of RC pulses in the time and frequency
domain, for different values of �.

In Nyquist-WDM transmission with RC or SRRC
spectra and frequency spacing equal to 
f , ideally
no cross-talk is present between adjacent WDM chan-
nels if 
f > .1C �/Rs. As an example, if �D 0:1, the
penalty due to linear cross-talk is negligible if the chan-
nel spacing is larger than 1.1Rs, i.e., if the normalized
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Fig. 4.55 The SNR needed to achieve a target bit error rate
of 10�3 as a function of the normalized frequency spacing

f=Rs. SRRC filters with roll-off equal to 0.1 when used
both at the TX and RX sides [4.137]

spacing 
f =Rs exceeds 1.1. For lower values of chan-
nel spacing, a cross-talk penalty is present, as shown in
Fig. 4.55 for three different modulation formats (QPSK,
16QAM, and 64QAM). If 
f =Rs > 1:1, the perfor-
mance of all three formats converges to the theoretical
value, whilst for lower spacing values an SNR penalty
is present, which is higher for higher cardinality modu-
lation formats.
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Fig. 4.56a,b The SNR penalty (a) and optimum RX bandwidth (b) as a function of the number of samples per symbol
at the output of the ADC. The reference BER is 10�3

Typically, Nyquist pulse shaping is performed in the
digital domain using FIR filters. The required length
of the digital filters that generate SRRC or RC pulses
depends on the roll-off factor: For low values of �,
the length of the pulse in time domain increases (as
shown in Fig. 4.54a), thus a larger number of FIR filter
taps is needed to properly approximate it. Complexity
and performance of digital pulse shaping was investi-
gated in [4.138], showing that the use of FIR filters
with 17 taps allows for a reduction in channel spac-
ing to 1.1 times the symbol rate with a 1-dB penalty. If
the channel spacing is tighter, a higher number of FIR
filter taps are needed, as shown in [4.139], where a 32-
tap FIR filter was used to shape 14-GBd PM-16QAM
Nyquist-like pulses with frequency spacing equal to
1.06Rs without substantial cross-talk penalty.

The achievable symbol rate and cardinality of the
modulation format are limited by the DAC characteris-
tics, as discussed in Sect. 4.5.1.

Detection of a Nyquist-WDM Signal
Nyquist-WDM signals can be efficiently detected us-
ing the standard coherent optical receiver described in
Sect. 4.5.2. The singleWDM channel is selected by tun-
ing the local oscillator (LO) to its center frequency and
the sharp filter shapes needed to cut out the adjacent
channels are efficiently implemented in the digital do-
main. This enables the detection of single WDM chan-
nels without the need of any tight optical filtering at the
RX. However, the use of antialiasing electrical filters
before the ADCs might be beneficial, since they would
reduce the signal bandwidth and thus relax the require-

ments for the ADC sampling frequency fADC (which, in
order to satisfy the Nyquist sampling theorem, needs to
be larger than twice the absolute bandwidth of the in-
put signal [4.9]). The ratio between the ADC sampling
frequency fADC and the symbol rate Rs determines the
number of samples per symbol NSpS at the output of
the ADC. Typically, fADC D 2Rs, which corresponds to
NSpS D 2, but lower values can be used without incur-
ring any substantial penalties [4.126, 137, 140].

Figure 4.56a shows an example of back-to-back
SNR penalty as a function of the number of samples
per symbol NSpS at the output of the ADC. The refer-
ence BER was 10�3 and the penalty was evaluated with
respect to the two samples per symbol case. The results
were obtained through numerical simulations [4.137],
where Nyquist-WDM signals were generated with an
SRRC shape and �D 0:1. A fifth-order electrical Bessel
low-pass filter with 3-dB bandwidth BRX was used at
the RX. The value of BRX was optimized for each value
of NSpS, obtaining the optimum values as shown in
Fig. 4.56b (normalized with respect to the symbol rate).
Since a low value of NSpS corresponds to a low value of
fADC=Rs, the RX bandwidth has to be decreased accord-
ingly in order to avoid aliasing. This, however, causes
a distortion on the useful signal, which in turn induces
an SNR penalty, which is greater for higher order mod-
ulation formats, as shown in Fig. 4.56a.

In [4.133] it was shown that the complexity of
the blind equalizer can be significantly reduced by in-
corporating the matched SRRC filter in the bulk CD
equalizer. It was also pointed out that Nyquist-WDM
systems with matched filtering can be extremely sensi-
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tive to the frequency offset between the transmitter laser
and the local oscillator, and that the induced penalty is
higher for low values of the SRRC roll-off factor.

Another critical point of Nyquist-WDM signals that
has to be taken into account is related to the difficulty
in performing clock recovery, i.e., in extracting the tim-
ing information from the incoming signal so that the
frequency and phase of the local clock is adjusted, and
the transmitted symbols may be correctly recovered. In
fact, modern optical transceivers have demanding jit-
ter tolerance and generation requirements [4.141], and
must operate under high noise-loading conditions with
signals that are distorted by GVD, PMD, optical filter-
ing, and nonlinear phase noise. Whilst Nyquist pulse
shaping does not result in ISI in the center of the eye,
significant horizontal eye closure is introduced, present-
ing further difficulties for clock recovery and requiring
the use of advanced DSP algorithms to minimize the
penalty, as discussed in [4.142].

4.5.4 Flexible Transceivers

The key design parameters to optimally exploit all
available resources in long-haul and high-capacity opti-
cal transmission systemswith coherent detection are the
spectral efficiency (SE) and the maximum transmission
reach. Nonbinary modulation with coherent detection
maximizes SE and improves tolerance to transmission
impairments, while enabling effective, low-complexity
electrical compensation of these impairments [4.143].
SE can be increased by minimizing the frequency spac-
ing between WDM channels (e.g., using the Nyquist-
WDM technique), using FEC codes with low over-
head or increasing the modulation cardinality. In turn,
the maximum transmission reach can be increased by
using energy-efficient modulation formats (e.g., low-
cardinality QAM) which reduce the SNR requirements
at the receiver, using FEC codes with high overhead
to ensure reliable transmission or applying proper tech-
niques to mitigate the nonlinear propagation effects in
the optical fiber. In practice, a compromise has to be
made between SE and achievable reach. For example,
a transceiver that operates on a short network segment
with high SNR can achieve a high SE to maximize
the net data rate. Similarly, a transceiver operating on
a long network segment with low SNR should use ei-
ther a lower order modulation format or an FEC code
with high overhead to ensure reliable transmission, at
the expense of a loss in SE.

Since the huge amount of traffic foreseen for the
near future cannot be efficiently supported by static in-
creases in network capacity, optical transport networks
are currently migrating from a static configuration with
little flexibility to the concept of software-defined opti-

cal networks [4.144]. In the scenario of next-generation
optical networks, a key role will be played by flexible
and scalable optical transceivers, able to dynamically
adapt the modulation format and the transmission rate
to the network conditions [4.145].

For flexibility, today’s coherent optical transceivers
typically use a set of different modulation formats based
on standard QAM constellations, generated through the
combination of two PAM formats in the in-phase and
quadrature components. For these standard QAM for-
mats, a gap to Shannon capacity remains, which can be
expressed in terms of a penalty in SNR. Also, the stan-
dard QAM formats only offer a coarse granularity in
spectral efficiency and hence also a coarse granularity
in the achievable transmission reach.

To overcome the lack in granularity, several tech-
niques are currently under study, which take advan-
tage of the high flexibility provided by commer-
cially available high-speed digital-to-analog convert-
ers (DACs), allowing the transmitted signal in the
digital/electrical domain to be fully designed. This
means that, using the same hardware, different mod-
ulation formats can be generated and different trans-
mission rates can be achieved. Examples of tech-
niques used to increase the flexibility of optical
transceivers are: subcarrier multiplexing (SCM), im-
plemented as either Nyquist frequency-division mul-
tiplexing (Nyquist-FDM) [4.146] or orthogonal fre-
quency-division multiplexing (OFDM) [4.147], time-
domain hybrid formats (TDHF) [4.148], and probabilis-
tic shaping (PS) [4.149]. The great advantage of all
these methods is that the flexibility is achieved without
requiring any additional hardware, thus allowing cur-
rently available single-carrier transceivers to be reused
by simply reprogramming the transmitted signal. The
general schematics of the TX/RX pair that can be used
to generate SCM, TDHF, or PS signals, as well as stan-
dard QAM signals, is shown in Fig. 4.57: the same
hardware is used in all cases, the difference is in the
DSP algorithms implemented at the TX and RX side.
In the following, the above-mentioned techniques are
briefly reviewed.

Orthogonal Frequency-Division Multiplexing
(OFDM)

Orthogonal frequency-division multiplexing (OFDM)
has been widely researched in optical communications
due to its high spectral efficiency, resistance to chro-
matic dispersion, simplicity of one-tap equalization,
and flexibility in modulation format [4.147, 150, 151].
This technique is based on the use of electrical subcar-
riers, each carrying symbols of a QAM constellation,
with a sinc-function spectrum to achieve subchannel or-
thogonality.
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Fig. 4.57 Block diagram of a DSP-
based optical TX/RX pair that can
be used to generate/detect signals
employing SCM, TDHF, or PS
techniques, as well as standard single-
carrier QAM modulation formats
(DAC: digital-to-analog converter;
ADC: analog-to-digital converter;
DSP: digital signal processing;
LO: local oscillator)

Recently, the real-valued OFDM signal (i.e., dis-
crete multitone, DMT) has been the subject of in-
tense investigations for intensity-modulation and direct-
detection (IM/DD) optical systems, as an alternative
to multilevel PAM formats for the optical intercon-
nects such as passive optical networks, data centers,
and system-on-chip interconnects [4.152–154]. How-
ever, OFDM signals show relatively high peak-to-
average power ratio (PAPR) and high computational
complexity, which hinder its practical application in
the cost-sensitive and power-sensitive optical intercon-
nects [4.155].

Nyquist-FDM
Like OFDM, this technique consists in electrically
decomposing a high symbol-rate signal into a given
number of electrical subcarriers, each of which operates
at a lower symbol rate [4.156–158]. In Nyquist-FDM
signals the cross-talk between adjacent subcarriers is
avoided by using Nyquist shaping on the electrical sub-
carriers. Depending on the optical system being tested,
several degrees of freedom can be optimized, such as
the number of subcarrier components, the intersub-
carrier spacing and the associated modulation format
and pulse shaping. The granularity of the subcarriers
allows control of the subcarrier symbol duration by
keeping a constant overall bandwidth. This ability of
optimizing the symbol duration allows the signal for
nonlinearity tolerance to be adapted and it can there-
fore be used to extend the reach of optical transport
systems [4.146, 159]. Furthermore, Nyquist-FDM al-
lows the flexible adaption of the bandwidth [4.160] and
modulation format [4.161] of each individual subcar-
rier. This allows for a flexible design of the spectral
efficiency and therefore a finer granularity in transmis-

sion reach. A disadvantage of the Nyquist-FDM scheme
is its larger sensitivity to transmitter impairments, like
the IQ-skew which needs a more precise calibration or
additional calibration algorithms [4.136, 162].

Time-Domain Hybrid Formats (TDHF)
The TDHF technique consists in transmitting different
modulation formats interleaved in the time domain. By
changing the ratio of symbols carrying the different
modulation formats, the spectral efficiency can be ad-
justed in fine steps [4.163]. In this way, a high degree
of flexibility is achieved, since the transmission rate
and, consequently, the SNR performance can be tuned
by simply modifying the pattern of the QAM formats.
However, even if the composition of hybrid formats is
optimized, the SNR performance is still far from that of
the optimum Gaussian constellation [4.164–166].

Constellation Shaping (PS)
To overcome the gap to Shannon capacity of QAM con-
stellations, modulation formats that have a Gaussian-
like shape can be used [4.167–169]. Two main ap-
proaches have been proposed to achieve a Gaussian
distribution, i.e., geometrical shaping (GS) and prob-
abilistic shaping (PS). The first approach (GS) consists
in designing nonsquare constellations with a Gaussian-
like distribution of points and equal transmission prob-
ability for all symbols. The second approach (PS) is
based on the use of a standard QAM modulation with
a nonuniform distribution of the occurrence probabil-
ity of the symbols of a given constellation. PS can be
implemented either using modified FEC codes [4.169,
170] or using a distribution matcher [4.149]. The main
advantages of PS over GS in terms of flexibility are that
the net data rate can be adjusted with arbitrary granular-
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ity and that the same DSP unit can be used to equalize
the signal at different spectral efficiencies. In addition,
a sensitivity gain on the order of 1 dB can be achieved

with respect to standard QAM constellations [4.149,
171, 172], whilst a more limited gain can be obtained
with GS [4.173].

4.6 Transponder Architectures

In the previous subchapters, the concept of a transpon-
der has been introduced and different line interface
variants have been presented. In what follows, the
transponder concept will be generalized in Sect. 4.6.1.
An explanation of which transponder types exist and
what their hardware architectures look like will be given
in Sect. 4.6.2. In Sect. 4.6.3, the relevant interface stan-
dards will be listed and the pluggable optical transceiver
modules used in modern transponder implementations
will be discussed.

Transponders are realized on printed circuit boards
(PCBs) and are therefore often called transponder
cards. They fit into monolithic or modular WDM trans-
port platforms (Fig. 4.58) and may comprise multiple
ports to improve equipment density and to provide
additional functionality. Monolithic WDM equipment
commonly uses a 1HU (height unit) chassis which is
sometimes referred to as a pizza box due to its apparent
similarity (1HU equals 1.75 in or 44:45mm). Multi-
ples of these shelves can be combined in a rack and
stack fashion if more capacity is needed at a particu-
lar location. A modular chassis provides multiple slots
(4�64 being typical amounts) into which transpon-

Fig. 4.58 WDM transport equipment comprising different shelf variants and different transponder cards (courtesy of
ADVA Optical Networking)

ders and other cards (for instance amplifier, filter, and
ROADM cards) can be inserted. Placed into a 19 (or
21)-in rack with 300- or 600-mm depth, the height of
a particular node can vary between 1 and 45HU de-
pending on the slot configuration and the amount of
optical cards required. Modular shelves are typically
used for large node configurations. Common equipment
functions such as power supplies, fans, management
and control, alarm contacts, and system timing can be
shared between all cards in the same shelf. An op-
tional high-speed backplane may provide data plane
interconnections between cards. This allows the pairing
of card slots and the splitting of transponder func-
tions across multiple cards, for example into cards
containing only network ports (line cards) and cards
containing only client ports (tributary cards). An elec-
tronic switch fabric, typically distributed across two or
more cards for redundancy reasons, can turn a transpon-
der shelf into an electronic cross-connect, which can
switch at the wavelength, OTN, and/or SDH/SONET
traffic levels. Adding packet processing functions con-
verts such equipment into a packet optical transport
platform (POTP). Traffic processing at layer 2 or 3 only
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Fig. 4.59 Basic card types and operational modes (TRCV: transceiver, MUX: multiplexer, ADM: add/drop multiplexer,
XC: cross-connect)

effectively turns the platform into a packet switch or
router with integrated colored interfaces.

4.6.1 Transponder Types

Generalizing the transponder definition from Sect. 4.1,
four basic card types can be distinguished: a transpon-
der, a muxponder, an add-drop multiplexer, and a cross-
connect. Line cards can be made configurable to sup-
port more than one of these functionalities. Figure 4.59
illustrates the basic card types.

A transponder is characterized by a 1-to-1 relation-
ship between client and network ports. There are two
basic modes of operation: transparent and mapped, both
will be described below.

In transparentmode, the transponder performs a 2R
(reamplifying and reshaping) or 3R (with additional re-
timing) regeneration between client and network ports
without any intermediate protocol processing. Such
a configuration can be attractive because of its low
complexity and latency, but only allows limited signal
monitoring and conditioning. If the same optical in-
terface types are employed on the network and client
side, the transponder acts as a simple regenerator. If
different optical interface types are used on both sides,
the transponder performs a media conversion and can
serve as a demarcation point between different network
or equipment domains. A switching function between
client and network ports – if available – can be used
for signal restoration: in the case of failures on the net-

work side, client ports can be switched to an alternative
network port. Depending on the switching capabilities
and the number of supported ports then 1C 1, 1 W 1 or
1 W N protection schemes can be supported. If client and
line interfaces are realized with pluggable transceivers,
only those transceivers need to be equipped which are
required for the desired functionality.

In mapped mode, the transponder then also per-
forms a protocol conversion between the client and
line signals. Multiple services such as local area
network (LAN), storage area network (SAN), high-
performance computing (HPC), video distribution, pas-
sive optical networking, synchronous digital hierarchy
(SDH)/synchronous optical network (SONET), optical
transport network (OTN) and generic constant bit rate
(CBR) or packetized signals on the client side can be
mapped into a transport signal on the line side. Please
see Chap. 13 for a summary of the most popularly used
client signals. While SDH and SONET have been used
since the late 1980s, OTN was introduced in 2001 and
has since then established itself as the common trans-
port protocol on the network side. Adding a protocol
mapper to a transponder allows the monitoring of client
and line signals which eases operations, administra-
tion, and maintenance (OAM) of the signal and offers
increased performance by optional forward error cor-
rection (FEC). It can also provide fault and performance
management capabilities as well.

A muxponder is a combination of a multiplexer
and a transponder. It is characterized by an N-to-1 re-
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lationship between client and network ports. Several
client signals are multiplexed together to obtain a higher
speed line signal. 10G and 100G muxponders are the
most commonly used today (note that the letters M
and G are used to denote the data rate units Mb=s and
Gb=s, respectively). The client ports can support differ-
ent service types and data rates and may require specific
mapping processes depending on the selected service.
OAM functions allow the integrity of the service to be
monitored and to take the necessary actions in case of
faults or performance issues. As client ports generally
run on independent clocks, an adaptation to the com-
mon clock of the line signal is required (for example by
bit or byte stuffing). Multiplexing can be done in one
or more stages and based on SDH/SONET, OTN, or
other technologies. Aggregation of services at a packet
level is also possible if the muxponder is equipped with
packet processing functions.

An add/drop multiplexer is an extension of the mux-
ponder where a second network port is available to
enable the support of ring or protected point-to-point
applications. The two network ports are often named
east and west ports indicating that they are connected
to two diverse fiber routes or ring directions. An add/
drop multiplexer can pass traffic between the network
ports (called pass-through traffic) and can terminate
a portion of the traffic locally (called add/drop traffic)
at each network port. A predefined mapping and mul-
tiplexing structure as well as a time slot approach is
required to be able to isolate the client signals contained
within the aggregate line signals. Client signals can be
protected against link failures by switching the respec-
tive traffic from one to the other network port. In many
cases, an add/drop multiplexer can also be operated as
two independent muxponders, provided enough client
ports are available to match the capacity of the line sig-
nal. While add/drop-multiplexers commonly operate on
layer 1, adding and dropping of client signals can also
be performed at layer 2 or 3, thereby providing over-
subscription and statistical multiplexing capabilities.

A cross-connect allows a flexible switching be-
tween network and client ports, including hair-pinning
for client-to-client connections. Multiple colored net-
work ports allows multidegree network nodes to be
supported, switching signals between more than two
fiber directions. Client ports provide local add/drop
access. Depending on the card architecture, the distinc-
tion between network and client port can be removed,
and any port can serve as network or client port.
Switching can be performed on multiple levels and is
not restricted to simple port-to-port connectivity only.
Higher order SDH and SONET cross-connects operate
on a VC-4 (155M) and STS-1 (51M) granularity, re-
spectively. OTN cross-connects can switch on ODUk

(where if kD 0 then the data rate is 1.25G, if kD 1
2.5G, if kD 2=2e 10G, if kD 3 40G, and if kD 4
100G) and ODUflex (supporting multiples of 1.25G)
levels. They can operate with tributary slot granulari-
ties of 1.25G, 2.5G, or 5G. If a cross-connect supports
switching at the packet level, packet flows at Mb/s or
lower granularities can also be supported. In principle,
SDH/SONET, OTN and packet traffic require dedicated
switching matrices. As the size of these matrices needs
to be determined upfront, this either limits the flexibility
leading to blocking of signals or requires an overprovi-
sioning of switch capacity. A universal switch matrix
can alleviate these disadvantages and is of particular
interest if cross-connect functions are split across mul-
tiple cards [4.174]. In a packet-based universal switch,
signals are segmented into packets at ingress, passed
over the fabric, and then reassembled at egress. The
functional unit performing the packetization is often
called a segmentation and reassembly (SAR) block.
Typical packet lengths are 128, 256, or 512 byte. How-
ever, care needs to be exercised so that client timing
(phase and frequency) is maintained and latency as
well as latency variations across the fabric are mini-
mized. This can be achieved by variable length packets
in which the packet size is slightly varied over time, for
instance by lengthening or shortening the packet size
by one byte [4.175]. Small cross-connects can be real-
ized on a single line card, whereas large cross-connects
can occupy a modular equipment shelf or even require
multishelf configurations scaling up to tens of Tb=s of
switching capacity.

4.6.2 The Anatomy of a Line Card

WDM platforms often use a generic line card ap-
proach. A common base design provides the functions
necessary for the operation of any card. Customiza-
tion is then performed to accommodate specific optical
and electronic components for realization, for instance
a transponder, an amplifier, or a wavelength-selective
switch card. In multislot systems, a backplane is used to
connect the line cards with the host platform. It provides
power and control to the line cards and may include
high-speed data plane connections between line cards
or to a central switch fabric.

Common card functions include DC/DC convert-
ers, control logic, and the card processor. WDM plat-
forms run off a �48 or C12V DC (often redundant)
power supply which feeds the line cards via the back-
plane. DC/DC converters on the card then derive all
the necessary supply voltages from the base voltage.
An onboard microprocessor connects the card to the
shelf or network element controller; it is responsible
for controlling and managing all card functions as well
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as collecting associated fault and performance data.
The microprocessor system may contain electronically
erasable programmable read-only memory (EEPROM)
and flash memory for storing the card calibration data
and the card firmware, respectively. Often, the micro-
processor is accompanied by additional control logic
such as field-programmable gate arrays (FPGAs) which
are used for more elaborate control tasks while com-
plex programmable logic devices (CPLDs) are often
employed whenever simple logic operations need to be
performed in a hard-wired manner (for example laser
safety actions).

Figure 4.60 shows the block diagram of a simple
OTN transponder line card. In the text, the signal flow
only in one direction will be described for clarity, while
the other direction passes through the same functional
blocks in the reverse order.

A gray transceiver on the client port receives the in-
coming optical signal, performs an optical to electrical
conversion, and passes the signal on to an OTN mapper
device. At lower speeds, the electrical interface between
the transceiver and the mapper comprises only a single
digital lane per direction. At higher speeds, the inter-
face can be implemented over multiple parallel lanes. It
then requires a multilane distribution (MLD) algorithm
to distribute the transceiver signal over the lanes at one
side and to reassemble it at the other side, taking into ac-
count the fact that delay differences between the lanes
need to be compensated for by appropriate skew man-
agement. If enabled, client-side FEC is applied before
the signal is passed onto the next step. Often, a non-
intrusive monitoring of the client signal is provided to
ensure that the incoming signal is of good quality and
that the client side network connection is working prop-
erly. If the client signal is not already an OTN signal,
the client mapper then maps the received signal into an
optical payload unit (OPU). The mapping is client spe-
cific and can be performed employing a bit-synchronous
(BMP), asynchronous (AMP), generic (GMP), or idle
(IMP) mapping procedure [4.176]. With BMP, the line
clock is phase-locked to the client signal. AMP, GMP,
and IMP typically operate with a line clock that is inde-
pendent from the client clock and therefore require stuff-
ing of bits, bytes, or control characters to compensate for
clock rate differences between the line and client clocks.
Since its introduction in 2009, GMP has become the
preferred mode for all new mappings due to its flexibil-
ity and capability to compensate large clock tolerances.
Constant bit rate (CBR) signals can directly be mapped
into OPU, while packetized signals must first undergo
an adaptation step using the generic framing procedure
(GFP) [4.177] or IMP. Timing transparent transcoding
(TTT) [4.176] may be used as an intermediate step for
CBR signals to reduce the data rate of client signals
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Fig. 4.60 Block diagram of a simple OTN transponder
line card

by compressing the employed line coding overhead. In
the OxU (OTU/ODU/OPU) framer, the OPU signal is
mapped into an optical data unit (ODU) and the ODU
is mapped into an optical transport unit (OTU). After
adding FEC information, the signal is then sent to the
colored transceiver on the line side (using MLD in the
case ofmultiple electrical lanes)where the electrical sig-
nal is converted into an optical DWDM signal.

The client- and line-side transceivers may be real-
ized as pluggable modules or discrete implementations
on the transponder line card. They may contain clock-
and-data recovery as well as basic equalization capabil-
ities to compensate for the PCB trace losses between the
transceivers and the mapper device. If the number of op-
tical lanes and electrical lanes is different, they may also
incorporate a multiplexer or gearbox IC. For higher data
rates and longer reach applications, an enhanced FEC
function may also be included. Coherent transceivers
typically use a dedicated digital signal processor (DSP).
In this case, someOTNmapping and multiplexing func-
tions may be incorporated into the DSP, eliminating the
need for a separate OTN mapper device in certain ap-
plications.

Extending the functions available to the transpon-
der card described above, Fig. 4.61 shows a universal
OTN line card which facilitates access to CBR, packet
(for example Ethernet or IP/MPLS flows), TDM traffic
(SDH/SONET) and OTN traffic from each of the opti-
cal interfaces. The interfaces may be implemented us-
ing pluggable transceivers. At data rates up to 10G, col-
ored (line side) and gray (client side) transceivers may
use the same pluggable module standard. If the proto-
col processing capabilities are then the same for each
port, a flexible allocation of ports to network- and client-
side traffic is possible. The OTN mapper device offers
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configurable protocol processing blocks which can ei-
ther pass the frames through sequentially or make them
accessible via device internal switches which allow in-
dividual signal paths for each port to be programmed.
Assuming that each of the blocks can be bypassed if it
is not required, Fig. 4.61 depicts a sequential arrange-
ment of processing blocks. Incoming OTN signals from
the transceivers are passed through the MLD and FEC
blocks and then enter the OxU framer, where they are
demapped and forwarded to the ODUmultiplexer. If the
OTN signal comprises a multiplex of lower order ODUk
signals, then a demultiplexing is performed to access
these lower order signals. While an OTN signal in prin-
ciple may be multiplexed over multiple stages (for ex-
ample ODU0 to ODU1 to ODU2 to ODU3 to ODU4),
practical considerations and hardware constraints often
limit the MUX block inside the mapper device to two
multiplexing and several mapping stages which can be
arbitrarily selected. At this point, multiple processing
paths are possible: ODUk signals can directly be cross-
connected (XC) to other ports of the samemapper device
or passed on to a centralized switch matrix. An SAR de-
vice packetizes the OTN signals which are delivered to
a universal packet-based switch fabric via a fabric in-
terface chip (FIC). Typically, an Interlaken interface is
used between the OTNmapper and the FIC. For smaller
switch configurations, a direct interconnection of OTN
mapper devices between paired cards is also sometimes
possible, alleviating the need for an FIC in between. FEC
and time stampingmay be provided to improve the trans-
mission and timing performance over the fabric. If CBR,
packet, or TDM client signals inside an ODUk are to be
accessed, the signals are passed on to a client mapper
which extracts the traffic and cross-connects it either to

another transceiver port or to the universal switch ma-
trix via an SAR and an FIC. For advanced processing
of packet traffic, an external packet processor (PP) and
traffic manager (TM) is often used before the traffic is
passed on to the switch matrix via the FIC. Packet traf-
fic does not need to pass through the SAR block, as it is
supported natively by the packet fabric. CBR, TDM, or
packet traffic entering from a gray transceiver may pass
the MLD and FEC blocks and is then directly processed
in the client mapper, bypassing the OxU framer and
ODU MUX stages. It can then be switched to another
transponder port as in the case of the simple transponder
of Fig. 4.60, directly fed to the switch fabric, or wrapped
into an ODU structure first and then passed through the
ODUMUX block.

4.6.3 Interface Standards

Standards are necessary to facilitate a line card de-
sign based on interoperable building blocks which can
be procured from multiple sources. The most impor-
tant areas of standardization include transceiver mod-
ules as well as their respective optical, electrical, and
control interfaces. While transceivers historically were
implemented using discrete optics and electronics, mul-
tisource agreements (MSA) for transceivers emerged
in the late 1990s and allowed the use of integrated
transceiver modules instead.

Hot pluggable, front-plate accessible transceiver
modules were introduced starting with the gigabit in-
terface converter (GBIC) in 1995, followed by the
10Gb Ethernet transceiver package (XENPAK) and
the small form-factor pluggable (SFP) transceiver in
2001, the 10Gb small form-factor pluggable (XFP)
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Fig. 4.62a,b Pluggable module form factors: (a) current modules, (b) modules in development for 400G (Graphics
courtesy of Ethernet Alliance [4.178])

module in 2002, the quad small form-factor pluggable
(QSFP) transceiver and the 1� 10Gb=s small form-
factor pluggable (SFPC) transceiver in 2006, as well
as the 10Gb=s 4 � pluggable transceiver (QSFPC)
in 2009. SFPC and QSFPC modules are available in
different speed classes. To distinguish them, the nom-
inal electrical lane speed is often appended instead of
the C symbol (for example SFP10 and QSFP10). The
MSAs define the mechanics, the electrical connector,
the power supply as well as the high- and low-speed
signaling along with implementation and measurement
descriptions. The specifications are maintained by the
Storage Networking Industry Association (SNIA) small
form-factor (SFF) Technology Affiliate Technical Work
Group [4.179]. New developments include the QSFP
double density (QSFP-DD) [4.180] and the octal SFP
(OSFP) [4.181] targeting 400G and the SFP double
density (SFP-DD) [4.182] targeting 100G applications.

Also the 40G=100G form-factor (CFP) MSA
group [4.183] has developed specifications for 100GC
transceivers offering more space for component inte-
gration and a higher power dissipation than their SFP
and QSFP counterparts. Since formation of the group
in 2009, three generations of 100G small form-factor
pluggable (CFP) modules (CFP, CFP2 and CFP4) were
brought to market, while the CFP8 specification has just
been released in 2017.

The most common front pluggable optical modules
are illustrated in Fig. 4.62 with a twisted pair RJ45 cop-
per cable connector for comparison, along with new
module standards in development for 400G and be-
yond. QSFP-DD is by many the favored 400G interface
standard, although it is the most challenging from an
integration and thermal management point of view, as

it possesses a smaller module surface area compared to
the OSFP and CFP8.

In addition to front pluggable modules, MSAs have
been drawn up for PCB mountable optical transceivers
(on-board optics –OBO). This development started with
300-pin transceivers for 10G applications in a 5� 7-in
footprint which were first released in 2001. Subse-
quently, a smaller form-factor variant (2:2� 3 in) and
40G supportwere added and the first 40GMSAmodules
became available in 2006.While the primary design tar-
get was colored WDM applications, MSA modules for
gray interface applications were also offered. For 100G
coherent long-haul applications, the OIF published an
implementation agreement for a 5� 7-in 168-pin trans-
mission module in 2011 [4.184], which was augmented
in 2015 by a second release targeting a smaller mod-
ule footprint (4� 5 in). Advances in CMOS technology
and photonic integration since then have allowed inte-
grating digital coherent 100G=200G transceivers also
into CFP and CFP2 front pluggable modules (digital
coherent optics or DCO modules). As an intermediate
step to the CFP2-DCOmodule, a CFP2-ACO analog co-
herent optics transceiver was released which integrates
all optics and RF electronics but not the coherent DSP.
Further development directions include the definition of
400G and 800G on-board optical modules as currently
being pursued by the Consortium on On-Board Optics
(COBO) [4.185] aswell as an integration of 400G coher-
ent transceiver technology into next-generation optical
modules (QSFP-DD, OSFP, CFP8 or coherent OBO).

Client-side optical interface standards are defined
by the industry bodies responsible for the respec-
tive protocol specifications. These are Telcordia for
SONET, the ITU-T Study Group 15 for SDH, OTN,
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Table 4.5 Ethernet interface standards and related nomenclature (after [4.178]). Color code: black = IEEE standard, blue
= non-IEEE standard but complies to IEEE electrical interfaces, red: under discussion in standardization

FR4

Standard Electrical interface MMF Parallel SMF 2 km SMF 10 km SMF 40km SMF
100BASE- FX LX
1000BASE- SX LX
10GBASE- SFI, XFI, SR LR ER

XSBI, XAUI
25GBASE- 25GAUI SR LR ER
40GBASE- XLAUI SR4 PSM4 FR LR4 ER4
50GBASE- LAUI-2/ SR FR LR ER

50GAUI-2
50GAUI-1

100GBASE- CAUI-10 SR10 10 10 10 10
CAUI-4/ SR4 PSM4 CWDM4 LR4 ER4
100GAUI-4 SR2 DR CLR4 4WDM-10 4WDM-40
100GAUI-2
100GAUI-1 100G-FR 100G-LR

200GBASE- 200GAUI-4 SR4 DR4 LR4
200GAUI-2 ER2

400GBASE- 400GAUI-16 SR16 DR4 FR8 LR8
400GAUI-8 ER8
400GAUI-4 ER4

FR4

Standard Electrical interface MMF Parallel SMF 2 km SMF 10 km SMF 40km SMF
100BASE- FX LX
1000BASE- SX LX
10GBASE- SFI, XFI, SR LR ER

XSBI, XAUI
25GBASE- 25GAUI SR LR ER
40GBASE- XLAUI SR4 PSM4 FR LR4 ER4
50GBASE- LAUI-2/ SR FR LR ER

50GAUI-2
50GAUI-1

100GBASE- CAUI-10 SR10 10 10 10 10
CAUI-4/ SR4 PSM4 CWDM4 LR4 ER4
100GAUI-4 SR2 DR CLR4 4WDM-10 4WDM-40
100GAUI-2
100GAUI-1 100G-FR 100G-LR

200GBASE- 200GAUI-4 SR4 DR4 LR4
200GAUI-2 ER2

400GBASE- 400GAUI-16 SR16 DR4 FR8 LR8
400GAUI-8 ER8
400GAUI-4 ER4

and PON, the IEEE 802.3 group for Ethernet and
Ethernet-PON, the International Committee for Infor-
mation Technology Standards (Incits) Task Group 11
(T11) for Fiber Channel, the Infiniband Trade Asso-
ciation (IBTA) for Infiniband, the CPRI group for the
Common Public Radio Interface, and the Society of
Motion Picture and Television Engineers (SMPTE) for
video distribution.

An overview of Ethernet interfaces over single-
mode (SMF) and multimode (MMF) fiber along with
their electrical host-side interfaces is shown in Ta-
ble 4.5. Note that the numbers stated after the interface
classifier indicate the number of parallel signaling lanes
(with exception of the 4WDM interfaces where the
numbers indicate the reach in km). NRZ signaling is
commonly used up to 25G, and PAM4 signaling above
this rate on optical and electrical interfaces.

Optical client-side interfaces for SDH/SONET and
OTN signals are defined in the Telcordia GR-253 stan-
dard as well as the ITU-T G.957, G.691-693, G.695,
and G.959.1 recommendations. Colored line-side in-
terfaces are described in the ITU-T G.698 series of
recommendations. Published ITU-T recommendations
can be accessed online here [4.186].

The OIF Common Electrical I/O Implementa-
tion Agreement (CEI IA) defines electrical and jit-
ter requirements for electrical chip-to-module, chip-
to-chip, and backplane interfaces. Currently included
are interfaces with 3G, 6G, 11G, and 28G signaling
rates [4.187], and new revisions including 56G and
112G are already in development. The CEI forms the

basis of the 10 to 400G attachment unit interfaces (AUI)
as well as the SFP (SFI) and XFP (XFI) interfaces con-
necting Ethernet transceivers to the attached host board
chip. For the AUI, a change of the speed classes is
occurring translating from Arabic to Roman numerals
(e.g., from CAUI where C denotes 100 to 100GAUI).
Protocol-specific aspects such as MLD are defined in
the IEEE 802.3 standard. The CEI IA also defines
the electrical parameters for SDH/SONET and OTN
module-to mapper/framer interfaces. At 10G, these in-
terfaces typically need only a single serial electrical
lane (SFI/XFI) and therefore do not require any MLD.
At 40G, a group of four synchronous (STL256.4) and
optical transport lanes (OTL3.4) as defined in ITU-T
G.707 and G.709 are used for SDH/SONET and OTN
signals, respectively. 100G OTN signals are transported
over a 10�10G (OTL4.10) or a 4�25G (OTL4.4) inter-
face. Beyond 100Gmodule-to-framer interfaces can use
multiple 100G optical transport lane (OTLC) groups
or a FlexO interface (FOIC) as described in ITU-T
G.Sup58 [4.188]. Future interface standards are ex-
pected to increase the signaling rate and reduce the
number of lanes further.

Digital control of transceiver modules relies on ei-
ther a two-wire serial (TWS) or a management data
input/output (MDIO) interface as defined in IEEE
802.3. Currently, the management interface specifica-
tion (MIS) forms part of module MSA documentation
and is specifically developed for it. In the future, a com-
mon MIS (CMIS) may be created from which a module
MIS can be derived.
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5. Optical Transponder Components

Xi Chen, Sethumadhavan Chandrasekhar

This chapter introduces the general architec-
ture of an optical transponder and describes the
three critical optical components that comprise
the transponder, the laser, the optical modula-
tor, and the photodetector. Following this, the
subsystem consisting of the optical transmitter
and the coherent receiver that are typically used
for generating and detecting dual-polarization
complex-modulated signals are explained. The
typical characteristics of the components used in
the transponder are presented both from current-
generation products, as well as from more recent
research demonstrations.

In this chapter, we focus on the line-side
optics, as they are the key to understanding
the components in a transponder. The trans-
mitter at the line side consists of a number of
high-performance optical components, such as
narrow-linewidth lasers, and high-speed modu-
lators with linear driver amplifiers. The receiver at
the line side consists of 90ı optical hybrids, high-
dynamic-range linear balanced photodetectors
(BPDs), and high-gain low-noise transimpedance
amplifiers (TIAs). The digital electronic functions
are in application-specific integrated circuits
(ASICs), which include digital-to-analog convert-
ers (DACs) for the transmitter to generate optical
signals, analog-to-digital converters (ADCs) for the
receiver to recover the optical signals. Both ends
need digital signal processing (DSP) engines to
condition and process the signals. The client side
optics, which are not covered in this chapter, are
usually a subset or a simpler version of those used
in the line-side part of the transponder.
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An optical transponder consists of a client side and
a line side. The client side collects traffic from various
client applications such as text, images, audio, video,
etc. The line side connects to the optical core network
and has high-speed interfaces. The transponder collects
low-speed optical signals from clients, down-converts
the optical signals to electrical signals, and multiplexes
all the information collected onto one optical carrier

that carries the high-speed signal. This high-speed sig-
nal will then be sent to the core network. The core
network is often referred to as the line system. An op-
tical transponder also performs the reverse function,
namely, de-multiplexing the high-speed signal received
from the line system to multiple low-speed client op-
tical signals and sends them to the clients. An optical
transponder is usually characterized by the information
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rate that faces the line side. For instance, a 100Gb=s
transponder could collect either ten 10Gb=s signals or
four 25Gb=s to form 100Gb=s and send them to the
line system. A schematic hardware architecture of an
optical transponder is shown in Fig. 5.1.

In the following sections, we first explain three crit-
ical components of an optical transponder, namely, the
laser, the optical modulator, and the photodetector. We
then describe the architecture of the transmitter and re-
ceivers and their other related components.

5.1 Lasers

The word laser stands for light amplification by stim-
ulated emission of radiation. It is a device that emits
light through the process of optical amplification based
on stimulated emission of electromagnetic radiation,
and the device under this condition is sometimes re-
ferred to as lasing. A laser, different from other light
sources such as light bulbs and light-emitting diodes
(LEDs), emits coherent light with a very narrow opti-
cal spectrum, which makes it particularly suitable for
telecommunication applications.

In order to achieve lasing, the laser needs a cav-
ity and a gain medium in the cavity. Depending on
the type of gain medium, lasers can be categorized as
solid-state lasers, liquid lasers, gas lasers, and semi-
conductor lasers. The most common type of laser for
telecommunications is the semiconductor laser, due to
its low cost, compact size, and low power consumption.
Semiconductor lasers are also known as laser diodes, as
a pn junction of a semiconductor diode forms the gain
medium. The physics behind the stimulated emission
is important for understanding lasers. The stimulated
emission is the process that generates coherent pho-

tons, resulting in a highly coherent and directional light
beam. A semiconductor laser needs a pump current to
move the electrons to their higher-energy state so that
stimulated emission can occur. The details of these pro-
cesses are not covered in this chapter but can be found
in other textbooks [5.1, 2]. In this chapter, we explain
the basics of how lasers work based on different cavity
structures. Depending on the cavity structure, lasers can
be categorized as Fabry–Pérot (FP) lasers, distributed
feedback (DFB) lasers, or external cavity lasers (ECLs).

5.1.1 Fabry–Pérot Laser

The FP laser, though not used in optical transponders,
has important features, and by studying these features
we can learn about lasers in general. Figure 5.2 shows
the schematic structure of an FP laser. An FP resonator
forms the cavity with one mirror at each end. A gain
medium is placed inside the FP resonator.

The laser starts with some weak spontaneous emis-
sion. At this stage, the light is broadband and inco-
herent. The two mirrors, one with very high reflection
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(� 100%) and the other with a slightly lower reflectiv-
ity (� 99%), cause the broadband light to bounce back
and forth between the mirrors. One can imagine that
each round-trip of the bouncing generates a new wave
that can be superimposed on the original wave. The new
wave will be constructively added to the old wave when
they are in phase. This basically requires the wave to
repeat itself after every round trip. An example of such
repetition is shown in Fig. 5.3.

To achieve such repetition, the wavelength must
equal the cavity round-trip distance divided by an in-
teger number. In other words, assuming the cavity has
a length of l, the wavelength � needs to satisfy

N�D 2l ; (5.1)

where N is an integer. From (5.1), it can be seen that
only certain frequencies can constructively add and ex-
tract the maximum gain from the cavity. These frequen-
cies are also known as longitudinal modes of the cavity,
or equivalently, cavity modes. Equation (5.1) suggests
that an infinite number of modes can be supported by
the cavity. However, the gain medium provides gain
over a limited bandwidth (BW), and, therefore, only
the modes within the gain medium’s bandwidth can
achieve lasing. A schematic spectrum of the gain pro-
file and its limitation on the cavity modes are shown in
Fig. 5.4.

Wavelength

Cavity mode Gain profile
Fig. 5.4 Schematic
spectrum of cavity
modes and the gain
medium’s gain
profile

From (5.1), one can also note that a change in
the laser cavity length l can result in a change in the
lasing wavelength(s). This is how lasers, not only FP
lasers but essentially all lasers, achieve their wave-
length tunability. For instance, in FP lasers, devices
with different cavity lengths will have different emis-
sion wavelengths.

In a laser cavity, the quantum fluctuations associ-
ated with the lasing process affect the phase of the
optical field emitted. A change in phase leads to a shift
in the lasing frequency. These fluctuations effect the
spectral coherence of the emitted light. A measure
of this spectral coherence is the laser linewidth. The
linewidth is defined as the full width at half maxi-
mum (FWHM) of the power spectral density. This is
an important figure of merit for lasers. In an optical
transponder, the smaller the laser linewidth, the lower
the degradation to data modulation and detection. Typi-
cal linewidths of telecom lasers will be mentioned later
in this section.

5.1.2 Distributed Feedback (DFB) Laser

FP lasers emit multiple wavelengths (as shown in
Fig. 5.4), which are not suitable for optical transpon-
ders. An optical transponder needs lasers to emit only
one wavelength (one cavity mode). One way to achieve
this single mode operation is to use a Bragg grating, as
depicted in Fig. 5.5. The Bragg grating, with a periodic
variation of the refractive index, reflects light along the
cavity and functions as a distributed mirror. This type
of laser is known as a distributed feedback (DFB) laser.
Additionally, as there is typically only one mode that
is favored by the grating in terms of loss, the grating
also functions as a wavelength selector. In a practical
implementation, the mirrors at the two ends are still
used, as the grating gives only � 80% reflectivity. The
wavelength tunability of a DFB laser is achieved by
thermally changing the period of the grating. A typ-
ical DFB laser diode can be tuned continuously over
a few nanometers by changing the temperature of the
device.

As shown in Fig. 5.5, in the DFB laser, the gain
region overlaps with the wavelength selection element.
This is inconvenient, as the tuning of wavelength affects
the lasing process. Additionally, as the cavity length is
relatively short, the linewidth of a DFB laser is usu-
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ally large, e.g., a few MHz. Due to this relatively large
linewidth, DFB lasers are used in some of the client-
side optics but not in the line-side optics.

5.1.3 External Cavity Laser (ECL)

A better way to achieve a wider range of tunability and
a narrower linewidth is to use an external cavity struc-
ture. The external cavity means that part of the laser
cavity is outside the gain medium. A laser that uses
an external cavity is known as an external cavity laser
(ECL).

An example of an external cavity laser is shown
in Fig. 5.6. The light generated from the gain medium
(which consists of multiple cavity modes) is collimated
and passed through an etalon filter. The etalon fil-
ter is an interference-type filter that usually consists
of two thin-film plates. The transmission spectrum of
the filter is adjustable by varying the distance between
the two plates. This type of filter provides very nar-
row bandpass feature and is used to select the desired
mode/wavelength. Such mode selection is illustrated in
Fig. 5.7. The wavelength tunability of this type of ECL
is achieved by adjusting the position of the laser cav-
ity mirrors and the transmission spectrum of the etalon
filter.

The external-cavity-based wavelength selection can
also be achieved with gratings as shown in Fig. 5.8.
The ECL can also be made with DFB structures.
For instance, sampled Bragg gratings can be added

a)

b)

c)

Wavelength

Wavelength

Cavity modes

Filter
transmission

Wavelength

Fig. 5.7a–c Mode
selection process
in an ECL using
an etalon filter.
(a) Spectrum
of laser cavity
modes without
the etalon filter;
(b) transmission
spectrum of the
etalon filter;
(c) generated laser
spectrum

to the two sides of the gain region as depicted in
Fig. 5.9 [5.3].

ECLs have much a narrower linewidth than stand-
alone laser diodes, because the cavity length in an ECL
is much longer than that of a solitary laser diode. The
short gain medium in combination with a long cavity
causes phase fluctuations to decrease dramatically [5.4].
With the different kinds of free-space or sampled grat-
ing ECLs, the laser linewidth is of the order of 100 kHz.
The tuning range of such ECLs can be� 40 nm. These
ECLs are the most popular lasers used in modern opti-
cal transponders. More information about these tunable
lasers can be found in [5.5].

MirrorGratings

Gain medium Light emission

Fig. 5.8 Schematic structure of a free-space and grating-
based ECL

Light
emission

Sampled 
gratings

Gain medium

Mirror Mirror

Fig. 5.9 Schematic structure of a sampled grating-based
ECL
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A further reduction of linewidth can be achieved
with fiber lasers, where the cavity is formed by a special
fiber Bragg grating. Fiber lasers can have linewidths
in the region of several kHz [5.6, 7]. Very advanced
fiber lasers may have linewidths of � 100Hz. Even
lower linewidths, e.g., less than 1Hz, can be achieved
via self-injection locking to an optical microresonator.
These ultra-low linewidth lasers are usually single fre-
quency and not tunable, and therefore not used in opti-
cal transponders. Nevertheless, such narrow linewidth
lasers could be useful in the future for generation
and detection of ultra-high-order modulation formats
(which are sensitive to laser phase noise).

5.1.4 Performance Merits of a Laser

There are a number of important parameters to consider
when selecting a laser for optical transponders:

1. Wavelength/frequency. A telecom laser should op-
erate at a wavelength around 1310 or 1550nm.

2. Tunability. According to the International Telecom-
munication Union (ITU) standardization sector,
lasers for dense wavelength-division multiplex-
ing (DWDM) networks should have a contin-
uous wavelength tunability across the C band
(1530�1565nm) [5.8].

3. Output power. A typical telecom laser should pro-
duce 4�40mW of output power to have enough
power for data modulation and fiber transmission.

4. Linewidth. A typical line-side optical transponder
laser should have a linewidth of no more than
a few hundreds of kHz. Different modulation for-
mats have different tolerances to the laser linewidth.
The linewidth’s impact on data modulation and de-
tection are rather complex.More information can be
found in the literature [5.9, 10].

5.2 Modulators

A modulator is a device that can modulate a beam of
light. Modulate means manipulating the parameter(s)
of the light using an electrical signal. Depending on
which parameter is manipulated, modulators can be cat-
egorized as phase modulators, amplitude modulators,
polarization modulators, etc. Modulators can also be
categorized by the mechanism with which the modula-
tion is achieved. For instance, modulation can be done
by direct-modulated lasers (DMLs) where the laser it-
self serves as a modulator; by electro-absorption modu-
lators (EAMs), where the material absorption spectrum
is changed by an applied electric field; or by electro-
optic modulators where an electro-optic crystal is used,
and the phase of the optical field in the crystal can
be changed by an electric field. In this section, we
explain DML, EAM, and one basic type of electro-
optic phase modulator. Based on the phase modulator,
we describe the operation of Mach–Zehnder modu-
lators (MZMs), in-phase/quadrature (I/Q) modulators,
and dual-polarization I/Q modulators.

5.2.1 Direct-Modulated Laser (DML)

A DML is a device that performs the function of both
light emission and data modulation. In a DML, the laser
output power is changed by changing the pump cur-
rent in the laser gain medium. This pump current is
controlled via an electrical driving signal, as shown in
Fig. 5.10. The DML eliminates the need for coupling
light between a laser and a modulator, which reduces

the cost of fabrication and packaging. DMLs are suit-
able for applications requiring compact design and low
power consumption.

The output power as a function of pump current
for a typical DML is shown in Fig. 5.11. This curve
is known as the light–current (L–I) characteristics of
a semiconductor laser. One can observe from the L–I
curve that there is a threshold current (Ith) required to
turn on the laser (the onset of lasing). With a current
that is larger than the threshold, the laser output power
increases linearly with the pump current. However, after
a certain current level, there is a kink on the L–I curve,
indicating the existence of transitions to higher-order
modes or transitions from TE to TM mode [5.2]. Oper-
ation of the DML beyond the kink is generally avoided.
Therefore, as shown in Fig. 5.11, the DML has a limited
current range available for data modulation. As a result,
the ratio between maximum and minimum modulated
optical power is limited. This power ratio is known as
the modulator’s extinction ratio. Typical DMLs have an
extinction ratio of the order of several dBs. The ex-

Driving voltage

Bias

Fig. 5.10 Schematic structure
of a DML
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tinction ratio is a very important figure of merit for
modulators, as the data reception relies on the separa-
tion of different optical power/amplitude levels. A small
extinction ratio affects the quality of the data detection.

The other characteristic associated with DMLs is
the modulation chirp. The chirp of an optical pulse is
the time dependence of its instantaneous emission fre-
quency. In a DML, the pump current that modulates the
laser introduces a shift in the emission frequency, typ-
ically resulting in spectral broadening. The modulation
chirp degrades the signal and usually needs to be mini-
mized.

Commercial DMLs typically modulate signals at
� 10Gb=s. Recent research demonstrations have shown
DMLs with bandwidths beyond 50GHz [5.11, 12] and
capable of modulating data at >100Gb=s [5.12].
Though high-speed operation can be achieved, due to
the limited extinction ratio and other constraints that
originate from the fact that the modulation changes the
laser properties directly (e.g., the modulation chirp),
DMLs are mainly used for short reach transmission
(< 10 km). In other words, they are used in client-side
optics or data center interconnections, but are not used
in a transponder’s line-side optics.

5.2.2 Electro-Absorption Modulator (EAM)

External modulators are needed to achieve a better ex-
tinction ratio. An external modulator is a modulator that
is independent of a laser. Such a modulator typically has
a CW optical input, an RF port for adding the electri-
cal drive signal, and an optical output for coupling the
modulated light out.

Optical 
waveguide

Driving
voltage

np p

a)

b)

Electrode
Fig. 5.12
(a) Schematic
structure of an
EAM; (b) cross-
section of the
EAM

An EAM is an example of an external modula-
tor and is often made in the form of a semiconductor
waveguide (a pn junction) with electrodes for apply-
ing an electric field in a direction perpendicular to the
propagation direction of the light beam (Fig. 5.12).
The semiconductor’s optical absorption spectrum is
changed by the electric field, known as the Franz–
Keldysh effect [5.13]. The length of the EAM device
determines the frequency response of the modulator.
The device is typically short, in order to achieve high-
speed operation. The electrodes that apply the field to
an EAM are generally much shorter than the operating
electrical wavelength. Such electrodes are referred to as
a lumped electrode design.

A modulator based on electro-absorption is usually
very efficient. EAMs can operate with drive voltages as
low as� 2V and can provide bandwidths of more than
100GHz [5.14]. Another important feature of EAMs is
that they can be integrated with DFB laser diodes on the
same chip, a device referred to as the electro-absorption
modulated laser (EML).

Though EAMs are compact and have a large band-
width, they can still produce a modulation chirp, and
the only parameter they can modulate is the optical
power. To have more flexibility in modulation and also
to achieve chirp-free modulation, phase modulators and
Mach–Zehnder modulators have to be used.

5.2.3 Phase Modulators

A phase modulator is another type of external modula-
tor where the optical phase can be changed according to
an applied electric voltage. To change the optical phase,
an electro-optic crystal is often used. In electro-optic
crystals the refractive index of the crystal can be mod-
ified via an electrical voltage, thus the phase delay of
the propagating light can be manipulated. This effect
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is known as the Pockels effect. Typical crystal materi-
als that exhibit the Pockels effect are lithium niobate
(LiNbO3), gallium arsenide (GaAs), and indium phos-
phide (InP). Devices that make use of the Pockels effect
are referred to as Pockels cells.

An important property of a Pockels cell is its half-
wave voltage V . This is the voltage required for in-
ducing a phase change of   on the light beam. The
phase-modulated light C is given by

CD Aej!c tej
 
V 

V.t/ ; (5.2)

where A and !c are the amplitude and the angular
frequency of the laser beam, and V.t/ is the applied
electric voltage. For simplicity, the instantaneous phase
of the CW light and the waveguide propagation delay
and loss are ignored.

Phase modulators may use lumped electrode design
as EAMs. However, to modulate the light more effi-
ciently, a traveling-wave configuration is often adopted.
In traveling-wave configurations the electrodes are
placed along the optical waveguide, and the velocity of
the driving electrical wave is designed to match the ve-
locity of the optical wave. This way, the light not only
experiences phase change at one local position but ac-
cumulates it along the waveguide, and the modulation
efficiency can be improved. An exemplary structure
of the traveling-wave layout is shown in Fig. 5.13.
Traveling-wave phase modulators typically have half-
wave voltages of 3�5V.

5.2.4 Mach–Zehnder Modulator (MZM)

Phase modulators can be used to construct power/
amplitude modulators. A very popular type of ampli-
tude modulator is the MZM.

A simple Mach–Zehnder interferometer (MZI)
structure is shown in Fig. 5.14. The MZI splits the light
into two arms and, after phase modulating one of the
arms, recombines the two paths at the output. In this
example, the two arms have exactly the same length,
and the upper interferometer arm incorporates a phase
modulator to add extra phase relative to the other arm.
By writing the extra phase term as ej. =V /V.t/, the opti-

Phase modulator
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Fig. 5.14 Schematic structure of an MZI
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Fig. 5.15 The power transfer function of an MZM. The
vertical axis is the MZM’s output optical power normal-
ized to the input optical power

cal field C at the output can be expressed as

CD 1

2
Aej!c t

�
ej

 
V 

V.t/C 1


(5.3)

and the optical power can be written as

PD jCj2 D 1

2
A2

�
cos

�
 

V 
V.t/

�
C 1

�
: (5.4)

It can be seen from (5.4) that the optical power can
be modulated by the electrical voltage V.t/. The rela-
tionship between the optical power P and the electrical
voltage V.t/ is known as the power transfer function of
the modulator. This power transfer function is shown in
Fig. 5.15. The power transfer function of an MZM is
sinusoidal.

Theoretically, an MZM can have an infinite extinc-
tion ratio, as the minimum power should be zero when
the two arms of the MZM are perfectly balanced. In
practice, the extinction ratio is finite due to factors such
as fabrication errors resulting in incomplete extinction.
A typical telecommunication MZM has an extinction
ratio between 25 and 35 dB.

An important property of an MZM is its operating
point. This operating point is the point on the trans-
fer curve around which the modulation signal V.t/ is
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Fig. 5.16 Schematic structure of an MZM

applied and is controlled by a bias voltage. The bias
voltage is a DC voltage that is added via an additional
pair of lumped electrodes on one of the MZM arms, as
shown in Fig. 5.16. The DC voltage induces an extra
phase shift 'bias to one of the MZM arms, as described
in (5.5), thus shifting the operating point. The purpose
of shifting the operating point is to operate the MZM in
a desired region within its sinusoidal transfer function.
For example, according to the power transfer function
shown in Fig. 5.15, operation around V =2 gives the
maximum linear power modulation range

PD jCj2 D 1

2
A2

�
cos

�
 

V 
V.t/C'bias

�
C 1

�
:

(5.5)

As the V =2 bias voltage induces a 90ı (a quarter
of 2  rad) relative phase delay between the two arms,
this bias point is known as quadrature bias point. The
quadrature bias point is typical for client-side MZMs
used for simple optical power modulation. A different
bias point is needed for line-side MZMs for genera-
tion of more advanced modulation, as will be explained
shortly.

In practice, inserting a phase modulator in only one
of two the arms would result in a modulation chirp
(this is not explained in this chapter but can be found
in [5.15, 16]). In order to avoid this, most practical
MZMs have phase modulation on both upper and lower
arms. By applying equal voltages on the two phase
modulators, the electric field in the two arms undergo
phase shifts of equal magnitude. The relative phase off-
set between the two arms can be controlled by the DC
bias, resulting in the sinusoidal transfer function. Op-
eration of the MZM with equal drive voltages but with
opposite signs is known as a push–pull operation, an in-
trinsically chirp-free condition. For example, if V.t/=2
and �V.t/=2 are the voltages applied to the upper and
lower arms, respectively (Fig. 5.16), the optical field
generated (normalized to the input CW frequency) can
then be expressed as

CNorm D 1

2
A
�
ej'bias ej

 
V 

V.t/
2 C e�j
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V.t/
2


: (5.6)
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Fig. 5.17 Optical field and power transfer function of an
MZM biased at null position. The vertical axis is the output
optical field normalized to input optical amplitude

For the bias phase 'bias, only the relative phase between
the two arms matters, and we can rewrite (5.6) as

CD 1

2
A
�
ej
'bias
2 ej

 
V 

V.t/
2 C ej�

'bias
2 e�j

 
V 

V.t/
2



D A cos
�
 

V 

V.t/

2
C 'bias

2

�
: (5.7)

As the modern optical transmitter modulates the op-
tical field, and the coherent receiver also recovers the
field, it is more important to understand theMZM’s field
transfer function rather than the power transfer function.
The field transfer function describes the relationship be-
tween the optical field and the electrical driving volt-
age. For instance, (5.3) (with normalization to input CW
frequency) is the field transfer function for the MZM
shown in Fig. 5.14. It is a complex-valued function, and
its dependence on the driving voltage is difficult to de-
pict in two dimensions. However, with (5.7), the field
transfer function becomes real valued and can easily be
plotted as shown below (Fig. 5.17). For comparison, the
optical power is also plotted in Fig. 5.17.

It can be seen that the best linear range for field
modulation is achieved when operating around V . This
is the bias point that line-side MZMs use. As this bias
voltage corresponds to zero optical power when there is
no electrical signal, the bias position is also known as
the null bias position.

Most MZMs used in optical transponders are typi-
cally LiNbO3 MZMs. The optical waveguide in those
MZMs is made via ion diffusion, and the waveguide
is usually bulky (> 5 cm long). The driving electrodes
have to be placed far from each other, resulting in less
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Fig. 5.18 Schematic structure of an I/Q modulator

efficient modulation at high frequencies. Such LiNbO3

MZMs typically have a 3 dB bandwidth of � 35GHz
and a V  of � 3:5V [5.17]. There are new MZMs us-
ing thin-film LiNbO3 that have a much higher refractive
index, and the electrodes can be placed closer, which of-
fers ultra-highmodulation bandwidth. Research demon-
strations have shown thin-film based LiNbO3 MZMs
with 3 dB bandwidths beyond 100GHz and a V  volt-
age of about 4V [5.18]. Ultra-high speed modulators
have also been demonstrated on other platforms such as
InP [5.19] and silicon-organic hybrid materials [5.20].

5.2.5 Dual-Polarization I/Q Modulators

So far, we have mostly discussed optical power/
amplitude modulators. However, a light wave, like all
other electromagnetic waves, is characterized not only
by amplitude but also by phase. The amplitude and
phase are two orthogonal dimensions and can be multi-
plexed to encode more information onto one light wave
(more information can be found in [5.21–24]). The am-
plitude and phase can also be represented as the real and
imaginary parts of the complex field. The real and imag-
inary parts are known as sine and cosine components, or
alternatively, in-phase and quadrature (I/Q) parts of the
optical field.

A modulator that modulates the in-phase and
quadrature parts of the optical field is known as an I/Q
modulator. (Nested MZM, vector modulator, and Carte-
sian modulator are some other names used to describe
the I/Q modulator.) The I/Q modulator consists of two
MZM-based amplitude modulators for modulating the
real and imaginary parts, and the modulated light from
the two MZMs are combined with a 90ı phase differ-
ence to form the complex field. The architecture of an
I/Q modulator is shown in Fig. 5.18. Besides the two
bias electrodes for the two MZMs, there is a third elec-
trode on one of theMZM outputs to adjust the 90ı phase
for the field.

Like the I and Q parts, the two orthogonal polariza-
tions of an electric field can also be used for information
encoding. To modulate the optical field on both polar-

PBC

Fig. 5.19 Schematic structure of a dual-polarization I/Q
modulator

izations, dual-polarization I/Q modulators are needed.
Dual-polarization I/Q modulators are made by split-
ting the optical carrier and modulating two independent
complex streams via two I/Q modulators, and then com-
bining the two modulated fields via a polarization beam
combiner (PBC). A schematic architecture of a dual-
polarization I/Q modulator is shown in Fig. 5.19. Such
dual-polarization I/Q modulators are used in advanced
line-side optical transponders.

5.2.6 Figure of Merits of a Modulator

In addition to the bandwidth (BW) and the V , the in-
sertion loss (IL) and the footprint are also important
figures of merit that characterize modulators for an op-
tical transponder. The IL includes the optical waveguide
propagation loss and fiber coupling loss. The insertion
loss is measured by comparing the input and output
light power when the modulator is biased for maximum
transmission. An acceptable insertion loss is � 5 dB.

In traditional commercial line-side optical transmit-
ters, bulk LiNbO3 modulators are used. They have 3 dB
bandwidths around 35GHz and have been used for 100,
200, and 400Gb=s data modulation. The device length
of the such modulators is typically 5�7 cm. To reduce
the footprint and to increase the bandwidth, modulators
that are fabricated on other platforms or with different
materials are being investigated. For instance, thin-film
LiNbO3 modulators have been demonstrated with very
high bandwidths [5.18]. Modulators made with InP and
SiPh technologies offer a very small footprint [5.25,
26], and commercial products are available. A com-
parison of the characteristics of the different modulator
technologies is shown in Table 5.1. The values shown
in this table are typical, as quoted from the references,
and are constantly being improved.
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Table 5.1 Comparison of different technologies for phase modulators and MZMs

3 dB bandwidth
(GHz)

V 

(V)
Insertion loss
(dB)

Length
(cm)

Reference

LiNbO3 � 35 � 3:5 � 5 � 5 [5.27]
Thin-film LiNbO3 � 100 � 4:4 0:5a 0:5 [5.18]
InP > 70 � 1:5 � 9 0:8 [5.25]
SiPh � 25 � 5 � 6a 0:4 [5.26]

3 dB bandwidth
(GHz)

V 

(V)
Insertion loss
(dB)

Length
(cm)

Reference

LiNbO3 � 35 � 3:5 � 5 � 5 [5.27]
Thin-film LiNbO3 � 100 � 4:4 0:5a 0:5 [5.18]
InP > 70 � 1:5 � 9 0:8 [5.25]
SiPh � 25 � 5 � 6a 0:4 [5.26]

a On-chip insertion loss (fiber coupling loss) is not reported. (The other two insertion losses reported in this table include both fiber
coupling loss and in-chip loss.)

5.3 Photodetectors

A photodetector (PD) converts an optical signal into
an electrical signal via the process of photon absorp-
tion followed by electron–hole pair generation. There
are several types of PDs, including the Schottky-barrier
(SB) diode, the metal-semiconductor-metal (MSM)
photodiode, the p-i-n photodiode, the avalanche pho-
todiode (APD), and the heterojunction phototransis-
tor (HPT). The most commonly used PD in optical
transponders is the p-i-n photodiode. Common semi-
conductor material(s) used to fabricate the p-i-n pho-
todiode are silicon (Si), GaAs, germanium (Ge), InP,
and indium gallium arsenide (InGaAs). The material
characteristics determine the photodiode’s spectral re-
sponse. Generic performance metrics of a photodiode
include responsivity, bandwidth, dark current, and non-
linearity.

The responsivity is an expression that reflects how
efficiently the PD can convert the optical power into
electrical current. In other words, the responsivity is
defined as the ratio of this photocurrent divided by
the total incident light power falling upon the PD.
The symbol for responsivity is R, and the unit is Am-
pere/Watt. The responsivity of the PD for each of the
different materials listed above is typically a function
of the wavelength (of frequency) of the incident optical
signal.

The bandwidth of a PD defines how fast it responds
to a time-varying incoming optical signal. When a light
pulse impinges on a PD, the time needed for the pho-
tocurrent to go from 10 to 90% of the final output is
defined as the response time. In frequency domain, the
frequency at which the detected RF power drops to half
its value at zero frequency is termed the 3 dB bandwidth
of the PD. The response parameters strongly depend
on the physical dimensions of the PD to a first order,
as they determine the device parasitics such as capac-
itance, resistance, and transit time. Higher-bandwidth
devices would generally be smaller in size.

As the PD has a junction (a p-n junction in the semi-
conductor case), the imperfections at the junction result
in a leakage current. This current flowing through a PD
even in the absence of light is termed dark current. The
unit of dark current is A. The dark current manifests
itself as noise and degrades the detection process. All
well-designed PDs have dark currents in the pA to nA
range. The frequency domain representation of the dark
current is known as the noise spectrum of the PD.

Nonlinearity is a measure of the response (specif-
ically the responsivity) of the PD as a function of the
incident optical power (or incident photons) at a given
modulation frequency. When the incident optical power
is small, the response is generally linear. However, when
the incident power is large, the large number of photon-
generated carriers build up a space charge within the
PD, resulting in a saturation of the response. The on-
set of saturation depends on the device structure and the
frequency of themodulated signal. Generally, p-i-n pho-
todiodes are more linear than APDs, where the multipli-
cation process introduces nonlinearity in the response.

5.3.1 Normal-Incidence PIN Photodiodes

In Fig. 5.20, the p-i-n photodiode is a p-doped semicon-
ductor and an n-doped semiconductor with an intrinsic
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Schematic structure
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p-i-n photodiode
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layer of the semiconductor sandwiched between them.
A reverse bias is applied to the p-n junction, provid-
ing an electric field that sweeps out the photo-generated
carriers to the contacts, where it appears as photocur-
rent.

In a conventional PD design, the light enters per-
pendicular to the semiconductor surface (Fig. 5.20)
passing through the substrate. Such light coupling is
called normal-incidence coupling. Absorption of light
in normal-incidence PDs takes place in the thin intrin-
sic layer. High-speed response of these PDs is obtained
by reducing the thickness of the intrinsic region (so
that the carrier transit time can be minimized). How-
ever, this comes at the expense of two impairments.
The capacitance of the PD increases when the intrinsic
layer thickness is reduced, resulting in an RC lim-
ited frequency response. In addition, the volume for
light absorption is reduced, resulting in a decrease in
the responsivity. As a result, normal-incidence PDs
have an inherent tradeoff between the responsivity and
the bandwidth [5.28]. A responsivity of 0:5A=W with
a 50GHz bandwidth is typical for such a PD.

5.3.2 Waveguide PIN Photodiodes

A method to circumvent the responsivity-bandwidth
tradeoff seen in normal incidence PDs is to partially de-
couple the responsivity from the device parasitics. This
is achieved using waveguide coupled p-i-n PDs. Band-
widths higher than 50GHz have been demonstrated
using such a waveguide coupling structure [5.29–31].
A waveguide PD utilizes an input optical waveguide
with embedded absorbing layers, as shown in Fig. 5.21.
The light is absorbed when it propagates through the
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Fig. 5.21 Schematic structure of a waveguide photodiode

intrinsic layer. The propagating length in such devices
can be made much larger than the thickness of the
intrinsic layer in a normal incidence PD, resulting in
large responsivity. At the same time, the thickness of
the waveguide layer can be designed to be small to re-
duce the transit time of the photon-generated carriers,
within some bounds. The combined design approach
minimizes the bandwidth-responsivity tradeoff seen in
normal incidence PDs, yielding higher bandwidth PDs.
Waveguide PDs with 3 dB bandwidths greater than
100GHz and with responsivity of about 0:5A=W have
been demonstrated.

5.3.3 Avalanche Photodiodes (APD)

The APD is a special case of the p-i-n PD where one
of the photo-generated carriers (usually electrons) is
accelerated by a strong electric field to result in a multi-
plication, leading to an avalanche of carriers. The APD
thus provides gain as compared to a simple p-i-n PD
through the avalanche multiplication process. An APD
is typically operated near its reverse bias break-down
voltage (for a high electric field) to realize gains be-
tween 5 and 10 (in linear units). APDs are generally
used where high receiver sensitivity is needed.

5.4 Transmitter Hardware

An optical transmitter, as shown in Fig. 5.22, comprises
a laser that generates a light beamand a dual-polarization
I/Q modulator for imprinting the information onto the
light beam. The information, before optical modulation,
is represented by electrical voltages. The voltages are
generated by DACs, which receive the information from
the DSP engine. There are linear RF amplifiers between
the DACs and the modulator to amplify the DAC output
(which is less than 1V) to themodulator’s required volt-
age (3�5V). The laser is typically an ECL as described
in Sect. 5.1. The dual-polarization I/Qmodulator has the
same architecture as described in Sect. 5.2.5. In this sec-
tion, we explain the DACs and their drivers.

PBC

MZM

Laser

Linear drivers

D
A

C
s

D
SP

Fig. 5.22 Schematic architecture of an optical transmitter
for the line side
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5.4.1 Digital to Analog Converters (DAC)

A DAC converts a finite-precision number into a physi-
cal quantity. In the telecommunications context, a DAC
converts a finite-precision binary series to a contin-
uously time-varying voltage. In modern optical com-
munications, DACs are the key to the generation of
arbitrary electrical waveforms that are needed for ad-
vanced multilevel modulation formats.

To understand DACs, we start with the simple 2 bit
DAC shown in Fig. 5.23a. To represent a ramp sig-
nal, e.g., the dashed waveform shown in Fig. 5.23b,
we can describe the waveform (at each time instance)
as two binary values (Fig. 5.23c). The 2 bit DAC will
take two values (D0 and D1) at a time and convert them
to a voltage. The voltage is generated and held until
the next voltage is produced. An example of the 2 bit
DAC generated ramp signal is shown as the solid line
in Fig. 5.23b. As this DAC uses 2 bit at a time to pro-
duce one voltage, it has a digital-to-analog conversion
resolution of 2 bit.

Typical DACs in deployed line-side transmitters
have resolution from 6 to 8 bit. The more resolution
a DAC has, the better it can represent an arbitrary wave-
form. A limited number of bits results in quantization
noise. The quantization noise is a fundamental digital-
to-analog conversion noise, representing the informa-
tion loss when using finite-precision binary numbers to
represent an arbitrary waveform. The more quantiza-
tion bits a DAC has, the lower the quantization noise.
Besides the quantization errors, there are other noise
and distortions in a DAC that are induced by elec-
tronic circuits. Such noise and distortions, along with
the fundamental quantization noise, lead to the defini-
tion of the effective number of bits (ENOB). The ENOB
is the equivalent number of bits for practical DACs
that includes quantization noise and electric circuit-
induced noise and distortions. Typical ENOB values
range between 5 and 6 bit. The ENOB is also fre-
quency dependent, as electronic circuit noise changes
with frequencies. In general, ENOB decreases with fre-
quency.

D0

D1
2 bit DAC

a)

∆t

Clock t

V

∆t

b)

t1 t2 t3 t4

Ideal waveform

DAC generated 
waveform

0 0 1 1

0 1 0 1

…

…

c)

t1 t2 t3 t4
…

D0

D1

Fig. 5.23a–c An example of a 2 bit DAC. (a) Schematic diagram for a 2 bit DAC. (b) example of an ideal ramp signal,
and a 2 bit DAC generated ramp signal. (c) description of the ramp signal in the form 2 binary bits

Besides the resolution, the sampling speed is an-
other figure of merit of DACs. The sampling speed tells
how fast the DAC can generate a new voltage. In the ex-
ample shown in Fig. 5.23, the DAC can generate a new
voltage every
t seconds. This means the sampling rate
of the DAC is SaD 1=
t samples=s (Sa/s). According
to the sampling theorem [5.32, 33], the sampling rate
Sa bounds the highest possible analog bandwidth of the
DAC (Sa=2Hz for this example). Quite often, instead
of the sampling rate, the electronic circuits are more
likely to limit the actual bandwidth. Practical DACs re-
alized from complementary metal oxide semiconductor
(CMOS) technologies generally have 3 dB bandwidths
that are smaller than Sa=2.

DACs with a higher sampling rate usually have
lower resolutions due to the challenges in electronic
circuit design for higher frequencies. For example,
DACs with a sampling speed lower than 10GSa=s can
have more than 10 bit resolution. DACs that are be-
ing used in line-side transponders, which operate at
� 100GSa=s, usually have a nominal resolution of 8 bit
and an ENOB of 5�6 bit. For commercially available
CMOS-integrated DACs, the 3 dB bandwidths are usu-
ally around 20GHz. Signals with more than 20GHz
bandwidth can still be generated with such DACs if
proper pre-emphasis via digital signal processing is
used, at the expense of ENOB. Silicon germanium
(SiGe)-based DACs can have a higher speed, e.g., with
a 3 dB bandwidth of � 40GHz. In laboratory demon-
strations where discrete components (binary sources,
electrical multiplexers, etc.) are used, DACs can have
sampling rate of up to 204GSa=s with 1 bit resolu-
tion [5.34, 35]. Comparable sampling speeds but higher
resolutions can be achieved via electrical frequency
multiplexing. With such multiplexing (also referred
to as the digital band interleaving technique), DACs
with a sampling rate of 240GSa=s and a bandwidth
of 100GHz with a nominal resolution of 8 bit can be
achieved [5.36, 37].

Besides the bandwidth and resolutions, there are
other figures of merit associated with DACs, such as the
spurious-free dynamic range, signal-to-noise ratio, and
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quantization errors, all of which are extensively treated
in textbooks [5.38, 39].

5.4.2 Linear Driver Amplifier

Linear RF amplifiers between the DACs and the optical
modulator amplify the DAC output voltage to the volt-
age required to drive the modulator. The typical gain
of these drivers is � 20 dB. Linearity is an important
aspect for these drivers, as the waveforms generated
from the DACs are arbitrary with many levels, and
the amplifiers should preserve the characteristics of the
waveforms. Departure from linearity would result in
distortions that are passed on to the modulated opti-

cal signal. In the case that the amplifiers are not linear
enough, mitigation is possible in the DSP engine that
precedes the DAC, albeit at the expense of the available
DAC resources (dynamic range, ENOB, etc.).

As described in Sect. 5.2.5, the dual-polarization
I/Q modulator, typically used for line-side signal gen-
eration, has four MZMs and requires four input RF
waveforms (namely, Ix, Qx, Iy, and Qy). Therefore,
four-in-one linear driver arrays are commonly used for
such applications. The quad-drivers must have well-
matched characteristics such as gain, analog bandwidth,
and noise figure. The ability to control the gain of each
driver is also important for the optimization of the sym-
metry of the I–Q constellations.

5.5 Coherent Receiver Hardware

The modern optical modulator modulates both ampli-
tude and phase of the light, as we learnt in Sect. 5.2.5.
This requires the receiver to be capable of recover-
ing both the amplitude and phase. However, one PD
with power detection squares the received optical field
CSIG D Aej'ej!c t as

ED jCSIGj2 D
ˇ
ˇAej'ej!c t

ˇ
ˇ2 D A2 ; (5.8)

where !c is the angular frequency of the optical carrier;
A and ' are, respectively, the amplitude and phase of
the modulated light. Both A and ' contain information
and need to be recovered at the receiver. It can be seen
that single PD power detection captures only the power/
amplitude of the light and loses the phase information.
To receive the phase information, various receivers can
be implemented. For instance, one can encode the sig-
nal differentially at the transmitter and use a 1 bit delay
receiver at the receiver. One can also use self-coherent
receivers where CW light is transmitted with the sig-
nal and is used to mix with the signal at the receiver to
recover the phase.

More conveniently, for high-speed optical transpon-
ders, coherent receivers are used. The coherent receiver
uses an optical local oscillator (OLO) CLO D Rej!LO t to
mix with the signal. The mixed light is detected by the
PD,
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; (5.9)

where R and !LO are the amplitude and angular fre-
quency of the OLO. The instantaneous phase of the

OLO is ignored for simplicity; 
! D !c �!LO is the
angular frequency difference of the signal carrier and
the OLO; Re.�/ stands for the real part of a complex
number. The factor 1=

p
2 is brought by a 3 dB power

loss from an optical coupler. In (5.9), the first term is
a DC term that is easy to remove using a DC block, and
the second term is the signal of interest. The third term
is a square of the signal and is an unwanted term. Note
that the third term is a broadband distortion and spec-
trally overlaps with the signal of interest, thus can not
be removed by a DC block. Keeping the power of the
OLO much larger than the signal, the second term will
dominate over the third term.

In this section, we start with the simplest coherent
receiver that realizes (5.9). We then describe more com-
plex versions of coherent receivers that can improve
the performance. In the end, we will explain coher-
ent receivers being used in most advanced coherent
transponders.

5.5.1 2�2-Coupler-Based
Coherent Receivers

Combining an OLO with the signal can be realized
by a simple 2�2 optical coupler followed by a PD
(Fig. 5.24), and is known as a 2�2-coupler-based coher-
ent receiver. A PD placed at one output of the coupler
performs the detection, while the second output can be
used to provide feedback for phase locking the OLO to
the incoming signal.

Adding a second PD at the other output and com-
bining the two PDs outputs in a differential manner,
as shown in Fig. 5.25, can remove the first and third
term of (5.9), leaving only the second term (with twice
the magnitude compared to (5.9)) yielding a better per-



Part
A
|5.5

150 Part A Optical Subsystems for Transmission and Switching

1/2 |(CSIG+ CLO)|2

Monitor port

CSIG

CLO

Fig. 5.24 Schematic architecture of a 2�2-coupler-based
coherent receiver

formance. With this structure, the power ratio between
the OLO and the signal can therefore be reduced com-
pared to the architecture shown in Fig. 5.24. This PD
pair is known as a balanced photodetector (BPD). The
2�2 coupler, as it mixes the signal and OLO and pro-
duces the second copy of the OLO with a 180ı phase
shift, can be viewed as a 180ı optical hybrid
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To explain the required number of PDs and ADCs
for the received signal, we rewrite the detected signal
in (5.10) as ED 2RAej'ej
!tC 2RAe�j'e�j
!t . From
this expression, it can be seen that the detected sig-
nal is composed of the down-converted signal and its
conjugate. According to the sampling theorem, given
only one ADC, the signal and its conjugate should be
spectrally separated to avoid loss of information. This
means that the 
! then has to be larger than half the
bandwidth of the signal. In other words, this spectral
separation means the OLO should be placed outside
the signal spectrum. (More explanations on the sam-
pling theorem can be found in the literature [5.28, 29].)
Such a type of coherent receiver, with the OLO placed
outside the signal spectrum, is known as a heterodyne
receiver. A heterodyne receiver requires the PD and
ADC’s bandwidths be equal to (or larger than) the opti-
cal signal’s bandwidth.

5.5.2 90ı Optical Hybrid Based
Coherent Receivers

The other way to avoid a loss of information is to
use a 90ı hybrid plus a pair of lower-speed PDs and

1/2 |(CSIG+ CLO)|2 – 1/2 |(CSIG – CLO)|2

CSIG

CLO

–
Fig. 5.25 Schematic architecture of
a 2�2-coupler-based coherent receiver
with a balanced photodetector

ADCs. In this setting, the real and imaginary parts (or
I and Q parts) of the complex signal can be received
by two separate PDs and ADCs. The 90ı hybrid is
a special type of coupler that has two input ports and
four output ports. As shown in Fig. 5.26, the 90ı hy-
brid mixes the incoming signal with the four quadrature
states associated with the OLO. The four mixed sig-
nals are, respectively, .CSIGCCLO/=2, .CSIG�CLO/=2,
.CSIGCjCLO/=2, .CSIG�jCLO/=2, and they are grouped
into two pairs and sent to two BPDs. The output of the
two BPDs, E1 and E2, can be expressed as the following
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where Imf�g stands for the imaginary part of a complex
value. It can be seen that the two BPDs receive the real
and imaginary parts of the optical field. In this case,

! is close to zero, and this type of coherent receiver
is known as an intradyne receiver. In a very special case,
when the 
! equals zero, the receiver is called the ho-
modyne receiver.

5.5.3 Polarization-Diversity
Coherent Receiver

In the approach described earlier, the signal was consid-
ered to have one polarization state. For efficient mixing,
the OLO’s polarization must be aligned with that of the
signal. One can use a feedback mechanism to track the
signal polarization and tune the OLO accordingly. Such
tracking is usually fairly complex. An alternate option is
to extend the coherent receiver design to a polarization
diversity design, as shown in Fig. 5.27. With this ap-
proach, there is no need to track the polarization states.
Moreover, such a receiver is even capable of receiving
polarization-multiplexed signals.

As shown in Fig. 5.27 in a polarization diversity co-
herent receiver, a polarization beam splitter (PBS) splits
the incoming signal into the two orthogonal polariza-
tions (namely, x and y), while a 3 dB coupler splits the
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Fig. 5.26 Schematic architecture of a 90ı hybrid based co-
herent receiver

OLO into two copies. Two sets of 90ı hybrids are then
used to recover the x and y electric fields, respectively.
The two sets of the hybrid, the PBS and the OLO power
splitter, together are known as the polarization diver-
sity hybrid. This hybrid has eight output ports, four for
each polarization. A total of four BPDs (eight PDs)
in addition to their amplifiers complete the receiver’s
optical-to-electrical (O/E) front-end.

It is important to mention that this polarization di-
versity coherent receiver is capable of receiving all four
multiplexing dimensions (namely, two quadratures and
two polarizations) of an optical signal. This is then the
universal coherent receiver that is used to recover any
type of information encoding of the optical field.

5.5.4 Transimpedance Amplifier (TIA)

The electrical signal at the output of a BPD (or a PD as
the case may be) is typically small. The BPD is usually
followed by a low-noise electronic amplifier to raise the
electrical signal to a sufficient level for ADCs. This am-
plifier transfers the detected photocurrent Iph from PDs
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Fig. 5.27
Schematic ar-
chitecture of a 90ı
hybrid based co-
herent receiver
with polarization
diversity

into a proportionate output voltage Vpp, and is known
as a transimpedance amplifier (TIA). A TIA is charac-
terized by its transimpedance Z, given by Z D Vpp=Iph.
Typical values for Z are in the range from 1 to 3M�.
TIAs also typically have automatic gain control (AGC)
to allow for delivering a fixed output voltage indepen-
dent of the input optical power to the photodiode. Since
the PDs are linear in detecting multilevel waveforms (as
described in Sect. 5.3), the following electrical ampli-
fiers should also preserve that linearity. TIAs are also
characterized by their gain, bandwidth, and electronic
circuit noise. Typical TIAs that are used in coherent op-
tical receivers have bandwidth of 30�40GHz.

5.5.5 Analog to Digital Converter (ADC)

The signal detected by the coherent receiver is an ana-
log signal that needs to be digitized and then digitally
processed to recover the encoded information. ADCs
are the devices that convert the analog signals to digi-
tal signals. This device essentially performs the reverse
function of the DAC described in Sect. 5.4.1. It converts
a continuous-time and continuous-amplitude analog
signal to discrete-time and discrete-amplitude digital
samples. Similar to the DACs, the main characteristics
of ADCs are the sampling rate, analog bandwidth, and
ENOB. For a coherent receiver, four channel ADCs are
integrated on a single chip, allowing for synchronized
reception.

CMOS-integrated ADCs nowadays typically have
� 128GSa=s sampling rate with 8 bit nominal reso-
lution. Higher speeds have been achieved with other
technologies such as InP. For instance, InP-based ADCs
in the form of real-time sampling scope can have
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256GSa=s with nominal bits of 8 and an ENOB of
� 6 bit [5.30]. CMOS ADCs with a digital band in-
terleaving technique and also in the form of real-time

sampling scope can have 240GSa=s [5.33]. More re-
views of the ADCs and their role in the signal reception
can be found in [5.40].

5.6 Integrated Transmitters and Receivers

When the optical transmitter and receiver are imple-
mented with discrete components, there are many op-
tical and electrical interfaces. For instance, in an optical
transmitter, there are 3 optical interfaces (laser output,
modulator input, and modulator output) and at least
16 RF interfaces (4 DAC outputs, 4 driver inputs, 4
driver outputs, and 4 modulator inputs). In a polar-
ization diversity coherent receiver, there are a total of
18 optical interfaces (2 optical hybrid inputs, 8 hy-
brid outputs, and 8 PD inputs). This large number
of optical and RF interfaces makes the task of mini-
mizing impairments (reflections, delay mismatch, and
bandwidth loss) very challenging when the system is
operating at high speed. These impairments degrade the
transponder’s ability to transmit/recover complex mod-
ulation formats with good performance. A few of these
impairments, such as delay mismatch could be precom-
pensated in the DSP engine. Reflections and bandwidth
loss are difficult to address without sacrificing com-
plexity and energy. However, when all the components
are integrated in a small form factor, and the number
of interfaces are minimized, these impairments can be
mitigated to a great extent. Integrated coherent trans-
mitters (ICT) and integrated coherent receivers (ICR)
are typically realized via one of three available tech-
nologies. These are all-InP technology, micro-optics
with InP technology, and silicon photonics (SiPh) tech-

nology with external laser sources. More information
about these technologies can be found in papers and
textbooks [5.41–43].

The integrated transceivers are packaged into
a small-form factor module. Modern line-side opti-
cal transponders use C form-factor pluggable (CFP)
modules. The CFP is a multisource agreement to pro-
duce a common form-factor for the transmission of
high-speed digital signals. There are a number of varia-
tions of CFP, including CFP, CFP2, and CFP4. Among
them, the CFP2 module is being used for 100Gb=s and
200Gb=s transceivers. It measures 41:5mm (width) ×
12:4mm (height) × 107:5mm (depth) and allows for
a maximum of 12W power usage. The CFP2 mod-
ule can be a complete coherent transceiver that has
the analog front-end and DSP module. This kind of
CFP2 transceiver is called CFP2-DCO, where the DCO
stands for digital coherent optics. The CFP2-DCO can
be plugged into a slot that is designed for a CFP and
communicates through the socket with digital signals.
A CFP2 module can include only the analog parts and
not have a DSP module. This type of module is called
the CFP2-ACO, where ACO stands for analog coherent
optics. The CFP2-ACO communicates with the circuit
board by sending analog signals across a special con-
nector, and the DSP engine resides outside the CFP2
module.
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6. DSP for Optical Transponders

Seb J. Savory , David S. Millar

This chapter outlines the principles of the digi-
tal signal processing (DSP) used in modern optical
transceivers. The historic developments that have
led to the emergence of DSP being applied in
optical transceivers is reviewed, including the
high-speed complementary metal oxide semi-
conductor (CMOS) analog to digital converters
(ADC) that have facilitated the creation of the
application-specific integrated circuit (ASIC) which
underpins digital coherent transceivers. Follow-
ing on from this, the mathematics associated with
finite impulse response (FIR) filters is reviewed,
including the Wiener and least-squares design of
FIR filters. The mathematics associated with the
adaptive multiple-input-multiple-output (MIMO)
filter employed in the receiver is also discussed,
including derivation of the stochastic descent al-
gorithm based on differentiation with respect to
a complex vector. Subsequently, we provide an
overview of DSP algorithms, before detailing both
those required for equalization and synchroniza-
tion. Following a summary of error correction used
in a digital transceiver, we reflect on the current
research trends and future opportunities for DSP in
optical transceivers.

6.1 Historical Background ....................... 156

6.2 Preliminaries . ................................... 157
6.2.1 FIR Filters .......................................... 157
6.2.2 Differentiation with Respect

to a Complex Vector ........................... 158
6.2.3 Least-Squares Tap Weights ................. 158
6.2.4 Application to Stochastic Gradient

Algorithms ........................................ 158
6.2.5 The Wiener Filter ............................... 159
6.2.6 Frequency Domain Implementation

of FIR Filters ...................................... 159

6.3 Overview of DSP Algorithms ............... 160
6.3.1 Equalization Algorithms ..................... 160
6.3.2 Synchronization Algorithms ................ 160

6.4 Orthonormalization and De-skew
Algorithms ....................................... 161

6.4.1 Orthogonalization Algorithms ............. 161
6.4.2 De-skew ........................................... 161

6.5 Static Equalization . ........................... 161
6.5.1 Nature of Chromatic Dispersion ........... 161
6.5.2 Modeling of Chromatic Dispersion

in an Optical Fiber ............................. 161
6.5.3 Truncated Impulse Response .............. 162
6.5.4 LS FIR Filter Design ............................. 163

6.6 Adaptive Equalization ....................... 164
6.6.1 Equalization of PMD........................... 164
6.6.2 Obtaining the Inverse Jones Matrix

of the Channel .................................. 165
6.6.3 Constant Modulus Algorithm............... 165
6.6.4 Decision-Directed Equalizer................ 165
6.6.5 Radially-Directed Equalizer Update

Algorithm ......................................... 166
6.6.6 Parallel Realization of the FIR Filter ..... 166
6.6.7 Generalized 4�4 Equalizer ................ 166

6.7 Carrier and Timing Synchronization
Algorithms ....................................... 167

6.7.1 Symbol Timing Recovery ..................... 167
6.7.2 Carrier Phase and Frequency

Estimation ........................................ 167

6.8 Forward Error Correction Coding ........ 169
6.8.1 Coding Schemes ................................ 169

6.9 Current Research Trends .................... 170
6.9.1 Constellation Shaping ........................ 170
6.9.2 Power Efficient Transceiver Design....... 172
6.9.3 Nonlinearity Mitigation ...................... 172

6.10 Future Opportunities . ........................ 173
6.10.1 High-Capacity Core Transport .............. 173
6.10.2 Metro-Access..................................... 173
6.10.3 Short-Reach Systems ......................... 173

6.11 Closing Remarks ............................... 173

References ................................................... 174

© Springer Nature Switzerland AG 2020
B. Mukherjee et al. (Eds.), Springer Handbook of Optical Networks, Springer Handbooks, https://doi.org/10.1007/978-3-030-16250-4_6

https://orcid.org/0000-0002-6803-718X
https://orcid.org/0000-0002-6381-0604
https://doi.org/10.1007/978-3-030-16250-4_6


Part
A
|6.1

156 Part A Optical Subsystems for Transmission and Switching

76.1 Historical Background

The key to realizing digital signal processing (DSP) in
optical transceivers has been the development of high-
speed analog to digital converters (ADC) that can be
realized in CMOS technology. Historically, optical fiber
communication systems operated at the technological
limits of the electronics available with data encoded
as binary intensity modulation at a rate commensu-
rate with the bandwidth of the electronics available. As
such, optical line rates were far in excess of those that
could be generated or sampled digitally. Consequen-
tially, it seemed unlikely that DSP would be applied to
optical fiber communication systems.

1995 2000 2005 2010 2015
Year

0.01

1

100
Sampling rate (GSa/s)

Fig. 6.1 Progress in the maximum CMOS ADC sampling
rate reported at the International Solid-State Circuits Con-
ference (ISSCC)
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Fig. 6.2 Phase and polarization diverse coherent receiver and associated DSP (TIA: transimpedance amplifier, PBS:
polarization beam splitter)

This situation changed significantly at the turn of
the century when 40Gb=s optical systems were being
developed. While 40Gb=s could have been deployed
in the early 2000s, the dot com crash delayed com-
mercial deployment by several years, such that the
optical line rate stagnated at 10Gb=s for a decade
(from 1997–2007). At the same time, as can be seen in
Fig. 6.1, research into CMOS-based ADCs made stag-
gering improvements, with sampling speeds increasing
by two orders of magnitude in just 5 years (1997–2002).
Critically, in 2003 when 20GSa=s CMOS ADCs first
became available [6.1], it allowed the current 10Gb=s
optical line rate to be digitized. The emergence of high-
speed CMOS data converters that could be integrated
with the digital signal processing (DSP) into a single
application-specific integrated circuit (ASIC) enabled
a digital revolution in optical transceiver design.

While DSP was initially applied to the direct de-
tection systems of the time, attention quickly moved
toward digital coherent transceivers. Rather than merely
directly detecting the power, as in a traditional system,
a phase and polarization diverse coherent receiver was
employed to linearly detect the electrical field, as illus-
trated in Fig. 6.2.

As we will discuss in subsequent sections, typi-
cally the DSP first equalizes the incoming signal prior
to synchronizing the receiver with the transmitter, with
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feedback provided to the frequency of the local oscilla-
tor laser and the ADC.

The first commercially available digital coherent
transceiver emerged in 2008 [6.2], with the Nortel
transceiver, which used dual polarization quadriphase
shift keying (DP-QPSK) at a line rate of 11:5GBd to
achieve a net data rate of 40Gb=s. The resulting DSP
was realized in a single ASIC using 90 nm CMOS
incorporating four 23GSa=s ADCs with 6 bits of res-
olution to digitize the 46Gb=s signal (with the power
per bit of resolution reducing from 1:1W in 0:18�m
CMOS [6.1] to less than 0:5W in 90 nm CMOS [6.3]).
Within a year of the 40Gb=s product being released
a 100Gb=s product was released in 2009 [6.4], as
a dual carrier transceiver with the 46Gb=s product
overclocked at 56Gb=s, such that from the two car-
riers a total of 112Gb=s could be transmitted. This

allowed 100Gb=s coherent transceivers to be realized
a year earlier than the single-carrier 100Gb=s solu-
tions that emerged in 2010 [6.5]. Since then progress
has been rapid, with 400Gb=s systems now commer-
cially deployed and research continuing to 1 Tb=s and
beyond.

In this chapter, we will review the DSP currently
being applied to optical transceivers. Given the invest-
ment required, at present this is limited to coherent
transceivers, which will be the focus of this chap-
ter. Nonetheless, as we outline later in this chapter,
it seems likely that DSP may progress beyond coher-
ent transceiver to direct detection transceivers. Before
going into detail regarding algorithms, we begin by re-
viewing the underpinning mathematics associated with
finite impulse response (FIR) filters that arise in many
of the algorithms employed.

6.2 Preliminaries

6.2.1 FIR Filters

A key building block of DSP in optical transceivers is
the finite impulse response (FIR) filter. Herein we dis-
cuss the underlying mathematics of FIR filters and their
optimization (including differentiation with respect to
a complex vector). As illustrated in Fig. 6.3, a finite im-
pulse response (FIR) filter is a nonrecursive filter with
tap weights hŒn	, where n 2 f0; 1; : : : ;N � 1g, and the
time step between taps given by Ts.

In the time domain the taps may be written as

h.t/D
N�1X

nD0
hŒn	ı.t� nTs/ : (6.1)

Alternatively, we can write

h.t/D hTıs (6.2)

where superscript T denotes the transpose operation and
h and ıs are defined as

hT D ŒhŒ0	; hŒ1	.. hŒN � 1		 (6.3)

and

ıT
s D Œı.t/; ı .t�Ts/ ; :: ı .t� .N� 1/Ts/	 : (6.4)

Hence, the Fourier transform is given by

H.!/D
1Z

�1
h.t/e�j!tdtD

N�1X

nD0
hŒn	e�jn!Ts

D hTe.!/ ; (6.5)

where we have defined

e.!/D 	1; e�j!Ts ; e�2j!Ts ; : : : e�j!.N�1/Ts
T (6.6)

and we have assumed throughout this chapter the
Fourier transform pair

X.!/D
1Z

�1
x.t/e�j!tdt ; (6.7)

x.t/D 1

2 

1Z

�1
X.!/ej!td! : (6.8)

Given the above definitions, if we define !s D
2 =Ts, it readily follows that since e�jnm2  D 1 for
m2 Z, thatH.!Cm!s/D H.!/ indicating the sampled
spectrum is aliased to multiples of the sampling fre-
quency, as expected from sampling theory.

In order to consider the effect of filtering we define
an input signal vector x of N samples as

xT D .xŒn	; xŒn� 1	; :: xŒn� .N � 1/	/ : (6.9)

Ts Ts Ts

h[0]

Input
x[n]

Output
y[n]

h[1] h[2] h[N – 1]

Fig. 6.3 Finite impulse response filter with output yŒn	D
hTxDPN�1

iD0 hŒi	xŒn� i	
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Then the process of generating an output signal yŒn	 by
filtering an input vector may be written as

yŒn	D hTxD
N�1X

iD0
hŒi	xŒn� i	 ; (6.10)

indicating that the output is obtained via the dis-
crete time convolution of the input vector with the
tap weights. This convolution may be realized in the
frequency domain as multiplication, underpinning com-
putationally efficient techniques such as the overlap and
save method that we will discuss at the end of this sec-
tion.

6.2.2 Differentiation with Respect
to a Complex Vector

If z is a complex number such that zD xC jy, then
we can define differentiation with respect to a complex
number as via the Wirtinger derivative given by

@

@z
D 1

2

@

@x
� j

2

@

@y
; (6.11)

with

@

@z	
D
�
@

@z

�	
D 1

2

@

@x
C j

2

@

@y
; (6.12)

which in turn gives

@z

@z
D 1

@z	

@z	
D 1

@zn

@z
D nzn�1 ; (6.13)

which is in keeping with expectations from usual calcu-
lus. However, it also follows that

@z	

@z
D @z

@z	
D 0 ; (6.14)

indicating that a complex variable and its conjugate
may be considered as independent variables, insofar as
differentiation is concerned. If we extend the concept to
a vector, such that

@

@z
D 1

2

@

@x
� j

2

@

@y
; (6.15)

where @=@xD .@=@x0; @=@x1; : : : @=@xN�1/T etc., then it
follows that

@zT

@z
D @

@z
zT D ID@z

	T

@z	
(6.16)

and

@z	T

@z
D 0D@z

T

@z	
; (6.17)

where I and 0 are the N �N identity and null matrices,
respectively.

6.2.3 Least-Squares Tap Weights

The least-squares formulation gives the tap weights that
minimize the squared error �2 between the desired re-
sponse Hd.!/ and the obtained H.!/ over a frequency
range ! 2 .�!s=2; !s=2/, such that [6.6]

�2 D
!s
2Z

� !s2

jH.!/�Hd.!/j2 d! : (6.18)

Substituting our definition for H.!/D hTe.!/ we ob-
tain

d�2

dh
D

!s
2Z

� !s2

	
hTe.!/�Hd.!/


	
e.!/d! D 0 ;

(6.19)

which, noting that eT.!/ h D hTe.!/, can be rewritten
as

2

6
4

!s
2Z

� !s2

e	.!/eT.!/d!

3

7
5 hD

!s
2Z

� !s2

e	.!/Hd.!/d! :

(6.20)

Noting that
R !s=2
�!s=2 e

	.!/eT.!/d! D !sI, it follows that

hopt D 1

!s

!s
2Z

� !s2

e	.!/Hd.!/d! ; (6.21)

where the tap weights hopt are optimal in a least-squares
sense.

6.2.4 Application to Stochastic
Gradient Algorithms

In an adaptive equalizer, we frequently have a cost func-
tion whose gradient is stochastically estimated and used
to update the tap weights. For a complex valued set
of taps h, the stochastic gradient algorithm is applied
to the real (Re.h/) and imaginary (Im.h/) components
of the taps independently, and hence may be written
as

Re.h/ Re.h/� �
2

�
@�2

@Re.h/

�
(6.22)

and

Im.h/ Im.h/� �
2

�
@�2

@Im.h/

�
; (6.23)
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where  denotes the assignment operation, such that
x y indicates that x is assigned to be the value y.
These two equations may, however, be written more
compactly in terms of the conjugate derivative as

h h�� @�
2

@h	
: (6.24)

To illustrate the approach, we consider the least
mean-squares equalizer whose error term is given by
� D d�hTx, where d is the desired output, which

gives the squared error term as j�j2 D ˇˇd� hTx
ˇ
ˇ2 D�

d� hTx
�	 �

d� hTx
�
, and hence using the product rule

for differentiation and the relationships related to dif-
ferentiation with respect to a complex vector and its
conjugate, we obtain

@j�j2
@h	
D ��x	 : (6.25)

Hence, the tap weight adaption algorithm is given
by

h hC�� x	 (6.26)

Equally, for the constant modulus algorithm
(CMA) [6.7], the cost function is

� D 1� ˇˇhTxˇˇ2 : (6.27)

Similarly, we find

@�2

@h	
D �2� x	 �hTx� ; (6.28)

giving the update algorithm for the CMA as

h hC 2�� x	
�
hTx

�
: (6.29)

6.2.5 The Wiener Filter

We have already shown that the error term is given by
� D d�hTx, such that

@j�j2
@h	
D ��x	 D �x	�T D�x	 �d� xTh

�
: (6.30)

While we have shown how it is possible to itera-
tively solve this using a stochastic gradient technique,
an alternative is to solve this analytically by setting the
expected value of derivative to zero so as to give

hx	di D hx	xThi ; (6.31)

where h�i is the expectation operator. Hence, if we de-
fine PD hx	di as the cross-correlation vector between

the desired signal and the distorted signal, and Rxx D
hx	xTi to be the autocorrelation matrix of the distorted
signal, then we can write the Wiener filter solution of
the tap weights as

hD R�1xx P : (6.32)

Often in a coherent optical communication system the
situation is further complicated by the presence of
phase noise or the frequency difference between the
signal and the local oscillator. Nevertheless, it may be
readily be applied in a simulation environment where
frequency offset correction and carrier recovery is not
required.

6.2.6 Frequency Domain Implementation
of FIR Filters

For a long-haul communication system, a large number
of FIR filter taps Nf are typically required to compen-
sate for the accumulated chromatic dispersion. In such
a case, the filtering can be done more efficiently in
the frequency domain withO.logNf/ complex multipli-
cations. The algorithm we will outline is traditionally
referred to as overlap and save, although overlap and
discard would be a more appropriate name. The first
key concept is that the convolution is done on a block-
by-block basis, with the output of each block combined
to give the overall output. A second key concept is that
FFT�1fFFT.x/FFT.h/g results in the circular convolu-
tion between the arrays x and h (rather than the desired
linear convolution). If we define the size of the FFT
to be N, then the overlap and save algorithm is as fol-
lows [6.8]:

1. Append N �Nf zeros to the tap weights to get an
array of length N. This we transform into the fre-
quency domain (using an N point FFT). Since this
transformation is done just once, it can be neglected
insofar as the computational cost (being fundamen-
tally just an alternative way of representing the tap
weights) is concerned.

2. Take the block of data of length N and FFT. An N
point FFT requires .N=2/ log2 N complex multipli-
cations.

3. The taps in the frequency domain from stage (1) are
multiplied by the data in the frequency domain from
part (2). This requires a further N complex multipli-
cations

4. The resulting vector is then transformed back
into the time domain using an N point inverse
fast Fourier transform IFFT requiring a further
.N=2/ log2 N complex multiplication.

5. Discard the first Nf� 1 samples and output the last
N �NfC 1 samples.
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6. Take the next block of data samples, which starts
N �NfC 1 after the preceding block.

The net result is that the number of complex multipli-
cations per output sample is

NCM D N log2 NCN

N �NfC 1
: (6.33)

In general, the size of the FFT can be optimized to min-
imize the number of complex multiplications to give
Nopt, with the optimal values plotted in Fig. 6.4.

Given that direct linear convolution would require
Nf complex multiplications per sample, it can be shown
that the overlap and save is more efficient for Nf 
 8
(using a 32-point FFT), yielding NCM D 7:7. Using al-
ternative FFT implementations, such as the radix 4
rather than radix 2, can reduce the computation com-
plexity still further.

1 2 4 8 16 32 64 128 256 512 1024
Nf

1
2
4
8

16
32
64

128
256
512

1024
2048
4096
8192

Nopt

Fig. 6.4 Optimum FFT size to minimize the number of
complex multiplications

6.3 Overview of DSP Algorithms

Herein, we will focus on receiver-based digital signal
processing; however, many methods are equally appli-
cable to the transmitter. As illustrated in Fig. 6.2, these
can be broadly partitioned into equalization and syn-
chronization algorithms with the typical arrangement
being to equalize the signal before attempting to per-
form synchronization.

6.3.1 Equalization Algorithms

Equalization algorithms correct for the channel re-
sponse and include the following:

� Orthonormalization and de-skew algorithms – these
correct for imperfections in the coherent detection,
such as the 90ı hybrids not being ideal, as well as
timing and amplitude differences between the dif-
ferent paths.� Static channel equalization algorithms – these
correct for the accumulated chromatic dispersion
(which varies slowly). At the receiver this can also
include pulse shaping and matched filtering, assum-
ing that similar processing has been applied at the
transmitter.� Adaptive channel equalization algorithms – these
correct for dynamic variations. For example, the
polarization axes at the transmitter will be rotated
relative to the receiver. These algorithms also com-
pensate for PMD.

6.3.2 Synchronization Algorithms

Once the channel has been equalized, the synchroniza-
tion algorithms correct for the difference between the
oscillators at the transmitter and the receiver, both op-
tical and electrical. In principle, synchronization could
be achieved prior to equalization, however, many algo-
rithms perform suboptimally in the presence of distor-
tion and, as such, it is usual to equalize the channel prior
to synchronizing the receiver and transmitter. Typical
algorithms include:

� Timing recovery algorithms – these ensure that the
sample clock at the receiver matches that at the
transmitter, by both adjusting the ADC sampling
phase and rate, as well as digitally interpolating to
give samples at the correct time interval.� Frequency estimation algorithms – these detect the
difference in frequency between the incoming car-
rier frequency on to which the data is modulated and
the local oscillator. The local oscillator wavelength
can be adjusted and the residual frequency error cor-
rected digitally.� Carrier phase estimation algorithms – both the
transmitter and local oscillator laser will have phase
noise, which follows a random walk (Brownian
motion, also known as a Wiener process). These al-
gorithms track the mean phase evolution to reduce
the impact of phase noise.
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6.4 Orthonormalization and De-skew Algorithms

The aim of these algorithms is to compensate for the im-
perfections in the optical front end, where optical path
lengths may not be perfectly matched or the hybrid may
not be exactly 90ı. The orthonormalization process com-
pensates for imbalances in amplitude and nonideal 90ı
hybrids after which de-skew compensates for the path
length mismatches between the signals, synchronizing
the digital signals with respect to one another in time.

6.4.1 Orthogonalization Algorithms

In order to recover the original signal using a receiver
with a suboptimal hybrid it is often necessary to use
orthogonalization algorithms. The most common ap-
proach is to use the Gram–Schmidt algorithm [6.9],
which creates a set of mutually orthogonal vectors, tak-
ing the first vector as a reference against which all
subsequent vectors are orthogonalized. In a coherent
receiver, the primary cause of nonorthogonality is due
to a nonideal 90ı hybrid. If rI and rQ are the received
in-phase and quadrature components, then the orthogo-
nalized components are given by

I D rI ; (6.34)

QD rQ� hrIrQihr2I i
rI ; (6.35)

After the signals have been orthogonalized, they are
subsequently normalized to unit power.

6.4.2 De-skew

In order to temporally align the channels any timing
skew should be corrected for. This can be implemented
using a short FIR filter to interpolate between samples
in order to create a temporal delay. Alternatively, it
can be readily implemented via the frequency domain,
where the temporal delay corresponds to a linear phase
response. Since skew is fundamentally a timing offset,
the methods employed are similar to those discussed in
Sect. 6.7.1 for timing recovery. As such, we will not
go into more detail here other than to note that care
should be taken to ensure that if the skew is tracked
the interaction with the channel is considered [6.10].
While robust estimators exist, such as [6.10], an alterna-
tive approach is to perform an initial calibration for the
skew, using, for example, a 4� 4 equalizer (discussed
in Sect. 6.6.7), since such an equalizer can correct for
timing skew [6.11].

6.5 Static Equalization

In modern digital coherent transceivers, the static equal-
izer is used to implement pulse shaping and matched
filtering, as well as equalizing for the significant inter-
symbol interference due to the accumulated chromatic
dispersion. Since the application of pulse shaping is
well covered by digital communications textbooks such
as Proakis and Salehi [6.12], in this section, we focus
on the compensation of chromatic dispersion, since this
is specific to optical fiber communication systems.

6.5.1 Nature of Chromatic Dispersion

Chromatic dispersion is a consequence of the fre-
quency-dependent group delay in the optical fiber. If
two wavelengths are separated by
� nm, then the tem-
poral spread 
t (in ps) is given by [6.13]


tD Dz
� ; (6.36)

where D is the dispersion coefficient of the fiber given
in ps=.nmkm/, and z is the length of the link in

km. Given cD f�, it follows that 
�D�
f ��=f ,
hence for f � 193THz (�� 1553 nm), then 
�=
f D
8 pm=GHz. Hence, a signal occupying 35GHz has
a spectral width of 0:28 nm. If the dispersion coefficient
is 16:7 ps=.nmkm/, then for every 1000km of fiber, the
signal disperses by at least 165 symbol periods, with
the minimum value obtained by assuming a rectangu-
lar spectrum. The number of taps depends on the ADC
sampling rate, for example at 40GSa=s 189 taps per
1000 km of SMF are required, increasing to 330 taps
per 1000 km of SMF if two samples per symbol are used
with an ADC sampling rate of 70GSa=s.

6.5.2 Modeling of Chromatic Dispersion
in an Optical Fiber

In the absence of fiber nonlinearity, the effect of chro-
matic dispersion on the envelope A.z; t/ of a pulse
may be modeled by the following partial differential
equation (which is based on the electronic engineer’s
definition of phase compared with the physicist’s con-
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vention [6.13])

@A.z; t/

@z
D jˇ2

2

@2A.z; t/

@t2
; (6.37)

where z is the distance of propagation, t is time variable
in a frame moving with the pulse A.z; t/, and ˇ2 the
group delay dispersion of the fiber. Taking the Fourier
transform of (6.37) and solving gives the frequency do-
main transfer function G.z; !/, given by

G.z; !/D exp

�
� jˇ2

2
!2z

�
: (6.38)

The dispersion compensating filter is, therefore, given
by the all-pass filter G.�z; !/, which can be approxi-
mated using an FIR filter.

6.5.3 Truncated Impulse Response

Herein, we discuss a simple but intuitive means of
designing the chromatic dispersion compensating FIR
filter [6.14], providing a basis for the discussion of
more complex techniques. In contrast to a frequency
domain approach, not only does this give a simple
closed-form solution for the tap weights, but also it
provides bounds on the number of taps required for
a given value of dispersion. We begin by obtaining the
impulse response g.z; t/ of the dispersive fiber by ap-
plying the inverse Fourier transform to the frequency
domain transfer function G.z; !/ to give

g.z; t/D 1
p
2 jˇ2z

exp
�

j

2ˇ2z
t2
�
: (6.39)

For an arbitrary input, the output can be obtained
by convolving this impulse response with the input, and
as expected, the impulse response itself satisfies (6.37).
By inverting the sign of the chromatic dispersion, we
obtain the impulse function of the chromatic dispersion
compensating filter gc.z; t/, given by

gc.z; t/D 1
p�2 jˇ2z

expŒ�j�.t/	 ; (6.40)

where

�.t/D t2

2ˇ2z
: (6.41)

The impulse response given by (6.40) presents a num-
ber of issues for digital implementation. Not only is it
infinite in duration, but since it passes all frequencies
for a finite sampling frequency, aliasing will occur. The

solution to all of these problems is to truncate the im-
pulse response to a finite duration. To determine the
length of the truncation window, we note that if we
sample every Ts s, then aliasing will occur for fre-
quencies which exceed the Nyquist frequency, given by
!N D  =T , and that the impulse response may be con-
sidered as a rotating vector, whose angular frequency is
given by

! D @�.t/
@t
D t

ˇ2z
: (6.42)

When the magnitude of this frequency exceeds the
Nyquist frequency, aliasing will occur, giving the cri-
terion that j!j< !N and hence,

� jˇ2j z  
Ts
� t � jˇ2j z  

Ts
: (6.43)

Since the impulse response is of finite duration, this
can be implemented digitally using a finite impulse re-
sponse (FIR) filter. If we assume that the number of taps
is large, then the sampled impulse response will approx-
imate the continuous time impulse response. Hence, if
we consider a filter with NTI taps, then the tap weights
will be given by

hTIŒn	D 1p
�
exp

"

� j 
�

�
n� NTI� 1

2

�2
#

; (6.44)

where

�D 2
 ˇ2z

T2
s

;

NTI D bj�jc ;
and n 2 Œ0; 1; 2; : : : ;NTI � 1	 ; (6.45)

where bxc is the integer part of x rounded towards minus
infinity. These tap weights form the basis for the com-
pensation of chromatic dispersion using an FIR filter.

As an example, we consider the application of this
truncated impulse FIR filter design to the compensation
of chromatic dispersion for a 35GBd signal (with a root
raised cosine shape with ˇ D 0:01). As can be seen in
Fig. 6.5, for a QPSK signal, the penalty is less than
0:1 dB when the distance exceeds 250km. Given that
the first digital coherent transceivers employed QPSK
and operated over thousands of kilometers, this de-
sign approach was adequate for the first generation of
systems. Nonetheless, as future systems increased the
cardinality of the modulation format, moving towards
16 QAM and 64 QAM, this approach proved subopti-
mal, with for example a 2 dB penalty observed using
64 QAM at 250 km. This resulted in moving to an al-
ternative formulation, namely least-squares (LS) filter
design.
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Fig. 6.5 Penalty at BERD 2% for a 35GBd signal (ˇ D
0:01) with a truncated impulse response design. The
single-mode fiber has a chromatic dispersion of DD
17 ps=.nmkm/

6.5.4 LS FIR Filter Design

In order to improve the design of the chromatic disper-
sion compensation, first, a least-squares approach can
be utilized. As previously discussed, the least-squares
criterion may be applied to the design of a complex
FIR filter, giving optimal tap weights in a least-squares
sense

hLS D 1

!s

!s
2Z

� !s2

e	.!/Hd.z; !/d! : (6.46)

If, as in the previous section, we define our taps sym-
metrically such that

e.!/D ej!.N�1/Ts=2

� 	1; e�j!Ts ; e�2j!Ts ; : : : e�j!.N�1/Ts
T ;
and so as to neglect the combination of any subsequent
filtering, we choose Hd.z; !/D 1=G.z; !/D G.�z; !/,
then we obtain [6.15]

hLSŒn	D w Œn	� hTIŒn	 ; (6.47)

where

w Œn	D 1

2j
erfi

"s
j 

�

�
n� N� 1

2
C �

2

�#

� 1

2j
erfi

"s
j 

�

�
n� N � 1

2
� �

2

�#

;

(6.48)

where erfi.x/ is the imaginary error function given by
erfi.x/D�j erf.jx/ where

erf .z/D 2p
 

zZ

0

e�t
2
dt : (6.49)

It can be shown that hLSŒn	 corresponds to the
sampled version of the bandlimited impulse response
gcbl.z; t/, given by

gcbl.z; t/D
1

2 

!s
2Z

� !s2

exp

�
jˇ2
2
!2z

�
exp .j!t/d! :

(6.50)

We revisit the previous example, designing an FIR filter
for compensation of chromatic dispersion for a 35GBd
signal (with root raised cosine shape with ˇ D 0:01),
while using the same number of taps N D �2 ˇ2z=T2

s

˘

as for the truncated impulse response. As can be seen
in Fig. 6.6, for the distance of 250 km, the penalty for
64 QAM reduces significantly from 2 dB using the trun-
cated impulse response to less than 0:4 dB using the
least-squares formulation.

Nevertheless, for highly spectrally efficient formats
such as 64 QAM, the penalty can be as high as 3 dB for
short distances (� 30 km). The penalty may, however,
be mitigated by allowing the number of taps in the least-
squares design to increase beyond N D �2 ˇ2z=T2

s

˘
.

To illustrate this, we again consider a 35GBd signal
with a near rectangular Nyquist-shaped spectrum (root

2000
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0

1

2

3

4

20 200

QPSK
16 QAM
64 QAM

Fig. 6.6 Penalty at BERD 2% for a 35GBd signal (ˇ D
0:01) with a least-squares impulse response design. The
single-mode fiber has a chromatic dispersion of DD
17 ps=.nmkm/
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Fig. 6.7 Effect of increasing number of taps on the penalty
at BERD 2% for a 35GBd DP-64 QAM signal trans-
mitted over 31:25 km of standard single-mode fiber (DD
17 ps=.nmkm/) I

raised cosine shape with ˇ D 0:01), transmitting DP-
64 QAM over a distance of 31:25 km of single-mode
fiber with DD 17 ps=.nmkm/. While this gives a min-
imum number of taps required of 20, as can be seen in
Fig. 6.7, if the number of taps are increased by 50%, the
penalty can be made negligible (< 0:1 dB) from the ini-
tial value of 2:9 dB with the minimum number of taps.
We note that if FIR filtering is implemented via the fre-
quency domain, the increase in the number of complex
multiplications to achieve this is less than 10%.
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6.6 Adaptive Equalization

Within coherent receivers, adaptive equalization is em-
ployed in order to track time-varying phenomena. In
general, the cause of temporal variations is due to po-
larization effects, such as random polarization rotations
or polarization mode dispersion (PMD).

6.6.1 Equalization of PMD

Polarization mode dispersion (PMD) arises due to vari-
ations in the circular symmetry of the optical fiber,
resulting in localized birefringence [6.13]. While the
PMD is a unitary operation, generally, compensation
of PMD is included within a subsystem that includes
mitigation of PDL, relaxing the unitary requirement.
By removing the unitary condition polarization, inde-
pendent effects such as nonideal matched filtering can
also be mitigated. Polarization mode dispersion results
in information being coupled from one polarization to
another, such that the information in the x and y polar-
ization at the output Eout is related to the input states
Ein.!/ via [6.16]

Eout D U.!/Ein ; (6.51)

where U.!/ is a 2� 2 unitary matrix. The simplest
manifestation of PMD is as a differential group delay
(DGD) of 
� , such that

U.!/D R.��/
 
e

j!�
2 0

0 e�
j!�
2

!

R.�/ ; (6.52)

where

R.�/D
�
cos � � sin �
sin � cos � :

�
(6.53)

From this, we note that the inverse Jones matrix in the
time domain is given by

u.t/D R.��/
�
ı
�
t� �

2

�
0

0 ı
�
tC �

2

�
�
R.�/ : (6.54)

This reveals that if the equalizer is to correct for
a DGD of � , then the temporal span .N � 1/Ts of an N
tap FIR filter must exceed � , requiring N 
 d�=TseC1.
As we will discuss in the subsequent sections, this is
very much a lower bound on the number of taps, and
in practice, when the convergence time of the equal-
izer is of concern, more taps may be required. Since
PMD is due to random coupling between the polar-
ization modes, DGD has a statistical variation with
a Maxwellian distribution [6.17] with a probability den-
sity function given by

f .�/D 32

h�i 2

�
�

h�i
�2

exp

"

� 4

 

�
�

h�i
�2
#

; (6.55)

where h�i is the mean DGD, and the resulting outage
probability given by the corresponding tail distribution
Fc.�/ is given by

Fc.�/D
1Z
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f .x/dx
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�
�

h�i
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C erfc

�
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�
�

h�i
��
: (6.56)

For the range that is typically of interest, namely � 2
.h�i; 6h�i/, we can approximate the outage probability
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log10 Fc.�/� 0:25

�
�

h�i
�
� 0:57

�
�

h�i
�2

: (6.57)

Consider data from a field trial of 100Gb=s with
31:25GBd DP-QPSK with h�i D 36:6 ps with an adap-
tive equalizer with 13 taps [6.18]. This gives �=h�i D
5:2, and hence an negligible outage probability of 4�
10�15. While it was also noted that no penalty was ob-
served with h�i up to 55 ps, the corresponding outage
probability is 8� 10�7, and as such a penalty is not ex-
pected to be observed.

6.6.2 Obtaining the Inverse Jones Matrix
of the Channel

The impact of polarization-dependent effects on the
propagation may be modeled by a Jones matrix. In
general, this matrix is not unitary due to polarization-
dependent loss (PDL), and furthermore, it will be fre-
quency dependent due to polarization mode dispersion
(PMD). The task is, therefore, to estimate the Jones
matrix and obtain the inverse to compensate for the
impairments incurred. In contrast to the chromatic dis-
persion that may be considered relatively constant, the
Jones matrix may evolve in time due to effects such
as rapid variations in the polarization state, and, there-
fore, the compensation scheme must be adaptive. The
problem of compensating polarization rotations digi-
tally was first considered by Betti et al. [6.19] and later
demonstrated utilizing the formalism of multiple-input-
multiple-output (MIMO) systems [6.20]. For inputs

xD .xŒk	; xŒk� 1	; : : : xŒk� .N � 1/	/T
and

yD .yŒk	; yŒk� 1	; : : : yŒk� .N � 1/	/T ;
the outputs xoŒk	 and yoŒk	 are given by

xoŒk	D hTxxxChTxyy (6.58)

and

yoŒk	D hTyxxChTyyy ; (6.59)

where hxx, hxy, hyx and hyy are adaptive filters each
of which have length N taps. While there are a num-
ber of methods for adapting the equalizer in MIMO
systems, we shall restrict ourselves to a specific exam-
ple that exploits properties of the data, namely that for
dual polarization QPSK (DP-QPSK) the signal for each
polarization should have a constant modulus. This con-
stant modulus algorithm (CMA) has also been shown
to be effective even when the modulus is not constant,
such as higher-order quadrature amplitude modulation.

6.6.3 Constant Modulus Algorithm

For signals of unit amplitude, the equalizer will attempt
to minimize, in a mean squares sense, the magnitude of
�x D 1� jxoj2 and �y D 1� jyoj2. Hence, to obtain the
optimal tap weights, a set of stochastic gradient algo-
rithms with convergence parameter � are used, such
that

hxx hxx�� @�
2
x

@h	xx
D hxxC 2��xxox	 : (6.60)

Similarly

hxy hxyC 2��xxoy	 ; (6.61)

hyx hyxC 2��yyox	 ; (6.62)

hyy hyyC 2��yyoy	 ; (6.63)

where x	and y	 denote the complex conjugate of x and
y, respectively. In order to initialize the algorithm, all
tap weights are set to zero with the exception of the
central tap of hxx and hyy, which are set to unity. Given
that the equalizer is unconstrained with respect to its
outputs, it is possible for both outputs of the equalizer
to converge on the same output, corresponding to the
Jones matrix becoming singular, albeit, there are nu-
merous means of overcoming this limitation [6.21–23].

6.6.4 Decision-Directed Equalizer

Once the equalizer has converged, the equalizer may
move into a decision-directed mode, such that if D.x/
is the symbol closest to x, then the decision-directed
least mean squared (DD-LMS) algorithm minimizes
�x D D.x0/� xo and �y DD.y0/� yo, giving the update
algorithm as [6.24]

hxx hxx��@ j�xj
2

@h	xx
D hxxC��xx	 (6.64)

and likewise

hxy hxyC��xy	 ; (6.65)

hyx hyxC��yx	 ; (6.66)

hyy hyyC��yy	 : (6.67)

One of the challenges of the decision-directed
equalizer is needing to combine the carrier recovery
with the equalization, since the decisions are made on
the phase corrected signal. The resulting feedback path
can, therefore, be more challenging for CMOS ASIC
implementation than the blind equalizer, which parti-
tions the equalization from the carrier recovery.
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6.6.5 Radially-Directed Equalizer
Update Algorithm

While the CMA is well suited to constant modulus for-
mats such at QPSK, many of the formats considered
for future optical networks are not constant modulus,
such as DP-16 QAM, such that the CMA will never
converge to zero error [6.24]. Nevertheless, the CMA
can be adapted to a radially directed equalizer. In this
case,

�x D Qr
�jxoj2

�� jxoj2 (6.68)

and

�y D Qr
�jyoj2

�� jyoj2 ; (6.69)

where Qr.r2/ is a function that quantizes the radius
according to the number of possible points. Once the
notional radius has been determined, the CMA algo-
rithm is used to update the tap weights accordingly. One
of the key benefits of using a radially-directed equalizer
is that it is invariant to the phase of the incoming sig-
nal, and hence allows the equalization and the carrier
recovery to be partitioned. However, for more dense
modulation formats, often it is preferable to use the
CMA initially and then switch to a decision-directed
equalizer.

6.6.6 Parallel Realization of the FIR Filter

One of the key benefits of the FIR filter is that it can
readily be implemented in CMOS. Thus far, all of the
implementations discussed have operated on a symbol-
by-symbol basis, rather than based on a lower speed
CMOS bus. In this case, the DSP is similar to before,
but now we write [6.25]

xo D hTxxXChTxyY (6.70)

and

yo D hTyxXC hTyyY ; (6.71)

where hxx etc. are vectors of length N containing the
tap weights, xo and yo are vectors of length M con-
taining the outputs, and X and Y are N �M matrices
whose columns represent the parallel inputs. In this
case, the error term for the CMA becomes �xD 1�xo ı
x	o , and similarly �yD 1�yo ı y	o , where ı denotes the
Hadamard product (being element-by-element multi-

plication), with the resulting update algorithm for the
CMA becoming

hxx hxxC 2�.�x ı xo/T X	 ; (6.72)

hxy hxyC 2�.�x ı xo/T Y	 ; (6.73)

hyx hyxC 2�
�
�y ı yo

�T
X	 ; (6.74)

hyy hyyC 2�
�
�y ı yo

�T
Y	 : (6.75)

Once the CMA has converged, a decision directed
equalizer is employed with

hxx hxxC��TxX
	 ; (6.76)

hxy hxyC��TxY
	 ; (6.77)

hyx hyxC��TyX
	 ; (6.78)

hyy hyyC��TyY
	 : (6.79)

6.6.7 Generalized 4�4 Equalizer

Provided that the equalizer is not constrained to be
unitary, all of the equalizers discussed in this section
can also be used to mitigate the impact of frequency-
dependent loss or polarization-dependent loss. The
equalizer can, however, be generalized further to the
4� 4 equalizer by relaxing the assumptions in the 2� 2
complex equalizer that the real and imaginary signals
are sampled synchronously and are orthonormal. In this
case, the equalizer structure becomes [6.11, 26]

xor D hTxrxrxrChTxrxixiChTxryryrChTxryiyi ; (6.80)

xoi D hTxixrxrChTxixixiC hTxiyryrChTxiyiyi ; (6.81)

yor D hTyrxrxrChTyrxixiC hTyryryrChTyryiyi ; (6.82)

yoi D hTyixrxrChTyixixiC hTyiyryrChTyiyiyi ; (6.83)

where xor D Re .xo/, xoi D Im .xo/, xr D Re.x/, xi D
Im.x/ etc. For the CMA, the update algorithms are of
the form

hxrk hxrkC 4��xxork ; (6.84)

hxik hxikC 4��xxoik ; (6.85)

hyrk hyrkC 4��yyork ; (6.86)

hyik hyikC 4��yyoik ; (6.87)

where k 2 fxr; xi; yr; yig. The resulting equalizer can
not only compensate for frequency and polarization-
dependent effects but also receiver skew.
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6.7 Carrier and Timing Synchronization Algorithms

The coherent optical transceivers developed for use in
optical transport networks (OTN) are asynchronous and
use free-running transmitter and receiver lasers. There-
fore, the symbol timing frequency and phase must be
recovered by the receiver, and the frequency and phase
difference between the lasers at the transmitter and
receiver must also be estimated at the receiver for com-
plex modulation formats such as QAM.

6.7.1 Symbol Timing Recovery

Since the clocks that determine the symbol rate in the
transmitter and receiver of a transmission system are in-
dependent and free-running, some control algorithm is
required for phase-locking at the receiver [6.27]. One
scheme that is often used for phase-locking involves
the coarse adjustment of a voltage controlled oscillator
in the analog domain, combined with a fine adjustment
of a digital retiming circuit (normally an interpolating
polyphase filter such as a Farrow filter [6.28]). Both the
analog and digital components of such a system can be
driven by the same timing-error detector (TED). Due to
the lack of an observable eye in coherent optical trans-
mission systems before sampling and processing, both
the analog and digital parts of the hybrid timing re-
covery circuit may be driven by a digital-timing error
estimator. The hybrid scheme is shown in Fig. 6.8.

Gardner Algorithm
The most commonly used algorithm for the symbol
timing error detector (TED) in the coherent optical
transmission literature is the Gardner algorithm [6.29].
This algorithm determines an error to be minimized
with two samples per symbol input and assumes a con-
stant symbol energy. The TED output � is defined as

� D Re

2

4
N=2�1X

nD0
.x2n � x2nC2/x	2nC1

3

5 ; (6.88)

where N is the length of the averaging window in sam-
ples, xn is the input sample x at instant n, 	 is the

ADC

NCO

Digital
equalization

Interpolating
filter

Timing
error

detector
Loop filter

Integrator/
loop filterVCO

Fig. 6.8 A block diagram showing
a hybrid timing-recovery circuit
with coarse frequency correction of
the clock driving the ADCs using
a voltage-controlled oscillator (VCO)
and fine phase-locking entirely in the
digital domain using a circuit driven
by a number-controlled oscillator
(NCO)

complex conjugate, and Re denotes the real part of
a complex number.

This error function allows for good performance
in terms of locking, tracking, and residual jitter. How-
ever, distortions such as polarization mode dispersion
(PMD), or residual chromatic dispersion (CD) which
was not compensated by the proceeding static equalizer
may cause failure. Equally utilizing the Gardner algo-
rithm in systems with multilevel modulation or Nyquist
signaling can lead to a reduction in performance or in-
creased frequency of failure. For these reasons, a great
many extensions have been proposed to improve the
performance of the Gardner and related algorithms in
the context of high-capacity optical transmission.

One such extension is to implement the classic
Gardner algorithm in the frequency domain [6.30]. By
calculating the error function in the frequency domain,
it is possible to estimate the distortion due to residual
CD and first-order PMD with a simple model that re-
flects the physical nature of the distortions.

Two extensions were proposed simultaneously
in [6.31] and [6.32], which enable performance of
a Gardner-derived algorithm for signals with near
Nyquist-limited bandwidth. While the architecture of
the algorithm is not changed, a correction in the tim-
ing error detector calculation as proposed in either of
these algorithms eliminates the sensitivity of the timing
recovery system on the transmitted pulse shape, thereby
permitting the use of signals with minimum support in
the frequency domain.

6.7.2 Carrier Phase
and Frequency Estimation

The carrier phase and frequency estimation problems
may be formulated as follows for a signal after proper
equalization

y.t/D x.t/ejŒ!IF tC�.t/	CN ; (6.89)

where t is time, x is the transmitted symbol sequence,
y is the received symbol sequence including all distor-
tions and noise,!IF is the angular intradyne frequency –



Part
A
|6.7

168 Part A Optical Subsystems for Transmission and Switching

that is, the difference in angular frequency between
transmitter and receiver lasers, � is the time varying
phase noise, and N is the additive noise term.

Carrier phase and frequency estimation algorithms
may be considered to fall under two broad categories:
pilot-aided and blind [6.12]. Pilot-aided algorithms
make use of components of the signal,of which the
receiver algorithm has a-priori knowledge. These com-
ponents may be predetermined symbols, interspersed
with unknown data symbols, or sinusoids which have
a fixed relation to the optical carrier frequency and
phase. Blind algorithms use a nonlinear function oper-
ating on the symbols received to remove the influence
of modulation on the phase received.

While there is a well-developed literature dedicated
to intradyne frequency estimation algorithms [6.33, 34],
research in this area has slowed significantly in recent
years. Due to the slow variation of frequency in lasers,
extremely accurate estimates may be performed with
very large observation windows to minimize the effects
of noise and distortion. Since these estimates must be
obtained infrequently, computational cost is low, and
performance good for all practical systems. We, there-
fore, focus on the problem of carrier phase estimation,
which is a much faster varying estimation problem and
has continued to prove challenging as modulation and
coding techniques have evolved.

Algorithms for CPE
Viterbi and Viterbi. The Viterbi and Viterbi algorithm
uses anM-th power instantaneous nonlinearity to elim-
inate the impact of modulation on phase received. The
simple nature of the algorithm, combined with its use of
circular symmetry in the constellation mean that it is an
algorithm particularly well suited to phase-shift keying
(PSK)-based modulation. The most general form, given
in [6.35], is

O�k D
arg

�PkCL
iDk�L F.jyij/yMi



M
; (6.90)

where O�k is the phase estimate at symbol index k, F is
an arbitrary nonlinear function, L is the half-length of
an averaging filter, M is the nonlinear power, and arg(.)
is the complex argument function.

This results in a phase estimate that is bounded on
˙ =M, which must then be unwrapped. This is done
by calculating a per-symbol unwrapping phase as

ak D ak�1C
�
1

2
C M

2 
. O�k � O�k�1/

�
: (6.91)

The unwrapped phase can then be calculated as

O�k D O�kC ak : (6.92)

Blind Phase Search. Due to the sensitivity to phase
noise of high spectral efficiency modulation formats
such as QAM, accurate carrier phase estimation is es-
sential. The recent interest in advanced modulation
formats and modulation format flexible transceivers
also provides motivation for algorithms that are inde-
pendent of the modulation format being used.

The blind phase search (BPS) algorithm [6.36] uses
a search over a set of test phases ˚ with B elements
over a range of  =2, given by

˚ D b 

2B
I b 2 f0; 1; : : :;B� 1g ; (6.93)

the test vector is used to determine the most likely test
phase according to the minimum mean squared error.
A wrapped phase estimate O�k is, therefore, calculated
with

O�k D argmin
˚

"
kCLX

iDk�L

ˇ̌
e�j˚yi �D

�
e�j˚yi

�ˇ̌2
#

; (6.94)

where D is the minimum Euclidean distance symbol
decision function, for the modulation format under con-
sideration. As with the Viterbi and Viterbi algorithm,
the phase estimate must be unwrapped before being ap-
plied to the signal.

As the calculations may be done in parallel for the
B elements in the vector ˚ , and in parallel for different
samples in time, this algorithm may be suitable for im-
plementation in hardware. However, the complexity of
the BPS algorithm is linearly dependent on the number
of test phases. There has, therefore, been a great deal of
interest in developing reduced-complexity alternatives
to the BPS algorithm.

Advanced Algorithms
for Future Implementation

While advanced modulation formats have enabled the
implementation of 200 and 400Gb=s single carrier sys-
tems, the desire of equipment manufacturers to improve
performance and reduce complexity also drives re-
search into new carrier recovery algorithms. As system
implementations approach the Shannon bound [6.37],
the accuracy of purely blind carrier systems is dimin-
ished, as signal and noise become harder to distinguish.
As a result, research into carrier phase estimation algo-
rithms for capacity approaching systems have focused
on two areas: dual-stage algorithms and statistical sig-
nal processing approaches.

Dual-stage algorithms have been investi-
gated [6.38–40] in detail for their ability to determine
a somewhat accurate initial baseline phase without
ambiguity for minimal computation, possibly with the
aid of pilot symbols at the cost of a small overhead
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in transmission rate. A second stage can then provide
more accurate estimation of the carrier phase given the
initial estimate is closest to the true phase.

Statistical signal processing algorithms such as
Bayesian filtering [6.41] and Kalman filtering [6.40, 42]
have been used to accurately recover carrier phase for
both non-Lorentzian phase noise, and for Lorentzian

systems with very low SNR. Kalman smoothing has
also been used to enhance the initial estimate of phase
given by a pilot-aided algorithms. While these algo-
rithms are currently prohibitive in their complexity,
they indicate the manner of improvement that may be
possible in the future as complexity is reduced and com-
putational resources increase.

6.8 Forward Error Correction Coding

The origins of forward error correction coding lie in
the renowned paper by Shannon [6.37], which provided
the genesis for the fields of communication theory, in-
formation theory, and coding theory. Shannon’s noisy
channel coding theorem is given by

CD B log2

�
1C Psig

Pnoise

�
: (6.95)

This theorem gives us the maximal rate C in bits per
second that can be transmitted with good reliability over
an AWGN channel with bandwidthB, signal power Psig,
and noise power Pnoise. A corollary to this is that reliable
communication may be achieved over any channel with
an appropriate channel code or forward error correction
(FEC) code.

The basic principle of FEC coding is that when
a random sequence is injectively mapped onto a larger
space, the set of all possible sequences in this larger
space can become sufficiently sparse that different se-
quences in this larger space may be estimated in the
presence of noise with an arbitrarily low probability
of error. The increase in dimension between the ini-
tial sequence and the sequence after injective mapping
may be considered as the overhead required for forward
error correction, which must increase as the signal-
to-noise ratio decreases in order to maintain reliable
communication.

In order to characterize the amount of overhead re-
quired for FEC that allows reliable communication at
a fixed signal-to-noise ratio, we must account for sev-
eral factors: the modulation format under consideration,
and the nature of the information considered by the
decoder (i.e., hard decision or soft decision), the car-
dinality of the coding scheme under consideration (i.e.,
binary or over some higher order field). This calculation
can, therefore, provide us with an achievable informa-
tion rate for a given channel, modulation format, and
coding strategy.

We note that the FEC strategies used in optical
communications systems are generally designed to be
optimal for the additive white Gaussian noise (AWGN)
channel. While the optical fiber channel is not, in fact,

an AWGN channel, it has been shown to be well ap-
proximated by AWGN [6.43], and such algorithms are
often well suited to implementation in hardware.

The FEC schemes used in optical communications
are currently exclusively block coding-based schemes
(including the somewhat misleadingly named LDPC
convolutional code). We may describe such a linear
block coding scheme in the following way

w D uG ; (6.96)

where u is the uncoded input word, G is the generator
matrix, and w is the resulting codeword. For an input
word u of length k and generator matrixG of dimension
n� k, n� k redundant dimensions are introduced to the
codeword w , resulting in a code rate of

RD k

n
: (6.97)

The parity constraints imposed by the code are de-
scribed by the parity check matrix G, which is defined
by

IDGH ; (6.98)

where I is the identity matrix. For an estimated code-
word Qw , we can calculate the syndrome s as

sD QwH : (6.99)

Each of the n�k elements in the vector s determines
the sum of inputs to each parity equation described
by the generator matrix. In the case when the syn-
drome vector s consists only of zeros, therefore, Qw
represents an estimated codeword that satisfies all par-
ity constraints determined by H, and is, therefore, valid
(although not necessarily equal to the transmitted code-
word).

6.8.1 Coding Schemes

While early coherent transmission systems employed
hard-decision FEC in order to minimize complex-
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ity [6.44], subsequent systems have focused on the
use of soft-decision coding schemes for increased
gain [6.45]. By decoding using not only the bit re-
ceived, but their relative likelihoods, an increase in
coding gain of 2 dB or more can be achieved. As mod-
ulation density has increased for advanced transceiver
designs, using 8, 16, 32, and 64QAM, bit-interleaved
coded modulation (BICM) [6.46] has been utilized to
minimize the complexity of the coding system in hard-
ware. It uses a binary code with an interleaver that
assigns equal proportions of each bit-position in the
constellation (i.e., from most significant to least sig-
nificant) to the codeword. This enables the decoder
to have an equal proportion of the most reliable bits
(that is, the most significant) and least reliable (that
is, the least significant). While this is known not to
be the optimal strategy, it offers only a small penalty
from the optimum in many cases, and has very low
complexity.

Low-Density Parity Check Coding
The most widely adopted soft-decision coding scheme
for coherent optical transmission systems has been
the combination of low-density parity check (LDPC)
codes with BICM. LDPC codes were first discov-
ered in the early 1960s by Gallager [6.47] as a PhD
student and were widely considered impractical until
their rediscovery in the 1990s [6.48]. One of the pri-
mary drivers for the adoption of LDPC codes recently
has been the development of belief propagation (BP)-
based approximate decoding algorithms such as the
sum-product algorithm (SPA) [6.49]. BP decoding al-
gorithms pass many messages in parallel between two
sets of parallel decoders, which perform simple opera-
tions. As the decoding algorithm is inherently parallel,
the long codewords required by LDPC (on the order
of 10 000 bits) are not prohibitive in either latency or
complexity.

Advanced Coding Techniques
While coding schemes that approach the Shannon
bound for a binary input AWGN channel have been
described for more than 50 years, much research is on-
going in the fields of coding and modulation.

A significant development in recent years has been
the development of polar codes, which were discovered
by Stolte [6.50] in 2002 and, later – independently –
by Arikan [6.51]. Polar codes can achieve capacity ap-
proaching performance at far shorter codeword lengths
than those of traditional methods such as LDPC [6.52].
While the structure of polar codes does not favor belief-
propagation type decoding, much progress has been
made recently in decoder algorithms. Particularly in-
fluential has been the work of Tal and Vardy, whose
successive cancelation list decoder [6.53] may be re-
alizable in hardware.

Other topics of research have been focused on re-
ducing the loss in capacity due to the use of binary
codes with interleaving. Nonbinary coding schemes
such as nonbinary LDPC (NB-LDPC) [6.54–56] can
achieve better performance than binary codes and are
optimal when the cardinality of modulation is equal
to the order of the field over which the code is con-
structed.While nonbinary coding can achieve nontrivial
gains in some cases, implementation has proven dif-
ficult due to the required increase in complexity. For
BP type decoders, a modulation of code constructed in
GF(M) requiresM�1 messages to be passed over each
edge in the Tanner graph per decoder iteration.

BICMwith iterative demodulation utilizes feedback
from the FEC decoder to update the demodulator [6.46].
This technique may also approach the optimal perfor-
mance bounded by NB-LDPC, albeit with significant
complexity. Iterative demodulation may be done with
reduced frequency – that is, not at every iteration of the
decoder – although this is associated with a reduction
in performance [6.57].

6.9 Current Research Trends

6.9.1 Constellation Shaping

Constellation shaping provides a methodology for digi-
tal communications systems to approach the Shannon
bound for the AWGN channel. While the Shannon
bound assumes a source with a continuous Gaussian
distribution, a digital communication system with finite
code rate must have a discrete source distribution. There
are two types of source distribution that are of particu-
lar interest in constellation shaping: distributions with
equiprobable symbols, which are unevenly distributed

in the signal space, known as geometric shaping; and
distributions with unequally probable symbols, which
are evenly distributed in the signal space, known as
probabilistic shaping.

Geometric Shaping
Geometric shaping systems are in their most gen-
eral form designed to be a throughput maximizing
arrangement of equally probable constellation points
for a given channel [6.58] (for simplicity, normally as-
sumed to be the AWGN channel). For modulation of
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Quadrature

In-phase

Fig. 6.9 A geometrically shaped constellation with 64
points, able to represent 6 bits of information. There are
16 equally-spaced phase levels, representing 4 bits of in-
formation, and 8 amplitude levels, representing 3 bits of
information

cardinality M, this is an optimization with M� 2 di-
mensions, if we assume that the constellation has zero
mean and unit power. As optimization in this num-
ber of dimensions quickly becomes impossible for the
scale ofM which is of interest (for example, 16–1024),
some symmetry is often assumed in the constellation
such that the number of dimensions can be reduced to
the level whereby numerical optimization can be em-
ployed.

A common simplification to the constellation is to
assume that phase is modulated with equally spaced
levels on a number of rings [6.59, 60], and that the am-
plitude levels of the rings are optimized in order to
maximize throughput at a given SNR. This configura-
tion is often denoted amplitude and phase-shift keying
(APSK). An example of 64-APSK with 16 amplitude
levels and 4 phase levels is shown in Fig. 6.9.

While the performance of APSK is demonstrably
superior to that of uniformly distributed square QAM,
it is known that APSK approaches the Shannon bound
only when symbol metric decoding is used [6.59], that
is, in cases where nonbinary coding or BICM with
iterative demodulation are used. As has been previ-
ously noted, these coding schemes are considered to be
prohibitive in terms of complexity, and, therefore, alter-
native shaping methods are of considerable interest.

Probabilistic Shaping
Probabilistic shaping systems are also in their most
general form designed to be a throughput maximiz-
ing probability distribution of arbitrarily arranged con-

stellation points for a given channel (for simplicity,
normally assumed to be the AWGN channel). In the
contemporary literature for optical communications,
several other characteristics are near universal. The con-
stellation points are normally considered to be square
QAM; constellations are assumed to be shaped in the
amplitude domain only (on a per quadrature basis),
and, therefore, have reflective symmetry about the real
and imaginary axes. This allows for the FEC code
to be applied to the stream of shaped bits, and the
uniformly distributed parity bits assigned to the sign
bits of the constellation – this configuration is also
known as reverse concatenation of FEC and distri-
bution matching. A further common feature is that
each shaped symbol sequence that corresponds to
a block of uniformly distributed bits has the desired
amplitude probability mass function (PMF) – this is
known as constant composition distribution matching
(CCDM) [6.61].

The reverse concatenation approach to probabilistic
amplitude shaping (PAS) is critical to realizable imple-
mentations and is described in the Fig. 6.10. Uniformly
distributed bits from a source are mapped by a distri-
bution matcher to symbol sequences, which have the
desired distribution of amplitudes. The bits represent-
ing the shaped amplitudes are then encoded with an
FEC encoder, and the parity bits (which have a uniform
distribution) are assigned to the sign bits of the constel-
lation. At the receiver side, the FEC decoder operates
on the noisy received symbols in the conventional man-
ner, and the noise-free amplitude sequences are passed
to a distribution dematcher, which outputs uniformly
distributed data bits. This architecture provides several
important benefits: firstly, the Shannon bound may be
approached with a BICM coding scheme, which is an
important condition for practicality; and secondly, the
distribution dematcher can operate on noise-free sym-
bol sequence inputs. This reduces the complexity of
the dematching algorithm requirements. By varying the
entropy of the target distribution and the rate of the dis-
tribution matcher, this also enables the transmission rate
to be varied while maintaining a constant code rate and
symbol rate [6.62].

While these advances have pointed to possible im-
plementations of probabilistic shaping in the near fu-
ture, significant hurdles remain. While CCDM remains
the most widely studied technique at the time of writing,
the high degree of serialism required in the distribu-
tion matcher and dematcher, combined with long block
lengths required for good performance mean that it is
highly challenging to implement CCDM in hardware.
There is, therefore, significant impetus in the develop-
ment of alternative architectures for PAS [6.63–65] that
do not suffer the problems of CCDM.
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Fig. 6.10 A schematic of a communication system employing probabilistic amplitude shaping. The information bits are
first shaped by a distribution matcher, then encoded by an FEC encoder, before being mapped to symbols and transmitted
over the channel. The parity bits have uniform distribution and are mapped to the sign bits in the desired constellation.
At the receiver, the symbols are demapped before the FEC code is decoded. The noise-free shaped bits are then passed
to a distribution dematcher to recover the original information bits

6.9.2 Power Efficient Transceiver Design

As coherent technology has moved into shorter reach
transmission systems, the impact of transceiver power
consumption on the overall system power consump-
tion has become increasingly important. While steady
improvements in CMOS technology have provided
a reduction in power consumption per computational
operation, reducing the power consumption of the
transceiver ASIC is also an active topic for re-
search.

By reducing the sampling rates at the signal con-
verters and throughout the DSP chain, it is possible to
reduce the number of samples processed, and, there-
fore, the power consumed. While these techniques can
be employed without fundamental penalty, they require
new algorithms for equalization and symbol timing re-
covery.

Algorithmic improvements in important DSP
blocks such as the adaptive equalizer [6.66, 67] and
CPE [6.68] can demonstrate significant reductions in
the number and complexity of computational operations
required to achieve the desired functionality. Further-
more, eliminating the DSP entirely (or almost entirely)
has been proposed [6.69].

Computational complexity has also been exam-
ined as a primary constraint in the design of FEC
codes [6.70]. The ability to trade gain for complex-
ity during the design process is a direct result of the
desire to limit complexity for a desired level of perfor-
mance.

We must also note that recent research has il-
luminated the importance of hardware emulation as
a tool for estimating power consumption improvements.
While the broadest effects may be considered by the
counting of multipliers and adders, the frequency with
which gates are flipped, wiring losses, and the char-

acteristics of different CMOS processes are ignored
without a fuller examination of the ASIC design pro-
cess [6.71].

6.9.3 Nonlinearity Mitigation

Digital nonlinearity mitigation has been popularized
over the last several years with two algorithmic de-
signs: split-step type algorithms and perturbation type
algorithms [6.72]. While both of these methods have
the same performance under ideal conditions, per-
turbation type algorithms are generally considered to
be capable of better performance at the low com-
plexity required for hardware implementation. Despite
this popularity, the gain available from digital non-
linearity compensation seems to be limited to the
region of 1 dB or less for realistic system configura-
tions [6.73].

An alternative approach is nonlinear frequency di-
vision multiplexing. The nonlinear Fourier transform
(NLFT) has been known as an application of the in-
verse scattering transform to the nonlinear Schrödinger
equation (NLSE) since the 1970s [6.74]. More recently,
the elements of the discrete NLFT were proposed as
a basis for transmitting information in parallel nonlinear
channels [6.75]. This basis – which may be consid-
ered as a set of orthogonal solitons [6.76] – can be
used to transmit information over the nonlinear optical
channel without accumulating distortion due to non-
linearity during transmission. This technique has been
referred to as nonlinear frequency-division multiplex-
ing or NFDM [6.77].

More recently, an algorithm with reduced complex-
ity – the fast nonlinear Fourier transform [6.78] – was
developed to enable efficient modulation of an opti-
cal carrier in the domain of this nonlinear basis, with
O.n log n/ complexity.
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A great deal of research effort has been expended
in developing transmission systems based on these
ideas [6.79–81]. However, limitations on the amount of
bandwidth that is possible to jointly process, along with

nonlinear distortions induced by copropagating noise
have limited the gains achieved thus far to approxi-
mately those already available with other methods of
digital nonlinearity mitigation [6.82].

6.10 Future Opportunities

6.10.1 High-Capacity Core Transport

Commercial systems operating at 1 Tb=s on a single
wavelength may be a reality in only a few years with
systems transmitting 600Gb=s per wavelength already
under development. Increasingly, transceivers are using
all of the available options, being bit-rate adaptive, us-
ing constellation shaping to enable a single transceiver
to flex from QPSK up to 128 QAM for each polariza-
tion. Such transceivers are bit-rate adaptive, enabling
400Gb=s to be transmitted over 1200 km [6.72]. Most
demonstrations of 1 Tb=s have used in the region of
100GHz optical bandwidth, which will require RF and
mixed signal circuits to operate in the region of 60GHz
or more RF bandwidth. While test equipment is avail-
able at these levels, new optical devices will be required
to take advantage of such high bandwidths. In terms of
aggregate capacity, space division multiplexed systems
can offer significant increases in capacity. This again of-
fers significant opportunities for DSP, in particular for
systems with mode mixing.

6.10.2 Metro-Access

While DSP has become a key technology for long-haul
systems, as power consumption reduces it can be ex-
pected to be applied to shorter-reach systems. Efforts
are underway at the time of writing to provide stan-
dards for 400Gb=s transmission systems, suitable for
distances of 10�100 km. These systems are particularly
important in the growing market for data center inter-
connect products. In metro-access systems, the increase

in the demands of wireless networks indicate a growing
potential space for coherent systems in wireless back-
haul, and potential in midhaul and even fronthaul.

6.10.3 Short-Reach Systems

At present, a very promising avenue for research re-
lates to DSP for direct-detection systems. While for the
shortest of links, the power consumption and footprint
of full digital coherent systems appears prohibitive,
DSP-enabled direct-detection systems may be capable
of bridging this gap and providing gains in performance
and functionality for short-reach and low-cost applica-
tions. One such proposal is the introduction of equal-
ization to the receiver DSP chain for Ethernet systems
operating at 100�400Gb=s using 4-ary pulse amplitude
modulation (4-PAM). A short feed-forward equalizer
(FFE) and decision-feedback equalizer (DFE) pair can
mitigate the bandwidth constraints of the optical and
electronic components, while having only small penal-
ties in complexity and latency [6.83]. Single-sideband
modulation, combined with the Kramers–Kronig re-
ceiver, which utilizes a minimum phase criterion to link
the amplitude and phase via a Hilbert transform [6.84],
offers the possibility of compensating the effects of
chromatic dispersion, while requiring only an increase
in DSP complexity at the receiver, and the use of an I/Q
modulator. Alternately, by utilizing a dual-polarization
I/Q modulator and a more complex receiver, Stokes-
vector direct detection may be implemented in order to
increase spectral efficiency and compensate for trans-
mission impairments [6.85].

6.11 Closing Remarks

DSPhas emerged as a key technology formodern optical
fiber communication systems. Enabling, for example,
1 Tb=s to be transmitted over fiber which could not pre-
viously have been used for 10Gb=s due to PMD. It has
had a significant impact also on the design of systems,
optical chromatic dispersion compensation is now all
but obsolete, but also moving to a digital transceiver has
resulted in a better quality of transceiver, requiring less

system margin to account for variability. Improvements
in power consumption have been predicated onMoore’s
law, with modern coherent transceivers utilizing over 1
billion transistors, compared to just 20million in the first
coherent ASIC deployed just a decade ago [6.2]. Go-
ing forward we, can expect DSP to impact all optical
fiber communication systems from short-reach systems
within a data center to transoceanic submarine links.
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7. Forward Error Correction for Optical Transponders

Alexandre Graell i Amat , Laurent Schmalen

Forward error correction (FEC) is an essential
technique required in almost all communication
systems to guarantee reliable data transmission
close to the theoretical limits. In this chapter,
we discuss the state-of-the-art FEC schemes for
fiber-optic communications. Following a histori-
cal overview of the evolution of FEC schemes, we
first introduce the fundamental theoretical lim-
its of common communication channel models
and show how to compute them. These limits
provide the reader with guidelines for comparing
different FEC codes under various assumptions. We
then provide a brief introduction to the general
basic concepts of FEC, followed by an in-depth
introduction to the main classes of codes for
soft-decision decoding and hard-decision de-
coding. We include a wide range of performance
curves, compare the different schemes, and give
the reader guidelines on which FEC scheme to use.
We also introduce the main techniques to com-
bine coding and higher-order modulation (coded
modulation), including constellation shaping. Fi-
nally, we include a guide on how to evaluate the
performance of FEC schemes in transmission exper-
iments. We conclude the chapter with an overview
of the properties of some state-of-the-art FEC
schemes used in optical communications, and an
outlook.
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The fundamental problem of communication is that of
sending information from one point to another (either
in space or time) efficiently and reliably. Examples
of communication are the data transmission between
a ground station and a space probe through the atmo-
sphere and free space, the write and read of information
on flash memory, and communication between servers
in a data center through optical interconnects. The
transmission over the physical medium, e.g., the optical
fiber, is prone to noise due to amplification, distortion,
and other impairments. As a consequence, the transmit-
ted (digital) message may be received with errors.

To reduce the probability of error, one could (if
possible) increase the signal-to-noise ratio (SNR), i.e.,
transmit at a higher power, or transmit using a larger
bandwidth. In his landmark 1948 paper [7.1], Claude E.
Shannon showed that there is a third parameter one can
play with: the system complexity. Shannon proved that,
for any given channel (e.g., a given SNRand bandwidth),
there is a fundamental limit, the so-called channel ca-
pacity, at which information can be transmitted reliably,
i.e., with diminishing error probability. Aside from de-
termining the channel capacity, he also showed how this
limit can be achieved: by the use of coding.

Shannon’s contribution marks the birth of the fields
of information theory and coding theory. While in-
formation theory aims at determining the fundamental
limits of communication, coding theory aims at find-
ing practical codes that achieve (or approach) these
limits. The principle of coding is very simple: to intro-
duce redundancy in the transmitted sequence in a con-
trolled manner, such that it can be exploited by the
receiver to correct the errors introduced by the chan-
nel. However, while Shannon proved the existence of
capacity-achieving codes, he did not provide any in-
sight on how to construct practical codes. His proof
was based on a random-coding argument. Informally,
the argument says that a random code will achieve
capacity with high probability. Unfortunately, random
codes are not practical, as both encoding and decod-
ing require computational complexity and storage that
grow exponentially with the block length (and Shannon
showed that to achieve capacity, large block lengths—in
truth infinitely large—are required!). Therefore, since
the late 1940s, finding practical codes that are able
to perform close to capacity with reasonable decoding

complexity has been the holy grail of coding theory. For
decades, researchers worked to develop powerful codes
with a rich algebraic structure, among them the cel-
ebrated Bose–Chaudhuri–Hocquenghem (BCH) codes
and Reed–Solomon codes, which unfortunately still
performed far from the channel capacity with feasible
decoding algorithms. Two breakthroughs came in the
1990s, the first when two researchers, Claude Berrou
and Alain Glavieux, introduced turbo codes, the first
class of codes that was shown to approach capacity with
reasonable decoding complexity, and the second with
the rediscovery of low-density parity-check (LDPC)
codes (originally introduced in 1960 by Robert Gal-
lager) by David MacKay. The advent of turbo codes
and the rediscovery of LDPC codes constituted a cor-
nerstone in coding theory and gave birth to what nowa-
days is referred to as the field of modern coding theory,
which is also intimately related to the iterative decoding
of these codes. LDPC codes and turbo codes have now
been adopted in a plethora of communication standards.

The application of coding goes far beyond the clas-
sical communication and storage problem. Coding is
a very powerful, fundamental tool that plays a key
role in many other applications and research fields,
including distributed storage and caching [7.2, 3], unco-
ordinated multiple access [7.4], to speed up distributed
computing tasks [7.5, 6], for quantum key distribu-
tion [7.7], and post-quantum cryptography [7.8].

Coding theory is a vast field that is impossible to
cover in a single book chapter. This is certainly not our
aspiration. The aim of this chapter is simply to provide
a brief and accessible introduction to the main concepts
underlying the art of coding and a simple but rather
complete overview of the main coding schemes that will
arguably be used in future optical communications sys-
tems. It is intended to be an entrance door to the exciting
and important realm of coding for researchers in the
field of optical communications that, while perhaps not
ambitioning to become experts on coding, would like to
become familiar with the field or are simply interested
in widening their knowledge. It is also a handy source
intended for engineers and practitioners of optical com-
munication systems who are faced with the choice of
a coding scheme.

One of the purposes of this chapter is to review the
principal coding schemes for optical communications.
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Because of the limited space, while we briefly describe
classical codes such as BCH and Reed–Solomon codes,
the main focus of the chapter is on modern codes, in
particular LDPC codes and product-like codes such as
staircase codes. Modern codes are also commonly re-
ferred to as graph-based codes or codes on graphs, since
they can be conveniently described bymeans of a graph.
LDPC and product-like codes are the two main code
classes currently being used in fiber-optic communica-
tionswith soft-decision and hard-decision decoding, and
will likely continue being adopted in future systems.We
will briefly describe the main building blocks of these
codes, which are rooted in classical coding theory.

The remainder of the chapter is organized as fol-
lows. The chapter starts with a brief overview of the
history of coding, with a special focus on the field
of optical communications. In Sect. 7.2, an introduc-
tion to the fundamental performance limits, to which
the performance of practical coding schemes can be
compared, is provided. We then introduce the basic
definitions and concepts of coding in Sect. 7.3. Sec-
tions 7.4 and 7.5 are devoted to soft-decision forward
error correction (FEC) and hard-decision FEC, respec-
tively. In Sect. 7.6, the combination of coding and
higher-order modulation, dubbed coded modulation, is
discussed, and some basics of constellation shaping are
given. In Sect. 7.7, we discuss how to evaluate the per-

formance of FEC schemes in transmission experiments.
Finally, in Sect. 7.8 we draw some conclusions and pro-
vide an outlook on open research problems.

Notation: The following notation is used throughout
the chapter. We use boldface letters to denote vectors
and matrices, e.g., x and X, respectively, and calli-
graphic letters to denote sets, e.g., X. The cardinality
of a set X is given by jXj. The real and imaginary parts
of a complex number are denoted by Ref�g and Imf�g,
respectively. The probability mass function (PMF) and
the probability density function (PDF) of a random
variable (RV) X are denoted by PX.x/ and pX.x/, re-
spectively, as shorthand for PX.X D x/ and pX.X D x/.
Sometimes we will simply write PX and pX . Also, we
write pXY.x; y/ to denote the joint PDF of two RVs X
and Y , and pYjX.yjx/ to denote the conditional PDF
of Y conditioned on X D x. We use similar notation
for the joint and conditional PMFs. Probability is de-
noted by Pr.�/ and expectation by E. More precisely,
the expectation of a function g.X/ with respect to pX
is denoted as EpX Œg.x/	, or, in short, EXŒg.x/	, i.e.,
EXŒg.x/	D

R
g.x/pX.x/dx. Likewise, the expectation of

a function g.x/ with respect to a (discrete) PMF X is
given by EPX Œg.x/	D

P
x g.x/PX.x/. Vector and matrix

transpose are denoted by .�/>, and kxk denotes the `2-
norm of x; 1fsg denotes the indicator function returning
1 if the statement s is true and 0 otherwise.

7.1 History of Forward Error Correction in Optical Communications

Forward error correction (FEC) in optical communica-
tions was first demonstrated in 1988 [7.9]. Since then,
it has evolved significantly. This pertains not only to
the techniques themselves but also to the encoder and
decoder architectures. The history of FEC is, however,
much older and has found more widespread application
than only optical communications. In this section, we
give a historical overview of FEC and link the historical
developments to the developments in fiber-optic com-
munications.

The first error-correcting codes, introduced by
Richard Hamming in 1950 [7.10], were binary linear
block codes that were designed to improve the relia-
bility of electromechanical computing machines [7.11,
12]. Hamming codes are based on simple algebraic
descriptions and have a straightforward hard-decision
decoding (HDD) algorithm to correct single errors.
Hamming codes were one of the first codes applied in
optical communications. In 1988, Wayne Grover [7.9]
reported a performance improvement not only with re-
spect to the required received power and the observed
residual error floor, but also with respect to chromatic

dispersion tolerance and resilience to laser mode hop-
ping.

Following the introduction of Hamming codes and
the emergence of the field of coding theory, many new
classes of codes were introduced, some with impor-
tant properties and applications. One very powerful
early code was the binary triple-error-correcting Go-
lay code of length 23 bit and its ternary double-error-
correcting counterpart (length 11 ternary digits) that
were constructed by the Swiss engineer Marcel Golay
in 1949 [7.13]. We should note that, while Hamming
only published his work in 1950 after Golay’s code,
his work was already known to Shannon in 1948 and
highlighted in [7.1], and hence several authors con-
sider Hamming codes to be the first error-correcting
codes. It is surprising that the ternary Golay code was
in fact first discovered by the Finnish football fan
Juhani Virtakallio, who published it in the 1947 issue
of the Finnish football magazine Veikkaaja as a bet-
ting system [7.14]. The paper [7.14] gives an excellent
overview of the early days of coding theory and its con-
nections with neighboring scientific fields. The Golay
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code is an exceptional code, as it is the only binary
perfect code that can correct more than a single er-
ror ([7.15, Chap. 6, Sect. 10]). This means that there
is no other binary code of smaller size that can cor-
rect up to three errors with HDD. The Golay code has
found widespread application, and it was famously used
in the two 1977 Voyager space missions [7.11]. The in-
troduction of Hamming codes and the Golay code is
a landmark in coding theory. For this reason, together
with Shannon, Hamming and Golay are considered the
fathers of the mathematical discipline of coding the-
ory [7.15].

The 1950s saw the development of many new cod-
ing schemes that could correct multiple errors, for
example the important Reed–Muller codes, with a con-
struction first presented byDavid Muller in 1954 [7.16],
and the decoding algorithm given by Irving Reed in
the same year [7.17]. Also in 1954, Peter Elias in-
troduced product codes (PCs) [7.18], a very relevant
class of codes and the first example of codes built from
smaller component codes. PCs are adopted nowadays
for data storage on magnetic media and flash mem-
ory [7.19, 20], in the WiMAX (Worldwide Interoper-
ability for Microwave Access) wireless communication
standard [7.21], and for transmission over fiber-optic
links [7.22]. Their excellent performance is due to a de-
coding algorithm that iterates between the decoding
of the component codes. This iterative decoding algo-
rithm was not originally envisaged by Elias, but only
a few decades later, which explains why PCs were
not initially adopted after their invention. A year later,
Elias himself introduced the concept of convolutional
codes [7.23] as an alternative to the then dominant
block codes. In contrast to block codes, convolutional
codes contain memory, and the output of the decoder
depends not only on the input at the current time instant,
but also on previous inputs. Because of their excel-
lent performance with relatively low decoding latency,
they have found their way into numerous communica-
tion standards. They are used in satellite and spacecraft
links [7.11], for cellular radio (e.g., Global System for
Mobile Communications (GSM)) [7.24], wireless lo-
cal area networks [7.25], and Ethernet cables [7.26].
A particularly popular class of convolutional codes is
based on simple binary linear shift registers. In this
case, the encoder is a simple shift register with only
a fewmemory elements. The key enabler for the success
of convolutional codes was the Viterbi algorithm, intro-
duced in 1967 [7.27, 28], which provides an efficient
means of implementing optimal maximum likelihood
(ML) decoding. The Viterbi algorithm enabled—for
the first time—low-complexity soft-decision decoding
(SDD) exploiting the full output of the channel. This
represented a big step forward, as we will later see in

Sect. 7.4. Despite their widespread use in many com-
munication standards, convolutional codes have not yet
found widespread use in fiber-optic communications.
This is mostly due to the fact that parallelization of the
decoder is not trivial, and to the availability of stronger
codes at the time coding was adopted in fiber-optic
communications. However, some notable exceptions
are an early study of on-off-keying (OOK) modulation
with different types of error-correcting codes, includ-
ing convolutional codes [7.29], a paper analyzing the
combination of convolutional codes and bandwidth-
efficient modulation formats for fiber-optic commu-
nications [7.30], and a paper describing the use of
low-rate convolutional codes to protect some levels in
multilevel coding schemes [7.31].

The 1950s ended with the invention of one of
the most important coding schemes still in use to-
day, BCH codes, which were independently introduced
by two groups [7.32, 33]. BCH codes are a class
of cyclic error-correcting codes defined over a finite
field that are able to correct multiple bit errors using
simple syndrome decoding based on efficient closed-
form solutions for computing the error locations [7.15,
34, 35]. After Hamming codes, single-error-correcting
BCH codes of length 65 kbit, and two-error- and three-
error-correcting BCH codes [7.36] were the next codes
adopted in fiber-optic communication systems. These
codes have overhead of less than 1%, while allowing the
post-FEC bit error rate (BER) to be met with a channel
pre-FEC BER of approximately 10�6.

Shortly after the introduction of BCH codes, Reed
and Gustave Solomon [7.37] introduced nonbinary
cyclic error-correcting codes that are able to cor-
rect and/or detect a predetermined number of erro-
neous nonbinary symbols, consisting of groups of
bits. The corresponding algebraic decoding algorithm
was proposed by Elwin Berlekamp [7.38] and James
Massey [7.39]. A widely used code is the Reed–
Solomon code RS.255;239/ code (the notation will be
introduced in Sect. 7.3) consisting of 255 nonbinary
symbols, with each symbol composed of 8 bits. This
code can correct up to eight symbol errors (or a sin-
gle burst error of up to 57 bits) with 6:7% overhead and
achieves a net coding gain (NCG) of 6:2 dB in SNR
at a post-FEC BER of 10�15. This means that we can
tolerate an effective net SNR, taking into account the
extra bandwidth required for the coding overhead, that
is four times lower than without coding. This Reed–
Solomon code was the first to find widespread use in
fiber-optic communication systems, starting from sub-
marine transmission [7.40], to metro and optical access
systems [7.41]. Because of its low encoder and de-
coder implementation complexity, this code is still in
use for applications with low coding gain requirements
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and strict constraints on transceiver power consump-
tion. It is included in several standards and described
in detail in the ITU-T G.975 standard [7.42]. This code
is commonly referred to as first-generation coding for
light-wave systems [7.43].

In the decades that followed, coding research fo-
cused mostly on the construction of new, more powerful
codes from the now existing schemes (i.e., following
the same principle proposed originally by Elias with
his PCs!). One such construction was the concatenation
of simple component codes (e.g., convolutional codes,
BCH codes, and Reed–Solomon codes), leading to long
and powerful codes capable of achieving significant
coding gains with low decoding complexity. Concate-
nated codes were first introduced by Dave Forney in
1965 in the form of serially concatenated codes (SCCs),
with a cascaded inner and outer code [7.12, 44]. At the
receiver, both component codes are decoded separately,
resulting in much lower complexity compared with op-
timal ML decoding of the entire concatenated code, at
the cost of some performance degradation. Typically,
the inner code is a convolutional code decoded using
SDD, while the outer code is a block code, usually
a Reed–Solomon code, decoded using HDD. Concate-
nated codes soon became a popular code construction
for satellite communications. A simple concatenated
coding scheme was used already in the 1971 Mariner
Mars orbiter mission, but regular use of concatenated
codes for deep space communications began with the
Voyager program. A concatenated code with an inner
convolutional code decoded using Viterbi decoding and
an outer Reed–Solomon code was first used in the 1977
NASA space mission Voyager 2, which was launched
with the goal of studying the outer planets of our solar
system. Concatenated codes are also used in the digital
television broadcast standard DVB-S [7.45].

The so-called second-generation FEC schemes for
fiber-optic communications are based mainly on PCs
and concatenated codes, where the component codes
are simple algebraic codes such as Hamming, BCH,
or Reed–Solomon codes, or convolutional codes. The
decoding of concatenated block codes is usually per-
formed iteratively by alternately decoding each of the
component codes, improving the overall result after
each iteration. Almost all 6:7% overhead codes speci-
fied in the ITU-T G.975.1 standard [7.46] are concate-
nated codes. For instance, the code defined in [7.46,
Appendix I.2] is composed of a convolutional inner
code and a Reed–Solomon outer code. Similarly, the
code defined in [7.46, Appendix I.5] is composed of an
inner Hamming code and an outer Reed–Solomon code.
All concatenated codes specified in [7.46] are very long
codes, with block lengths of around 500kbit. These
codes achieve very good performance, with low error

floors, and have moderate implementation complexity.
For example, the concatenated code specified in [7.46,
Appendix I.9], with inner and outer BCH codes, has an
NCG of 9:24 dB and provides an output BER of less
than 10�16 at an input BER of about 4�10�3.

Second-generation coding schemes continue to
evolve today for low-complexity applications such
as metro networks [7.47] or data center intercon-
nects. Three very recent developments in second-
generation HDD FEC codes are continuously inter-
leaved codes [7.48], staircase codes [7.49], and braided
BCH codes [7.50], which can be considered generaliza-
tions of Elias’ PCs with an additional convolutional-like
structure. The NCG of the staircase code in [7.49]
amounts to 9:41 dB at a BER of 10�15, which is only
0:56 dB from the capacity of the hard-decision chan-
nel [7.49].

With the advent of coherent transmission schemes
and high-resolution analog-to-digital converters
(ADCs), SDD became an attractive means of in-
creasing the NCGs and hence the transmission reach.
Although SDD is the natural way to decode a code
exploiting the full knowledge of the transmission
statistics, HDD was prevalent in early fiber-optic com-
munication systems due to the lack of ADCs and the
requirements for simple high-speed receivers that carry
out a binary 0=1 decision using analog radio-frequency
(RF) circuits.

A breakthrough in the history of coding occurred
in 1993, when Berrou and Glavieux introduced turbo
codes, together with a simple iterative SDD algorithm,
the turbo principle (due to its similarities to a turbo
engine). Turbo codes are built from the parallel con-
catenation of two convolutional codes and were the
first codes to approach capacity with acceptable de-
coding complexity. After the invention of turbo codes,
a sudden interest in iteratively decodable codes arose in
the research community. This led to the rediscovery of
LDPC codes by MacKay [7.51, 52]. LDPC codes were
originally introduced in 1960 by Gallager in his land-
mark PhD thesis [7.53, 54]. In his thesis, Gallager also
proposed algorithms for both HDD and SDD. How-
ever, LDPC codes were not further investigated for
many years because of the perceived higher decoding
complexity for long codes. In the years that followed
the invention of turbo codes and the rediscovery of
LDPC codes, numerous publications from various re-
searchers paved the way for a thorough understanding
of these classes of codes, leading to numerous appli-
cations in various communication standards, such as
WLAN (IEEE 802.11) [7.55], DVB-S2 [7.56], and 10G
Ethernet (IEEE 802.3) [7.57].

In the realm of optical communications, FEC
schemes with (iterative) SDD are typically classified as
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third-generation FEC schemes. Today, there are largely
two competing classes of codes that allow for SDD
and that are attractive for implementation in optical
receivers at decoding throughputs of 100Gbit=s and
above. The first class corresponds to the natural exten-
sion of the second-generation decoding schemes, i.e.,
PCs with SDD. Iterative low-complexity SDD of PCs
was pioneered by Ramesh Pyndiah in 1998 [7.58], fol-
lowing the invention of turbo codes. Because of their
similarities with turbo codes, PCs decoded using SDD
are also often denoted as turbo product codes (TPCs)
or block turbo codes (BTCs). The error floor of these
codes tends to be low, with a steep BER slope. How-
ever, they require large block lengths to realize a small
overhead, leading to a larger decoding latency. A further
disadvantage is that flexibility with respect to varying
frame sizes and overheads is more difficult to realize.
Additionally, the decoder implementation requires the
tweaking of many parameters to achieve the best possi-
ble performance. Furthermore, with overheads of more
than 15% to 20%, these codes no longer perform well.
The application of BTCs with iterative SDD in the con-
text of fiber-optic communications was demonstrated
in [7.59]. The second popular class of soft-decision
decodable codes in optical communication systems is
LDPC codes. One instance of an LDPC code has
already been standardized in ITU-T G.975.1 ([7.46, Ap-
pendix I.6]). However, it was designedmostly for HDD.
LDPC codes for SDD in optical communications were
originally studied in [7.60], with work proposing com-
plete coding schemes and frame structures shortly
thereafter [7.61]. The popularity of LDPC codes is
chiefly due to the existence of a suboptimal, conceptu-
ally very simple, low-complexity decoder for SDD: the
belief propagation (BP) decoder. In addition to binary
LDPC codes, nonbinary LDPC codes were promoted
for optical communication systems in [7.62]. In short,
nonbinary codes operate on symbols (e.g., modula-
tion symbols), rather than bits. They come, however, at
a cost of higher decoding complexity.

LDPC codes often suffer from an error floor at
BERs of 10�8�10�10 if no extra preventive measures
are taken. Above a certain SNR, the BER no longer
drops rapidly, but follows a curve with a smaller
slope [7.63]. This effect is due to some structures in the
code that lead to error patterns that cannot be recovered
with BP decoding. Some modern high-performance
FEC systems are therefore often constructed using
an LDPC inner code decoded using SDD, which re-
duces the BER to a level of 10�3�10�5, and an outer
block code (typically a BCH code or a Reed–Solomon
code) decoded using HDD, which pushes the system
BER to levels below 10�15 [7.61]. The implementa-
tion of a coding system with an outer cleanup code

requires a thorough understanding of the LDPC code,
the decoding algorithm, and its error mechanisms, and
a properly designed interleaver between the LDPC code
and the outer code so that errors at the output of the
LDPC decoder—which typically occur in bursts—do
not cause uncorrectable blocks after outer decoding.
With increased computing resources, it is now also fea-
sible to evaluate very low target BERs of LDPC codes
and design LDPC codes that have very low error floors
below the maximum acceptable BER [7.64].

Over the past decade, the field of coding theory
has seen two important milestones: polar coding and
spatial coupling. In 2008, Erdal Arıkan introduced the
concept of channel polarization [7.65, 66], which led to
the new concept of polar codes. The design of polar
codes is based entirely on information-theoretic princi-
ples and differs radically from previously known code
constructions. Despite the beauty of their construc-
tion and the fact that they are capacity-achieving with
a simple successive cancellation decoder, which suc-
cessively decodes the single bits of the codeword, polar
codes are not immediately suited for practical appli-
cation in optical communications. While polar codes
show competitive performance for short block lengths
with an improved list decoder [7.67] (which is one
of the reasons they were chosen for transmitting con-
trol messages in the 5G radio standard [7.68]), for
long block lengths, frequently used in optical commu-
nications to achieve high coding gains, their perfor-
mance is not yet comparable to that of state-of-the-art
LDPC codes. Furthermore, the decoder is inherently se-
quential, complicating their application in high-speed
communication systems requiring high levels of par-
allelization. These drawbacks are currently topics of
active research [7.69, 70].

The second breakthrough in the past decade was
the introduction of the concept of spatial coupling.
Spatial coupling itself has its own history. In 1999,
Alberto Jiménez Feltström and Kamil Zigangirov in-
vestigated LDPC convolutional codes [7.71], a gener-
alization of LDPC codes with a superimposed convo-
lutional structure. It was only later fully realized that
these codes, now known as spatially coupled LDPC
(SC-LDPC) codes, possess outstanding performance.
In fact, Michael Lentmaier and others realized that the
asymptotic decoding performance of a certain class of
SC-LDPC codes approaches the performance of op-
timal decoding [7.72–74] with simple suboptimal BP
decoding. This effect, dubbed threshold saturation, was
later rigorously proven in [7.75, 76]. The main advan-
tage of spatially coupled codes is that it is possible
to construct very powerful codes that can be decoded
with a simple windowed decoder [7.77]. Spatial cou-
pling is a very general concept that applies to other
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classes of codes, such as turbo-like codes [7.78], as
well as to other scenarios, including lossy compres-
sion [7.79], code-division multiple access [7.80], and
compressed sensing [7.81]. Some product-like codes
such as staircase codes and braided codes can also be
seen as instances of spatially coupled codes.

Spatially coupled codes are now emerging in vari-
ous forms. Two examples are the staircase code and the
braided BCH code presented in [7.49] and [7.50], re-
spectively, which are both codes with 6:7% overhead
targeted for low-complexity applications with HDD
(Sect. 7.5.3). Both codes can be classified as spa-
tially coupled BCH PCs, and hence enable a natural
windowed decoder implementation. Spatially coupled
codes and polar codes are also being considered for
SDD in optical communications [7.82–84]. However,
as of today, the commercial application of polar codes
in high-speed fiber-optic communications still seems
further away than that of spatially coupled codes. The
latter are a very general and broad concept that al-
lows one to update many existing schemes and to reuse

existing decoder hardware, at least to some extent.
Therefore, we believe that the commercial application
of spatially coupled codes is viable as of today.

The evaluation of the different generations of cod-
ing schemes for fiber-optic communications is shown
in [7.85, Fig. 1.7]. In summary, we can say that within
the span of only two decades, FEC in fiber-optic com-
munication systems has evolved from the use of very
simple schemes toward the implementation of state-of-
the-art coding schemes in conjunction with high-speed
decoding engines that operate at low complexity. Today,
modern high-speed optical communication systems re-
quire high-performing FEC systems featuring through-
put of 100Gbit=s or multiples thereof, low power con-
sumption, coding gains close to the theoretical limits,
and adaptation to the peculiarities of the optical chan-
nel [7.86]. The stringent complexity requirements have
even driven the investigation of new coding schemes,
such as staircase codes [7.49], which are probably the
first class of codes proposed specifically for optical
transmission.

7.2 A Glimpse at Fundamental Limits and Achievable Rates

Before moving into the basics of coding, in this sec-
tion we review the fundamental limits against which
the performance of the coding schemes discussed in this
chapter can be compared.

A simplified block diagram of a communication
system is depicted in Fig. 7.1. The block of k source
data bits uD .u1; : : : ; uk/ is first encoded by an error-
correcting code into a codeword cD .c1; : : : ; cn/ con-
sisting of n code bits, which is then modulated into
a sequence of Nn constellation symbols xD .x1; : : : ; xNn/
that is transmitted over the channel. The received se-
quence y is demodulated and fed to the decoder, which
aims at recovering the source data.

If the channel is memoryless, pYjX.yjx/DQ
i pYjX.yijxi/. In other words, the channel is com-

pletely specified by the conditional probability
pYjX.yjx/ of receiving a single symbol y when a single
symbol x is transmitted. The probability pYjX.yjx/ is
often referred to as the channel law. Because of its

ΦEncoder
u c

Channel
x
X Φ−1y

Y Decoder
û

SDD : y, p(yi|xi)
HDD : ȳ

Fig. 7.1 Simplified block diagram of a communication system. For SDD, the decoder estimates the transmitted code-
word based on y (equivalently the transition probabilities p.yijxi/), while for HDD the decoder estimates the transmitted
codeword based on the hard-detected sequence Ny

prevalence and widespread use in modeling, through-
out the chapter we will focus mainly on the case of
memoryless channels with additive white Gaussian
noise (AWGN), for which the channel law per real
dimension (i.e., in each I/Q dimension in the case of
complex constellation symbols) is expressed as

pYjX.yjx/D 1p
2 �

e�
.y�x/2
2�2 ; (7.1)

where �2 is the noise variance. We note that when using
complex constellations, we often assume that the noise
of the real and imaginary parts are independent. In this
case, the circularly symmetric complex channel law is
expressed as

pYjX.yjx/D pYIjXI .RefygjRefxg/pYQjXQ.Imfygj Imfxg/
D 1

 N0
e�
ky�xk2
N0
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Fig. 7.2 The BSC.
A bit is received
correctly with
probability 1� p
and flipped with
probability p

The SNR is defined as SNRD Es=N0, where Es is the
average energy per symbol and N0=2D �2 the double-
sided noise power spectral density.

We will also consider the binary symmetric chan-
nel (BSC), which is an important channel model for
HDD. In fact, for an AWGN channel and binary phase-
shift keying (BPSK) modulation, if hard detection is
performed at the output of the channel, the resulting dis-
crete memoryless channel between the encoder and the
decoder can be modeled as a BSC with bits at the input
and at the output, where a bit is flipped with probability

pD Q

 s
2Es

N0

!

(7.2)

and is received correctly with probability 1�p. In (7.2),
Q.x/D .1=p2 / R1x exp

���2=2� d� is the tail proba-
bility of the standard normal distribution. The BSC is
depicted in Fig. 7.2.

Let X be the channel input that takes values on the
alphabet X D fX1; X2; : : : ; XMg �C, i.e., X is the con-
stellation of cardinality M imposed by the modulation
(e.g.,M D 16 for a 16-QAM format) and Y the channel
output. Note that X and Y are random variables (x and y
are their realizations). We assume that the channel out-
put Y is a continuous random variable. As an example,
consider transmission using the eight-pulse-amplitude
modulation (PAM) constellation depicted in Fig. 7.3. In
this case, X is a random variable that takes values on the
set X D f�7;�5;�3;�1;C1;C3;C5;C7g according
to a given distribution PX . For conventional constella-
tions, all symbols are equiprobable, i.e., PX.Xi/D 1=M
for all Xi.

For a given distribution PX of the channel input, the
mutual information (MI) between the channel input X
and channel output Y ,

I.XI Y/,
X

x2X
PX.x/

Z
pYjX.yjx/

� log2
pYjX.yjx/P

x02X pYjX.Yjx0/PX.x0/dy

D EXY

�
log2

�
pYjX.YjX/P

x02X pYjX.Yjx0/PX.x0/
��
;

(7.3)

−7 −5 −3 −1

000 001 011 010 110 111 101 100

+1 +3 +5 +7

Fig. 7.3 8-PAM constellation with binary reflected Gray
code labeling. The channel input X takes values on a set
of 8 different symbols

determines the upper limit on the achievable rate. Here,
by rate we mean the transmission rate, denoted by R, in
bits per symbol (or bits per channel use). Note that in
(7.3), the expectation is with respect to the PDF PXpYjX .
The rate R is sometimes referred to as spectral effi-
ciency in the literature. This implicitly assumes ideal
pulse shaping with infinitely extended sin.x/=x pulses
and transmission at the Nyquist rate. In practice, the
spectral efficiency (given in .bit=s/=Hz) and the trans-
mission rate (given in bit=symbol or bit=channel use)
often differ by a spectral utilization factor that depends
on the pulse shaping, pre-emphasis, and other system
parameters.

A rate R is called achievable if there exists a se-
quence of coding schemes such that the probability of
a decoding error can be made arbitrarily small in the
limit of infinitely large block lengths n. In other words,
it is possible to transmit with vanishing error proba-
bility if R< I.XI Y/. Conversely, a sequence of coding
schemes with vanishing error probability must have
R� I.XI Y/, and transmitting at a rate R> I.XI Y/ will
always result in a probability of error bounded above
zero. The highest possible achievable rate is given by
the channel capacity, obtained by maximizing I.XI Y/
over all possible input distributions,

C , max
PX

I.XI Y/ : (7.4)

Achieving the rate of (7.3) is possible with an op-
timal decoder or a typical sequence decoder for the
channel pYjX.YjX/ (in the limit of infinitely large block
lengths). Furthermore, for some channels, suboptimal
decoders may also achieve (7.3). In general, a com-
munication system imposes some constraints on the
transmitter and on the receiver (e.g., detection method,
decoding strategy such as SDD or HDD), and thus for
a specific communication system, the MI in (7.3) is
not necessarily achievable. A lower bound on the true
MI can be obtained using the mismatched decoding
framework [7.87, 88]. The key idea behind mismatched
decoding is to design a receiver that is optimal for an
auxiliary channel (a good approximation of the true
channel) and then computing (7.3) by averaging with
respect to the true channel but using in the argument of
the logarithm the conditional distribution of the auxil-
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iary channel, i.e.,

QI.XI Y/, EXY

�
log2

�
qYjX.YjX/P

x02X qYjX.Yjx0/PX.x0/
��
;

(7.5)

where qYjX.YjX/ is the conditional distribution of the
auxiliary channel and the expectation is taken with re-
spect to PXpYjX . The rate QI.XI Y/ is achievable by using
the optimal decoder for the auxiliary channel qYjX.YjX/
over the real channel and is a lower bound of the MI,
i.e., I.XI Y/
 QI.XI Y/.

Note that, in practice, the channel may not be mem-
oryless. In this case, X and Y should be interpreted
as vectors, X and Y, and the conditional distribution
pYjX.YjX/ should be considered. The fiber-optic chan-
nel, indeed, has memory. In this section, to compute
achievable rates, we make the common assumption that
the memory of the fiber-optic channel can be neglected.
In practice, most common receivers neglect the memory
of the channel or remove it by sufficient interleaving;
hence the memoryless assumption yields meaningful
achievable rates for actual receivers.

To achieve high spectral efficiencies and per-
formance close to the theoretical limits, fiber-optic
communications employ coding in combination with
higher-order constellations, a scheme known as coded
modulation (CM). At the receiver side, both SDD and
HDD may be used. For SDD, the decoder estimates c
based on the full observation y, i.e., y (or, equivalently,
the transition probabilities p.yijxi/) is fed to the decoder.
For HDD, the demodulator takes hard decisions at the
channel output, and the sequence of hard-detected sym-
bols, denoted by Ny, is fed to the decoder (Fig. 7.1).
Furthermore, binary codes and nonbinary codes may
be employed, which lead to two decoding strategies,
namely bit-wise decoding and symbol-wise decoding,
respectively. In the following, we briefly discuss achiev-
able rates for SDD and HDD with both bit-wise and
symbol-wise decoding.We restrict ourselves to the con-
ventional uniform input distribution, i.e., pX.x/D 1=M
for all x 2X. A brief discussion of CM with probabilis-
tic shaping is provided in Sect. 7.6.

For further reading, achievable rates for fiber-optic
communications assuming a memoryless channel have
been addressed in [7.89, 90]. Achievable rates for prob-
abilistic shaping are discussed in [7.91]. The capacity
of the nonlinear optical channel with finite memory
is addressed in [7.92, 93], where the joint effect of
nonlinearity and dispersion was modeled as a finite-
state machine and the capacity was estimated. Capacity
lower bounds for a variety of scenarios were obtained
in [7.94]. Achievable rates for a nonlinear wavelength-
division-multiplexed (WDM) fiber-optic system using

the mismatched decoding framework were obtained
in [7.95].

7.2.1 Achievable Rates
for Soft-Decision Decoding

In the following, we review some achievable rates for
SDD. We consider both symbol-wise and bit-wise de-
coding, suitable for nonbinary codes and binary codes,
respectively, which lead to different achievable rates.

Symbol-Wise Soft-Decision Decoding
Consider first a CM scheme that employs a nonbinary
code to encode the data and symbol-wise SDD (SW-
SDD). Using mismatched decoding, an achievable rate
is given by

RSW-SDD D

sup
s
0

EXY

"

log2

 
qYjX.YjX/s

1
M

P
x2X qYjX.Yjx/s

!#

; (7.6)

where sup stands for supremum (which can be in-
terpreted as a maximization), s is an optimization
parameter, and the expectation is taken with re-
spect to PX.x/pYjX.yjx/, where PX.x/D 1=M assum-
ing equiprobable symbols. To obtain the results in
Sect. 7.2.3 below, we will assume that the auxiliary
channel qYjX.YjX/ is an AWGN channel, which is
a good approximation of the fiber-optic channel under
certain conditions. Note that for transmission over the
AWGN channel, (7.6) boils down to (7.3), i.e., for trans-
mission over the AWGN channel, the MI is indeed an
achievable rate using nonbinary coding and SW-SDD.

Bit-Wise Soft-Decision Decoding
In fiber-optic communications, CM is typically imple-
mented according to the bit-interleaved coded modula-
tion (BICM) paradigm [7.96], where a binary code is
used in combination with a higher-order constellation,
and the code bits are interleaved prior to the mapping to
constellation symbols (BICM and other CM schemes
are discussed in Sect. 7.6.3). Accordingly, bit-wise de-
coding is performed at the receiver. While the rate (7.6)
is achievable by a symbol-wise soft-decision decoder,
it is not necessarily achievable by a bit-wise decoder. In
the following, we give an achievable rate for bit-wise
decoding.

The BICM decoder treats the different bits of
a given symbol as independent. Note that the bits are
independent only in the case of perfect interleaving.
However, the BICM decoder treats bits as though they
were truly independent, which simplifies the decod-
ing. We denote by mD log2 M the number of bits
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used to label each constellation symbol, and by L.x/D
.b.1/.x/; : : : ; b.m/.x// the m-bit labeling associated with
symbol x 2X. An example of 8-PAM with the bi-
nary reflected Gray code labeling is shown in Fig. 7.3.
In the figure, X D f�7;�5;�3;�1;C1;C3;C5;C7g
and L.C1/D .1; 1; 0/. To simplify notation, we will
sometimes write L.x/D .b1; : : : ; bm/, hence omitting
the argument x on the b.i/’s. Also, we denote by X.i/

b ,
iD 1; : : : ;m, the subset of constellation points such that
b.i/ D b, i.e., X.i/

b ,
˚
x 2X W b.i/.x/D b

�
. For the ex-

ample in Fig. 7.3,X.2/
0 D f�7;�5;C5;C7g andX.2/

1 Df�3;�1;C1;C3g.
Similar to symbol-wise decoding, we can com-

pute an achievable rate using the mismatched decoding
framework. In particular, an achievable rate for BW-
SDD is given by the generalized mutual information
(GMI),

RBW-SDD D GMIBW-SDD

, sup
s>0

E

"

log2

 
q.X;Y/s

1
M

P
x2X q.x;Y/s

!#

:

(7.7)

Assuming that bit levels are independent (i.e., assuming
that the random variables B.i/, iD 1; : : : ;m, are inde-
pendent), the GMI of the BICM mismatched decoder is
equal to the sum of the GMI of the independent binary-
input parallel channels [7.97, Th. 2],

RBW-SDD D

sup
s>0

mX

iD1
EB.i/Y

"

log2

 
qi.b.i/; Y/s

1
2

P
b02f0;1g qi.b0;Y/s

!#

;

(7.8)

where the expectation is over PB.i/ .b
.i//pYjB.i/ .yjb.i//,

with PB.i/ .b
.i//D 1=2, and where the i-th bit decoding

metric qi.b; y/, iD 1; : : : ;m, is given by

qi.b; y/, qi.b
.i/.x/D b; y/D

X

x02X.j/b

qYjX.yjx0/ ;
(7.9)

with the auxiliary channel qYjX.YjX/ being the AWGN
channel.

7.2.2 Achievable Rates
for Hard-Decision Decoding

HDD consists of two steps. First, hard decisions on the
received symbols are performed, and then the decoder
employs the Hamming distance metric to decode. By
doing so, the discrete-input, continuous-output chan-
nel with discrete input x 2X and continuous output y

is turned into an M-ary input, M-ary output discrete
memoryless channel with input x 2X and output Ny 2X
(the hard-detected symbols) with transition probabili-
ties P NY jX. NY D NyjX D x/. We denote by xD .x1; : : : ; xn/,
xi 2X the codeword of modulated symbols and by
NyD .Ny1; : : : Nyn/, Nyi 2X, the sequence at the output of the
hard detector.

Symbol-Wise Hard-Decision Decoding
A possible strategy for computing an achievable rate is
to resort to the mismatched decoding framework [7.87,
88]. With optimal Hamming-metric decoding, the de-
coding rule is

OxSW-HDD D argmin
x2C

dH .x; Ny/ ; (7.10)

where dH.x; Ny/ is the Hamming distance between vec-
tors x and Ny, i.e., the number of positions in which the
two vectors differ (see Definition 7.4 in Sect. 7.3 for
a formal definition).

For symbol-wise decoding, assuming that the chan-
nel is memoryless, employing HDD based on the Ham-
ming decoding metric is equivalent to maximizing the
codeword mismatched decoding metric [7.90]

q.x; Ny/D
nY

iD1
q.xi; Nyi/ (7.11)

with

q.x; Ny/D
8
<

:

1� � if NyD x
�

M� 1
otherwise

; (7.12)

where � is an arbitrary value in .0; .M� 1/=M/. In fact
(see [7.90] for details),

OxSW-HDD D argmax
x2C

nY

iD1
q.xi; Nyi/

D argmax
x2C

�
�

.1� �/.M� 1/

�dH.x;Ny/

.a/D argmin
x2C

dH .x; Ny/ ; (7.13)

where (a) holds if and only if 0< � < .M� 1/=M.
The metric in (7.12) corresponds to the optimal (i.e.,

ML) metric for an M-ary symmetric channel with sym-
bols x 2X at its input and symbols Ny 2X at its output
and error probability � (i.e., the probability that sym-
bol x 2X is received erroneously is Pr.Ny¤ xjx/D �).
Implicitly, a Hamming distance metric decoder treats
the channel P NY jX as a symmetric channel, ignoring the
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information provided by the actual channel transition
probabilities.

An achievable rate for symbol-wise HDD is given
by the GMI [7.87, 98]

RSW-HDD D GMISW-HDD

, sup
s>0

EX NY

"

log2

 
q.X; NY/s

1
M

P
x2X q.x; NY/s

!#

;

(7.14)

where the expectation is over PX NY , with PX.x/D 1=M,
and q.x; Ny/ is the (symbol) mismatched decoding met-
ric. Using (7.12) as the mismatched metric in (7.14),
after some simple derivations, the achievable rate for
SW-HDD is obtained as [7.90]

RSW-HDD D log2 M� hb.ı/� ı log2.M� 1/; (7.15)

where

hb.ı/D�ı log2 ı� .1� ı/ log2.1� ı/ (7.16)

is the binary entropy function evaluated in ı, with ı be-
ing the pre-FEC channel symbol error probability, i.e.,
ı D Pr. NY ¤ X/.

Bit-Wise Hard-Decision Decoding
As before, let L.x/D .b.1/; : : : ; b.m// be the m-bit label-
ing associated with symbol x 2X. Also, denote by L.Ny/
the binary labeling associated with the hard-detected
symbol Ny. Assuming BICM, we can model the m-bit
level channels as m parallel independent BSCs. Let �i
be the bit error probability of the i-th channel, i.e., �i D
Pr. OB.i/ ¤ B.i//. Analogous to SW-HDD, an achievable
rate for BW-HDD is given by the GMI (7.14). For bit-
wise decoding employing the Hamming distance metric
decoding, the mismatched metric is

q.x; Ny/D �dH.L.x/;L.Ny// ; (7.17)

where � is an arbitrary value in .0;1/, and dH.L.x/; L.Ny//
is the Hamming distance between the binary vectors
L.x/ and L.Ny/.

Using (7.17) in (7.14), after some simple derivations
the achievable rate for BW-HDD is obtained as [7.90]

RBW-HDD D mŒ1� hb.N�/	 ; (7.18)

where hb.N�/ is the binary entropy function (7.16) eval-
uated in N� and

N� D 1

m

mX

iD1
�i : (7.19)

We note that, rather than taking hard decisions over
the received symbols, one may first compute bit-wise
log-likelihood ratios (LLRs) and then take hard deci-
sions at the bit level. This leads to an achievable rate
different from the one in (7.18). However, the two
achievable rates are very similar.

7.2.3 Comparison of Achievable Rates for
Bit-Wise and Symbol-Wise Decoding

In Fig. 7.4, we plot the achievable rates (7.6), (7.8),
(7.15), and (7.18) for transmission over the AWGN
channel using 16-QAM and 64-QAM modulation as
a function of the SNR. The achievable rate curves have
to be interpreted as follows: for each SNR, they de-
termine the maximum spectral efficiency that can be
achieved (with vanishing probability of error for infinite
code length and ideal pulse shaping) by a given decoding
strategy (SW-SDD,BW-SDD, SW-HDD, orBW-HDD).
Alternatively, for a given spectral efficiency, a given de-
coding strategy can yield vanishing error probability if
operating at an SNR of at least the value provided by
the curve. It is observed that for SDD, the achievable
rates for bit-wise and symbol-wise decoding are similar.
More precisely, the achievable rate for bit-wise decod-
ing is slightly smaller, especially for low spectral effi-
ciencies.However, bit-wise decoding entails virtually no
loss in the region of interest (i.e., for spectral efficien-
cies where the curve starts bending toward its maximum
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Fig. 7.4 Achievable rates for transmission over the AWGN
channel with 16-QAM modulation (solid curves) and 64-
QAMmodulation (dashed curves) for SDD and HDD with
both bit-wise and symbol-wise decoding
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Table 7.1 Fiber and simulation parameters for the SSFM

Attenuation (˛) 0:2 dB=km
Dispersion (D) 17 ps=nm=km
Nonlinear coefficient (� ) 1:3 .Wkm/�1
Wavelength � 1550 nm
Symbol rate 32Gbaud
Span length 80 km
EDFA noise figure 4:5 dB
SSFM step size 0:1 km

Attenuation (˛) 0:2 dB=km
Dispersion (D) 17 ps=nm=km
Nonlinear coefficient (� ) 1:3 .Wkm/�1
Wavelength � 1550 nm
Symbol rate 32Gbaud
Span length 80 km
EDFA noise figure 4:5 dB
SSFM step size 0:1 km

value m) with respect to symbol-wise decoding. On the
other hand, as shown in [7.90], for HDD the achievable
rates for bit-wise decoding (usingBICM) are higher than
those for symbol-wise decoding. As can be seen in the
figure, the penalty incurred by using symbol-wise de-
coding yields a significantly lower achievable rate for
low-to-medium SNRs. Equivalently, to achieve a given
rate, the symbol-wise decoder requires a significantly
higher SNR. According to these results, for HDD, bi-
nary FEC codes and bit-wise decoding are preferable to
nonbinary FEC codes and symbol-wise decoding [7.90].
Furthermore, the decoding complexity of binary codes is
lower than that of nonbinary codes. In the figure, we also
plot the channel capacity. It is very important to realize
that for high spectral efficiencies, there is a gap between
the achievable rate RSW-SDD, which coincides with the
MI for the AWGN channel as explained in Sect. 7.2.1,
Symbol-Wise Soft-Decision Decoding, and the capacity.
This gap, referred to as the shaping loss, occurs because
QAM constellations with equiprobable symbols are not
capacity-achieving. The shaping loss induced by stan-
dard constellations is discussed in Sect. 7.6.5, together
with methods to reduce it.

In Fig. 7.5, we plot the achievable rates as a func-
tion of the transmission distance for a polarization-
multiplexed (PM) single-channel transmission system
with electronic dispersion compensation (EDC) to com-
pensate for the chromatic dispersion for 64-QAM and
256-QAM. Here, we neglect the polarization mode
dispersion and the state of polarization (SOP) drift.
Therefore, the two polarizations are independent of
each other. The parameters of the optical fiber are
summarized in Table 7.1. The results are for optimal
launch power. The span loss is compensated for using
erbium-doped fiber amplifiers (EDFAs), and a root-
raised cosine pulse with a roll-off factor of 0:25 is used.
The split-step Fourier method is used to simulate the
fiber-optic channel and estimate pYjX.yjx/ for SDD and
the transition probabilities P NY jX.Nyjx/, the error probabil-
ity N� in (7.19), and the pre-FEC channel symbol error
probability ı for HDD, and correspondingly calculate
the achievable rates.
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Fig. 7.5 Achievable rates for a PM single-channel trans-
mission system with EDC as a function of the transmission
distance for SDD and HDDwith both bit-wise and symbol-
wise decoding and optimal launch power. Dashed curves
correspond to 64-QAM modulation and solid curves to
256-QAM modulation

In Fig. 7.6, we plot the achievable rates for a WDM
transmission system with 81 channels and the parame-
ters of Table 7.1. The optical channel for such a system
is well approximated by the AWGN channel, a model
known as the GN model in the literature [7.99, 100].
The achievable rates for the middle channel with 64-
QAM and 256-QAM are shown in Fig. 7.6.

The results in Figs. 7.5 and 7.6 for the PM single-
channel and WDM systems lead to similar conclusions
as those of the results for the AWGN channel. We
observe in Fig. 7.6 that for SDD, the bit-wise and
symbol-wise decoding achievable rate curves for 16-
QAM are indistinguishable, while for 64-QAM, bit-
wise decoding incurs only a small penalty compared
with symbol-wise decoding for 64-QAM for low spec-
tral efficiencies. For 256-QAM, the achievable trans-
mission reach for symbol-wise decoding is higher than
that for bit-wise decoding. However, for the spectral ef-
ficiencies of interest, bit-wise SDD and symbol-wise
SDD yield almost identical transmission reach. Similar
results are observed in Fig. 7.5. In contrast, for HDD,
bit-wise decoding yields larger achievable rates than
symbol-wise decoding, which leads to a significant op-
tical reach enhancement.
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Fig. 7.6 Achievable rates for a WDM transmission sys-
tem using the GN model as a function of the transmission
distance for SDD and HDDwith both bit-wise and symbol-
wise decoding and optimal launch power. Dotted curves
correspond to 16-QAM modulation, dashed curves to
64-QAM modulation, and solid curves to 256-QAM mod-
ulation

7.2.4 Achievable Rates
and Actual Code Performance

It is important to stress that the achievable rates pro-
vided by information theory, as those discussed above,
determine a rate that can be achieved, i.e., there exists
a code that, with infinite block length, achieves that par-
ticular transmission rate. However, achievable rates tell
little about the actual performance of particular FEC
codes in general. A given code, decoded using a certain
(suboptimal) decoding algorithm, does not necessar-
ily achieve them. For example, regular LDPC codes

(with growing degree) are capacity-achieving for binary
transmission over the AWGN channel under maximum
a posteriori (MAP) decoding, but not under practical
iterative decoding. Similarly, staircase codes decoded
with (suboptimal) iterative bounded distance decoding
(Sect. 7.5.6) are not capacity-achieving. Therefore, in
general, practical codes (in the sense of codes decoded
using suboptimal decoding algorithms) do not achieve
the achievable rates discussed above, and a performance
gap will be observed. Furthermore, the gap with re-
spect to the achievable rate may depend on the code rate
(see (7.22) in Sect. 7.3 for the formal definition of code
rate). For example, for staircase codes, the gap relative
to the achievable rate increases for low rates. Nonethe-
less, achievable rates provide a very useful benchmark
for comparing the performance of practical codes and
are still informative.

Note that above, by capacity-achieving we mean
a code that achieves the Shannon limit. For instance,
for binary transmission using BPSK and SDD, the
ultimate limit, also called the Shannon limit, is the cor-
responding MI. A code that achieves the MI for binary
transmission over the AWGN channel does not achieve
the capacity of the AWGN channel (since this requires
Gaussian input). However, with some abuse of lan-
guage, in coding theory jargon, such a code is called
capacity-achieving.

As we will discuss in Sects. 7.4 and 7.5, for LDPC
codes, generalized product codes, and modern codes
in general, the performance limits (in the limit of infi-
nite block length) for a certain code ensemble are given
by density evolution. The so-called decoding threshold
obtained from density evolution can be seen as the ef-
fective capacity (i.e., the effective performance limit)
for a given code ensemble. One should then compare
the threshold of a given code ensemble with the cor-
responding achievable rate to see how much is lost
because of the choice of a particular code and de-
coding algorithm. Designing codes that approach the
fundamental limits given by information theory is the
ultimate goal of coding theory.

7.3 Basics of Forward Error Correction

Forward error correction (FEC), also known as error-
correcting coding, channel coding, or simply coding, is
an indispensable technique for achieving reliable com-
munication and storage that has become ubiquitous in
any communication and storage system. The role of
FEC is to protect the data to be transmitted (or stored)
from the channel impairments. It does so by following
a basic principle: adding redundancy.

In this section, we introduce the basic concepts
of FEC. Our focus is on binary codes, since their
lower decoding complexity with respect to nonbi-
nary codes makes them by far the most popular and
widely used (except, perhaps, Reed–Solomon codes).
However, the concepts introduced in this section can
be extended to nonbinary codes in a straightforward
manner.
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We first give a layman’s definition of an error-
correcting code.

Definition 7.1 Error-correcting code
An error-correcting code is a device that adds redun-
dancy to a block of data bits and uses this redundancy
to correct potential transmission errors.

In this chapter, we focus on the most important and
ubiquitous class of codes, block codes, and give the
most basic definition of a block code.

Definition 7.2
A binary block code C of code length n and dimension
k, denoted by C.n; k/, is a collection of 2k binary vectors
of length n bits, called n-vectors, i.e.,

C.n; k/,
˚
cŒ1	; cŒ2	; : : : ; cŒ2

k	
�
; cŒm	 2 f0; 1gn :

(7.20)

The n-vectors cŒm	 are called codewords, and k is also
referred to as the information block length of the code.
The set of binary numbers is also often denoted as the
Galois field of two elements and notated as GF.2/,
f0; 1g. Note that the notion of Galois field also de-
fines the operations of addition and multiplication of
its elements. Loosely speaking, GF.q/ is a finite set of
q objects over which addition and multiplication are
defined with similar properties as addition and mul-
tiplication of real numbers. For details and rigorous
definitions, see [7.101, Chap. 2].

Example 7.1
Consider the 3-repetition code with parameters nD 3
and kD 1, consisting of 2k D 2 codewords of length 3
bits,

Crep.nD 3; kD 1/D f.0;0; 0/; .1;1; 1/g : (7.21)

One may consider an encoder that assigns to the in-
formation bit uD 0 the codeword .0; 0; 0/ and to the
information bit uD 1 the codeword .1; 1; 1/. The as-
signment of codewords to information words (in this
case to a single bit) is usually referred to as encoding.

An important parameter is the code rate R, or simply
rate, defined as

R , k

n
< 1 : (7.22)

The rate is a measure of the redundancy of the code.
Since R< 1, then n> k, i.e., the information words are
encoded into longer sequences, thereby introducing re-
dundancy. In contrast to the field of coding theory, in the

optical communications literature the code rate is rarely
used. Therein, the code overhead, or simply overhead,
defined as

OH , 1

R
� 1D n� k

k
; (7.23)

is frequently used instead. The overhead denotes the
relative portion of redundant bits that are added to the
information bits. Note that the rate of the code is ex-
pressed in information bits per transmitted bit and is
thus a measure of the bandwidth efficiency of the code.
For example, the rate of the 3-repetition code of Exam-
ple 7.1 is RD 1=3, which corresponds to overhead of
OHD 200%. For fiber-optic communications, practical
codes with much lower overhead are desired.

We now define one of the most important parame-
ters of error-correcting codes, the minimum Hamming
distance. We will first need the definition of Hamming
weight and Hamming distance.

Definition 7.3 Hamming weight
For a binary vector cD .c1; : : : ; cn/ of length n, the
Hamming weight, denoted by wH.c/, is the number of
entries in which ci D 1, i.e.,

wH.c/, jfi W ci D 1gj : (7.24)

Definition 7.4 Hamming distance
For any two binary vectors c and Qc of length n, the
Hamming distance, dH.c; Qc/, is the number of entries
in which c and Qc differ, i.e.,

dH .c; Qc/, jfi W ci ¤ Qcigj : (7.25)

Definition 7.5 Minimum Hamming distance
The minimum Hamming distance of a code C, denoted
by dmin.C/, is the smallest Hamming distance between
any two distinct codewords of the code and is defined
as

dmin.C/, min
c;Qc2C
c¤Qc

dH.c; Qc/ : (7.26)

As we will later see, the minimum Hamming dis-
tance of a code is related to its error-correcting capa-
bility. Since the notion of minimum Hamming distance
is so important in coding, an .n; k/ block code with min-
imum Hamming distance dmin is sometimes denoted as
an .n; k; dmin/ block code.

The following simple but powerful upper bound on
the minimum Hamming distance holds.
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Theorem 7.1 Singleton bound
The minimumHamming distance of an .n; k; dmin/ code
C over GF.q/ is upper bounded by dmin � n� kC 1.

Codes whose minimum Hamming distance attains
the Singleton bound achieve the best possible error-
correcting capability for a given overhead and are
referred to as maximum distance separable (MDS)
codes. A very important class of MDS codes are
Reed–Solomon codes, which are briefly discussed in
Sect. 7.5.1. In contrast, there are no binary MDS codes,
except trivial codes—the repetition code and the parity-
check code.

7.3.1 Linear Block Codes

Linear block codes are a very important class of codes.
Indeed, almost all practical codes in use today are lin-
ear codes. The reason is that linear codes are sufficient
to achieve capacity [7.23, 102], and linearity allows for
efficient encoding and decoding circuits. All codes con-
sidered in this chapter are linear codes.

Definition 7.6 Linear block code
A binary block code C.n; k/ is a linear block code if and
only if its codewords cŒ1	; : : : ; cŒ2

k	 form a k-dimensional
subspace of the n-dimensional vector space f0; 1gn.

For a linear block code, the all-zero codeword
.0;0; : : : ; 0/ is always a codeword, i.e., .0;0; : : : ; 0/2C,
and the (binary) addition of two codewords is also
a codeword, i.e., for c 2 C and Qc 2 C, then cC Qc 2 C,
with C denoting the binary (modulo-2) addition. In
other words, the set of codewords is closed under
component-wise binary addition, where binary addi-
tion corresponds to the logical exclusive OR (XOR)
operation, and binary multiplication corresponds to the
logical AND operation. For any two binary vectors c
and Qc,

dH.c; Qc/D wH.cC Qc/ ; (7.27)

and the minimum Hamming distance of a linear block
code is equal to the minimum codeword weight, i.e.,

dmin.C/Dmin
c2C
c¤0

wH.c/ : (7.28)

Linear codes have appealing properties for analysis and
implementation. It is easy to see that the 3-repetition
code of Example 7.1 is a linear code. For this code, the
three-dimensional subspace representation is shown in
Fig. 7.7.

Since a linear block code is a k-dimensional sub-
space, we can find k linearly independent basis vectors
g1; : : : ; gk in f0; 1gn that span C, i.e., every codeword

(1,1,0)

(1,0,1)

(0,0,1)

(0,1,1)

(1,0,0)

c[2] = (1,1,1)

c[1] = (0,0,0)

(0,1,0)

Fig. 7.7 Subspace representation of the .3; 1/-repetition
code

in C is a linear combination of these k basis vectors.
Then, the codeword cD .c1; : : : ; cn/ for the message
uD .u1; : : : ; uk/ is obtained as the product of u andG as

cD uG ; (7.29)

where G is a k� n binary matrix with rows g1; : : : ; gk.
Since G spans (i.e., generates) the code C, it is usually
referred to as the generator matrix of the code. Note
that the basis vectors g1; : : : ; gk are also codewords.

The code, as well as the encoder (i.e., the map-
ping of information words to codewords), is completely
specified by the generator matrixG. Alternatively, a lin-
ear block code can be defined through its .n� k/� n
parity-check matrixH. Since a binary .n; k/ linear block
code C is a k-dimensional subspace of f0;1gn, its null
(or dual) space, i.e., the set of all binary words of
length n that are orthogonal to every element in C, is an
.n� k/-dimensional subspace of f0;1gn. Two vectors a
and b are orthogonal if their inner product is zero, i.e.,
ha; bi D ab> D 0. We denote the null space of C by C?
and write

C? D fQc W hQc; ci D 0 for all c 2 Cg : (7.30)

Note that C? is a binary .n; n� k/ linear block code,
usually referred to as the dual code ofC. LetH be a gen-
erator matrix of the code C?, of dimensions .n� k/�n.
The rows of H, h1; : : : ; hn�k, are linearly independent
codewords of C?, i.e., h1; : : : ; hn�k 2 C?, and every
codeword in C? is a linear combination of these n� k
codewords. Since every codeword c 2 C is orthogonal
to every codeword Qc 2 C?, it follows that

cH> D 0 : (7.31)

Note that (7.31) is satisfied if and only if c 2 C. There-
fore, we can define a code C through the generator
matrix of its dual code C?, H.
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Definition 7.7
A binary vector c is a codeword of C if and only if
cH> D 0, i.e., the code C is defined as the null space
of H,

C D ˚c W cH> D 0
�
: (7.32)

Therefore, a linear block code is uniquely specified by
G orH. Usually, the generator matrix is used for encod-
ing, while the decoding is based on H.

A way to interpret (7.31) is by noting that cH> D 0
is a set of n� k linearly independent equations

h1;1c1 C h1;2c2 C : : :C h1;ncn D 0
h2;1c1 C h2;2c2 C : : :C h2;ncn D 0
:::

:::
: : :

:::
:::

h.n�k/;1c1C h.n�k/;2c2C : : :C h.n�k/;ncn D 0

(7.33)

where hi;j is the entry of the matrix H at row i and
column j. These equations are known as parity-check
equations, and are the equations that each codeword
must satisfy. As a result, the matrix H is commonly re-
ferred to as the parity-check matrix of the code C.

A practically important class of (linear) codes is the
class of systematic codes.

Definition 7.8 Systematic code
A systematic code is a code with an encoder that gener-
ates codewords c containing the information word u as
verbatim copy in c.

The generator matrix of a systematic linear code (as-
suming that the k information bits appear in the first
k positions of the codeword) can always be written as
GD .Ik P/, where Ik is a k� k identity matrix. The
codewords of a systematic code can then be written as

cD .c1 : : : ; cn/D .u1; ; : : : ; uk; p1; : : : pn�k/
D .u p/ ; (7.34)

i.e., the first k bits of the codeword are a replica of the
information bits. The code bits p1; p2; : : : ; pn�k are re-
ferred to as the parity bits of the code.

Example 7.2
Consider the .7;4/ binary block code defined by the 4�
7 generator matrix

GD

0

B
B
@

1 0 0 0 1 1 0
0 1 0 0 0 1 1
0 0 1 0 1 1 1
0 0 0 1 1 0 1

1

C
C
A : (7.35)

Table 7.2 Codewords of the .7; 4/ Hamming code

u1 u2 u3 u4 p1 p2 p3
0 0 0 0 0 0 0
0 0 0 1 1 0 1
0 0 1 0 1 1 1
0 0 1 1 0 1 0
0 1 0 0 0 1 1
0 1 0 1 1 1 0
0 1 1 0 1 0 0
0 1 1 1 0 0 1
1 0 0 0 1 1 0
1 0 0 1 0 1 1
1 0 1 0 0 0 1
1 0 1 1 1 0 0
1 1 0 0 1 0 1
1 1 0 1 0 0 0
1 1 1 0 0 1 0
1 1 1 1 1 1 1

u1 u2 u3 u4 p1 p2 p3
0 0 0 0 0 0 0
0 0 0 1 1 0 1
0 0 1 0 1 1 1
0 0 1 1 0 1 0
0 1 0 0 0 1 1
0 1 0 1 1 1 0
0 1 1 0 1 0 0
0 1 1 1 0 0 1
1 0 0 0 1 1 0
1 0 0 1 0 1 1
1 0 1 0 0 0 1
1 0 1 1 1 0 0
1 1 0 0 1 0 1
1 1 0 1 0 0 0
1 1 1 0 0 1 0
1 1 1 1 1 1 1

Table 7.2 lists all codewords of this code, which is the
famous .7;4/ Hamming code. We observe that the first
four bits of each codeword correspond to the informa-
tion bits, i.e., the code is systematic.

7.3.2 Error Detection and Error Correction
Capability of a Block Code
over the Binary Symmetric Channel

Consider an .n; k; dmin/ block code that is used for
transmission over the AWGN channel using BPSK
modulation. As discussed in Sect. 7.2, if hard decisions
on the received vector are taken, the discrete channel
between the encoder and the decoder can be modeled
as a binary symmetric channel (BSC).

For transmission over the BSC, a block code with
minimum Hamming distance dmin can correct all error
patterns with

tD
�
dmin � 1

2

�
(7.36)

or fewer errors, where b�c denotes the largest integer
smaller than or equal to � . The parameter t is usually re-
ferred to as the error correction capability of the code,
and a code that can correct up to t errors is called a t-
error-correcting code. Furthermore, a block code with
minimum Hamming distance dmin can detect all error
patterns with

dD dmin � 1 (7.37)

or fewer errors.
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Example 7.3
The minimum Hamming distance of the 3-repetition
code (Example 7.1) and the .7; 4/ Hamming code in
Example 7.2 is dmin D 3; hence both codes can cor-
rect up to tD 1 error and detect up to dD 2 errors.
The repetition code has rate RD 1=3, while the rate of
the Hamming code is 4=7; hence the latter is spectrally
more efficient.

The minimum Hamming distance of a code is a very
relevant parameter that determines how many errors
the code can correct (or detect) for transmission over
the BSC. For other channels, the minimum Hamming
distance does not completely determine the code perfor-
mance, but it dominates the code performance (under
ML decoding) for high SNRs. Thus, to achieve low
error rates, one should construct codes with good mini-
mum Hamming distance.

7.3.3 Optimal Decoding of Block Codes

We have seen that we can characterize a block code
in terms of its minimum Hamming distance. We now
derive the optimal decoder for block codes for both
SDD and HDD. We consider binary transmission us-
ing BPSK modulation (i.e., X D f˙1g) by modulating
every code bit ci, iD 1; : : : ; n, of the codeword as
xi D .�1/ci , i.e., without loss of generality we assume
the mapping 0 7! C1 and 1 7! �1. For example, for
cD .0; 0; 1;1; 0/, we get xD .C1;C1;�1;�1;C1/.
Instead of BPSK, we can also consider quadrature
phase-shift keying (QPSK) by independently modulat-
ing the I and Q components of the constellation. We
assume transmission over a memoryless AWGN chan-
nel with zero mean and noise variance �2. At the output
of the channel, we observe a (noisy) vector yD xC n,
where xD .x1; : : : ; xn/ is the transmitted (modulated)
codeword and n is the noise vector.

Based on the noisy observation y, the role of the
decoder is to optimally estimate the transmitted code-
word c. Decoding is a probabilistic inference problem:
the decoder estimates the most likely transmitted code-
word c (from which it can reverse-lookup the informa-
tion bit sequence) given the noisy channel output y. The
most natural decoding criterion is that ofminimizing the
probability of error. If the decoding criterion is to mini-
mize the probability that the decoder fails to decode to
the correct codeword, i.e., minimize the codeword er-
ror probability, it can be shown that this is equivalent
tomaximizing the a posteriori probabilityPCjY.cjy/. The
maximum a posteriori (MAP) decoding rule is therefore

OcD argmax
c2C

PCjY.cjy/D argmax
c2C

pYjC.yjc/PC.c/

pY.y/
;

(7.38)

where in the last equality we used Bayes’ law. Typi-
cally, we can assume that all codewords are equiproba-
ble, i.e., PC.ci/D 1=jCj, for all i. In this case, and since
pY.y/ is independent of c, (7.38) can be rewritten as

OcD argmax
c2C

pYjC.yjc/ ; (7.39)

which is referred to as the ML decoding rule. Note that
the situation changes if probabilistic amplitude shaping
(PAS), as described in Sect. 7.6.5, is used. In this case,
not all codewords are equiprobable. For a detailed ex-
posure, see [7.91].

In the next two sections, we expand the ML decod-
ing rule (7.39) for SDD and HDD.

Soft-Decision Decoding
Starting from the ML decoding rule (7.39) and
assuming a memoryless channel, i.e., pYjC.yjc/DQn

iD1 pYjC.yijci/, we can proceed as

OcD argmax
c2C

nY

iD1
pYjC.yijci/

.a/D argmax
c2C

ln
nY

iD1
pYjC.yijci/

D argmax
c2C

nX

iD1
ln pYjC.yijci/ ; (7.40)

where (a) follows because ln.�/ is a monotonically in-
creasing function. To perform ML decoding, we need
to have access to the channel law pYjC.yijci/, which is
the conditional probability (density) that we have re-
ceived yi given that ci was transmitted. If known, the
true channel law can be used in (7.40). However, we
usually resort to models. In the case of coherent optical
communications, the channel is reasonably well mod-
eled by an AWGNchannel, as predicted by the GNmod-
els and their extensions [7.99, 103]. Another example
is the case of amplitude-modulated solitons, where the
channel law can be modeled as a noncentral chi-squared
distribution with four degrees of freedom [7.104]. Fur-
thermore, when higher-order modulation formats with
bit-wise decoding (often calledBICM) are used (see also
Sect. 7.6.3), the equivalent noise that the FEC decoder
observes does not necessarily follow a Gaussian distri-
bution [7.105] but can be closely approximated by one.

We will now focus on the case of AWGN, where the
channel law is given in (7.1). Continuing the derivation,
we have with xi D .�1/ci ,

OcD argmax
c2C

nX

iD1
ln
�

1p
2 �

e�
.yi�.�1/ci /2

2�2

�

D argmax
c2C

nX

iD1

�
ln

�
1p
2 �

�
� Œyi � .�1/

ci 	2

2�2

�
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.b/D argmax
c2C

nX

iD1

�Œyi � .�1/ci 	2
2�2

.c/D argmin
c2C

nX

iD1

Œyi � .�1/ci 	2
2�2

.d/D argmin
c2C

nX

iD1
Œyi � .�1/ci 	2 ; (7.41)

where in (b) we exploit the fact that addition of a con-
stant does not change the maximization, in (c) we use
the fact that maximizing is equivalent to minimizing the
negation, and finally in (d) dividing by the constant 2�2

does not change the minimization. Equation (7.41) is
the famous Euclidean distance metric, as we take the
squared Euclidean distance between (modulated) code-
words and the received values. Therefore, for SDD and
transmission over the AWGN channel, the ML decoder
chooses among all possible transmitted codewords the
codeword c that minimizes the Euclidean distance
dE.x; y/, kx� yk between y and the BPSK-modulated
codeword xD .x1; : : : ; xn/D ..�1/c1; : : : ; .�1/cn/, i.e.,
OcD argmin

c2C
dE.x; y/ : (7.42)

Note that the Euclidean distance follows solely from the
assumption of Gaussian noise.

We can further simplify the expression (7.41) yield-
ing

OcD argmin
c2C

nX

iD1

	
y2i C .�1/2ci � 2yi.�1/ci




D argmin
c2C

nX

iD1

	
y2i C 1� 2yi.�1/ci




.e/D argmin
c2C

nX

iD1
Œ�2yi.�1/ci 	

.f/D argmax
c2C

nX

iD1
yi.�1/ci ; (7.43)

where in (e) we used the fact that addition of y2i C1 does
not change the maximization and in (f) we replaced
minimization by maximization of the negation.

Hard-Decision Decoding
We now derive the optimal decoder for HDD. We start
again from the ML decoding rule, assuming a memory-
less channel,

OcD argmax
c2C

pYjC.yjc/

D argmax
c2C

nY

iD1
pYjC.yijci/ : (7.44)

Note that for HDD, the output sequence yD
.y1; : : : ; yn/ is also a binary sequence, and the channel
can be modeled as a BSC with crossover probability p
(see (7.2)), i.e.,

pYjX.yijxi/D pYjC.yijci/D
(
p yi ¤ ci
1� p yi D ci :

(7.45)

Using this in (7.44),

OcD argmax
c2C

pdH.c;y/.1� p/n�dH.c;y/

D argmax
c2C

ln
	
pdH.c;y/.1� p/n�dH.c;y/


D argmax
c2C

dH.c; y/ ln pC Œn� dH.c; y/	 ln.1� p/

D argmax
c2C

dH.c; y/ ln
�

p

1� p

�

D argmin
c2C

dH.c; y/ ; (7.46)

where in the last equality we assume that p< .1=2/.
We see that for HDD, the ML decoder must choose

among all possible transmitted codewords the code-
word c that minimizes the Hamming distance between
x and y.

We illustrate the ML decoder using a simple exam-
ple.

Example 7.4
Assume that we want to transmit the data bit uD
0 using the 3-repetition code of Example 7.1. In-
formation bit uD 0 is encoded onto codeword cD
.0; 0; 0/, which is modulated to xD .C1;C1;C1/.
After transmission over the AWGN channel, we re-
ceive yD .�0:2;C1:1;�0:7/. We can see that two
sign changes occurred during transmission, so a HDD
looking purely at the sign (and hence minimizing the
Hamming distance) will erroneously assume that the
codeword .1;1; 1/ was transmitted. However, when we
carry out the SDD ML decoding rule, we observe that
for codewords .0;0; 0/ and .1;1; 1/ we get

.0;0; 0/ W
3X

tD1
yt.�1/0 DC0:2 ; (7.47)

.1;1; 1/ W
3X

tD1
yt.�1/1 D�0:2 : (7.48)

We can see that the sum is maximized for .0;0; 0/;
thus the decoder (correctly) decides for OcD .0;0; 0/ and
hence OuD 0.
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The example above highlights that HDD incurs a per-
formance penalty with respect to SDD. On the other
hand, HDD is usually significantly less complex than
SDD.

Decoding Complexity
The complexity of the ML decoder scales exponentially
with the number of data bits k. Therefore, ML decoding
is only feasible for simple (short) codes and quickly be-
comes prohibitive as k increases. For practical codes, k
is easily above 10 000, which means that the code can
contain more than 2�103010 codewords. If we assume
that we have access to the 500 largest supercomputers
worldwide, which have an aggregated computational
capacity of 748 PFlop=s [7.106], and that we only
require a single floating point operation to compute
the sum required in (7.43) or the Hamming distance
in (7.44), we would still require 2:7� 102992 seconds
to evaluate all codewords. As the universe has existed
for roughly 4:3� 1017 seconds, we see that all efforts
to carry out ML decoding for such codes are futile.
Therefore, suboptimal decoding strategies which yield
an acceptable decoding complexity are required.

The quest for long, powerful codes with low de-
coding complexity has given rise to so-called modern
codes, such as LDPC codes and product-like codes,
which build upon simpler component codes and are de-
coded using suboptimal (iterative) decoding algorithms,
with reasonable decoding complexity and yet astonish-
ing performance. Suboptimal decoding strategies are
discussed in Sects. 7.4 and 7.5.

7.3.4 Coding Gain and Net Coding Gain

An important measure for comparing different coding
schemes is the NCG. To determine the NCG, bipolar
signaling and an AWGN channel are frequently used.
However, the definition can be easily extended to other
types of channels. Consider an AWGN channel with
SNR Es=N0. Since the modulated symbol x is obtained
as xD .�1/ci , all modulation symbols have the same
energy, and hence Es also denotes the energy per coded
bit in this setting. We therefore have Es D EŒX2	D 1.
In a transmission system, Es is usually fixed (for ex-
ample, to the value corresponding to the laser transmit
power). Here, we assume a normalized transmit energy
Es D 1. Instead of the SNR Es=N0, for a fair compar-
ison of coding schemes it is helpful to use the ratio
Eb=N0, where Eb denotes the average energy per in-
formation bit. For example, if a code of rate RD 4=5
is used, corresponding to overhead OHD 25%, the ra-
tio of code bits n versus information bits k amounts to
n=kD 5=4D 1:25, i.e., 1:25 code bits are transmitted
for each information bit. This means that if the code

bits are transmitted each with energy Es, the equiva-
lent amount of energy conveyed by each information bit
amounts to Eb , Es=R
 Es. As Eb is normalized to the
information bits of the transmission system, it allows
us to evaluate the NCG, i.e., the gain that is actually
achievable by taking into account the coding. The NCG
is defined as the gain (in dB) of the coded transmission
in terms of Eb=N0 relative to uncoded transmission for
a given output BER.

Figure 7.8 illustrates the NCG and the influence of
Eb=N0 versus Es=N0. First, we consider uncoded trans-
mission (RD 1), where Eb D Es D 1. In this case, the
BER is obtained as Q.

p
2Eb=N0/D Q.

p
2Es=N0/. If

we now apply coding with a rate RD 4=5, we get

Eb

N0
D Es

RN0
D 1

R

Es

N0
; (7.49)

i.e., Eb=N0 is scaled by a factor 1=R, corresponding to
�10 log10.R/D 0:969 dB. Hence, by applying coding,
the energy per information bit is scaled by this factor,
i.e., each information bit carries 0:969 dB additional en-
ergy compared with an uncoded transmission. We may
also take on a different perspective and fix the energy
per information bit Eb (e.g., to Eb D 1). From this per-
spective, as coding increases the effective number of
transmitted bits per information bit, the effective en-
ergy per transmitted symbol is decreased. In this case,
when the receiver cannot apply decoding but needs to
recover only the (systematic) information bits from the
sequence of transmitted bits, it requires an SNR that is
increased by 0:969 dB to achieve the same BER. By car-
rying out decoding, we can now significantly improve
the post-decoding BER starting from this shifted curve,
as can be seen in Fig. 7.8. This increase corresponds
to the coding gain (sometimes also called gross coding
gain), indicated by the bottom arrow in Fig. 7.8. The
NCG is reduced by the 0:969 dB required for transmit-
ting the extra parity bits. In this example, we see that
the coding scheme employed here yields an NCG of
11:9 dB at a BER of 10�15.

In optical communications, the optical signal-to-
noise ratio (OSNR) is also frequently employed. The
OSNR is the SNRmeasured in a reference optical band-
width, where frequently a bandwidth Bref of 12:5GHz
is used, corresponding to 0:1 nm-resolution wavelength
at a carrier wavelength of 1550 nm. The OSNR relates
to the Es=N0 as follows

10 log10 OSNRD 10 log10
Es

N0
C 10 log10

Rs

Bref

D 10 log10
Eb

N0
C 10 log10

mRRs

Bref
;

(7.50)
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Fig. 7.8 Net coding gain definition

where Bref is the reference bandwidth,Rs corresponds to
the symbol rate of the transmission, R is the code rate,
and m is the number of bits mapped to each modulation
symbol.

7.3.5 Bounds on the Performance
of Block Codes

From information theory (Sect. 7.2), we know that
the required SNR for successful transmission, based
on Shannon’s capacity results, assumes infinite block
lengths. This is usually not a valid assumption in prac-
tical communication systems. Unfortunately, selecting
a finite (moderate) code length does not necessar-
ily lead to good performance. Much work has been
dedicated to obtaining precise bounds on the perfor-
mance of transmission systems employing codes of
finite block length n. A good overview of results can be
found in [7.107] and [7.108], where the latter provides
refined finite-length performance bounds. Shannon al-
ready provided a lower bound on the codeword error
probability Pw, i.e., the probability that the decoder de-
codes an incorrect codeword Oc¤ c, based on geometric
arguments [7.107, 109].

In the following we use the normal approximation
of the finite-block-length bound for the binary-input
AWGN channel given in [7.110]. This bound allows
us to compute an approximation of the gap relative to
capacity for the binary-input AWGN channel (which
describes BPSK and QPSK modulation with AWGN
noise, see also at the beginning of Sect. 7.3.3). We

assume that the decoder targets a codeword error prob-
ability of Pw D 10�13, which means that one in 1013

codewords can be decoded erroneously. With this, the
bit error probability Pb can be bounded as

1

Rn
Pw � Pb � Pw ; (7.51)

where the upper bound assumes that all bits inside an er-
roneously decoded codeword are in error, and the lower
bound assumes a single bit error only. Figure 7.9 shows

101 102 103 104 105 1060

1

2

3

4

Code length n

SNR gap to BPSK capacity limit (dB)

OH = 7% (R ≈ 0.93)
OH =15% (R ≈ 0.87)
OH = 25% (R = 0.8)

Fig. 7.9 Gap to the BPSK capacity as a function of the
block size n for codes of different rates R and a codeword
error probability Pw D 10�13
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the normal approximation for OH 2 f7%; 15%; 25%g
and a target codeword error rate of Pw D 10�13, which
is a value commonly used in fiber-optical communica-
tions (when the target Pb is around 10�15). We often
use Monte Carlo simulations to estimate the probabili-
ties Pw and Pb. In this case, the estimated quantities are
referred to as frame error rate (FER) and BER, respec-
tively. In the remainder of this chapter, with some abuse
of language, we will often use FER to refer to Pw and
BER to refer to Pb.

We see in Fig. 7.9 that we need block sizes n>
5 kbit to be able to operate within 1 dB from the channel
capacity. Unfortunately, most classical coding schemes
are only defined for small to medium n (usually less
than 1 kbit) or do not perform well for large n. Code
concatenation was a first step toward the realization of
longer codes that proved to be very successful with
HDD. In the next section, we will introduce different
coding schemes that naturally allow the construction of
long codes.

7.4 Soft-Decision Forward Error Correction

Contrary to the historical development of FEC in
fiber-optic communications, we start by introducing
SDD, and later discuss HDD in Sect. 7.5. The reason
for doing so is that SDD immediately follows when
optimally decoding many channels that are encoun-
tered in optical communications, such as the AWGN
channel (Sect. 7.3.3). Furthermore, recently proposed
hard-decision FEC schemes have strong ties with soft-
decision FEC schemes (such as LDPC codes) and their
analysis tools; hence it is somewhat natural to discuss
these first. In this section, we introduce some popular
coding schemes for SDD in fiber-optic communica-
tions, including LDPC codes, SC-LDPC codes, and
polar codes. We discuss these codes and their variants
in detail, and give detailed descriptions of the most pop-
ular decoding algorithms and construction methods.We
further show the strengths and weaknesses of the differ-
ent schemes by means of various simulation examples.

7.4.1 Low-Density Parity-Check Codes

We have seen in Sect. 7.3.5 that codes with large block
sizes n are required to operate close to the achiev-
able rate or capacity of the channel. For example, from
Fig. 7.9, n should be 
 2�104 if we want to oper-
ate within 0:5 dB of the capacity of the binary-input
AWGN channel with a code of overhead OHD 25%.
As seen in Sect. 7.3.1, a code is completely specified
by its parity-check matrix H, of dimensions m�n, with
m< n. Most of classical coding theory focused on find-
ing algebraic constructions for H (e.g., BCH codes),
avoiding the need to store H. However, in the general
case, when H does not contain any structure and is
random-like, storing it is difficult. The storage require-
ments for H scale as O.n2/, and hence it may already
not be feasible to store H for relatively small values
of n.

We thus need practical codes that have enough
structure to enable storage of H using data structures

with low memory requirements and that allow opera-
tion close to the achievable rate. Inspired by the fact
that random parity-check codes, i.e., codes where the
entries hi;j of H are chosen to be 0 or 1 with probabil-
ity 1=2, are capacity-achieving, to construct codes with
high coding gains and efficient storage of H, Gallager
introduced LDPC codes in the 1960s [7.54].

An LDPC code is generally defined by a sparse bi-
nary parity-check matrix H. Recall from Sect. 7.3 that
each column of the parity-check matrix H corresponds
to a code bit. Likewise, each row of H corresponds
to a parity-check equation and ideally defines a single
parity bit (if H has full rank). Sparse means that the
number of 1s in H is small compared with the number
of zero entries. Practical codes usually have a fraction
of 1s that is below 1% by several orders of magnitude.
Usually, provided that the parity-check matrix has full
row rank, i.e., rank.H/Dm, the number of information
bits equals kD n�m. If the parity-check matrix H is
rank-deficient, the number of information bits k can be
larger, i.e., k 
 n�m. In the remainder of this chap-
ter, we fix kD n�m, i.e., we do not actively use any
possible additional information bits. In this case, the
rate is given by RD .n�m/=n and the overhead equals
OHD m=.n�m/.

LDPC codes are often subdivided into two major
classes, regular and irregular LDPC codes. We de-
scribe both classes in what follows.

Regular Low-Density Parity-Check Codes

Definition 7.9 Regular .dv;dc/ LDPC Code
A regular .dv; dc/ LDPC code is an LDPC code where
each column of H is of weight dv (i.e., it contains ex-
actly dv 1s), and each row of H is of weight dc. We
assume dv 
 2 and dc 
 2.

The storage complexity of .dv; dc/ LDPC codes is only
O.n/, as the column weight is constant (and indepen-
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dent of n), which enables efficient implementation of
LDPC codes with low memory requirements.

As an example, consider the .3;6/ LDPC code of
rate RD 1=2, with nD 18, mD 9 defined by the parity-
check matrix

HD

0

BB
BB
BB
BB
BB
BB
@

0 1 0 0 1 0 0 0 1 0 1 0 0 0 1 0 1 0
1 0 0 0 0 1 1 0 0 0 0 1 0 1 0 1 0 0
0 0 1 1 0 0 0 1 0 1 0 0 1 0 0 0 0 1
0 1 0 0 0 1 0 0 1 0 1 0 0 0 1 1 0 0
0 0 1 0 1 0 0 1 0 0 0 1 0 1 0 0 1 0
1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0 1
0 1 0 0 0 1 0 0 1 1 0 0 1 0 0 1 0 0
1 0 0 0 1 0 1 0 0 0 0 1 0 1 0 0 1 0
0 0 1 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1

1

CC
CC
CC
CC
CC
CC
A

:

(7.52)

We summarize in the following some of the properties
of regular .dv; dc/ LDPC codes:

� n dv D mdc has to hold, as the total number of 1s of
H is identical regardless of the way we count them.
Therefore, the rate R is given by

RD 1� m

n
D 1� n dv

n dc
D 1� dv

dc
: (7.53)

� If dv is even, then the summation of all rows of H
is the all-zero row, i.e., there is at least one linearly
dependent row, i.e., rank.H/� m� 1.� With high probability, the parity-check matrix
of a regular LDPC code has asymptotically full
rank [7.111], i.e.,

lim
n!1P.rank.H/D m� 1fdv eveng/D 1 : (7.54)

Already for small values of n, the limit in (7.54) is
approached.

Irregular Low-Density Parity-Check Codes
In some cases it can be advantageous to relax the regu-
larity and allow codes where the distribution of 1s in the
parity-check matrix is irregular [7.112]. This gives rise
to irregular LDPC codes, which are formally defined as
follows.

Definition 7.10 Irregular .ıv; ıc/ LDPC Code
An irregular .ıv; ıc/ LDPC code, with ıv D
.ıv;1; ıv;2; : : : ; ıv;dv;max/ and ıc D .ıc;1; ıc;2; : : : ; ıc;dc;max/
is an LDPC code with ıv;i n columns of H of weight
i and ıc;j m rows of H of weight j. We assume that
ıv;1 D ıc;1 D 0 and that ıv;i n and ıc;j m are integers
for all i 2 f2; : : : ; dv;maxg and j 2 f2; : : : ; dc;maxg, re-
spectively. Note that

Pdv;max
iD1 ıv;i D

Pdc;max
jD1 ıc;j D 1. The

vectors ıv and ıc are called the degree distribution
(from a node perspective) of the code.

Note that irregular codes comprise the class of regular
LDPC codes. Indeed, a regular .dv; dc/ LDPC code is
described by the degree distribution vectors ıv and ıc

with ıv;dv D 1 and ıv;i D 0, 8i¤ dv, and ıc;dc D 1 and
ıc;i D 0, 8i¤ dc. The rate of an irregular LDPC code
can be expressed as a function of the vectors ıv and ıc,
namely

RD 1�

dv;maxP

iD1
i ıv;i

dc;maxP

jD1
j ıc;j

: (7.55)

An important generalization of regular and irreg-
ular LDPC codes are multi-edge type (MET) LDPC
codes [7.111, Sect. 7.1]. In this class of codes, the
parity-check matrix is divided into different regions,
called types. Each such region shares some common
properties. Some high-performing codes with low error
floors have been constructed using this approach. One
example is the so-called AR4JA codes [7.113] which
have been standardized for deep-space communica-
tions [7.114]. These codes, which often require punc-
tured state variables, have not yet found widespread
application in fiber-optic communications, as their con-
vergence is relatively slow and a larger number of
decoding iterations is required to reach the desired per-
formance.

Graphical Representation
of Low-Density Parity-Check Codes

A widespread representation of LDPC codes is based
on the so-called Tanner graphs, introduced in 1981 by
Michael Tanner [7.115] as a tool for building large
codes from small component codes. Tanner graphs are
useful for the design and analysis of LDPC codes and
can also serve as a tool for deriving and understanding
the most basic decoding algorithm. In what follows, we
introduce Tanner graphs by means of an example.

Let C be a binary (LDPC) code with parity-check
matrix H of size m� n. The Tanner graph of the code
C is a bipartite graph, i.e., it has two types of nodes,
and every edge connects a node of the first type with
a node of the second type (i.e., there are no connections
between nodes of the same type):

� The first type of nodes are called variable nodes
(VNs) (they are also sometimes called bit nodes),
and there are n of them, each one corresponding to
a code bit ci and thus to column i of H. We draw the
VNs by open circles .
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c1 c2 c3 c4 c5 c6

c1+ c2 + c4= 0 c1+ c3+ c5 = 0 c2 + c3+ c6 = 0

H =

⎛
⎝

1 1 0 1 0 0
1 0 1 0 1 0
0 1 1 0 0 1

⎞
⎠

Fig. 7.10 Tanner graph representation
of the .6; 3/ code given by the
parity-check matrix H in (7.56)

� The second type of nodes are called check nodes
(CNs), and there are m of them. Each CN corre-
sponds to a parity-check constraint of the code and
thus to a row of H. We draw the CNs by filled
squares .

CN j is connected by an edge to VN ci if and only if
hj;i D 1, i.e., if H contains a 1 in row j and column i. We
then say that code bit ci participates in the j-th parity-
check constraint.

Let us illustrate the construction of a Tanner graph
using the following .6;3/ code with parity-check
matrix

HD
0

@
1 1 0 1 0 0
1 0 1 0 1 0
0 1 1 0 0 1

1

A : (7.56)

The Tanner graph of this code is shown in Fig. 7.10.
We use different colors to illustrate the relation between
CNs and rows of H (which use the same coloring).

Consider as a second example the parity-check ma-
trix in (7.52). The Tanner graph corresponding to this
matrix is shown in Fig. 7.11. Each of the nine CNs cor-
responds to a row of the parity-check matrix H. Every
code bit has dv D 3 adjacent edges, and every CN has
dc D 6 adjacent edges.

The Tanner graph can be described by the connec-
tion sets M.j/ and N .i/. The set M.j/D fi W hj;i ¤ 0g

Fig. 7.11 Tanner
graph representation
of the code with
parity-check matrix
given by (7.52)

contains the positions (columns) of nonzero entries at
row j of the parity-check matrix H. For the exemplary
matrix in (7.52) we have M.1/D f2; 5; 9; 11;15; 17g
and M.4/D f2; 6; 9; 11; 15;16g. Additionally, the set
N .i/D fj W hj;i ¤ 0g contains the positions (rows) of
nonzero entries at column i of the parity-check matrix
H. For the matrix in (7.52) we have N .1/D f2; 6; 8g
and N .2/D f1; 4; 7g.

Decoding Behavior
of Low-Density Parity-Check Codes

Before discussing the decoder implementation in detail,
we give a high-level overview of the post-FEC BER
behavior of LDPC codes as a function of the channel
quality (e.g., Eb=N0). The decoding behavior of LDPC
codes is visualized in Fig. 7.12 for an example code.
We can distinguish three regions of the BER curve.
Up to a specific Eb=N0 value, the post-FEC BER does
not change significantly. For Eb=N0 values above this
value, in the so-called waterfall region (highlighted in
gray color in the figure), the post-FEC BER decreases
rapidly. The slope of this rapidly decreasing BER curve
depends mainly on the length of the code n, with longer
codes leading to narrower waterfall regions. Finally, at
a certain Eb=N0, the waterfall region ends, the slope of
the BER curve abruptly changes, and we observe an er-
ror floor. In the error floor region, the post-FEC BER
only slowly decreases with increasing Eb=N0. This ef-
fect is due mainly to the presence of some structures in
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Fig. 7.12 Description of the post-FEC BER behavior for
LDPC codes with waterfall region and error floor

the parity-check matrix and Tanner graph of the code
that cause the decoder to stall for some specific error
patterns [7.63, 116].

The value of Eb=N0 where the LDPC code per-
formance curve bends into the characteristic waterfall
behavior, to which with some abuse of language we
refer here as threshold (Fig. 7.12), depends on the pa-
rameters of the code (i.e., ıv and ıc) and the channel.
It can be determined using a technique called density
evolution [7.117] or approximations thereof [7.118].
Formally speaking, the threshold denotes the Eb=N0

value at which decoding will be successful (the BER
tends to zero), with probability approaching 1 in the
asymptotic limit of large block length (n!1), pro-
vided that the decoder complexity is not constrained.
For a detailed discussion, we refer the interested reader
to [7.117]. Thresholds of some codes for the binary-
input AWGN channel are given in Table 7.3, together
with the channel capacity.

From Table 7.3, we see that the thresholds of some
irregular LDPC codes are very close to the capacity lim-
its of the binary-input AWGN channel. Indeed, irregular
LDPC codes are a very important class of capacity-
approaching codes [7.119]. Unfortunately, capacity-
approaching irregular LDPC codes typically require

Table 7.3 Decoding thresholds of some regular and irregular LDPC codes on the AWGN channel

Code Rate R Eb=N0 threshold
(dB)

Capacity
(Eb=N0)

Regular .3; 6/ 1=2 1:113 dB 0:187 dB
Regular .4; 8/ 1=2 1:618 dB 0:187 dB
Irregular code from [7.119] 1=2 0:192 dB 0:187 dB
Regular .3; 15/ 4=5 2:586 dB 2:039 dB
Regular .4; 20/ 4=5 2:669 dB 2:039 dB
Irregular ıv D .0; 0; .9=10/; 0; 0; 0; 0; 0; .1=10//, dc D 18 4=5 2:441 dB 2:039 dB
Irregular ıv D .0; 0:4; 0:36; 0; 0; 0; 0; 0:24/, dc D 19 4=5 2:232 dB 2:039 dB

Code Rate R Eb=N0 threshold
(dB)

Capacity
(Eb=N0)

Regular .3; 6/ 1=2 1:113 dB 0:187 dB
Regular .4; 8/ 1=2 1:618 dB 0:187 dB
Irregular code from [7.119] 1=2 0:192 dB 0:187 dB
Regular .3; 15/ 4=5 2:586 dB 2:039 dB
Regular .4; 20/ 4=5 2:669 dB 2:039 dB
Irregular ıv D .0; 0; .9=10/; 0; 0; 0; 0; 0; .1=10//, dc D 18 4=5 2:441 dB 2:039 dB
Irregular ıv D .0; 0:4; 0:36; 0; 0; 0; 0; 0:24/, dc D 19 4=5 2:232 dB 2:039 dB

parity-check matrices with many weight-2 columns
(i.e., ıv;2 > 0). Such codes usually have error floors in
the range of 10�4 to 10�8, depending also on n, that
are unacceptable in fiber-optic communications. Hence,
there is a trade-off between regular LDPC codes, which
usually have low error floors but thresholds bounded
away from capacity, and irregular codes, which have
thresholds closer to capacity, but often entail unac-
ceptably high error floors. Irregular codes have found
important application in fiber-optic communications,
especially when designed jointly with iterative decod-
ing and demodulation schemes [7.120, 121]. Later, in
Sect. 7.4.5, we will show a simulation example illus-
trating irregular LDPC codes.

Due to the rapid decrease in BER in the water-
fall region, and because of other outstanding properties,
LDPC codes for SDD in fiber-optic communications
have been studied in multiple publications [7.60, 61,
86, 121, 122]. Due to the error floor, some modern high-
performance FEC systems are constructed using a soft-
decision LDPC inner code, which reduces the BER
to a level of 10�3 to 10�5, and a hard-decision outer
code which pushes the system BER to levels below
10�12 [7.61]. The implementation of a coding system
with an outer cleanup code requires a thorough under-
standing of the LDPC code and a properly designed
interleaver between the LDPC and outer code so that
the errors at the output of the LDPC decoder—which
typically occur in bursts—do not cause uncorrectable
blocks after outer decoding.With increasing computing
resources, and in particular field-programmable gate ar-
ray (FPGA)-based decoders, it has now also become
feasible to evaluate very low target BERs of LDPC
codes and optimize the codes to have very low error
floors, below the target BER of the system [7.64, 86].

Construction of Low-Density
Parity-Check Matrices

Unlike classical codes such as BCH codes or Reed–
Solomon codes, there is no commonly accepted design
rule for LDPC codes. Instead, a plethora of LDPC code
design methodologies and heuristics exist, each with
its own advantages and disadvantages. The goal of an
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LDPC code designer is to find a code that yields high
coding gains and possesses some structure facilitating
the implementation of the encoder and decoder. We
point the interested reader to numerous articles pub-
lished on this topic [7.111, 123, 124] and references
therein. We provide in the following two ways of con-
structing parity-check matrices that can serve as a start-
ing point for developing own coding schemes based on
LDPC codes.

Regular .dv; dc/ LDPC codes can be constructed us-
ing Gallager’s method [7.54]. This simple method leads
to codes that are sufficient for many purposes. In this
method, we define the m� n matrix H by a banded
structure. The rows in H are divided into dv sets with
m=dv rows in each set (i.e., m must be an integer multi-
ple of dv). The first set of rows contains dc consecutive
1s ordered from left to right across columns, such that
each row in the set contains exactly dc 1s. Note that this
implies that n must be an integer multiple of dc. Every
other set is given by a randomly chosen column permu-
tation of the first set. For example, a parity-check matrix
of a .3; 4/ LDPC code of size 9� 12 is constructed as

HD

0

B
BB
BB
BB
BB
BB
B
@

1 1 1 1 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1
1 0 1 0 0 1 0 0 0 1 0 0
0 1 0 0 0 0 1 1 0 0 0 1
0 0 0 1 1 0 0 0 1 0 1 0
1 0 0 1 0 0 1 0 0 1 0 0
0 1 0 0 0 1 0 1 0 0 1 0
0 0 1 0 1 0 0 0 1 0 0 1

1

C
CC
CC
CC
CC
CC
C
A

: (7.57)

In practice, the permutations should be chosen such
that any sub-matrix of the form

�
1 1
1 1
�
, i.e., two columns

sharing 1s in two common rows, is avoided. This is
the so-called row-column (RC) constraint, which can
improve the decoding performance significantly. Note
that the RC constraint cannot be fulfilled for the matrix
in (7.57), as, by the pigeonhole principle, a necessary
condition to fulfill the RC constraint with Gallager’s
construction is that m
 dvdc. Further note that due to
the constraints of the banded Gallager design method,
the rank ofH is upper bounded as rank.H/� m�dvC1.

Parity-check matrices can also be obtained via the
Tanner graph. This method is particularly useful for ir-
regular LDPC codes. We start with an empty graph and
first place the n VNs and the m CNs. Note that each VN
of degree i is equipped with i (empty) sockets that con-
nect to an edge in the final graph. Similarly, each CN of
degree j is equipped with j empty sockets. In the next
step, we place the n

Pdv;max
iD1 iıv;i edges of the graph as

follows: we connect each empty VN socket with a ran-
domly chosen, empty CN socket by an edge such that

no VN is connected to the same CN more than once
(i.e., parallel edges in the Tanner graph are avoided).
As there is a one-to-one correspondence between the
Tanner graph and the parity-check matrix, we can con-
struct H from the graph. Such a matrix will most likely
not fulfill the RC constraint. In that case, we may ei-
ther add a post-processing step that reshuffles some of
the edges (i.e., entries ofH) such that the RC constraint
is fulfilled without changing the degree distribution, or
try to fulfill the RC constraint directly while picking the
sockets.

These constructions can serve only as a starting
point for good designs of parity-check matrices. A pop-
ular improvement to the graph-based construction de-
scribed above is the progressive edge growth (PEG)
algorithm [7.125], which adds edges sequentially such
that the length of the shortest cycle in the graph is kept
small. The ACE algorithm [7.126] also attempts to de-
sign LDPC codes with large minimum distance. It can
be combined with the PEG algorithm [7.127] as well. In
this chapter, we are able to just scratch the surface of all
the possibilities and point to the vast body of literature
describing different construction methods. For a deep
treatment of LDPC codes together with an overview
of construction methods, we refer the interested reader
to [7.101, Chaps. 6, 10–12].

Quasi-Cyclic Low-Density Parity-Check Codes
The parity-check matrices H constructed using the
methods highlighted in the previous section will be
random-like due to the random permutations used in
the construction. Unfortunately, when trying to con-
struct a decoder application-specific integrated circuit
(ASIC) or implement a decoder on an FPGA, the wiring
and routing complexity will usually be prohibitively
high even for moderate values of n. Hence, we need
constructions with structures that can be leveraged to
simplify the wiring and routing in the decoder. For this
reason, most LDPC codes that are implemented in prac-
tice today are so-called quasi-cyclic (QC) LDPC codes.
They have a parity-check matrix with a structure that al-
lows for inherent parallelization of the decoder, reduced
wiring complexity, and an efficient encoder realization.
QC LDPC codes are constructed using a so-called lift-
ing matrixA. The lifting matrix has integer entries ai;j 2
f�1; 0; 1; : : : ; S�1g, where S denotes the lifting factor.
The parity-check matrixH is constructed from A by re-
placing each element ai;j with either an all-zero matrix
of size S� S or a cyclically permuted identity matrix of
size S� S. If ai;j D�1, then the all-zero matrix of size
S� S is used, and if ai;j 
 0, then ai;j denotes the num-
ber of cyclic right shifts of the identity matrix that are
carried out. If dim.A/D m0 � n0, then dim.H/D m� n,
with mD m0S and nD n0S.
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Formally, we construct the parity-check matrixH as

HD

0

BB
B
@

Pa1;1 Pa1;2 � � � Pa1;n0

Pa2;1 Pa2;2 � � � Pa2;n0

:::
:::

: : :
:::

Pam0 ;1 Pam0 ;2 � � � Pam0 ;n0

1

CC
C
A
; (7.58)

where P is the matrix of size S� S with pi;iC1 D 1, 8i 2
f1; : : : ; S� 1g, pS;1 D 1, and zeros everywhere else. We
note that P0 D I, the identity matrix, and

Pj D PP � � �P„ ƒ‚ …
j times

(7.59)

equals the identity matrix cyclically shifted to the right
by j. We further define P�1 , 0, the all-zero matrix.

Typically, in modern FEC schemes, a small code
with parity-check matrix QH is first constructed, for ex-
ample, based on Gallager’s method or more advanced
schemes such as the PEG and ACE algorithms [7.125,
126, 128], MET analysis and design [7.129], pro-
tographs [7.130], or finite geometries [7.101, Chap. 10].
See also [7.131] for an extensive overview and attempts
at unifying construction methods. In a second step, we
replace the nonzero elements of QH by appropriately se-
lected shift values. As an example, we can take the
matrix of (7.57) and convert it to a lifting matrix to ob-
tain, with SD 16,

AD

0

B
BB
BB
BB
@

0 0 0 0 �1 �1 �1 �1 �1 �1 �1 �1
�1 �1 �1 �1 0 0 0 0 �1 �1 �1 �1
�1 �1 �1 �1 �1 �1 �1 �1 0 0 0 0
3 �1 7 �1 �1 1 �1 �1 �1 3 �1 �1
�1 5 �1 �1 �1 �1 3 6 �1 �1 �1 5
�1 �1 �1 5 9 �1 �1 �1 9 �1 2 �1
7 �1 �1 3 �1 �1 12 �1 �1 10 �1 �1
�1 4 �1 �1 �1 0 �1 4 �1 �1 7 �1
�1 �1 14 �1 14 �1 �1 �1 8 �1 �1 9

1

C
CC
CC
CC
A

:

(7.60)

After replacing the entries of the lifting matrix by
Pai;j , we obtain the lifted, structured parity-check ma-
trix H of size 144� 192 shown in Fig. 7.13, where
we added dashed lines to serve as visual guides. The
1s are represented by black dots in Fig. 7.13, and the
0s are omitted. The main task of the code designer is
to find good values ai;j. Many design rules for find-
ing these values have been proposed in the literature.
Commonly, the values ai;j are selected to maximize the
so-called girth of the code, which is indirectly related
to the decoding performance [7.132]. In the example
above, we have selected the entries ai;j to yield a girth-
10 code. Other constructions are aimed at maximizing
a bound of the minimum distance [7.133], and use fi-
nite geometries [7.101, Chap. 10], matrix dispersions

H = ,

Fig. 7.13 Lifted structured parity-check matrix of size
144� 192 obtained by lifting the entries of (7.60) with
cyclic permutation matrices of size 16� 16

of finite fields [7.101, Chap. 11], [7.131], combinato-
rial designs [7.101, Chap. 12], the Chinese remainder
theorem [7.134], and other methods.

Encoding Low-Density Parity-Check Codes
In general, LDPC codes can be treated as any other
block code when it comes to encoding. The genera-
tor matrix G of the LDPC code must be orthogonal to
H, i.e., G �H> D 0. If H can be rearranged such that
HD �P> In�k

�
, then GD .Ik P/.

Using Gauss–Jordan elimination, anyH can in prin-
ciple be converted to H0 D � NH> Im

�
with NH> an m� k

binary matrix and Im the identity matrix of size m�m.
The generator matrix is then obtained as GD �Ik NH

�
.

However, there is a fundamental problem with this sim-
ple approach:G will most likely not be sparse; thus the
encoding complexity and the storage requirements will
be O.n2/, which we initially wanted to avoid when in-
troducing LDPC codes.

Fortunately, there is a method to directly encode
LDPC codes from H [7.111, App. A] that allows for an
encoding complexity that scales (almost) linearly with
the code length n. Instead of finding a generator ma-
trix G for a given parity-check matrix H, the encoding
is carried out directly from H. In a first step,H is trans-
formed into an approximate triangular form: Using only
row and column permutations, we construct H0 from H
with

H0 D
�
A B T
C D E

�
; (7.61)

where T is a lower triangular matrix of size .m� g/�
.m� g/, B is of size .m� g/� g, and A is of size
.m� g/� k (if H0 is full rank). The parameter g denotes
the number of rows left in C, D, and E and is called the
gap of the approximate representation. The smaller g is,
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H' = .

Fig. 7.14 Parity-check matrix of Fig. 7.13 after transforma-
tion into the form of (7.61)

the lower the encoding complexity will be. If the per-
mutation operations are chosen well, we have g m.
A simple, greedy column- and row-swapping algorithm
is presented in [7.111, App. A]. Applying this algorithm
yields, for the running example, the matrix H0 shown in
Fig. 7.14.

Starting from H0, we can clear E by Gaussian elim-
ination, or equivalently

�
Im�g 0
ET�1 Ig

�
H0 D

�
A B T
eC eD 0

�
, eH ; (7.62)

with eCD ET�1ACC and eDD ET�1BCD. Note that
additionC and subtraction� are equivalent when oper-
ating over GF.2/; hence, we can replace all subtractions
by additions. Further note that inverting T is easy, as it
is a lower triangular matrix [7.86, App. A]. Also, T�1
will retain its QC structure. Finally, the codeword c is
divided into three parts

cD .u p1 p2/ ;

where u is the k-bit message, p1 holds the first g parity
bits, and p2 the remaining n� k� g parity bits. Vector
p1 is then obtained from

p>1 DeD�1eCu> : (7.63)

Using back-substitution, p2 can be calculated as

p>2 D T�1
�
Au> CBp>1

�D T�1
�
ACBeD�1eC

�
u> :
(7.64)

Although not obvious at first glance, this procedure has
some complexity advantages. Many of the intermediate
terms needed in the computation are sparse and can be
precomputed and stored with low complexity. It can be

shown that the total encoding complexity is O.nC g2/,
which means that if g is very small, the complexity
approaches O.n/. Note that if the rank of the original
matrix H is not m, some parity bits are linearly de-
pendent, and the procedure must be modified slightly
to accommodate this fact by either fixing the linearly
dependent parity bits to some predetermined value or
assigning additional information bits to them. For fur-
ther details, see also [7.135].

Decoding Low-Density Parity-Check Codes
As the complexity of optimal MAP decoding grows ex-
ponentially with the number of information bits k, MAP
decoding is usually not feasible for practical codes, and
we need to resort to suboptimal decoding algorithms.
The success of LDPC codes is largely due to the exis-
tence of very powerful suboptimal decoding algorithms
that can be implemented with relatively low complex-
ity. These decoding algorithms belong to the class of
message-passing algorithms, which work by exchang-
ing messages along the edges of the Tanner graph, with
very simple operations to compute the messages in-
side the nodes. The BP algorithm is the most popular
message-passing algorithm for decoding LDPC codes.
It works by exchanging beliefs about the code bits along
the edges of the Tanner graph. The BP algorithm is
used in many neighboring fields, for instance in ma-
chine learning [7.101, 136, 137], but it was described
already in the 1960s to decode LDPC codes [7.54].

We describe the decoder starting from the received,
noisy codeword yD .y1; : : : ; yn/. The goal of the de-
coder is to compute the bit-wise a posteriori probability
based on the received codeword y,

PCjY.ci D 1jy/D 1�PCjY.ci D 0jy/ ; (7.65)

which can be used to estimate the value of the bit ci as
Oci D argmaxci2f0I1g PCjY.cijy/. Note that this rule is in
slight contrast to the MAP rule in (7.38), which esti-
mates the most probable codeword instead of the most
probable bit. This rule is therefore also called the bit-
wise MAP rule, and minimizes the bit error probability.

Most decoders for LDPC codes (which can include
simplified versions such as binary message-passing de-
coders [7.138]) rely on the knowledge of the channel.
The communication channel, or an equivalent commu-
nication channel comprising the physical channel as
well as various inner receiver and signal processing
stages, can be characterized by its conditional prob-
ability mass function PYjX , or equivalently PYjC, as
described in Sect. 7.2. Continuous channels are charac-
terized by their conditional probability density function
pYjX . Here, we assume a binary-input AWGN channel
with xi D .�1/ci . However, the decoder can easily be
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extended to other modulation formats using the respec-
tive bit-wise decoder (Sects. 7.2.1 and 7.6.3).

The beliefs that are passed by the BP decoder are
conditional probabilities, but for numerical reasons, it
is much more convenient to work in the logarithmic
domain and use LLRs [7.139]. The use of LLRs also fa-
cilitates hardware implementation. The channel-related
LLR li is defined as

li D log
pYijCi.yij0/
pYijCi.yij1/

: (7.66)

A simple computation reveals that for the AWGN
channel with binary, antipodal ˙1 channel input (xi D
.�1/ci) and channel law given by (7.1), we have

li D 2

�2n
yi , LŒAWGN	

c yi : (7.67)

Equation (7.67) means that the LLR li is obtained sim-
ply by multiplication of yi with a constant LŒAWGN	

c ,
2=�2n , which depends only on the noise variance. Es-
timating the noise variance at the receiver is an old
problem, and many different solutions exist [7.140,
141]. In many cases, the true noise variance is not even
necessary. For example, with the min-sum decoder in-
troduced below, we can assume the noise variance to
be constant, and hence the constant LŒAWGN	

c is predeter-
mined and set to a value suitable for implementation. If
higher-order modulation formats are used with BICM
or PAS, we use the bit-wise decoder (see Sects. 7.6.3
and 7.6.5 for details) to compute the LLRs passed to
the decoder.

A vast collection of different varieties of the BP
message-passing decoding algorithm for LDPC codes
exists. We refer the interested reader to [7.101, 142] for
an in-depth treatment of these variations. In the fol-
lowing, we describe the two most popular variants: the
flooding and the layered decoder.

The Flooding Sum-Product Decoder. The flooding
sum-product decoder is perhaps the most widely used
decoder for LDPC codes. It can be best explained using
the Tanner graph representation of the code. The de-
coding algorithm itself is iterative, and each iteration
can be split into two half-iterations. In the first half-
iteration, each VN of degree dv computes dv outgoing
messages, one for each of its outgoing edges. In the sec-
ond half-iteration, each CN of degree dc computes dc
messages, one for each of its outgoing edges. We repeat
this procedure until a maximum number of iterations
has been achieved or the bits have been successfully re-
covered.

li

ci

j k

li lk

j

ci ck

li↑j
[c]

li↓j
[v] li↑k

[c]

li↑j
[c]

li↓j
[v] lk↓j

[v]

a) b)

Fig. 7.15a,b Illustration of messages of the sum-product
flooding decoding inside the Tanner graph. (a) VN per-
spective; (b) CN perspective

We denote by lŒv	i#j the message that is computed by
VN i (corresponding to code bit ci) and passed to CN j
via the edge in the Tanner graph. Similarly, we denote
by lŒc	i"j the message computed by CN j and passed (via
the edge in the Tanner graph) to VN ci. The superscript
Œv	 or Œc	 describes the origin of the message (VN or
CN), and the direction of the arrow (# or ") denotes the
direction of the message flow in the Tanner graph.

Figure 7.15 illustrates the flow of messages along
the edges of the Tanner graph, from both a VN perspec-
tive (Fig. 7.15a) and a CN perspective (Fig. 7.15b).

We are now ready to state the sum-product algo-
rithm:

1. (Initialize) For all i 2 f1; : : : ; ng, set lŒv	i#j D li, 8j 2
N .i/, where li is calculated either using (7.67)
(AWGN channel with binary inputs) or using the
bit-wise decoder given by (7.93) in Sect. 7.6.3
(if higher-order modulation with BICM or PAS is
used).

2. (CN update) For every CN j, with j 2 f1; : : : ;mg,
compute jM.j/j D dc outgoing messages

lŒc	i"j D 2 tanh�1

2

4
Y

i02M.j/nfig
tanh

 
lŒv	i0#j
2

!3

5 ;

8i 2M.j/ : (7.68)

This update equation follows from the probability
that a single parity-check equation is fulfilled when
the input bits are 0 or 1 with a certain probability
and the conversion of probabilities to LLRs. A de-
tailed derivation can be found for instance in [7.101,
Sect. 5.4.3].



Forward Error Correction for Optical Transponders 7.4 Soft-Decision Forward Error Correction 205
Part

A
|7.4

3. (VN update) For every VN ci, with i 2 f1; : : : ; ng,
compute jN .i/j outgoing messages

lŒv	i#j D liC
X

j02N .i/nfjg
lŒc	i"j0 ; 8j 2N .i/ : (7.69)

4. (A posteriori estimate) For i 2 f1; : : : ; ng, compute

Oci D
(
1 if liC

P
j2N .i/ l

Œc	
i"j < 0;

0 otherwise:
: (7.70)

If HOc> D 0, with OcD .Oc1; : : : ; Ocn/ or if the max-
imum number of iterations is reached, then stop;
otherwise go to step 2.

The notationN .i/nfjg denotes all the elements ofN .i/
except j. For the example code of (7.52), we have
N .2/nf4g D f1; 7g.

A straightforward hardware implementation of this
algorithm is challenging due to the nature of (7.68).
Hence, we will resort to simplified approximations to
this update rule that only slightly affects the perfor-
mance of the decoder. One particularly widely used ap-
proximation is the scaled min-sum rule [7.143], which
is expressed as

lŒc	i"j D ˛
2

4
Y

i02M.j/nfig
sign

�
lŒv	i0#j

3

5 min
i02M.j/nfig

ˇ̌
ˇlŒv	i0#j

ˇ̌
ˇ ;

(7.71)

where ˛ is an appropriately chosen scaling factor,
which is usually determined offline and which de-
pends on the code. The factor may also be iteration
dependent and change during decoding [7.144]. An
overview of other approximations and variants is pre-
sented in [7.145], [7.101, Sect. 5.5]. The theoretical
foundations of this decoding algorithm are beyond the
scope of this book. We refer the interested reader
to [7.111] for an in-depth treatment of the underlying
theory.

The Layered Decoder. In what follows, we describe
the row-layered variant of the flooding sum-product
decoder [7.146]. This variant is optimized for fast con-
vergence and low complexity, and therefore is often
used in optical communications. The row-layered de-
coder can be described directly from the parity-check
matrix.

In a first step, the row-layered decoder copies the
received LLRs lj to a memory �D .�1; �2; : : : ; �n/ of
size n with �j D lj, which is continuously updated by
the decoder. This memory will be referred to as a pos-
teriori memory, as it comprises estimates of the bit-wise

a posteriori probabilities. Additionally, the decoder re-
quires an extrinsic memory consisting of m� dc entries
(for a regular code,m

P
i iıc;i for an irregular code), cor-

responding to the nonzero elements of H. The memory
cell ej;i corresponds to row j and column i of H and is
only defined when hj;i D 1. We initialize ej;i D 0;8j 2
f1; : : : ;mg; i 2M.j/.

The row-layered decoding operation sequentially
carries out three steps for each of the m rows of the
parity-check matrix H. After all m rows have been pro-
cessed, a single decoding iteration has been carried out,
and the decoder may restart with the first row to per-
form an additional iteration. Next we describe the steps
for row j of H:

1. (Computation of input values) Compute jM.j/j
temporary values tj;i D �i � ej;i, 8i 2M.j/, for all
nonzero entries (indexed by i) of the j-th row
of H.

2. (CN update) The parity-check update rule is carried
out to compute new extrinsic information using the
full update rule

ej;i D 2 tanh�1
� Y

i02M.j/nfig
tanh

� tj;i0
2

 �
; 8i 2M.j/ ;

(7.72)

where the product is again taken over all entries in
M.j/ except the one under consideration, i. Alter-
natively, e.g., for a hardware implementation, the
scaled min-sum update rule

ej;i D ˛
� Y

i02M.j/nfig
sign.tj;i0/

�
min

i02M.j/nfig
jtj;i0 j :

(7.73)

can also be used.
3. (A posteriori update) The jM.j/j a posteriori mem-

ory positions that take part in the parity-check
equation are updated according to �i D tj;iC ej;i,
8i 2M.j/.

After having carried out the three steps for row j, the
LDPC decoder continues with decoding row jC 1 or,
if jD m has been reached, it restarts either at jD 1 or
terminates if the number of iterations has reached a pre-
defined limit. After termination, we can get an estimate
of the codeword by evaluating for every code bit

Oci D 1

2
Œ1� sign.�i/	 : (7.74)

If the code is systematic, the information portion can be
recovered by taking the decision at the respective sys-
tematic positions.
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Because of its sequential updates, this layered de-
coding algorithm is not immediately suited for mas-
sively parallel decoding of arbitrary LDPC codes. How-
ever, when used together with QC LDPC codes, we can
see that groups of S consecutive rows of H are always
non-interacting. In a decoder, the respective memory
accesses are all to different locations, and hence the op-
erations are non-interacting and can be parallelized. The
cyclic shifts can be easily realized using barrel shifter
circuits. See for instance [7.147] for further details.

7.4.2 Spatially Coupled Low-Density
Parity-Check Codes

While so far we have focused mostly on block codes
(e.g., LDPC codes), a significant number of practical
codes were and still are based on simple convolutional
codes using simple binary shift registers. About two
decades ago, LDPC convolutional codes were intro-
duced [7.71], which superimpose LDPC codes with
a convolutional structure. The initial goal was to com-
bine the advantages of convolutional and LDPC codes,
and the resulting codes were called LDPC convolu-
tional codes. A similar idea had already been pursued
in the late 1950s and early 1960s with the concept of
recurrent codes ([7.148] and references therein). The
full potential of LDPC convolutional codes was not re-
alized until a few years later, when Lentmaier et al.
noticed that the performance of some LDPC convo-
lutional code constructions asymptotically approached
the performance of optimal ML decoding [7.72, 74].
Soon thereafter, this was formally proven for a wide
range of channels by Shrinivas Kudekar et al. [7.75,
76]. As a proof technique, Kudekar et al. modified
the original LDPC convolutional codes slightly and in-
troduced a variation of the construction, denoted as
spatially coupled codes. Because of the similarity be-
tween the two schemes, we use the term SC-LDPC
codes to refer to both constructions for the remain-
der of this chapter. An alternative proof technique to
the one in [7.75, 76] was proposed in [7.149, 150]. The
analysis of nonbinary SC-LDPC codes was addressed
in [7.151, 152].

Definition and Basic Construction
We now extend our description of LDPC codes to SC-
LDPC codes. We first take on an encoder perspective.
An LDPC encoder is a block encoder, i.e., it encodes
a block of information bits ut into a codeword ct. This
is shown in Fig. 7.16a. The encoder of an SC-LDPC
code can be interpreted as an encoder of a recurrent
code [7.148] and is shown in Fig. 7.16b. The recurrent

FEC
encoder

ut ct FEC
encoder

T w–1

ut

ct–1,...,ct–w+1,

ct

a) b)

Fig. 7.16a,b Comparison of (a) conventional block LDPC
encoder and (b) spatially coupled (SC) LDPC encoder

encoder generates batches ct of a codeword which con-
sists of a sequence of such batches. The batch ct at time
t depends not only on ut but also on w � 1 previous
batches ct�1; : : : ; ct�wC1. The parameter w is called the
coupling width of the code. The term spatial coupling
highlights the dependence of ct on previous batches
along the spatial dimension t (this new, additional di-
mension was referred to as spatial dimension in [7.75];
however, note that it does not refer to a physical spatial
dimension). Each batch is hence also called a spatial
position.

At the beginning of the transmission (for tD 1),
we assume that the contents of the feedback memory
are zero, i.e., the previous batches at undefined times
t < 1 are c0 D c�1 D c�2 D : : :D 0. After starting the
transmission, we could in principle run the encoding
procedure without interrupting it. This is sometimes
called left-termination or unterminated operation. Fre-
quently, however, the encoding is terminated after the
transmission of L batches, where L denotes the replica-
tion factor or spatial length of the code. Termination
means that ct D 0 for t > L, provided that the input
ut D 0 for t > L. Termination yields a block code again,
where the length n of the block code amounts to Lnb
bits, with nb being the size of one batch ct. Termi-
nation is realized by slightly reducing the number of
information bits to k0b < kb in the final w � 1 batches,
i.e., uL�wC2; : : : ; uL. The encoder then generates kb�k0b
extra parity bits that are required to enforce the termina-
tion condition. These extra parity bits lead to a rate loss
(i.e., reduce the effective number of information bits).
However, note that the effect of the rate loss becomes
negligible if L is increased. Termination is often used to
fit multiple FEC frames into a larger super-frame (e.g.,
an optical transport network (OTN) frame [7.153]) or
a networking container [7.154], or to prevent error prop-
agation.

Instead of interpreting the terminated encoding pro-
cedure as a recurrent procedure of L batches, it is often
customary to group the L batches c1; : : : ; cL into the
codeword cŒSC	 ,

�
c1 c2 : : : cL

�
. We denote the

parity-check matrix of the corresponding terminated
(and non-time-varying) SC-LDPC code with coupling
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width w by HŒSC;w 	. It is given by

HŒSC;w 	 D

0

BB
BB
BB
BB
BB
BB
B
@

H1
::: H1

Hw

:::
: : :

Hw
: : : H1

: : :
:::

Hw

1

CC
CC
CC
CC
CC
CC
C
A

; (7.75)

with sub-matrices Hi of dimensions mb � nb, with nb
denoting the length of one batch. The simplest case
is obtained for w D 2 (which we sometimes call unit-
memory coupling), for which we have

HŒSC;2	 D

0

B
BB
BB
BB
BB
B
@

H1

H2 H1

H2
: : :

: : : H1

H2

1

C
CC
CC
CC
CC
C
A

: (7.76)

The parity-check matrix HŒSC;w 	 is of dimensions .LC
w � 1/mb � Lnb, and consequently, assuming full rank,
the rate of the terminated SC-LDPC code is given by

RD 1�
�
1C w � 1

L

�
mb

nb
� 1� mb

nb
; (7.77)

i.e., the rate is decreased by spatial coupling due to the
extra rows in HŒSC;w 	 required for the termination. Note
that this rate loss vanishes when L!1, which is why
we usually want to select L that is quite large. Multiple
techniques for reducing the rate loss have been investi-
gated [7.155–158].

Tanner Graph and Construction of Spatially
Coupled Low-Density Parity-Check Codes

Due to the structured parity-check matrix HŒSC;w 	, the
Tanner graph of an SC-LDPC code has a particularly
simple structure. An SC-LDPC code and the corre-
sponding Tanner graph can be constructed starting from
an LDPC code. We show the construction of both the
parity-check matrix HŒSC;w 	 and the Tanner graph by
means of an example. We use the edge-spreading tech-
nique introduced in [7.72], which can be carried out
directly in the Tanner graph of an LDPC code.

We start with a Tanner graph of an LDPC code. The
first step consists in coloring the edges of the graph in

w distinct colors or edge types. One possibility for col-
oring the edges is to carry out a random experiment
for each edge and assign to it color w with probabil-
ity 1=w . This is called uniform coupling. The coloring
probabilities can also be optimized, for example, to im-
prove the performance of the code [7.158]. The coloring
procedure is illustrated in Fig. 7.17. We start with the
Tanner graph of a .3;6/ LDPC code which is shown in
Fig. 7.17a. We then apply the edge coloring where the
two colors are represented by solid and dashed lines, re-
spectively. This is shown in Fig. 7.17b. For each of the
two edge colors, we can construct a new Tanner graph
by removing all edges of different colors, and from this
graph obtain the corresponding parity-check matrices
H1 and H2. For the example in Fig. 7.17b with w D 2,
we obtain

H1 D

0

B
B
@

1 0 1 0 0 0 0 1
1 1 0 0 0 0 1 0
0 1 0 1 1 0 0 0
0 0 0 0 1 1 0 1

1

C
C
A and

H2 D

0

B
B
@

0 0 0 1 0 1 1 0
0 0 1 1 1 0 0 0
0 0 1 0 0 1 0 1
1 1 0 0 0 0 1 0

1

C
C
A : (7.78)

Hence, by this technique, we have decomposed the ma-
trix H into w binary matrices Hi of same dimension
such that

wX

iD1
Hi DH ;

where the sum is taken over the natural numbers. We
can also describe the edge-spreading technique in the
following way: for every column i ofH, partition (either
randomly or according to some deterministic proce-
dure) the set N .i/ into w pairwise disjoint subsets
Nj.i/ such that

Sw
jD1 Nj.i/DN .i/. Then use Nj.i/ to

set the 1 values of Hj.
In the next step, we can construct the Tanner graph

of the SC-LDPC code. For this, we start from our ba-
sic LDPC graph, and we first generate w � 1 additional
copies of the VNs. This gives usw groups of VNs, each
corresponding to one of the w colors. In the next step,
we assign the edges of a single color to the correspond-
ing group of VNs. For the colored graph in Fig. 7.17b,
this leads to the graph shown in Fig. 7.18. Note that this
graph corresponds to the parity-check matrix .H2 H1/.
The Tanner graph of the final spatially coupled code
with w D 2 is obtained by superimposing LC1 of these
Tanner graphs with an overlap of one spatial position
(and combining the superimposed VNs into one new
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a) b)

Fig. 7.17a,b Illustration of the edge-coloring principle for designing an SC-LDPC code from an LDPC code. (a) Tanner
graph of a .3; 6/ LDPC code; (b) Tanner graph with edge coloring

VN group 2 VN group 1������������������� �������������������
Fig. 7.18 Tanner graph representation of the example code with parity-check matrix .H2 H1/ of (7.78)

VN) and then removing the first and last n VNs to-
gether with their associated edges. For LD 4, this is
illustrated in Fig. 7.19. We can clearly see the repeti-
tive structure of the code. In the general case (i.e., for
any w 
 2), we superimpose LCw � 1 of the Tanner
graphs corresponding to .Hw � � � H2 H1/with an over-
lap of w � 1 spatial positions and then remove the first
and last .w � 1/n VNs with their associated edges.

Because of the edge-spreading technique, we have
conserved ıv, i.e., the VN degree distribution (as well
as ıc). The number of 1s in each row of HŒSC;w 	 is the
same everywhere as in the starting matrix H, except
in rows 1 to .w � 1/m and .LC 1/m to .LCw � 1/m,
where we have lower degrees. These correspond to the
lower-degree CNs at the boundaries of the Tanner graph
(Fig. 7.19). This lack of 1s, which is due to termination,
is crucial for the outstanding performance of SC-LDPC
codes [7.75, 159]. This leads to low-degree parity-check
equations at the boundaries, which better protect the
code bits at the boundaries. These, in turn, after de-
coding, protect their neighbors in a ripple- or wave-like
fashion.

Spatial pos. 1
(t =1)

Spatial pos. 2
(t = 2)

Spatial pos. 3
(t = 3)

Spatial pos. 4
(t = 4)

Fig. 7.19 Tanner graph representation of the example code with parity-check matrix .H2 H1/ of (7.78), with LD 4

Encoding Spatially Coupled Low-Density
Parity-Check Codes

As an SC-LDPC code is in principle an LDPC code
with a structured parity-check matrix, the technique
introduced in Sect. 7.4.1, can be directly applied
to HŒSC;w 	. However, as the length of HŒSC;w 	 is usually
relatively long, it can be advantageous to take on the
recurrent coding perspective of Fig. 7.16b. In this case,
we merely apply the triangularization to H1 and then
encode the different cts on a batch-by-batch basis. The
encoding procedure can be simplified significantly by
slightly modifying the construction procedure and en-
forcing that H1 has the structure H1 , . QH1 Im/, where
Im denotes the m�m identity matrix. In this case, sys-
tematic encoding (see Definition 7.8) of ut into ct D
.ut pt/ is accomplished by computing

p>t D QH1u>t C
wX

iD2
Hic>t�iC1 (7.79)

during the first L�w C1 batches with the initialization
c0 D c�1 D � � � D 0. The last batch(es) require special
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treatment to fulfill the termination constraints, such that
HŒSC;w 	.cŒSC	/> D 0. We require up to m .w � 1/ extra
parity bits to fulfill these constraints. These are usually
accommodated in the last batch or spread over the final
w�1 batches, at a cost of a smaller number of informa-
tion bits in these batches. A detailed, in-depth treatment
of the encoder and related hardware architecture can be
found in [7.71, 160, 161].

Decoding Spatially Coupled Low-Density
Parity-Check Codes

In principle, an SC-LDPC code is merely an LDPC
codewith a parity-check matrixH structured in a partic-
ular way. Hence, decoding SC-LDPC codes is possible
in a straightforward manner using the decoders given in
Sect. 7.4.1. However, the decoding can be greatly sim-
plified by exploiting the structure of the parity-check
matrix and the decoding mechanics of such codes using
a so-called windowed decoder, which operates on only
a part of the codeword [7.77]. In the following, we first
describe the conventional layered windowed decoder
and then an extension that can improve the decoding
performance without increasing the decoding latency.

ConventionalWindowed Decoder. The conventional
windowed decoder extends the flooding or layered de-
coders presented in Sect. 7.4.1 by some extra data flow
and message handling to account for the memory of the
code. We can define a decoding window size WD and
extract a portionHW ofmbWD rows ofHŒSC;w 	 (with the
corresponding nonzero columns) of size dim.HW/D
mbWD � nb.WDCw � 1/ that has the form

HW ,

0

B
BB
@

Hw Hw�1 � � � H1

Hw Hw�1 � � � H1

: : :
: : : � � � : : :

Hw Hw�1 � � � H1

1

C
CC
A
:

(7.80)

We focus here only on the layered decoder, as it has
most practical relevance due to its fast convergence. We
initialize an a posteriori memory of size nb.WDCw�1/
as follows: �1 D �2 D � � � D �nb.WDCw�1/ DC1. In
practice, a sufficiently large constant (e.g., the largest
value representable with the fixed-point represen-
tation) is used instead of C1. As in the lay-
ered decoder, we initialize an extrinsic memory
as ej;i D 0, 8j 2 f1; : : : ;mbWDg, i 2MW.j/, where
MW.j/D fk W hW;j;k ¤ 0g is the set of all nonzero entries
of row j of HW.

The windowed decoder then processes in each step
a batch of nb received values yt that correspond to the
transmitted batch ct, where t also denotes the spatial

position. At the start of a codeword cŒSC	, we set tD 1.
The windowed decoder is described as follows:

1. (Receive and shift) Upon reception of a new batch
of n received values yt D .yt;1; : : : ; yt;n/ that corre-
spond to the batch ct of cŒSC	, shift the a posteriori
memory by n positions and append the newly re-
ceived LLRs lt;i, i.e.,

�i �iCnb ; for i from 1 to .WDCw � 2/nb

�.WDCw�2/nbCi lt;i; for i from 1 to nb :

Note that the decoder must run even when t > L un-
til all batches of the codeword have been decoded.
If t > L, there are no newly received values, and we
define lt;i DC1 for t > L and i 2 f1; : : : ; nbg. Sim-
ilarly, we shift the extrinsic memory and initialize
the unused part with zeros,

ej;i ejCmb ;i; for j from 1 to .WD� 1/mb;8i
e.WD�1/mbCj;i 0; for j from 1 to mb;8i :

2. (Decoding) Run the layered decoder as described
in Sect. 7.4.1, Decoding Low-Density Parity-Check
Codes using HW as parity-check matrix for a pre-
determined number of iterations I with extrinsic
memory ej;i and a posteriori memory �i.

3. (Decision) Recover the estimated code bits

Oct�WD�wC2;i D
1

2
Œ1�sign.�i/	; 8i 2 f1; : : : ; nbg

(7.81)

of the batch corresponding to ct�WD�wC2 of cŒSC	.
Note the additional delay ofWDCw �2 introduced
by the windowed decoder, which adds extra latency
to the decoding process.

Note that the number of effective iterations per spatial
position is I .WDCw �1/, i.e., in order to compare SC-
LDPC codes with conventional (block) LDPC codes,
we need to choose the effective number of iterations
accordingly. Also note that the windowed decoder in-
troduces a decoding delay of WDCw � 2 batches and
hence potentially increases the decoding latency with
respect to that of a conventional LDPC code, unless nb
is chosen to be significantly smaller than the length n of
the LDPC code to compensate for this delay. Also note
that the decoder will not output meaningful information
in the firstWDCw �2 batches and hence must run fol-
lowing the reception of all L transmitted batches for an
additional WDCw � 2 batches until all bits have been
decoded. These extra executions must be addressed by



Part
A
|7.4

210 Part A Optical Subsystems for Transmission and Switching

the decoder and require attention inside an FPGA or
ASIC. However, as the windowed decoder essentially
wraps around a conventional LDPC decoder, the effort
of a very-large-scale integration VLSI implementation
is potentially simple.

Multi-Engine Windowed Decoder. Usually WD >
w , and hence, as a decoding engine operates on some
rows of HW, only some of the corresponding memory
locations are updated, while a significantly large part
of HW is not considered due to the particular banded
structure of HW. For example, all rows of HW that
are at least wmb rows apart do not share common
code bits and could hence be treated independently in
parallel inside the decoder. For this reason we intro-
duce a multi-engine layered decoder that consists of E
engines that operate independently in parallel [7.83].
The only modification is step 2 of the windowed de-
coder. While the first engine processes the rows from
1 to mbWD in that order, the second engine starts with
an offset O2 
 wmb and operates on the sequence of
rows .O2; : : :mbWD; 1; : : : ;O2�1/, i.e., it wraps around
the matrix. In general, engine i operates on the se-
quence of rows .Oi; : : : ;mbWD; 1; : : : ;Oi � 1/, and we
define O1 D 1. The offsets need to fulfill the following
condition: jOi �Ojj 
 wmb, 8.i; j/ 2 f1; : : : ;Eg2, i¤ j.
By the pigeonhole principle, the number of engines is
hence upper bounded as E � bWD=wc, where bxc de-
notes the largest integer smaller than or equal to x.

Optimization of Spatially Coupled Low-Density
Parity-Check Codes

In contrast to LDPC codes, which are well understood
and have now commonly accepted design rules, the de-
sign of high-performing SC-LDPC codes is still part
of active research efforts. In this section, we highlight
some of these activities and recent results that seem
promising for the design and evaluation of future close-
to-capacity SC-LDPC codes.

Despite their similarity to LDPC codes, SC-LDPC
codes have significantly different error correction be-
havior. This behavior was rigorously analyzed in [7.75,
76, 159], where it was shown that decoding behaves like
a wave that propagates through the codeword, which is
also in line with the windowed decodingmechanism. To
optimize codes during construction, knowing the speed
of this wave is crucial. An analysis of the speed of this
wave together with upper and lower bounds was pro-
vided in [7.162–164]. This analysis was used in [7.165]
to show that we can design SC-LDPC codes with irreg-
ular VN degrees that lead to performance improvements
when decoded with a complexity-constrained decoder.

While the asymptotic performance of SC-LDPC
codes is now well understood, the influence of the

various parameters on the practical, non-asymptotic de-
coding performance is much less clear. Some attempts
to better understand the influence on the different pa-
rameters are given in [7.166, 167] which could help to
design codes in the future. It turns out that for highly
optimized codes, L should be small. In order not to re-
duce the rate given by (7.77) too much, w should be
kept small as well, ideally w 2 f2; 3g, to keep the rate
loss and complexity and latency of windowed decod-
ing small. Such codes have been called weakly coupled
in [7.165]. To construct good codes in this case, non-
uniformly coupled SC-LDPC codes were constructed
in [7.158], which have both superior decoding perfor-
mance and reduced rate loss.

While selecting a small coupling width w can have
its advantages, the choice of a larger w together with
very sparse matrices Hi can also be useful in some ap-
plications. In [7.165], the latter case was called strongly
coupled. Although the windowed decoder needs to
cover a potentially longer decoding window, this is
compensated for by the fact that we can have a shorter
nb and that the sub-matrices Hi are very sparse, lim-
iting the effective amount of operations to be done.
Constructions for such strongly coupled codes, which
closely resemble traditional convolutional codes with
large syndrome-former memory, are given for instance
in [7.168–170].

As already discussed, one of the main challenges
for implementing SC-LDPC codes in practice is the
rate loss due to termination. The rate loss, which scales
with w , can be made arbitrarily small by increasing L;
however, in some cases we want to avoid a large L,
as it can worsen the finite-length performance of SC-
LDPC codes [7.166]. Nevertheless, in some cases we
can let L go to infinity and still achieve gains compared
with LDPC codes, as we have demonstrated in [7.171].
For a fixed L, there exist multiple proposals for miti-
gating the rate loss [7.172, 173], which however often
introduce extra structure at the boundaries. Such extra
structure is usually undesired, as it complicates the de-
coder data flow. Other approaches use tail-biting codes
(without termination) and mimic the termination (sum-
moning the positive effects of termination) by short-
ening [7.155, 157, 174], energy shaping [7.175], using
intelligent interleaving together with the properties of
higher-order modulation formats [7.156, 176–178], or
iterative demapping and equalization [7.179], just to
name a few.

Another line of research is the optimization of the
windowed decoder of SC-LDPC codes, which is itself
not free of issues. Some of these issues are highlighted
for instance in [7.166, 180]. In systemswith heavy com-
plexity constraints, the scheduling of the operations
inside the decoder can lead to some performance im-
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provements [7.181]. The windowed decoder itself can
lead to unrecoverable burst errors, significantly degrad-
ing the system performance. These burst errors can be
addressed as well by intelligent scheduling of the de-
coder operations [7.182]. A general introduction to SC
codes and an overview of some further research prob-
lems is given in [7.183].

7.4.3 Polar Codes

In addition to spatially coupled codes, another coding
scheme has emerged in the past few years that is asymp-
totically capacity-achieving and has appealing encod-
ing and decoding complexity. This scheme, called polar
coding, was invented by Arıkan in 2008 [7.65, 66] and
was the first low-complexity coding scheme that could
(provably) achieve the capacity over binary discrete
memoryless symmetric channels (DMSCs), nonbinary
DMSCs [7.184], and asymmetric channels [7.185]. In
fact, polar codes had been proposed already in 2002
by Norbert Stolte [7.186] but did not receive much
attention until Arıkan proved that they were capacity-
achieving. A polar code encodes a vector Qu of length
nD 2�, containing the k information bits in specific,
predetermined positions and (known) frozen values oth-
erwise, by cD QuFD Qu � 1 0

1 1

�˝�
, where ˝� denotes �

successive applications of the Kronecker product. If the
positions of the k information bits are carefully chosen,
then after decoding with a successive cancellation de-
coder or variants thereof, these positions are unaffected
by channel noise. More precisely, each component of
Qu sees its own equivalent sub-channel, so that in total
there are 2� sub-channels. As � tends to infinity, the er-
ror probability of each sub-channel converges to zero
(a good sub-channel) or one-half (a bad sub-channel).
This phenomenon is referred to as channel polariza-
tion. The k information bits can be reliably transmitted
over the k good sub-channels. Arıkan showed that the
fraction of good sub-channels converges to the chan-
nel capacity under successive cancellation decoding.
Figure 7.20 shows an example of a rate RD 3=4 po-
lar encoder for a short toy code with nD 8 (�D 3 and
hence kD 6). An offline procedure, as described for
instance in [7.187], determines the kD 6 good sub-
channels over which we transmit information, and the
frozen bits, which we set to a predetermined value, e.g.,
0. Note that the codeword c is not systematic by default.
Polar codes can, however, also be rendered systematic
following the procedure given in [7.188].

The successive cancellation decoder of polar codes
consists of relatively simple binary operations and is
of complexity O.n log n/. The elegance of the con-
struction has made polar codes an attractive choice in
research with many applications and scenarios, such
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Fig. 7.20 Threefold application (�D 3) of the basic chan-
nel transform

as 5G. An early application to fiber-optic communi-
cations has been given in [7.82, 189]. However, there
are multiple areas where polar codes can be further im-
proved. Extremely long block lengths n are required to
achieve low error probabilities with polar codes [7.66]
and simple successive cancellation decoding. Recently,
list decoding [7.67] in conjunction with a concatenated
cyclic redundancy check CRC code was proposed to
improve the error performance for finite code lengths,
albeit at a cost of increased receiver complexity. Fur-
thermore, the original successive cancellation decoder
proposed by Arıkan [7.66] is not directly suited for
parallelization, which is however mandatory if this
class of codes is to be used in fiber-optic communica-
tions. Recent research efforts are aimed at studying new
concepts for building hardware-efficient, parallelizable
decoders [7.69, 70, 190, 191], which is still an active
area of research. A promising line of research is the use
of the sum-product algorithm developed for LDPC for
polar codes, enabling efficient parallelization [7.192].

7.4.4 Other Coding Schemes

In addition to LDPC, SC-LDPC, and polar codes, many
other coding schemes exist for SDD. However, most
of these have not found widespread application in op-
tical communications. Perhaps the most prominent one
is SDD of TPCs or concatenated BCH codes, which we
will briefly discuss in the next section. In the 3G and
4G mobile wireless communication standards, turbo
codes [7.193] (which are parallely concatenated codes
based on convolutional component codes) are still the
dominant error-correcting codes. However, they have
found no application so far in optical communications.
They suffer from the disadvantage of a non-negligible
error floor and little to no available decoder implemen-
tations that can operate at the speeds required in optical
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communications. In the upcoming 5G wireless commu-
nication standard, turbo codes will be at least partly
superseded by LDPC codes (for some data channels)
and polar codes (for some control channels) [7.68].

7.4.5 Performance Curves

Performance of
Low-Density Parity-Check Codes

To show the potential of LDPC codes with the simple
SDD algorithm described above, we generate two regu-
lar QC LDPC codes with parameters dv D 3 and dv D 4,
and we fix dc to obtain codes of rate 4=5 (OHD 25%).
We generate small base matrices of size nD 300 using
an algorithm similar to Gallager’s algorithm and then
use lifting with cyclically shifted identity matrices of
size 128�128. We have selected the shifts to maximize
the girth parameter of the code by avoiding Fossorier’s
conditions for low-girth codes [7.132]. In Fig. 7.21, we
show simulation results with the non-simplified CN up-
date rule and the normalized min-sum decoding rule
(with ˛ D 3=4) after transmission over a binary-input
AWGN channel. We can see that the code with dv D 3
outperforms the code with dv D 4, and the performance
loss due to scaled min-sum decoding is almost negli-
gible. For dv D 4, the performance loss due to scaled
min-sum decoding is more pronounced, which is due
to a mismatched choice of the scaling factor ˛. The in-
creasing color scales in Fig. 7.21 indicate the number
of iterations (1; 2; 3; 5; 10 and 30). We can see that after
only 10 decoding iterations, we have achieved a very
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Fig. 7.21 Simulation of two regular
LDPC codes of rate RD 4=5 (OHD
25%) with parameters (dv D 3,
dc D 15) (black lines) and (dv D 4,
dc D 20) (red lines) with the full
update rule (solid lines) and scaled
min-sum (dashed lines) with layered
decoding and 30 decoding iterations

good performance, and increasing the number of itera-
tions to 30 yields additional gains of only 0:1 dB, which
may not be worth the effort.

Figure 7.22 illustrates the advantage of the layered
decoder compared with the flooding decoder. We use
the .dv D 3; dc D 15/ regular LDPC code at a channel
quality of Eb=N0 D 2:9 dB. We plot the post-FEC BER
as a function of the iterations that are carried out in-
side the decoder. We can see that the BER decreases
significantly faster in the case of the layered decoder,
and when targeting a specific post-FEC BER, the lay-
ered decoder roughly halves the number of required
iterations. Especially in high-speed fiber-optic commu-
nications, this can lead to dramatic reductions in VLSI
complexity, as only a relatively small number of itera-
tions need to be carried out. The convergence speed can
be further improved by combining two layered decoders
with different schedules, as highlighted in [7.194], at
a cost of increased hardware complexity.

We consider as a second simulation example LDPC
codes for transmission over the BSC. This case occurs
for instance in systems without ADC at the receiver, us-
ing a simple thresholding device. Other examples are
high-speed communications with different dedicated
digital signal-processing (DSP) and FEC chips. In this
case, the chip-to-chip interface may not be able to trans-
fer the quasi-continuous decoder input LLRs to the FEC
chip, and heavy quantization is necessary. Although the
channel output undergoes a decision, we can still carry
out SDD by passing soft messages inside the decoder
and exploiting the channel statistics. Note that for the
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Fig. 7.22 Comparison of flooding decoder and layered de-
coder with min-sum update rule (˛ D 0:875) for a regular
LDPC code with parameters dv D 3 and dc D 15 (RD 4=5,
25% OH) at a channel quality of Eb=N0 D 2:9 dB

BSC, the achievable rates RSDD-BW and RHDD-BW coin-
cide. We compute the channel-related LLRs as

li D log
pYijXi.yij C 1/

pYijXi.yij � 1/
D yi log

1� p
p

, yi L
ŒBSC	
c ;

(7.82)

where we assume BPSKmodulation xi D .�1/ci and re-
ceived values yi 2 f˙1g. The error probability of the
BSC is given by p and is known at the receiver. We
consider a normalized min-sum decoder with ˛ D 3=4.
Figure 7.23 shows simulation results for three different
codes of rate RD 4=5: two regular LDPC codes with
parameters dv 2 f3; 4g and one irregular LDPC code
with ıv;3 D 4=5, ıv;10 D 1=5, and dc D 22 (ıc;22 D 1).
We keep ıv;2 D 0 in order not to increase the error floor.
We can see that in this case, the code with dv D 4 out-
performs the code with dv D 3 (contrary to the case of
the AWGN channel shown in Fig. 7.21). The irregular
code enables further coding gains, especially at post-
FECBERs above 10�5, but the slope of theBER curve is
less steep than that of the BER for the two regular codes.

Comparison of Low-Density Parity-Check
and Polar Codes

In [7.165], LDPC codes, SC-LDPC codes, and polar
codes with successive cancellation decoding were com-
pared, and it was concluded that as of today, SC-LDPC
codes are the most promising for high-speed optical
transponders. In Fig. 7.24, we compare the performance
of a .dv D 3; dc D 15/ regular LDPC code of length
38 400 and a polar code of length nD 215 D 32 768,
both of rate RD 4=5. Note that we use the full update

0.0130.0150.0170.0190.0210.0230.025
BSC error probability p (Pre-FEC error rate)

Post-FEC BER

Regular (3, 15) LDPC
Regular (4, 20) LDPC
Irregular LDPC

10–2

10–3

10–4

10–5

10–1

Fig. 7.23 Simulation of three LDPC codes of rate RD 4=5
(25% OH) with scaled min-sum update rule (˛ D 3=4),
layered decoding, and 30 decoding iterations

equation (7.72) for both cases to have a fair compar-
ison. We use the successive cancellation list decoder
described in [7.67] with list sizes of LS D 4 and LS D
32 and additionally concatenate the polar code with
a short CRC (adding 32 parity bits), which is used to
improve the selection of candidate codewords kept in
the list. We can see that with list-based decoding, po-
lar codes now have comparable performance as LDPC
codes. However, the slope of the polar code is signifi-
cantly less steep than that of the LDPC code. Hence, if
low BERs of around 10�15 are targeted, LDPC codes
will still show better performance. Polar codes may
have an advantage for low-error-rate applications due
to the absence of error floors under successive can-
cellation decoding [7.195]. In addition, note that the
complexity of the list decoder, required for achieving
good performance, scales linearly with the list size LS.
Furthermore, the baseline complexity of the decoder
is significantly larger than that of an LDPC decoder.
Hence, polar codes may become attractive in the future
when highly parallel and efficient low-complexity de-
coders become available.

Performance of Spatially Coupled Low-Density
Parity-Check Codes

In this section, we compare a few constructions of
SC-LDPC codes. The possibilities for optimizing SC-
LDPC codes are vast, and depending on the application,
different setups might be useful. We again summarize
the parameters of SC-LDPC codes and their influence
on performance:

� The degree distribution will affect the performance.
Although regular codes already achieve outstand-
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Fig. 7.24 Comparison of LDPC codes
with polar codes with successive
cancellation list decoding

ing performance, some improvements are expected
with irregular codes, especially if the decoder com-
plexity is constrained, as shown in [7.83].� The coupling width w has a direct influence on
the performance as well. In [7.83], a distinction
between weakly coupled codes (small w , usually
w < 5) and strongly coupled codes (large w , often
w > 5) was noted. Both schemes may have their ad-
vantages and disadvantages.� The replication factor L has an influence on the rate
loss of the code and also an influence on the er-
ror probability of the windowed decoder as shown
in [7.166, 180]. However, its influence is not as ob-
vious as the influence of the other parameters.� The parameters of the windowed decoder have
a significant influence on the performance. The
complexity of the windowed decoder equals
I .WDCw � 1/. However, when WD is chosen that
is too small, even a large number of iterations will
not lead to good decoding performance. IfWD is too
large, we may carry out too many unnecessary op-
erations.

In the following, we will highlight some of these pa-
rameter trade-offs with simulation examples. In all
simulations we fix LD 100. In a first example, we
fix the (approximate) decoding complexity to WD I D
10, corresponding to an equivalent of roughly 10 lay-
ered decoding iterations of conventional LDPC codes.
We construct an SC-LDPC of rate RD 4=5 using the
spreading technique explained in Sect. 7.4.2. We start
from a QC-LDPC base matrixA of size 60�300 and fix
the lifting parameter to SD 32. We apply the spreading

construction to the base matrix. Hence, the sub-matrices
Hi are of size 1920� 9600.We show the simulation re-
sults in Fig. 7.25. For the configuration with WD D 5
and I D 2 (Fig. 7.25a.), the code with w D 2 yields the
best performance. When we switch the configuration to
WD D 10 and I D 1 (Fig. 7.25b), we can see that the
code with dv D 4 and w D 4 has the best performance
and already outperforms the conventional LDPC code
by about 0:1 dB. As the code with dv D 4 gives superior
performance, we will no longer consider the scheme
with dv D 3 in the following.

In Fig. 7.26, we consider the performance of codes
with varying windowed decoder complexity. We con-
sider complexities of WD I 2 f10;20; 40;80g and com-
pare the codes for different coupling factors w . We
can see that the decoder performance does not saturate
early, but keeps improving if we increase the com-
plexity. We picked the window configuration among
a few tested such that the coding gains are maximized.
Furthermore, we see that, as observed already before,
increasing w leads to significant performance improve-
ments. In particular, the code with w D 6 improves
about 0:5 dB with respect to the LDPC code of Fig. 7.24
at a BER of 10�6, and approaches the achievable rate of
the channel by about 0:3 dB. Considering that the slope
of the BER curve is much steeper, the additional cod-
ing gain at a low BER of 10�15 is even larger. Hence,
SC-LDPC codes are future-proof in the sense that we
can use them today with low complexity, but with only
small coding gains. In the future, when high-performing
circuits are available, we can spend more complexity to
achieve higher NCGs. In the next section, we look at
the performance at low BERs.
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Fig. 7.25a,b Performance simulation of regular SC-LDPC codes of rate RD 4=5 with windowed decoding (full update
rule) for two window configurations. (a) WD D 5 and I D 2; (b)WD D 10 and I D 1
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Fig. 7.26a,b Performance simulation of regular SC-LDPC codes of rate RD 4=5 with windowed decoding (full update
rule) for four windowed decoding configurations of increasing complexity: WD D 10 and I D 1, WD D 20 and I D 1,
WD D 20 and I D 2, WD D 20 and I D 4. (a) w D 2 and w D 3; (b) w D 4 and w D 6

FPGA-Based Evaluation
of Decoding Performance of Spatially Coupled
Low-Density Parity-Check Codes

A drawback of LDPC and SC-LDPC codes is that no
analytic expression exists for the error performance,
and the FEC designer must resort to Monte Carlo sim-
ulations. As optical communication systems usually
require extremely low post-FEC error rates in the range
of 10�15, we require either extremely large compute
clusters or FPGAs.

In order to verify the performance of some LDPC
and SC-LDPC codes at low BERs, we use an FPGA
platform, whose high-level diagram is illustrated in

Fig. 7.27 and which is described in detail in [7.165].
This platform is similar to other platforms reported in
the literature [7.84, 196, 197] and consists of three parts:
a Gaussian noise generator, an FEC decoder, and an
error-detecting circuit. The Gaussian noise generator is
built upon a Tausworthe pseudo-random number gen-
erator with a sequence length of � 1088, followed by
a Box–Muller circuit transforming two uniformly dis-
tributed random numbers into two Gaussian-distributed
numbers [7.198]. The output of the Gaussian noise gen-
erator is multiplied with a weighting factor in order
to adjust N0 and added to the all-zero codeword (xD
.C1; : : : ;C1/), yielding LLRs, which are then fed to
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Fig. 7.27 High-level
schematic of the
FPGA evaluation
platform

the LDPC decoder after quantization to 15 levels. The
LDPC decoder is based on the layered decoding algo-
rithm and uses a scaled min-sum CN computation rule.

The windowed decoder carries out I layered decod-
ing iterations as described in Sect. 7.4.2. The effective
number of iterations, i.e., the number of updates of
each batch, thus corresponds to I .WDCw � 1/. For
simplicity, we set I D 1 in most examples such that
the window length corresponds roughly to the num-
ber of iterations in a conventional decoder. The output
of the LDPC decoder is connected to the BER evalu-
ation unit, which counts the bit errors and reports the
error positions. A single Virtex-7 FPGA is able to em-
ulate a block LDPC code with 12 decoding iterations
at a rate of about 5Gbit=s and an SC-LDPC code with
w D 3, WD D 13, and a single iteration (I D 1) at ap-
proximately 1:5Gbit=s. This lower rate is mainly due
to increased memory requirements of the windowed de-
coder compared with the block decoder, which only
requires a single a posteriori memory of size n, while
the windowed decoder requires .WDCw � 1/nb mem-
ory blocks. Note that in an ASIC implementation with
an iteration-unrolled decoder, these numbers will be ap-
proximately equal.

The decoder we implemented uses a decoding win-
dow of sizeWD D 13, carries out a configurable number
of iterations I, and can use either a single engine
(ED 1) or two decoding engines (ED 2), in which case
the offset of the second engine is O2 D 6mbC 1. The
decoder uses a scaled min-sum update rule with either
˛ D 0:75 or ˛ D 0:875 (depending on the code, differ-
ent ˛ will be better). We evaluate the performance of
several coding schemes of rate RD 4=5 (OHD 25%).
We consider a .dv D 3; dc D 15/ regular LDPC code as
reference. This code is a QC code constructed from
cyclic permutation matrices of size 32� 32 and has
girth 10 and length nD 31 200.

In addition to the block code, we also compare two
SC-LDPC codes, where we select L!1 to avoid any
termination effects and to simplify the decoder data
flow. The performance of such a code is an upper bound

of the BER performance of a code with finite L, as de-
creasing L will only improve the BER of the code (note
that it may not necessarily improve the NCG as the rate
R of the code decreases and hence Eb=N0 changes). We
consider two codes in the simulation:

� SC-LDPC code A (marker �) is an irregular code
with coupling width w , VN degree distribution ıv D
.0; 0; 4=5;0; 0; 1=5/, and regular dc D 18. This de-
gree distribution has been optimized to maximize the
decoding velocity at a target BER of 10�6, as detailed
in [7.165]. The batch size is nb D 7500 (dim.Hi/D
1500� 7500).

˙ SC-LDPC code B (marker ˙) is a regular code with
dv D 4, dc D 20, coupling width w D 2, and batch
size nb D 7500, with mb D 1500.

Both SC-LDPC codes are QC codes constructed from
cyclic permutation matrices of size 32� 32. Note that
the batch size nb of the spatially coupled codes is sig-
nificantly smaller than the length n of the LDPC code,
which may simplify the decoder implementation, espe-
cially the routing network.

The simulation results are shown in Fig. 7.28. As
expected, the LDPC code performs quite well, albeit
slightly worse than the code shown in Fig. 7.21. This
is because here, the channel output and the messages
inside the decoder have been quantized, which leads
to a small performance penalty of � 0:12 dB. First we
look at the case I D 1 and ED 1. The LDPC code is de-
coded with I D 13 iterations, and hence the number of
operations per bit is equivalent for both cases. We can
see that both SC-LDPC codes outperform the LDPC
code. SC-LDPC code A, which has been optimized for
convergence speed, shows a very early start of the wa-
terfall region. However, the slope of the BER curve
starts to decrease slowly, such that the performance at
low BERs is relatively poor and is expected to cross the
BER curve of the block LDPC code. The situation is re-
versed for SC-LDPC code B, which exhibits a late start
of the waterfall curve, which then drops exceptionally
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Fig. 7.28 Decoding results of the
FPGA platform for two different
codes and two setups of the decoder

quickly. We did not observe any error patterns for the
next Eb=N0 point (3:08 dB) of the curve after simulation
of 7:9�1014 bits, so by extrapolating the BER curve,
we may conjecture that SC-LDPC code B has an NCG
of 11:91 dB at a post-FEC BER of 10�15. This NCG is
achievable with a modest number of .WDCw�1/D 14
equivalent iterations.

In order to show the potential of the proposed code,
we increase the number of iterations I in step 2 of the
windowed decoder of SC-LDPC code A from I D 1 to
I D 3. This result is shown by the leftmost curve in
Fig. 7.28. By extrapolating the curve, we conjecture an
NCG of approximately 12:14 dB. If an error floor oc-
curs at BERs lower than 10�13�10�14, it can usually
be well compensated for by adequate post-processing
techniques, as detailed in [7.196].

As increasing the number of iterations to I D 3 also
increases the decoder latency, we keep I D 1 and in-
crease the number of decoding engines to ED 2. We
can see an improvement in the NCG by around 0:1 dB
without an increase in latency (although a doubling of
the number of iterations is required). We can also see
that the slope of the BER curve of SC-LDPC code A
becomes significantly steeper such that it becomes al-
most comparable in performance to SC-LDPC code B.

Table 7.4 Common thresholds for the two SC-LDPC code B of rate RD 4=5 shown in Fig. 7.28

GMI Pre-FEC BER
RBW-SDD BPSK/QPSK 8-QAM 16-QAM 32-QAM 64-QAM

SC-LDPC Code B,WD D 13, I D 1, ED 1 0:866 0:0358 0:0362 0:0363 0:0367 0:0372
SC-LDPC Code B,WD D 13, I D 1, ED 2 0:862 0:0370 0:0375 0:0377 0:0379 0:0385
SC-LDPC Code A,WD D 13, I D 3, ED 1 0:853 0:0387 0:0395 0:0399 0:0398 0:0405

GMI Pre-FEC BER
RBW-SDD BPSK/QPSK 8-QAM 16-QAM 32-QAM 64-QAM

SC-LDPC Code B,WD D 13, I D 1, ED 1 0:866 0:0358 0:0362 0:0363 0:0367 0:0372
SC-LDPC Code B,WD D 13, I D 1, ED 2 0:862 0:0370 0:0375 0:0377 0:0379 0:0385
SC-LDPC Code A,WD D 13, I D 3, ED 1 0:853 0:0387 0:0395 0:0399 0:0398 0:0405

To reuse these codes in, for example, transmission
experiments, we provide the most common thresholds
in terms of MI/GMI and pre-FEC BER in Table 7.4.
For a detailed discussion about threshold-based perfor-
mance evaluation, we refer the reader to Sect. 7.7.

To summarize, we can say that SC-LDPC codes
generally outperform conventional (block) LDPC
codes. The performance can be further improved if the
number of iterations is increased; hence such candidates
can be used to build a future-proof communication stan-
dard. Although they are being used today with low
decoding complexity, the systems could be upgraded
in the future by a more complex decoder carrying out
a higher number of iterations with increased NCG still
guaranteeing backward compatibility.

In order to compare SC-LDPC and conventional
LDPC codes, we show the potential of both codes by
performing a simulation of regular codes with differ-
ent rates and compute the extrapolated NCG at a target
BER of 10�15. For the SC-LDPC codes, we consider
regular codes with dv D 4 and we vary dc to achieve
different rates. Motivated by the results in Fig. 7.26,
we select w D 6 and we carry out windowed decod-
ing with different window configurations. We compare
these codes with regular LDPC codes with dv D 3,
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Fig. 7.29 Achievable NCG at a BER
of 10�15 for several coding schemes

which are frequently used because of their good er-
ror floor properties. Figure 7.29 shows the achievable
NCGs. We can clearly see that, if we can spend the
complexity to run I D 4 iterations per windowed de-

coding step, we can nearly close the gap to the limit,
and gains of around 0:8 dB are possible when compared
with LDPC codes. However, already with I D 1, we can
significantly outperform regular LDPC codes.

7.5 Hard-Decision Forward Error Correction

The adoption of SDD in fiber-optic communications
represented a breakthrough with respect to the classical
schemes based on algebraic codes (BCH and Reed–
Solomon codes) and HDD. As we have discussed in the
previous sections, LDPC codes and SDD provide very
large net coding gains and achieve performance close
to the Shannon limit. However, the implementation of
BP decoding of LDPC codes still presents several chal-
lenges at very high data rates. This motivates the use of
HDD for applications where complexity and throughput
is a concern, since HDD can yield significantly reduced
complexity and decoder data flow compared with SDD.
HDD-based FEC is currently used in regional/metro
optical transport networks [7.22] and for other applica-
tions such as optical data center interconnects [7.199].
Powerful code constructions for HDD date back to the
1950s, when Elias introduced PCs [7.18]. In recent
years, the introduction of new code constructions such
as staircase codes [7.49] and braided codes [7.50, 200],
which can be seen as generalizations of PCs, and the
link between these constructions and codes on graphs

has fostered a revival of HDD for optical communica-
tions.

In this section, we focus on FEC codes for HDD
that belong to the second and third generation of FEC,
i.e., staircase codes and braided codes, as well as similar
structures. These codes are built from algebraic block
codes as component codes, usually BCH codes and
Reed–Solomon codes for binary and nonbinary codes,
respectively. They can be seen as concatenated codes
and also fall within the category of codes on graphs or
modern codes.

We start this section by briefly describing BCH and
Reed–Solomon codes. We then review Elias’ PCs and
the underlying iterative decoding algorithm based on
bounded distance decoding (BDD) of the component
codes. We also discuss some interesting generalizations
of PCs, including staircase codes and braided codes, and
their connection to LDPC codes and SC-LDPC codes.
Finally, we briefly discuss the link between iterative
BDD(iBDD)ofproduct-like codes andBPdecoding and
how to analyze the performance of product-like codes.
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7.5.1 Classical Block Codes:
Bose–Chaudhuri–Hocquenghem
and Reed–Solomon Codes

BCH codes and Reed–Solomon codes are two of the
most important classes of linear block codes. They are
characterized by a rich algebraic structure that enables
the use of efficient decoding algorithms that can be im-
plemented with acceptable complexity.

Bose–Chaudhuri–Hocquenghem Codes
BCH codes, invented independently by Alexis Hoc-
quenghem in 1959 [7.32] and by Raj Chandra Bose
and Dijen Ray-Chaudhuri in 1960 [7.33], form a large
class of cyclic codes. For short block lengths (up to
a few hundred bits), BCH codes are among the best
known codes of the same length and rate. For any pair
of positive integers  
 3 and t < 2�1, there exists an
.n; k; dmin/ binary BCH code with parameters

nD 2 � 1; n� k � t; dmin 
 2tC 1 ; (7.83)

where  is the Galois field extension. This code can
correct all error patterns of t or fewer errors, and
it is usually referred to as a t-error-correcting BCH
code.

BCH codes offer great flexibility in the choice of
code length, rate, and error-correcting capability. To
achieve further flexibility in terms of code length and
rate, BCH codes may be shortened. An .n0; k0; dmin/
BCH code of parameters

.n0; k0; d0min/D .n� s; k� s; d0min 
 dmin/ (7.84)

is obtained from an .n; k; dmin/ BCH code by setting s
information bits to zero and not transmitting them. The
parameter s is commonly referred to as the shortening
parameter. At the receiver, the shortened positions can
then be assumed to be transmitted without error. Since
the parameters , t, and s completely determine .n; k/,
sometimes it is useful to define a BCH code through the
triple .; t; s/.

The rich structure of BCH codes allows for sim-
ple syndrome-based HDD. A very efficient algebraic
HDD for BCH codes is the Berlekamp–Massey algo-
rithm [7.38, 39], which finds the most probable error
pattern introduced by the channel iteratively given the
syndrome corresponding to the received binary vector.
If the number of redundancy symbols n�k is very large,
however, (complete) syndrome decoding may be too
complex. To lower the decoding complexity, incomplete
syndrome decoding can be used. Incomplete syndrome
decoding is usually referred to as BDD, which can also

be implemented based on the Berlekamp–Massey algo-
rithm. For a block code with error correction capability
t, BDD corrects all error patterns with Hamming weight
less than or equal to t and no others. Note that BDD is
not ML; therefore, it incurs a penalty in performance.

For details on the construction of BCH codes and
the Berlekamp–Massey algorithm, the interested reader
is referred to [7.15, Chap. 9] and [7.101, Chap. 3].
A nice overview of syndrome decoding can be found
in [7.201, Chap. 10].

Reed–Solomon Codes
Reed–Solomon codes are the most important and
widely used class of nonbinary block codes. Reed–
Solomon codes have made their way into multiple ap-
plications and standards, such as Digital Video Broad-
casting (DVB) [7.202] and deep-space communica-
tions [7.203], as well as for data storage and distributed
data storage systems such as RAID 6 [7.204].

Reed–Solomon codes were introduced in 1960 by
Reed and Solomon [7.37] and can be seen as a subclass
of BCH codes generalized to the nonbinary case. For
Reed–Solomon codes, both the construction field and
the symbol field are the same, i.e., the code symbols are
over a nonbinary field. An .n; k; dmin/ Reed–Solomon
code over the Galois field GF.2/ has parameters

nD 2 � 1; kD 2 � 2t� 1; dmin D 2tC 1 ;

(7.85)

where the code symbols are over GF.2/. The Galois
field GF.2/ is an extension field of the binary numbers
f0; 1g and contains 2 nonbinary symbols, which can be
represented using  bits, together with well-defined ad-
dition and multiplication operations. A Reed–Solomon
code with these parameters is capable of correcting all
error patterns of t or fewer symbol errors.

The minimum Hamming distance of Reed–
Solomon codes achieves the Singleton bound,
dmin.CRS/D n�kC1 (this is readily seen from (7.85)),
i.e., their minimum Hamming distance is the maximum
possible for a linear code of parameters .n; k/ (see
Theorem 7.1 in Sect. 7.3).

Note that the code symbols of a Reed–Solomon
code can also be interpreted as binary vectors by rep-
resenting each symbol by a binary tuple of  bits. In
this case, Reed–Solomon codes can be used for binary
transmission (e.g., using BPSK) and are well suited for
burst-error correction.

Similar to BCH codes, Reed–Solomon codes can
also be shortened to yield higher flexibility in terms of
block length and code rate. A shortened Reed–Solomon
code with shortening parameter s obtained from an
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.n; k; dmin/ Reed–Solomon code over the Galois field
GF.2/ has parameters

.n0; k0; d0min/D .n� s; k� s; dmin/ : (7.86)

Reed–Solomon codes can also be efficiently decoded
using the Berlekamp–Massey algorithm.

7.5.2 Product Codes

PCs, introduced by Elias in 1954 [7.18], are one of
the first examples of a construction of long, power-
ful codes from short component codes. Let C1 be an
.n1; k1; d1/ linear block code of rate R1 D k1=n1 and
minimum Hamming distance d1, and C2 an .n2; k2; d2/
linear block code of rate RD k2=n2 and minimumHam-
ming distance d2. A two-dimensional .n; k; dmin/ PC
CPC D C1 �C2 is defined by a rectangular array C such
that each row of C is a codeword of C1 and each col-
umn is a codeword of C2. The codes C1 and C2 are
commonly referred to as component codes. Both bi-
nary and nonbinary PCs can be constructed. In the first
case, the component codes are typically BCH codes,
although other (simpler) linear block codes such as sin-
gle parity-check codes and Hamming codes can also be
used. The component codes of nonbinary PCs, on the
other hand, are usually Reed–Solomon codes. The code
array C for a PC with component codes with parame-
ters .n1; k1/D .6;4/ and .n2; k2/D .6; 3/ is depicted in
Fig. 7.30.

A PC can be conveniently described by the en-
coding procedure. The kD k1k2 information bits are
arranged in a k2 � k1 array U and placed in the upper-
left quadrant of the code array (in orange in Fig. 7.30).
Each row of the array U is then encoded by the com-
ponent code C1 to generate n1� k1 parity bits, marked

k1

n1

k2

n2

Fig. 7.30 Code array of a PC with component codes
C1 and C2 of parameters .n1; k1/D .6; 4/ and .n2; k2/D
.5; 3/, respectively. Orange squares correspond to data
bits; blue and green squares correspond to parity bits

in blue in the figure. Each column of the resulting ar-
ray, of dimensions k2 � n1, is then encoded by the code
C2 to generate n2 � k2 parity bits, marked in green.
The resulting PC is a systematic code with parameters
kD k1k2, nD n1n2, and rate RD k1k2=.n1n2/D R1R2.
It is also easy to show that the minimum Hamming
distance of a PC is the product of the minimum Ham-
ming distances of the component codes, i.e., dmin D
d1d2. Thus, PCs are usually characterized by a large
minimum Hamming distance. On the other hand, the
minimumHamming distance multiplicity, i.e., the num-
ber of codewords of weight dmin, of a PC is equal to the
product of the minimum Hamming distance multiplic-
ities of the component codes [7.205]. As a result, the
minimum Hamming distance multiplicities of PCs are
typically high.

With the construction above, it is apparent that each
row of C is a codeword of C1 and each column of C is
a codeword of C2. Therefore, all code bits of a PC are
protected by two component codes, or in other words,
each code bit participates in two code constraints, a row
code constraint and a column code constraint. For ex-
ample, the second data bit is protected by the second
row and second column constraints.

Irregular Product Codes and
Multidimensional Product Codes

PCs, as described above, are based on a single row and
column code, i.e., the same code is used for all rows and
the same code is used for all columns. However, all row
and column codes do not need to be the same, and codes
of different rates and erasure-correcting capabilities can
be used as row and column codes. The resulting PC is
referred to as an irregular PC [7.206, 207]. Like irregu-
lar LDPC codes, irregular PCs based on code mixtures
may yield performance improvements. It is also impor-
tant to note that PCs may be built over arrays with more
than two dimensions [7.18]. However, two-dimensional
PCs are the most common, and therefore in this chapter
we restrict ourselves to two-dimensional PCs.

7.5.3 Generalized Product Codes

The construction of PCs, with their row-column en-
coding and the underlying rectangular code array, is
a natural construction for constructing long codes from
simpler codes. However, more general code arrays,
where each row and each column of the array are
codewords of given linear block codes, can also be con-
structed. This gives rise to so-called product-like codes,
which we will refer to here as generalized product codes
(GPCs), since they can be seen as generalizations of
PCs. Two of the most popular classes of GPCs are stair-
case codes and braided codes.



Forward Error Correction for Optical Transponders 7.5 Hard-Decision Forward Error Correction 221
Part

A
|7.5

Staircase Codes
Staircase codes are an important class of error-
correcting codes proposed by Benjamin Smith et al.
[7.49] for optical transport networks. A staircase code
is defined by a two-dimensional code array that has the
form of a staircase. Formally, given a component code
C of length nc, a staircase code is defined as the set
of all binary matrix sequences Bi, iD 1; 2; : : :, of di-
mensions a� a, where aD nc=2, such that each row of
ŒB>i ;BiC1	 is a valid codeword of C. The matrix B1 is
assumed to be initialized to all zeros. The code array
of a staircase code with component code C of code
length nc D 12 and dimension kc D 10 is depicted in
Fig. 7.31. Encoding is performed in batches, where each
batch corresponds to one of the matrices Bi. Specifi-
cally, batch i corresponds to B>i for i odd and to Bi for
i even. The number of bits per batch, denoted by B, is
BD a2 D n2c=4.

Like PCs, staircase codes are well defined through
the encoding procedure. With reference to Fig. 7.31,
the first batch (matrix B>1 ) is initialized to all zeros.
Then, .kc � nc=2/.nc=2/D 4� 6 data bits are placed in
the left part of batch 2 (marked with a thick red frame
in the figure), and the the rows of batches 1 and 2
are encoded by the component code C, thus generating
.nc�kc/.nc=2/D 2�6 parity bits, i.e., nc D 2 parity bits
per row. .kc � nc=2/.nc=2/ data bits are then placed in
the upper part of batch 3, and the columns of the ar-
ray formed by batches 2 and 3 are encoded using C,
generating nc� kc D 2 parity bits per column. The row/
column encoding process continues accordingly for the
next batches. The code rate of the staircase code, RSC,

0
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0

0
0
0
0
0
0

0
0
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0
0

0
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0
0
0
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0
0

a

a

1

3

5

×
×
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×
×

×

×
×

×

Batch

2 4

Fig. 7.31 Code array of a staircase code with component
code of code length nc D 12 and dimension kc D 10. The
orange squares correspond to data bits, while the blue
squares correspond to parity bits

is the ratio between the number of information bits per
batch and B, i.e.,

RSC D .kc� nc=2/.nc=2/

n2c=4
D 2

kc
nc
� 1 : (7.87)

Note that, as for PCs, each bit of a staircase code is
protected by two code constraints, a row constraint and
a column constraint. Also, it is worth mentioning that
staircase codes are stream-oriented. Indeed, the code ar-
ray in Fig. 7.31 can grow infinitely large.

Good (binary) staircase codes with BCH compo-
nent codes and overhead ranging from 6% to 33% can
be found in [7.208], where the parameters of the com-
ponent BCH codes were optimized based on computer
simulations. An optimization of the staircase code pa-
rameters based on density evolution (see Sect. 7.5.7
below) is addressed in [7.209]. An extension of the orig-
inal code construction with larger staircase block sizes
by allowing for multiple code constraints per row/col-
umn in the staircase array is also proposed in [7.209],
leading to codes with steeper waterfall performance.
Nonbinary staircase codes with Reed–Solomon compo-
nent codes are discussed in [7.90, 210].

Braided Codes
Braided codes were originally proposed by Jiménez
Feltström et al. [7.200]. Similar to PCs and staircase
codes, the code construction is defined by a two-
dimensional array where each bit is protected by a row
and a column code. Braided codes can be constructed
using both convolutional and block codes as component
codes. Correspondingly, the resulting codes are referred
to as braided convolutional codes and braided block
codes, respectively. Here we are interested mainly in
block braided codes, as they are more suitable for HDD,
and for ease of exposition we will refer to them simply
as braided codes.

Braided codes come in many flavors, depending on
the structure of the code array. In Fig. 7.32, we de-
pict the code array of a so-called block-oriented braided
code with component code C of code length nc D 12
and dimension kc D 10. The encoding is similar to that
of product and staircase codes: Data bits are placed in
the code array in the parts marked in orange, and parity
bits (in blue) are generated by row and column encod-
ing. Encoding is better understood with reference to
Fig. 7.32. The code array consists of blocks of dimen-
sions b� b, where bD nc=3. The blocks are grouped in
batches comprising three blocks. The number of bits per
batch is BD 3b2 D n2c=3. The first batch is shown by the
thick red frame in the figure. The leftmost and upper-
most blocks of the code array are initialized to all zeros.
Then, b2C2.kc�2b/bD n2c=9C2.kc�2nc=3/.nc=3/D
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Fig. 7.32 Code array of a braided code with component
code of code length nc D 12 and dimension kc D 10. The
orange squares correspond to data bits, while the blue
squares correspond to parity bits

32 data bits are placed in the orange squares of the first
batch. The rows of the blocks at (horizontal) position
1 are then encoded by the .nc; kc/ component code C,
generating .nc� kc/.nc=3/D 2� 4D 8 parity bits, i.e.,
nc D 2 parity bits per row (marked in blue in the figure).
The columns of the array formed by the three blocks
in (vertical) position 2 are encoded using C, generat-
ing nc� kc D 2 parity bits per column. The row/column
encoding process continues accordingly for the next
batches. The code rate of the braided code, RBC, is the
ratio between the number of information bits per batch
and B, i.e.,

RBC D .n
2
c=9/C 2.kc� 2nc=3/.nc=3/

n2c=3
D 2

kc
nc
� 1 :

(7.88)

Braided codes have been explicitly considered for
use in fiber-optic communication systems in [7.50].

Half-Product Codes and Half-Braided Codes
Consider a PC based on component codes of lengths
n1 D n2 D nc (Fig. 7.30). Based on this PC, a new code
can be obtained by retaining only codeword arrays with
zeros in the main diagonal that are symmetric, in the
sense that the array is equal to its transpose. The code
bits in the main diagonal of the resulting array do not
carry any information (they are known), and hence they
can be punctured, i.e., they are not transmitted. Also,

0

0

0

0

0

0

Code
constraint

Not used

Fig. 7.33 Code array of an HPC with component code
of code length nc D 6 and dimension kc D 3. The orange
squares correspond to data bits, while the blue squares cor-
respond to parity bits. The bits corresponding to the gray
squares are not transmitted

the bits in the upper triangular part are identical to those
in the lower triangular part and can also be punctured.
The resulting code has length nD �nc2

�
and is referred

to as a half-product code (HPC) [7.211]. The code ar-
ray of an HPC with component codes of length nc D 6
is depicted in Fig. 7.33, where one particular code con-
straint is marked with the thick blue frame. In [7.212], it
is shown that HPCs can achieve larger normalized min-
imum distance than PCs and superior performance in
both the waterfall region and the error floor compared
with PCs of similar length and rate.

The concept above can be extended to other code
arrays. For example, the same symmetry constraint can
be applied to braided codes, and the resulting codes
are referred to as half-braided codes. The code array of
a half-braided code with component codes with block
length nc D 12 and dimension kc D 10 is depicted in
Fig. 7.34. It is easy to see that the code rate of a half-
braided code in the form of Fig. 7.34, RHBC, is

RHBC D 2
kc � 1

nc� 1
� 1 : (7.89)

HPCs and half-braided codes belong to a larger
class of symmetric GPCs [7.212]. Symmetric GPCs are
in turn a subclass of GPCs that use symmetry to reduce
the block length of a GPC while using the same com-
ponent code. In [7.213], it was shown that half-braided
codes can outperform both staircase codes and braided
codes in waterfall performance, at a lower error floor
and decoding delay.

Similar to staircase codes, braided codes, HPCs,
and half-braided codes, other generalizations of PCs
(leading to other code arrays) can be envisaged. In
Sect. 7.5.5, we discuss a general construction of GPCs
that encompasses staircase codes and braided codes, as
well as other classes of GPCs.
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Fig. 7.34 Code array of a half-braided code with compo-
nent code of code length nc D 12 and dimension kc D 10.
The orange squares correspond to data bits, while the blue
squares correspond to parity bits. The bits corresponding
to the gray squares are not transmitted

7.5.4 Generalized Product Codes
as Instances of Generalized
Low-Density Parity-Check Codes

It is interesting to observe that GPCs can be inter-
preted as instances of generalized LDPC (G-LDPC)
codes. The link between GPCs and G-LDPCs is rel-
evant because it allows us to borrow tools for the
analysis of LDPC codes (and codes on graphs in gen-
eral) to analyze the behavior of GPCs. G-LDPC codes
are a generalization of LDPC codes, where the con-
straint nodes are not simple single parity-check codes
as for LDPC codes, but general linear block codes, e.g.,
Hamming codes or BCH codes [7.101]. A G-LDPC
code is also defined by a bipartite graph where an edge
between a VN and a CN indicates that the code bit

⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩

Row codes Column codes

Fig. 7.35 Bipartite (Tanner) graph of a PC with component codes of lengths n1 D n2 D 6 of Fig. 7.30

corresponding to the VN participates in the code con-
straint enforced by the component code represented by
the CN.

To clarify the link between GPCs and G-LDPC
codes, let us first consider the Tanner graph repre-
sentation of a PC. As any block code, PCs can be
represented by a Tanner graph where VNs represent
code bits and CNs represent row and column codes. For
a PC with component codes of code lengths n1 and n2,
the corresponding Tanner graph has n1C n2 CNs (n1
CNs corresponding to the column codes and n2 CNs
corresponding to the row codes, Fig. 7.30) and n1n2
VNs corresponding to the n1n2 code bits. The (bipar-
tite) Tanner graph of the PC with component codes
with parameters n1 D n2 D 6 in Fig. 7.30 is depicted
in Fig. 7.35. Note that each CN has degree 6, since
the component codes have code length n1 D n2 D 6,
and each VN has degree 2, since each code bit partic-
ipates in two code constraints. A simplified version of
the Tanner graph of Fig. 7.35 is illustrated in Fig. 7.36.
In the simplified Tanner graph, we distinguish between
two types of CNs, corresponding to row and column
constraints. The VNs (corresponding to code bits) are
represented by edges. Since each code bit is protected
by a row and a column code, each edge is connected
to one CN of each type. The resulting Tanner graph is
a complete graph where each CN of one type is con-
nected to all CNs of the other type through an edge.
There are n1n2 edges, each corresponding to one code
bit. Note that the code array in Fig. 7.30, the standard
Tanner graph in Fig. 7.35, and the simplified Tanner
graph in Fig. 7.36 are equivalent representations of the
PC. For compactness reasons, it is more convenient to
represent PCs with the simplified Tanner graph than
with the conventional Tanner graph of Fig. 7.35.

Similar to PCs, GPCs can be represented by a Tan-
ner graph. The standard Tanner graph and the simplified
Tanner graph of a staircase code (Fig. 7.31) with com-
ponent code of code length nc D 6 are depicted in
Fig. 7.37 and Fig. 7.38, respectively. The standard Tan-
ner graph of a staircase code is defined by a number
of positions, L, corresponding to the the total number



Part
A
|7.5

224 Part A Optical Subsystems for Transmission and Switching

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

Row codesColumn codes

Fig. 7.36 Simplified Tanner graph of a PC with component
codes of lengths n1 D n2 D 6 of Fig. 7.30

of batches minus one. Each position corresponds to
one batch of code bits and correspondingly has a2 D
.nc=2/2 VNs, corresponding to the a2 code bits in the
batch, and aD nc=2 CNs, corresponding to the row (or
column) codes defined by the batches ŒB>i ;BiC1	 for
position i, iD 1; 2; : : : ; L. Accordingly, the simplified
Tanner graph is also defined by L positions, with a CNs
per position. Each CN in position i is then connected to
all CNs in spatial position iC 1 by an edge (a VN, cor-
responding to a code bit), Fig. 7.38. Note that all VNs
have degree 2, since a code bit participates in two code
constraints, and all CNs have degree 6, since nc D 6.

Figures 7.35–7.38 make apparent the link between
GPCs and G-LDPC codes. In particular, the bipartite
Tanner graph of a staircase code resembles that of an
SC-LDPC code (Fig. 7.37 and Fig. 7.19 in Sect. 7.4.2).
Indeed, staircase codes can be seen as spatially coupled
versions of PCs, and as such, as a subclass of spatially
coupled G-LDPC codes with coupling width w D 2.
Similar to staircase codes, other GPCs such as braided
codes and half-braided codes can be classified as SC-
GLDPC codes.

The connection of GPCs to G-LDPC codes enables
the use of tools for the analysis of codes on graphs, such
as density evolution, to analyze GPCs. This is discussed
in Sect. 7.5.7.

4321

Fig. 7.37 Bipartite (Tanner) graph of a staircase code (Fig. 7.31) with component code of code length nc D 6

7.5.5 A General Code Construction
of Generalized Product Codes

In the previous sections, we described some of the most
popular classes of GPCs. In this section, we briefly re-
view a deterministic construction of GPCs proposed
in [7.214, 215] that is sufficiently general to encom-
pass several classes of GPCs, including irregular PCs,
HPCs, staircase codes, block-wise braided codes, and
half-braided codes.

The code construction in [7.214, 215] is defined in
terms of three parameters, ˜, �, and �, and is specified
over the simplified Tanner graph. We denote the corre-
sponding GPC by Cm.˜;�;�/, where m denotes the to-
tal number of CNs in the underlying Tanner graph; ˜ is
a binary, symmetric L�Lmatrix, where L is the number
of positions of the Tanner graph, and � D .�1; : : : ; �L/>
is a probability vector of length L, i.e.,

PL
iD1 �i D 1 and

�i 
 0. The parameters ˜ and � determine the graph
connectivity. Considering the representation of a GPC
in terms of the two-dimensional code array (Figs. 7.30–
7.34), one may alternatively think about ˜ and � as
specifying the array shape. Different choices for ˜ and
� recover well-known code classes. The parameter � is
used to specify GPCs employing component codes with
different erasure-correcting capabilities.

The simplified Tanner graph describing the GPC
Cm.˜;�; �/ is constructed as follows. Assume that the
Tanner graph spans L positions. Then, place mi , �im
CNs at each position iD 1; : : :L, where it is assumed
that mi is an integer for all i. Then, connect each CN at
position i to each CN at position j through a VN (i.e.,
an edge) if and only if �i;j D 1.

Example 7.5
A PC is obtained by choosing LD 2 and ˜D � 0 1

1 0

�
. The

two positions correspond to the row and column codes.
Choosing � D .1=2;1=2/ leads to a standard PC (with
a square code array) with component codesC1 and C2 of
length n1 D n2 D m=2. Note that by selecting mD 12,
we recover the Tanner graph of the PC in Fig. 7.36.
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Positions: 1 2 3 4

Fig. 7.38 Simplified Tanner graph
of a staircase code (Fig. 7.31) with
component code of code length nc D 6

Example 7.6
For a fixed L 
 2, the matrix ˜ describing a staircase
code has entries �i;iC1 D �iC1;i D 1 for iD 1; : : : ;L� 1
and zeros elsewhere. The distribution � is uniform, i.e.,
�i D 1=L for all i 2 ŒL	. For example, the staircase code
corresponding to the code array shown in Fig. 7.31,
where LD 4 and mD 24 (i.e., mi D 6), is defined by

˜D

0

BB
@

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0

1

CC
A ; (7.90)

and �i D 1=6. The CNs at all positions have the same
degree 2n�i D 12, except for positions 1 and L, where
the degrees are n�i D 6. With this choice of ˜ we re-
cover the simplified Tanner graph in Fig. 7.38.

For more details on this general code construction,
the interested reader is referred to [7.215].

7.5.6 Decoding of Product-Like Codes:
Iterative Bounded Distance Decoding

PCs may be decoded with SDD using an iterative de-
coding algorithm based on the iterative exchange of soft
information between two soft-input soft-output (SISO)
decoders matched to the two component codes. The de-
coding is similar to that of turbo codes, and for this
reason, PCs with iterative SDD are often referred to
as turbo product codes (TPCs) or block turbo codes
(BTCs). Similarly, GPCs can also be decoded by ex-
changing soft information between the SISO decoders
of the component codes in an iterative fashion. The
SISO decoders of the component codes may imple-
ment the MAP decoding rule, which can be done based
on a trellis representation of the block code. However,
MAP decoding of algebraic block codes is complex,
and therefore iterative SDD of GPCs based on MAP
decoding of the component codes is impractical. An ef-
ficient, lower-complexity iterative SDD algorithm for
PCs with near-optimal performance was proposed by
Pyndiah [7.58]. In this algorithm, the SISO decoders
of the component codes are based on a modification of
the Chase decoding algorithm, a low-complexity sub-
optimal algorithm for near-ML decoding of linear block

codes proposed by David Chase in 1972 [7.216]. Since
the Chase decoder is a vital component of the iterative
SDD algorithm proposed in [7.58], the algorithm used
to decode the component codes is usually referred to as
the Chase–Pyndiah decoding algorithm. The advantage
of this decoding algorithm is that it is highly paralleliz-
able.

The iterative decoding of GPCs employing SISO
component decoding is usually referred to as turbo
product decoding (TPD) and is typically implemented
in practice via the Chase–Pyndiah algorithm. However,
it is worth mentioning that TPD can also be based
on other component decoders, such as the forward-
backward algorithm applied to the component code
trellis.

The complexity of the Chase–Pyndiah decoder may
still be unacceptable for some applications. Alterna-
tively, one can decode PCs and GPCs using HDD.
Indeed, PCs and GPCs are very well suited for HDD
thanks to the fact that the component codes (typically
BCH or Reed–Solomon codes) have a rich algebraic
structure, which enables efficient implementation of
BDD.

Iterative Bounded Distance Decoding
of Product Codes

For large block codes, optimal (ML) HDD is
a formidable task. As mentioned in Sect. 7.5.1, to re-
duce the decoding complexity, incomplete BDD can be
used. However, even BDD of powerful codes such as
PCs and GPCs is a challenging task. To achieve ac-
ceptable complexity, an iterative (suboptimal) decoding
algorithm, based on BDD of the component codes, can
then be used. Let us first consider HDD of PCs. The
decoding of a PC can be accomplished by iteratively
applying BDD to the row and column codes, described
as follows. The received bits are arranged in an n2 � n1
array corresponding to the code array (Fig. 7.30). De-
coding is then carried out on the columns of the array,
i.e., BDD decoding of the column component codes C2

is performed, and subsequently on the rows of the ar-
ray, i.e., BDD decoding of the row component codes
C1 is performed. Errors remaining after the first column
decoding may be corrected by the bounded distance de-
coders of the row codes. The column-row decoding is
then iterated until a maximum number of iterations is
reached. We refer to this algorithm as iBDD.
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iBDD achieves excellent performance-complexity
trade-off. The decoding complexity of iBDD is roughly
the sum of the decoding complexity of the BDD of
the component codes times the number of iterations.
Hence, the complexity of iBDD is much lower than that
of ML decoding of the PC. On the other hand, since
iBDD is suboptimal, the lower decoding complexity
comes at a cost of lower performance. The complex-
ity of iBDD of PCs and GPCs in general is also much
lower than that of (suboptimal) BP decoding of LDPC
codes. Moreover, the decoder data flow requirements
are estimated to be more than one order of magnitude
smaller than the requirements for a comparable LDPC
code with BP decoding [7.49].

Iterative Bounded Distance Decoding
of Generalized Product Codes

Like PCs, GPCs can be decoded using iBDD by it-
erating between the row and column decoders. For
simplicity, in this section we describe the decoding of
staircase codes. However, the decoding of other GPCs
such as braided codes and half-braided codes follows
the same principle.

Since staircase codes may be very long (as men-
tioned earlier, they are stream-oriented in nature), wait-
ing to receive the entire code array prior to the start
of decoding would entail a very long delay, which is
not acceptable in fiber-optic communications. Fortu-
nately, the batch-oriented structure of staircase codes
allows us to perform decoding in a sliding-window
fashion, similar to windowed decoding of SC-LDPC
codes (Sect. 7.4.2). The windowed decoder operates
on part of the array consisting of a window compris-
ing a subset of W received batches. The decoder then
iterates between the BDD decoders for all rows and
all columns within the window. After a predetermined
number of iterations, the window slides to the next po-
sition, and iterative decoding is performed within the
new window. The decoding delay (in bits) is given by
DDWB, where BD a2 is the number of code bits per
batch (Sect. 7.5.3). The window size provides a trade-
off between performance and decoding latency, i.e., one
expects a performance improvement by increasing the
window size at a cost of higher decoding latency. In
general, small values of W (6 to 8) are typically suf-
ficient.

Despite the suboptimality of the iBDD algorithm,
staircase codes—and GPCs in general—provide excel-
lent performance for high code rates. For example, the
RD 0:937 staircase code designed in [7.49] performs
only about 0:56 dB from the channel capacity of the
BSC.

It is worth mentioning that BDD of the component
codes may lead to miscorrections, i.e., the component

decoders may declare successful decoding, but the de-
coded codeword is not the correct one. Miscorrections
introduce additional bit errors into the iterative decod-
ing process, which result in performance degradation.
The impact of miscorrections becomes less severe as
the error-correcting capability t increases. In [7.217],
a decoding algorithm for staircase codes was proposed,
called anchor decoding, which reduces the effect of
undetected component code miscorrections. The algo-
rithm significantly improves performance, in particular
when t is small, while retaining low-complexity imple-
mentation.

Iterative Bounded Distance Decoding
as a Message-Passing Algorithm

With reference to the Tanner graph representation of
GPCs, iBDD of GPCs can be interpreted as an itera-
tive message-passing decoding algorithm similar to that
of LDPC codes, where hard (binary) messages are ex-
changed between VNs and CNs in the Tanner graph
describing the code. This opens the door to the analysis
of the performance of iBDD of GPCs using codes-on-
graphs tools.

It is worth pointing out that the classical message-
passing rule typically used to decode PCs and GPCs
violates the principle that only extrinsic information
should be exchanged during the iterative decoding pro-
cess [7.218], since the computation of the messages
passed from CNs to VNs use the input messages at
the CNs. For this reason, we will use the same termi-
nology introduced in [7.50] and refer to the decoding
algorithm described above as iterative HDD with in-
trinsic message passing (IMP). In [7.219], a modified
message-passing algorithm that exchanges only ex-
trinsic information, dubbed extrinsic message passing
(EMP), was proposed. EMP yields better performance
than IMP at a cost of some increase in complexity
(mostly memory complexity, which is doubled). A low-
complexity EMP HDD algorithm is given in [7.50].

7.5.7 Analysis and Optimization
of Generalized Product Codes

Similar to LDPC codes and codes on graphs in gen-
eral, the BER curve of GPCs is characterized by two
well-defined regions. In the first one, called the wa-
terfall region, the BER decreases sharply with Eb=N0.
The curve then flattens out in the so-called error floor
region. The error floor is usually caused by combina-
tions of errors that cannot be corrected by the decoder.
For GPCs with iBDD, these patterns are usually re-
ferred to as stall patterns [7.49]. A stall pattern for the
staircase code, the braided code, and the half-braided
code in Figs. 7.31, 7.32, and 7.34, respectively, assum-
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ing tD 2 error-correcting component codes, is shown
by the crosses in the figures. Since every component
codeword involved has three errors, decoding will not
be able to proceed, and stalls.

Let smin be the size of the minimum stall pattern,
defined as the minimum number of array positions that,
when all received in error, cause the decoder to stall.
A stall pattern is said to be assigned to a batch if at least
one of its array positions belongs to the batch and no
positions belong to previous batches. The error floor of
staircase codes, braided codes, and half-braided codes
can be approximated by

BER� sminMpsmin

B
; (7.91)

whereM denotes the number of minimum stall patterns
that can be assigned to a batch. For staircase codes,M is
derived in [7.49, Sect. V-B]. Using similar arguments,
the values of M for braided codes and half-braided
codes were obtained in [7.213].

The performance of GPCs in the waterfall region
is more difficult to analyze. However, the asymptotic
performance of GPCs in the limit of infinite block
lengths can be analyzed exploiting the connection with
G-LDPC codes. The analysis of codes on graphs such
as LDPC codes and G-LDPC codes is commonly based
on an ensemble argument, i.e., rather than analyzing
a particular code, which is very cumbersome, it is
customary to analyze the average behavior of a code
ensemble. A code ensemble can be regarded as a fam-
ily of codes that share some common characteristics,
such as the degree distribution. The asymptotic behav-
ior of a code ensemble can be analyzed via a tool called
density evolution [7.117], which can be used to find the
so-called decoding threshold. The decoding threshold
divides the channel parameter range (e.g., SNR) into
a region where reliable decoding is possible and another
region where it is not, and accurately predicts the re-
gion where the code performance curve bends into the
characteristic waterfall behavior. There exists a concen-
tration phenomenon that ensures with high probability
that a particular code taken uniformly at random from
the ensemble will have actual performance close to th
predicted by density evolution.

The parameters of GPCs, i.e., the parameters of the
component codes, can be optimized to achieve good
performance in the waterfall region based on extensive
software simulations for predicting the code perfor-
mance, as was done in [7.208] for staircase codes.
Alternatively, one can use the fact that a specific GPC,
e.g., a staircase code, is contained in a given ensemble
of G-LDPC codes, and can optimize the code parame-
ters based on density evolution to optimize the decoding

threshold. The optimization approach based on density
evolution offers significantly reduced optimization time
(or the possibility of exploring a larger parameter space)
with respect to a simulation-based approach. The opti-
mization of staircase code parameters based on density
evolution was addressed in [7.209].

It is very important to emphasize that, contrary to
LDPC codes, which are drawn from an ensemble, GPCs
are deterministic codes, i.e., they have a very regu-
lar structure in terms of their Tanner graph and are
not at all random-like. Thus, while the optimization
of GPCs via ensemble-based density evolution yields
good codes, formally speaking, the asymptotic perfor-
mance of GPCs is not necessarily characterized by
density evolution of the corresponding spatially cou-
pled G-LDPC code ensemble. For transmission over
the binary erasure channel (BEC), the density evolution
equations that characterize the asymptotic decoding
performance of a broad class of GPCs with a fixed Tan-
ner graph were derived in [7.213–215], without relying
on the definition of a code ensemble. The results ob-
tained can also be used to analyze the code performance
over the BSC assuming idealized BDD, i.e., completely
ignoring miscorrections (idealized BDD over the BSC
is conceptually equivalent to transmission over the
BEC). However, the rigorous characterization of the
asymptotic performance of GPCs over the BSC, includ-
ing the effect of decoder miscorrections, is still an open
problem. An asymptotic analysis taking into account
the impact of miscorrections for a code ensemble re-
lated to staircase codes is given in [7.220].

7.5.8 Soft-Aided Decoding
of Product-Like Codes

In Sect. 7.4 and in this section, we have provided
an extensive review of soft-decision FEC and hard-
decision FEC, respectively. Roughly speaking, soft-
decision FEC yields higher NCGs at a cost of higher
decoding complexity and data flow compared with
hard-decision FEC. Thus, despite its smaller NCG,
for applications where very high throughput and low
power consumption are required, hard-decision FEC
is still an appealing alternative. An interesting ques-
tion is whether it is possible to close the gap between
the performance of hard-decision and soft-decision
FEC while keeping the decoding complexity low. One
line of research recently pursued in this direction is
to concatenate an inner soft-decision FEC code, e.g.,
an LDPC code decoded via BP, with an outer stair-
case code [7.221, 222]. Another alternative, recently
investigated in [7.223, 224], is to improve the perfor-
mance of iBDD of product-like codes by exploiting
some level of soft information while keeping the core
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algebraic decoding of the component codes, an ap-
proach that we refer to here as soft-aided decoding of
product-like codes. Without going into detail, the algo-
rithm in [7.223], dubbed iBDD-SR, exploits the channel
reliabilities while still only exchanging binary (hard-
decision) messages between component codes. iBDD
improves performance over conventional iBDD, with
only a minor increase in complexity. In [7.224], another
soft-aided decoding algorithm was proposed, based on
generalized minimum distance (GMD) decoding of the
component codes. The algorithm, referred to as iterative
GMD decoding with scaled reliability (iGMDD-SR)
yields more significant coding gains while maintaining
significantly lower complexity than SDD. In particular,
for a PC, it was shown that iGMDD-SR closes over
50% of the performance gap relative to turbo product
decoding, while maintaining significantly lower com-
plexity. We note that while the algorithms in [7.223,
224] were demonstrated for PCs, their extension to
staircase codes and other product-like codes is straight-
forward. The implementation of iBDD for a PC has
been considered in [7.225], where it is shown that, us-
ing a single bit of soft information, the NCG can be
improved by 0:2 dB with respect to iBDD, reaching
10:3�10:4 dB, which is similar to that of more complex
hard-decision staircase decoders, but with significantly
lower circuit area and energy dissipation.

7.5.9 Performance Curves

In Fig. 7.39, we plot the BER performance of two stair-
case codes of rate RD 0:75 (corresponding to a code
overhead of 33:33%) for transmission over the BSC.
The net coding gain is also shown. In particular, the
figure shows the performance of the staircase code
with BCH component codes with parameters .; t; s/D
.9;5; 151/, i.e., .nc; kc/D .360;315/ [7.208, Table II],
referred to as C1 in the figure. The parameters of the
BCH component code were optimized in [7.208] based
on extensive simulations. The performance of the code
is shown for both IMP decoding, as originally proposed
in [7.49], and EMP decoding, as proposed in [7.50].
The decoding is performed in a sliding-window fash-
ion as explained in Sect. 7.5.6. A window size W D 7
and `D 8 iterations within a window are considered.
It is observed that EMP yields better performance than
IMP in the waterfall region. In the figure, we also plot
density evolution results [7.209]. The density evolution
curve predicts the pre-FEC BER region where the sim-
ulated curve (with EMP) bends into the characteristic
waterfall.

In the figure, we also plot the performance of a stair-
case code of the same code rate whose parameters have
been optimized based on density evolution [7.209], and
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Fig. 7.39 Simulation results (dashed curves with markers)
and density evolution results (solid curves) for staircase
codes and extended staircase codes

which is referred to as C2 in the figure. The com-
ponent BCH code has parameters .; t; s/D .8;3; 63/,
i.e., .nc; kc/D .192;168/. As can be seen, the optimiza-
tion of the code parameters based on density evolution
yields better performance in the waterfall region. The
poorer slope of the staircase code with component code
C2 than with component code C1 is due to the fact
that for the former, the size of one staircase block, a
(Fig. 7.31), is smaller, namely aD 96 versus aD 180,
corresponding to a decoding delay of DD 64 512 bits
and DD 226 800 bits, respectively [7.209, Table 1].
Finally, in the figure we also plot the performance
of an extended staircase code with block size aD
192 [7.209], which has a decoding delay comparable
to that of the staircase code based on C1. The extended
staircase code has a steeper curve in the waterfall re-
gion.

In Fig. 7.40, we plot simulation results for a stair-
case code (red curve with markers), a braided code
(blue curve with markers), and a half braided code
(green curve with markers) with BCH component codes
with parameters .nc; kc/D .720;690/ and tD 3. All
three codes have roughly the same code rate, R�
0:917, corresponding to an FEC overhead of 9:1%.
Transmission over a BSC is assumed, and we plot the
post-FEC BER as a function of the channel transi-
tion probability p. The decoding is performed using
a windowed decoder with window size W D 8 for the
staircase code and W D 6 for the braided code, such
that the two codes have the same delay, DD 1 036 800
bits, while the decoding delay of the half-braided code
withW D 6 is roughly half,DD 517680 bits. The stair-
case and braided codes are decoded by iterating `D 8
times between rows and columns within each window.
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Fig. 7.40 Simulation results (dashed curves with mark-
ers), density evolution results, and error floor curves for
staircase, braided, and half-braided codes

For the half-braided code, all component codes within
each window are decoded simultaneously and ` is in-
creased to 16 to maintain the same decoding complexity
(note that the number of component codes per window
is reduced by half for half-braided codes).

In the figure, we also plot density evolution results
and the error floor approximation given in (7.91). The
density evolution results show a slight performance ad-
vantage for the staircase code in the asymptotic regime
of large block lengths. However, for the chosen pa-
rameters at finite lengths, the simulation curves for the
staircase code and the braided code are virtually on
top of each other. The density evolution results for the
braided code and the half-braided code are roughly
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Fig. 7.41 Simulation results for
a PC with .256; 239; 6/ double-
error-correcting eBCH codes as
component codes and different
decoding algorithms

the same. However, the simulated half-braided code
has worse performance than the staircase and braided
codes, caused by different scaling behavior at finite
length due to the reduced number of bits within the
decoding window. Furthermore, the error floor is in-
creased from � 10�20 for the staircase and braided
codes to � 10�14 because of the reduction of smin. On
the other hand, the half-braided code operates at only
half the decoding delay. In the figure, we also plot the
performance of a half-braided code with a BCH com-
ponent code of parameters .960;920;4/. The code rate
is the same, but the decoding delay is nowDD 920 640
bits, which is slightly less than that of the staircase and
braided codes. The code shows a reduced error floor
(� 10�23) and also improves the waterfall performance,
as predicted by density evolution and confirmed by the
simulations.

In Fig. 7.41, we plot the BER performance of a PC
with double-error-correcting extended BCH (eBCH)
codes with parameters .256;239;6/ as component
codes for transmission over the AWGN channel. The
code rate of the resulting PC is RD 2392=2562 �
0:8716, which corresponds to overhead OH� 15%. In
the figure, we plot the performance of both iBDD (red
curve with triangle markers) and TPD based on the
Chase–Pyndiah algorithm (blue curve with blue mark-
ers). Both iBDD and TPD perform about 1 dB from
the respective capacity limits at a BER of 10�5. TPD
yields a coding gain of about 1:5 dB with respect to
iBDD, at a cost of significantly higher decoding com-
plexity. As a reference, we also show the performance
of ideal iBDD, where a genie prevents all miscorrec-
tions. Additionally, we plot the performance of the
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anchor decoding algorithm proposed in [7.217] and of
iBDD-SR [7.223]. We can observe that both anchor
decoding and iBDD-SR are effective algorithms for
combating miscorrections. The performance degrada-
tion of iBDD-SR compared with ideal iBDD is very
small (<0:01 dB). iBDD-SR outperforms the conven-
tional iBDD by 0:25 dB at a BER of 10�5, with only

a very small increase in complexity [7.223, 225]. Fi-
nally, we also plot the performance of iGMDD-SR,
which outperforms iBDD, anchor decoding, and iBDD-
SR. In particular, the performance gain for iGMDD-SR
over iBDD is 0:60 dB. Furthermore, iGMDD-SR per-
forms 0:52 dB from TPD, i.e., it closes over 50% of the
performance gap between iBDD and TPD [7.224].

7.6 Coded Modulation—An Introduction

In the previous sections we have focused mostly on
binary codes and binary (BPSK) transmission. As we
have seen, to operate close to the Shannon limit, (pow-
erful) error-correcting codes are required. Forward error
correction (FEC) increases the power efficiency of the
system but introduces redundancy to the transmitted
sequence. The added redundancy requires the modula-
tor to operate at a higher data rate and hence requires
a larger bandwidth, i.e., the spectral efficiency is de-
creased. Achieving higher spectral efficiency can be re-
alized by using a higher-order signal constellation (i.e.,
constellations with cardinality larger than 2). Therefore,
to transmit reliably at high spectral efficiencies, as re-
quired in fiber-optic communications, error-correcting
codes must be combined with the use of a higher-order
constellation. The combination of error-correcting cod-
ing and higher-order constellations is usually referred
to as coded modulation (CM).

CM has been studied since the 1970s and comes in
different flavors, depending on the code used (binary
or nonbinary) and the way the code is coupled with
the higher-order constellation. In this section, we briefly
review the most important CM schemes, namely trellis-
coded modulation (TCM), multilevel coding (MLC),
bit-interleaved coded modulation (BICM), and CM
with nonbinary codes. We also briefly discuss constel-
lation shaping as a means to close the fundamental gap
relative to capacity that the use of conventional sig-
nal constellations with equally spaced signal points and
uniform signaling entails.

7.6.1 Trellis-Coded Modulation

One of the first CM schemes to appear was TCM, a CM
scheme proposed by Gottfried Ungerboeck in the late
1970s/early 1980s [7.226, 227] as a way to increase
the spectral efficiency of communication systems. It
consists of the concatenation of a binary trellis code
(a convolutional code) and a higher-order constella-
tion through a careful mapping of the code bits to the
constellation symbols based on the set partitioning prin-

ciple. Due to the correspondence of signal sequences
and paths along the trellis of the convolutional code,
TCM enables efficient ML decoding using Viterbi de-
coding.

We have seen in Sect. 7.3.3 that, for transmission
over the AWGN channel, the ML rule for SDD is to
select from among all possible (modulated) codewords
the one at the minimum Euclidean distance to the re-
ceived vector. However, the mapping of the code bits
of a (binary) code optimized in terms of its minimum
Hamming distance into constellation points does not
guarantee that a good Euclidean distance is obtained.
The basic notion of TCM is to optimize the code (now
seen as the combination of a binary code and the mod-
ulation) in the Euclidean space instead. The signal set
(i.e., the constellation) X, of cardinality M D 2m sym-
bols, is successively partitioned into smaller disjoint
subsets of sizesM=2;M=4;M=8; : : :, such that the min-
imum intra-subset Euclidean distance (the minimum
Euclidean distance between signal points within each
subset) is maximized. The number of subsets into which
the constellation is partitioned depends on the binary
code used. The partitioning defines a mapping of bi-
nary labels L.x/D .b.1/.x/; : : : ; b.m/.x// to signal points
x 2X.

The next step is to assign constellation points to
branches of the trellis code. In particular, assume the
use of a rate RD k1=n1, n1 � m, convolutional code. In
this case, the constellation is successively partitioned
into 2n1 subsets, each containing 2m�n1 constellation
points. Each block of k data bits is then split into two
sub-blocks of lengths k1 and k2 D m� n1. The block of
k1 data bits is encoded by the convolutional encoder,
generating n1 code bits, which are used to select one of
the 2n1 subsets in which the constellation has been par-
titioned. The remaining k2 data bits are used to select
one of the points within the selected subset. Note that
the presence of uncoded bits introduces parallel transi-
tions in the trellis. Ungerboeck showed that by choosing
n1 D k1C1 and k2 D 1 (a single uncoded bit), it is possi-
ble to design CM schemes with coding gains of between
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3 and 6 dB. A block diagram of the TCM encoder is
shown in Fig. 7.42.

Finally, the assignment of constellation points to the
branches of the code trellis can be done by means of an
exhaustive computer search in order to maximize the
minimum Euclidean distance of the coded sequences.
Ungerboeck introduced a set of rules that are conjec-
tured to give rise to the best TCM schemes:

1. Members of the same partition are assigned to par-
allel transitions.

2. Members of the next larger partition are assigned to
transitions originating from the same state or con-
verging to the same state.

3. All signal points are used equally often.

After its introduction, TCM became very popu-
lar and was the object of intensive research. It was
also quickly adopted for modem standards in the early
1990s. A thorough description and analysis of TCM
can be found in [7.228]. The concept of TCM was
later extended to turbo TCM [7.229] by replacing the
convolutional code with a turbo code to decrease the
gap relative to the Shannon limit for AWGN channels.
TCM with multidimensional constellations was pro-
posed in [7.230]. TCMwas first proposed for fiber-optic
systems in [7.231]. The concatenation of TCM with
an outer Reed–Solomon and BCH code was studied
in [7.232], yielding NCGs of 8:4 and 9:7 dB, respec-
tively, at a BER of 10�13 for the AWGN channel.

7.6.2 Multilevel Coding

In parallel to TCM, an alternative CM modulation
scheme, MLC, was proposed by Hideki Imai and Shuji
Hirakawa [7.233] in 1977. The key idea underlying
MLC is to protect each bit of the constellation sym-
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û

Fig. 7.43 MLC
encoder

bol by an individual binary error-correcting code Ci.
In other words, MLC transforms the nonbinary chan-
nel into a set of m parallel binary sub-channels, and
then uses individual binary error-correcting codes for
each sub-channel. Specifically, MLC works as follows:
A block uD .u1 : : : ; uk/ of k data bits is partitioned
into m blocks u.i/ D .u.i/1 ; : : : ; u.i/ki / of length ki bits,
iD 1; : : : ;m, with

Pm
iD1 ki D k. Each data block u.i/ is

then encoded by an individual binary encoder of rate
Ri D ki=n, generating codewords c.i/ D .c.i/1 ; : : : ; c.i/n /,
of length n bits, where we assume for simplicity and
ease of exposition that all codes have equal code length
n (however, in principle, the choice of the component
codes is arbitrary). The code rate of the overall coding
scheme is equal to the normalized sum of the individual
code rates, i.e.,

RD 1

m

mX

iD1
Ri D 1

m

mX

iD1

ki
n
D k

nm
: (7.92)

At each time instant t, the string of m code bits
c.1/t ; : : : ; c

.m/
t at the output of the m encoders is mapped

to a constellation symbol. As for TCM, the mapping
is also derived by successively partitioning the signal
set into subsets. Note that each component code has
a different rate, i.e., each constellation bit is protected
differently. A block level of the multilevel encoder is
depicted in Fig. 7.43.

ML decoding of MLC requires joint decoding of
all component codes, which is unfeasible. Fortunately,
decoding of MLC can be efficiently performed using
multistage decoding. The multistage decoder operates
by decoding the m component codes separately. More
precisely, the component codes Ci are decoded se-
quentially, starting with code C1. We denote by Di

the decoder corresponding to component code Ci. At
stage i, iD 1; : : : ;m, the decoder Di is fed the re-
ceived sequence and also the decisions of the previous
decoding stages, i.e., Ou.1/; : : : ; Ou.i�1/ (or equivalently
Oc.1/; : : : ; Oc.i�1/). The block diagram of the multistage
decoder is shown in Fig. 7.44. Multistage decoding
achieves good performance in practice, with limited
complexity, and it has been shown to achieve the chan-
nel capacity [7.234].
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Fig. 7.44 Multistage decoder for MLC

7.6.3 Bit-Interleaved Coded Modulation

BICM was introduced by Ephraim Zehavi et al. in
1992 [7.235]. Given its simplicity, flexibility, and
capacity-approaching performance, it is nowadays per-
haps the most popular CM scheme and has become the
de facto standard in many communication standards and
modern communication systems.

BICM is a pragmatic approach to CM consist-
ing in the concatenation of a (single) binary code
with a higher-order constellation through a binary in-
terleaver � . The effect of the interleaver is to uni-
formly distribute the code bits among the different
sub-channels corresponding to the different constella-
tion bits. Therefore, in contrast to TCM and MLC,
BICM decouples the code from the modulation, which
greatly simplifies the CM scheme design (the code is
optimized independently of the modulation).

The block diagram of a BICM encoder and de-
coder is shown in Fig. 7.45. The information sequence
u is first encoded by a binary encoder into codeword
c, which is interleaved by the interleaver � . The inter-
leaver permutes the sequence c into another sequence
Qc. The interleaved sequence Qc is then parsed in blocks
of m bits each, thus generating m parallel bit streams,
denoted by b.1/; : : : ; b.m/. At time instant i, the modula-
tor ˚ takes m bits .b.1/i ; : : : ; b

.m/
i /, and maps them onto

symbols of a constellation X of cardinality M D 2m

according to the binary labeling of the constellation
(usually Gray labeling). The resulting (modulated) se-
quence x is transmitted over the channel. The sequence
at the output of the channel is denoted by y.

At the receiver side, for SDD, the demodulator
˚�1 computes soft reliability information about the bits
.b.1/i ; : : : ; b

.m/
i / of the bitstreams b.1/; : : : ; b.m/ in the

ΦBinary encoder
u

π
c c̃

b(1)

b(m)

...

e.g.: 8-PAM

Channel Φ–1
y

π–1 Decoder
û

Fig. 7.45 BICM encoder and decoder

form of LLRs

l.j/i , log

 
p
YijB.j/i .yij0/

p
YijB.j/i .yij1/

!

D log

 P
x2X.j/0

pYijXi.yijx/
P

x2X.j/1
pYijXi.yijx/

!

; (7.93)

where l.j/i is the LLR for the j-th bit at time instant i;

Xi, Yi, and B.j/i are the RVs corresponding to the chan-

nel input xi, channel output yi, and bit b
.j/
i , respectively;

and X.j/
0 �X and X.j/

1 �X are the sub-constellations
consisting of all constellation points with binary label-
ing with a 0 or a 1 in the j-th position, respectively, i.e.,
X.j/

z D fx 2X W b.j/.x/D zg, zD f0; 1g. The LLRs are
then multiplexed, de-interleaved, and fed to a bit-wise
soft-decision decoder.

It is also possible to use iterative decoding/demod-
ulation at the receiver. In this case, the decoder and the
demodulator exchange extrinsic information in an iter-
ative fashion, and the scheme is referred to as BICM
with iterative decoding (BICM-ID) [7.236–238]. Note
that, here, iterative decoding refers to the iterations
between the decoder and the demodulator, and not to
the iterative decoding of the binary code. BICM-ID
brings performance gains with respect to plain BICM
for mappings other than Gray and non-square con-
stellations, at a cost of higher complexity. With Gray
labeling and square constellations, there is only a neg-
ligible advantage in iterating between the decoder and
the demodulator.

For HDD, the demodulator performs minimum dis-
tance symbol-by-symbol detection of the received sym-
bols (assuming uniform distribution at the input of the
channel) and outputs the binary labeling associated with
the detected symbol. The resulting stream of bits (af-
ter multiplexing) is de-interleaved and fed to a bit-wise
hard-decision decoder.

7.6.4 Coded Modulation
with Nonbinary Codes

As discussed in Sect. 7.2.1, the MI of nonbinary trans-
mission over the AWGN channel is achievable with
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a symbol-wise soft-decision decoder. A natural way
to couple an error-correcting code with a higher-order
constellation is therefore to consider a nonbinary code
that is matched to the constellation size. One can then
assign each of the 2m different code symbols to one
of the constellation points. Note that in this case, the
mapping between code symbols to constellation points
becomes trivial. CMwith nonbinary LDPC codes is dis-
cussed in [7.239].

In practice, the loss with respect to the MI due to the
use of a BICM system is very small for most constella-
tions, labeling, and channels in use today. Therefore,
since the decoding of nonbinary codes is generally sig-
nificantly more complex than the decoding of their
binary counterparts, it is difficult to justify the use non-
binary codes, and BICM is perhaps the most reasonable
CM scheme to consider.

7.6.5 Signal Shaping

So far we have assumed nonbinary transmission us-
ing a conventional signal constellation with equidistant
signal points and uniform signaling, i.e., each signal
point is transmitted with the same probability. This is
the case for conventional PAM and quadrature ampli-
tude modulation (QAM) constellations used in current
fiber-optic systems. However, such constellations ex-
hibit a gap relative to the Shannon limit. The reason
is that conventional constellations are not capacity-
achieving. For instance, for the AWGN channel, the
capacity-achieving distribution is the Gaussian distri-
bution. The use of a discrete signal constellation with
equidistant signal points and uniform signaling instead
leads to an asymptotic loss of 1:53 dB (asymptotic in
the sense of high spectral efficiencies and number of
signal points). In Fig. 7.46, the MI curves (see (7.3))
for 4, 8, 16, 32, 64, 128, and 256-QAM constellations
are depicted for transmission over the AWGN channel
and compared with the channel capacity curve. A gap
with respect to the capacity curve is observed.

Thus, to achieve capacity, the use of powerful error-
correcting codes is not enough. To reduce the funda-
mental 1:53 dB gap, constellation-shaping techniques
that produce a Gaussian-like distribution, i.e., shape the
constellation such that it mimics a Gaussian distribu-
tion (or the capacity-achieving distribution for a given
channel) are required [7.240]. In other words, to achieve
capacity, coding and CM techniques must be comple-
mented with signal shaping.

There are two main classes of signal shaping, geo-
metric shaping and probabilistic shaping [7.241, 242].
In geometric shaping, the constellation points are ar-
ranged in a non-equally spaced manner to mimic the
capacity-achieving distribution. The best constellation
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C = log (1+ SNR)
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Fig. 7.46 Mutual information curves for several QAM
constellations over the AWGN channel. There is a gap be-
tween the MI and the capacity of the channel

depends on the SNR and the decoding metric. Proba-
bilistic shaping, on the other hand, starts with a conven-
tional constellation with equidistant signal points, e.g.,
PAM or QAM, and assigns different probabilities to
different constellation points to induce a Gaussian-like
probability distribution. In Fig. 7.47, we plot a prob-
abilistically shaped 8-PAM constellation. The inner
signal points have higher probability than the outer
signal points, mimicking a Gaussian distribution. A sig-
nificant advantage of probabilistic shaping is that it
builds upon off-the-shelf constellations. In general, ge-
ometric shaping requires more complex hardware, such
as higher-resolution ADCs, than probabilistic shap-
ing. Furthermore, in [7.243] it was shown that for
the AWGN channel and bit-wise decoding, geometric

PX (x)

x−7 −5 −3 −1 +1 +3 +5 +7

Fig. 7.47 Probabilistically shaped 8-PAM constellation
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Fig. 7.48 Block diagram of the PAS scheme

shaping suffers from performance loss compared with
probabilistic shaping.

Both geometric and probabilistic shaping have been
considered for fiber-optic communications as a means
of increasing the spectral efficiency, showing significant
gains with respect to classical constellations [7.244–
250].

Probabilistic Amplitude Shaping
A particularly appealing probabilistic shaping scheme,
dubbed probabilistic amplitude shaping (PAS), was re-
cently proposed in [7.251]. It achieves performance
within 1:1 dB of the capacity of the AWGN channel for
a wide range of spectral efficiencies with off-the-shelf
LDPC codes [7.251]. More recently, this scheme was
considered for fiber-optic communications in [7.246,
248] and is currently receiving a great deal of attention
in the optical communications research community.
In [7.249, 250], PAS was applied to HDD and adapted
for the use of staircase codes.

PAS exploits the fact that, for the AWGN chan-
nel (and symmetric channels in general), the capac-
ity-achieving distribution is symmetric. For one-dimen-
sional and two-dimensional constellations, the capacity-
achieving distribution is symmetric around zero. This
means that the signs of the constellation points are uni-
formly distributed. A sketch of the capacity-achieving
distribution based on a 8-PAM underlying constella-
tion is depicted in Fig. 7.47. The optimal probability
mass function is symmetric around zero, i.e., Pr.jxj/D
Pr.�jxj/, and Pr.sign.X/D 1/D Pr.sign.X/D�1/D
1=2. The key idea in PAS is then to move the shaping of
the amplitudes before the encoding, as opposed to geo-
metric shaping and conventional probabilistic shaping,
and use the (uniformly distributed) parity bits at the out-
put of a systematic encoder and some information bits to
generate the signs with the desired uniform distribution.

The PAS scheme proposed in [7.251] is de-
picted in Fig. 7.48. For simplicity, we consider
PAM modulation as the underlying modula-
tion, i.e., the channel input alphabet is given by
X , f�2mC 1; : : : ;�1; 1; : : : ; 2m� 1g, where m is the

number of bits per symbol. The information sequence
at the output of the source, uD .u1; : : : ; uk/, where
the information bits are uniformly distributed, i.e.,
Pr.U D 0/D Pr.U D 1/D 1=2, is split into two se-
quences us and ua. The sequence ua is used to generate
a sequence of amplitudes aD .a1; : : : ; and/ with the
desired distribution through a so-called distribution
matcher (DM) [7.251]. The distribution matcher trans-
forms blocks of uniformly distributed bits into blocks
of amplitudes ai 2 f1; : : : ; 2m�1g with the desired prob-
ability mass function PA.a/. The binary image of the
amplitudes b and the remaining information bits, i.e.,
us, are then multiplexed and encoded using a binary
code (an LDPC code in [7.251]) with a systematic
encoder. The parity bits generated by the systematic
encoder and us are used to generate nd sign labels
s1; : : : ; snd . Since the parity bits at the output of the en-
coder tend to be approximately uniformly distributed,
the distribution of the signs is the desired uniform
distribution. Finally, the element-wise multiplication
of the sequence of amplitudes .a1; : : : ; and/ with the
sequence of signs .s1; : : : ; snd/ and with a scaling factor

 generates a sequence of symbols xD .x1; : : : ; xnd/
with the desired distribution that is transmitted over
the channel. The scaling factor 
 is chosen to meet the
power constraint.

Note that since square QAM constellations can be
obtained as the Cartesian product of two PAM constel-
lations, the design of the PAS scheme described above
readily extends to QAM constellations. In Fig. 7.48,
the dashed block multiplexes two PAM modulated se-
quences, corresponding to the real and imaginary com-
ponents of the QAM constellation.

7.6.6 Performance Curves

In Fig. 7.49, we give BER results for terminated and
tail-biting SC-LDPC codes with SDD and for staircase
codes and extended staircase codes with HDD, for an
AWGN channel and 64-QAM with BICM. The code
rate is RD 0:75 for all codes, corresponding to over-
head OHD 33%, except for the terminated SC-LDPC
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Fig. 7.49 Simulation results (solid
curves with markers) and achievable
rates (solid curves) for a BICM system
with SC-LDPC codes, a staircase
code, and an extended staircase code
for transmission over the AWGN
channel with 64-QAM

code, for which the code rate is RD 0:741. Staircase
codes and extended staircase codes perform at 1:5 dB
and 1:3 dB from the achievable rate at a BER of 10�5.
An extra coding gain of 2:6�2:8 dB can be achieved by
using SC-LDPC codes and SDD, at a cost of a higher
complexity and power consumption. SC-LDPC codes
perform around 0:8 dB from capacity. The fact that the
staircase code and the extended staircase code perform
further from capacity is due to the moderate code rate.
As explained in Sect. 7.5, GPCs perform very close to
capacity for higher rates.

In Fig. 7.50, we plot the achievable rates for SDD
and HDD with a (conventional) uniform 256-QAM
constellation and with PAS assuming an underlying
256-QAM for transmission over the AWGN chan-
nel, and compare them with the capacity curve CD
log.1CSNR/. Here, we consider a BICM scheme,
and the achievable rates are computed as explained in
Sects. 7.2.1 and 7.2.2. It is observed that for SDD, trans-
mitting with uniform 256-QAM (dashed blue curve)
entails a shaping loss. The solid blue curve is the
achievable rate with PAS, which closes the gap rela-
tive to the capacity curve significantly, except for the
spectral efficiency range, for which the curve bends to
the maximum spectral efficiency with 256 signal points,
i.e., 8 bits=symbol. The dashed red curve is the achiev-
able rate with HDD and uniform signaling. HDD entails
a loss with respect to SDD, and the loss increases for
lower spectral efficiencies, as can be seen from the two
different slopes of the dashed curves. As for SDD, PAS
yields a performance improvement (cf. red dashed and
solid curves). Interestingly, the gap with respect to the
corresponding achievable rate for SDD (cf. solid red
and solid blue curves) is now reduced, and an almost

constant gap of about 1:5 dB is observed. Therefore,
shaping seems to help in reducing the gap relative to
SDD. In the figure, we also plot the performance of
practical staircase codes with parameters in [7.249,
250], which are in agreement with the behavior pre-
dicted by the achievable rates.

C = log(1+ SNR)
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RBW−SDD−shap

RBW−HDD−unif

RBW−HDD−shap
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Staircase (shap.)
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Fig. 7.50 Achievable rates for SDD and HDD with uni-
form signaling and shaping and performance of a proba-
bilistically shaped CM scheme using staircase codes and
comparison with a BICM system using a staircase code
and conventional, uniform signaling. 256-QAM, AWGN
channel
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7.7 Evaluating Forward Error Correction Performance
in Transmission Experiments

The design of many optical communication systems of-
ten requires the heavy use of transmission experiments
to verify models, assumptions, and complete systems.
This is largely due to the absence of a rigorous and
widely accepted channel model that includes all the ef-
fects and impairments of transceivers and optical fibers.
Furthermore, in contrast to wireless communications,
for example, the fiber-optic communication channel is
rather static, enabling relatively easy reproducibility of
the experimental results.

Early transmission experiments required special-
ized hardware such as pattern generators, leading to
some constraints on the data to be transmitted. With
the absence of ADCs in early optical communication
systems, HDD was the dominant decoding method un-
til about 2012 and the advent of commercial systems
with SDD [7.252]. Focusing on HDD, a standard solu-
tion in system experiments in the 10 and 40Gbit=s era
was to count the bit errors at the receiver (e.g., using
a specialized hardware error counter) and to compare
this so-called pre-FEC BER with the average error-
correcting performance of an FEC code with HDD over
the BSC. The receiver often consisted of a simple pho-
todiode followed by a high-speed flipflop to sample
the photodiode output. This approach assumes that the
transmission channel is more or less stationary or is
made stationary by a sufficiently large interleaver (to
remove, e.g., burst errors). The pre-FEC BER at which
the target post-FEC BER was obtained is commonly re-
ferred to as the pre-FEC BER threshold.

With the advent of ADCs and coherent optical com-
munications, SDD became feasible and quickly became
the state-of-the-art decoding scheme in many optical
communication systems, especially long-haul and sub-
marine communications. Despite the use of SDD and
the absence of a BSC model, the use of a pre-FEC
BER threshold was still prevalent in the field for many
years. It was first recognized in [7.253] that the pre-FEC
BER threshold was not a good performance predictor
in systems with differentially detected QPSK followed
by an FEC code with SDD. Such systems were dom-
inant in early coherent systems due to a large amount
of phase slip from neighboring OOK WDM channels.
The authors of [7.253] suggested using a performance
prediction threshold that had a better information theo-
retical foundation and is related to the achievable rate
of the system (see Sect. 7.2), in that case the MI be-
tween code bits and differential detector output.

As coherent optical communication systems ma-
tured, and with the introduction of new high-speed

digital-to-analog converters (DACs), higher-order mod-
ulation formats [7.254], sometimes in combination with
probabilistic shaping [7.255], became the state-of-the-
art technology for increasing the spectral efficiency of
such systems. In transmission experiments, the pre-FEC
BER was still often used as threshold despite the fact
that the pair .BERin;BERout/ does not necessarily fully
characterize an FEC code with SDD when the channel,
including modulation format, DSP, and quantization,
is subject to change. Thus, as previously advocated
in [7.253], the authors in [7.256, 257] suggested the use
of an information-theoretic measure closely related to
the channel and CM scheme utilized. With BICM being
the pragmatic choice of CM, this information-theoretic
measure is the achievable rate RSDD-BW of bit-wise SDD
given in (7.8). This quantity is often called GMI, which
originates from the theory of mismatched decoding,
i.e., the use of a suboptimal decoder [7.87, 88], and
is a lower bound of the achievable rate. For BICM, it
was shown in [7.97] that the GMI equals the achievable
rate RSDD-BW ((7.7)–(7.8)). This motivated the authors
of [7.256] to refer to RSDD-BW as GMI. The term GMI
is now ubiquitously used in the field of fiber-optic com-
munications as a proxy for RSDD-BW. We would like to
emphasize here that the GMI is a much broader con-
cept that can be used in a much more general way, and
hence we prefer to use the term RSDD-BW to denote the
achievable rate of BICM.

The authors of [7.256] suggested characterizing
a certain FEC code by a pair of achievable rate and
output BER (Rin;BERout) (e.g., .RSDD-BW, BERout/),
and showed by means of an example based on LDPC
codes that this is a fairly good assumption when chang-
ing the modulation format but leaving the channel
fixed. In [7.258, 259], these results were extended to
the case of nonbinary FEC with SDD (i.e., using the
pair .RSDD-SW, BERout/), another CM scheme that has
been promoted for use in fiber-optic communications.
At the same time, in [7.259, 260], the use of thresholds
as performance predictor in general was questioned, as
all threshold-based methods rely on the universality of
FEC codes, which should be closely checked before
employing a threshold-based method.

In this section, we discuss the universality of FEC
schemes, introduce the threshold-based performance
estimation approach, and discuss the most common
thresholds and how to use them in practice. Finally, we
show how to best avoid pitfalls of thresholds and how to
include FEC in transmission experiments, which gives
the most accurate estimates.
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7.7.1 Threshold-Based Forward Error
Correction Performance Prediction

While thresholds are a perfectly fine tool for predict-
ing the performance of some FEC schemes with HDD
(under some stationarity assumptions), the use of FEC
schemes with SDD together with varying modulation
formats and transmission links requires more caution.
This is because SDD relies on knowledge of the prob-
abilistic channel model (Fig. 7.1), which is subject to
change in the latter scenarios.

Forward Error Correction Universality
When assessing and comparing the performance of
different modulation formats and transmission scenar-
ios (e.g., fiber types, modulators, converters) based on
thresholds, it is important to understand the concept of
FEC universality. An FEC code and decoder pair is said
to be universal if its performance of the code (measured
in terms of post-FEC BER or symbol error rate (SER))
does not depend on the channel, provided that the CM
scheme is fixed and the achievable rate of the channel
is fixed.

When we refer to the channel, we consider the
whole transmission chain between the FEC encoder
output x and the decoder LLR input l, including mod-
ulation and demodulation, LLR computation, DSP,
ADCs and DACs, optical transmission, filtering, and
amplification including noise. We say that the channel
changes if any of the components in the chain between x
and l changes. This can be for instance the noise spec-
trum or the OSNR, but also the modulation format or
the DSP algorithms. However, we assume that the CM
scheme (e.g., BICM) is fixed, as it determines the type
of threshold to be used.

Unfortunately, not much is known about the univer-
sality of practical coding schemes. It is conjectured that
many LDPC codes used in practice are approximately
universal [7.261], and some LDPC code ensembles (un-
der some relatively mild conditions) have been shown
to be universal in the limit of asymptotically large
block lengths [7.262]. Guidelines for designing LDPC
codes that show good universality properties are high-
lighted for instance in [7.263]. The class of SC-LDPC
codes has also been shown to be asymptotically univer-
sal [7.76]. However, the conditions for achieving this

FEC
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pY1|X1(·|·)
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pY2|X2(·|·)

Φ–1

Φ–1
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decoder
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Y2
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γn bits

(1− γ)n bits

Fig. 7.51 Definition of universality of
FEC schemes according to [7.263].
Channels 1 and 2 have the same
achievable rate

asymptotic universality are relatively stringent, and do
not allow much to be said about the universality in the
non-asymptotic regime, i.e., for finite batch size nb, fi-
nite coupling width w , and finite replication factor L.
Polar codes (see Sect. 7.4.3) are examples of nonuniver-
sal codes: a polar code needs to be redesigned for every
different channel. It is worth pointing out, however,
that there exists a modification that renders them uni-
versal [7.264]. Unfortunately, the required block length
to achieve the same performance becomes considerably
larger, limiting the practical application of this scheme.

Although most LDPC codes used in practice are
asymptotically universal, we wish to emphasize that
practical, finite-length realizations of codesmay only be
approximately universal. For instance, [7.261, Fig. 3]
reveals that the performance of some LDPC codes at
a BER of 10�4 differs significantly for different chan-
nels. This difference is expected to be even larger at
very low BERs because of the different slopes of the
curves in the waterfall region.

In the following, we define universality of FEC
schemes as in [7.263], with the help of Fig. 7.51.

Definition 7.11 FEC Universality
As BICM is ubiquitously used as a CM scheme in fiber-
optic communications, we assume BICM and bit-wise
SDD. Consider an FEC encoder that generates a code-
word consisting of n bits. We transmit these bits over
two different communication channels with different
(memoryless) channel transition PDFs: channel 1 with
PDF pY1jX1.y1jx1/ and channel 2 with PDF pY2jX2.y2jx2/.
Both channels have identical achievable rate RSDD-BW.
A fraction �n of the bits is transmitted over channel 1,
while the remaining .1� �/n bits are transmitted over
channel 2, where � 2 Œ0; 1	 such that �n is an integer.
We say that a code is universal for channels 1 and 2 if
the post-FEC BER is independent of � .

We can extend this definition to i channels (having the
same achievable rate) and say that a code is universal if
the post-FEC BER is independent of the fraction of bits
transmitted per channel and the channels.

In many practical cases, we generally do not experi-
ence any issue with universality, as most often the only
change made to the channel is a change in the modula-
tion format, while the underlying fiber and noise model
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Fig. 7.52 Illustration of the non-
universality of an LDPC code with
scaled min-sum decoding

remain relatively constant. The common fiber-optic
transmission with coherent reception and no in-line dis-
persion compensation can be accurately modeled as an
AWGN channel. In this case, the codes are approxi-
mately universal [7.256, 257, 259], and the achievable
rate threshold can serve as an accurate prediction. In
some cases, however, the changes to the channel can
be more drastic. For example, instead of coherent de-
tection, we could use a simple direct detection (DD)
scheme that can lead to significantly different noise dis-
tributions. On the other hand, the presence of in-line
dispersion compensationmight lead to significantly dif-
ferent channel statistics that cannot be easily modeled
by AWGN.

In [7.259], the impact of a more drastic change in
the channel on code universality was shown for the
case of CM with nonbinary LDPC codes: a severe
quantization was added at the channel output, and the
performance (in terms of gap relative to the achievable
rate) of the nonbinary LDPC decoder changed signif-
icantly in that case. In the following, we illustrate the
concept of non-universality of a common FEC code/de-
coder by means of two different examples.

In the first example, we consider a regular QC-
LDPC code of rate RD 4=5 with parameters dv D 3,
dc D 15, SD 128, and nD 38 400. We use this code
to transmit codewords over four different channels: the
previously introduced binary-input AWGN channel, the
BSC, the BEC, and the binary-input Laplace channel.
The BEC is a channel with binary inputX D f0; 1g and
ternary output alphabet Y D f0; ‹; 1g. The channel tran-
sition probabilities are PYjX.0j0/D 1��,PYjX.‹j0/D �,

PYjX.1j0/D 0, and by symmetry, PYjX.1j1/D 1�� and
PYjX.‹j1/D �. The channel output is either erased (?)
with probability �, or equal to the transmitted bit with
probability 1� �. The binary-input Laplace channel
adds noise (per real dimension) according to the Lapla-
cian distribution

pYjX.yjx/D 1

2b
exp

�
�jy� xj

b

�

with bD 1

2
p
Es=N0

: (7.94)

The channel parameters are configured such that all
four channels have the same achievable rate RSDD-BW

(which for this example is equivalent to RSDD-SW, as
the channel input is binary). After transmission over
the channel, we compute LLRs using the true respec-
tive channel PDF, i.e., the receiver is matched to the
channel. We consider a layered decoder employing the
scaled min-sum decoding rule (˛ D 0:75) as described
in Sect. 7.4.1 with 10 decoding iterations. The simu-
lation results are shown in Fig. 7.52. We observe not
only different behavior of the codes, but also different
slopes. Because of the different slopes, the difference
will be even larger at low BERs. This offset can be at-
tributed to the fact that the LDPC code utilized is not
exactly universal and the code length is relatively small,
which is an effect that was also observed in [7.261].
Note that if we are allowed to increase the code length
and optimize the degree distribution, as highlighted
for instance in [7.263], and use the non-simplified CN
update rule (instead of the min-sum simplification),
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Fig. 7.53 32-QAM constellation with bit mapping maxi-
mizing RSDD-BW

the performance prediction becomes more accurate
again.

Another example is highlighted in [7.253, Fig. 3],
where the authors compare a wide range of differ-
ent WDM systems consisting of either only coherent
100Gbit=s channels, or of a mix between coherent and
OOK channels. Different fiber types are also used. It is
shown that the achievable rate (in that case RSDD-SW)
serves as a better predictor than the pre-FEC BER, but

0.835 0.840 0.845 0.850 0.855 0.860 0.865 0.870
10–6

10–5

10–4

10–3

10–2

10–1

Normalized rate RSDD−BW/m (equivalent to GMI/m)

Post-FEC BER

AWGN Channel

Laplace Channel

QPSK

8-QAM

16-QAM

32-QAM

64-QAM

Fig. 7.54 Illustration of the non-
universality with different modulation
formats and BICM

itself also fails to accurately predict the performance
due to changing channel characteristics. We illustrate
the lack of universality with another example [7.260].
In this example, we use BICM together with five dif-
ferent constellations: QPSK, 8-QAM (as in [7.259,
Fig. 3, C3]), 16-QAM, 32-QAM (with the optimized
bit labeling shown in Fig. 7.53), and 64-QAM. We
consider transmission over both the AWGN and the
Laplace channels using the same code as for the ex-
ample in Fig. 7.52, and at the receiver employ scaled
min-sum decoding (˛ D 0:75) with 10 decoding itera-
tions. The results in terms of normalized RSDD-BW=m are
shown in Fig. 7.54. We can clearly see that even in the
case of an AWGN channel, the GMI is only an approx-
imately good threshold of the performance, but if the
channel law changes (e.g., a Laplace channel is used),
the thresholding effect is compromised, and a signifi-
cantly higher value of RSDD-BW is required for decoding.
This could lead to significantly misleading conclusions,
e.g., in terms of reach prediction.

We hence conclude that performance predictors
based on the achievable rate should be used with cau-
tion. They can still give rough first-order estimates of
the decoding performance, even if we introduce dras-
tic changes into the channel (e.g., a strong quantization,
moving from dispersion-uncompensated to dispersion-
compensated links, or even from coherent transmission
to direct detection systems). Thresholds should there-
fore be used only to quickly assess the performance and
to determine the range of fine measurements. We can
improve the accuracy if the channel used to compute
the threshold is fairly close to the actual channel of the
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system. However, in all cases, actual decoding mimick-
ing as closely as possible the true FEC should be used.

Summary of Performance Prediction
Thresholds and Usage Guidelines

In this section, we present some of the thresholds that
are commonly used today, provide guidelines for their
usage, and discuss some potential pitfalls. We assume
that a transmission experiment has been carried out
and that for a particular setup, we have a measurement
consisting of NM data points .x�; y�/ that are given as
the original transmit sequence x� 2C and the corre-
sponding received sequence y� 2 C, both consisting of
complex modulation symbols. To keep exposition sim-
ple, we do not consider 4-D constellation symbols (e.g.,
dual-polarization modulation formats), but assume an
independent treatment of both polarizations. The com-
putation of the achievable rate for 4-D constellations
has been addressed in [7.265]. We further assume that
both sequences are aligned and that eventual phase
jumps have been taken care of (e.g., using pilot sym-
bols). The sequence recovery can be performed either
by cross-correlating some or all of the received symbols
with the transmit symbols or, if a pseudo-random binary
sequence (PRBS) is transmitted, by utilizing a simple
PRBS synchronization algorithm.

Pre-FEC SER. The pre-FEC SER is perhaps the eas-
iest to compute directly from the experimental mea-
surement database. First, we require a demodulation
function. Often, when the channel is Gaussian-like, the
nearest-neighbor demodulator (also called Euclidean
distance demodulator) is used. The nearest-neighbor
demodulator computes estimates of the transmit se-
quence as

Ox� D argmin
s2X

ky� � sk2 : (7.95)

Note that the Euclidean distance rule is only optimal for
Gaussian noise and should be modified accordingly if
the channel behaves differently (e.g., when strong phase
noise is present). Using the estimated symbol sequence
Ox, the pre-FER SER is estimated as

SERpre D 1

NM

NMX

�D1
1fOx�¤x�g : (7.96)

The Pre-FEC SER should be used only as a threshold in
particular cases, e.g., when symbol-wise HDD is used
and the constellation size is matched to the symbol size
of the code. In this case, for a fixed constellation sizeM,
the achievable rate RHDD-SW given by (7.15) is directly
linked to the symbol error probability (therein denoted

ı), to which the SER converges as NM!1, and has no
further dependence on the modulation format (except
its size M).

Pre-FEC BER. The pre-FEC BER was once the most
widespread threshold function and still is for FEC
schemes with bit-wise HDD. Unfortunately, in many
experimental publications, it is not explicitly stated how
the pre-FEC BER is computed. Especially if higher-
order constellations are used, different computation
rules can lead to (slightly) different results.

The computation of the pre-FEC BER is only
marginally more complicated than the computation of
the pre-FEC SER. Possibly the easiest method is to start
from the estimated symbols Ox� , computed using (7.95),
and to use these to recover the bit patterns by applying
the binary labeling function L.Ox�/, assuming implic-
itly the use of BICM as CM technique. We denote
by L.Ox�/D .Ob.1/� ; : : : ; Ob.m/� / the bits that are assigned to
the modulation symbol Ox� , and similarly, we denote by
L.x�/D .b.1/� ; : : : ; b.m/� / the transmit bits associated with
x� . The pre-FEC BER BERpre is then given by

BERpre D 1

mNM

NMX

�D1

mX

iD1
1fb.i/� ¤Ob.i/� g : (7.97)

An alternative method for computing the pre-FEC BER
is to compare the sign of the LLR l.i/� given by the bit-
wise demodulator ˚�1 with the transmit bit sequence.
The two approaches lead to different results. However,
for most practical cases and constellations, the differ-
ences are negligible.

The pre-FEC BER should be used only if bit-wise
HDD is utilized and the channel is sufficiently inter-
leaved to remove all burst errors. In this case, the
achievable rate RHDD-BW is directly linked to the aver-
age bit error probability (therein denoted N�), of which
the pre-FEC BER is an estimate. The pre-FEC BER
threshold can be used in some circumstances with SDD,
but only if the FEC that is evaluated has been thor-
oughly simulated with a model that is sufficiently close
to the experimental setup (e.g., using the same mod-
ulation format, quantization, fiber model, neighboring
channel setup). Only in this case is the use of pre-FEC
BER legitimate. Given the effort required to set up such
an involved simulation, it may be easier to include the
FEC code directly in the experiment.

Generalized Mutual Information. In the field of
fiber-optic communications, the use of the GMI as de-
coding threshold has become dominant in the recent
years. We would like to point out again that the no-
tion of GMI is a much broader concept, introduced as
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a bound on the achievable rate for mismatched decod-
ing [7.87, 88]. In the case of BICM, the GMI equals the
achievable rate RSDD-BW. Hence, the term GMI is of-
ten used in a somewhat inaccurate way, interchangeably
with the achievable rate of BICM.

For computing the GMI, we assume that all con-
stellation symbols are equiprobable. There are multiple
ways to compute the GMI [7.266]. We give here the
one that we believe is easiest. In a first step, we use
the bit-wise demodulator ˚�1 given by (7.93) to com-
pute m LLRs per received symbol, i.e., ˚�1.y�/D
.l.1/� ; : : : ; l

.m/
� /. Similarly, we compute the correspond-

ing bit patterns of the transmit sequence using L.x�/D
.b.1/� ; : : : ; b

.m/
� /. The bit-wiseGMI threshold can then be

computed directly from the LLRs as

GMISDD-BW D

log2 jXj„ ƒ‚ …
Dm

� 1

NM
inf
s
0

mX

iD1

NmX

�D1
log2

�
1C es.�1/

b
.i/
� l.i/�


:

(7.98)

The computation includes a minimization (inf) over
the variable s 
 0. When the computation of the LLRs
(7.93) is carried out using exactly the same channel PDF
p
YijB.j/i .yijb

.j/
i / that was used for transmission (e.g., in

a simulation), the minimum is obtained for sD 1, and
the minimization does not need to be carried out. In
any other case, due to the unimodality of the objective
function, the minimization can be easily carried out us-
ing, for example, the golden section search or built-in
minimization functions of numerical software packages
(e.g., fminbnd of MATLAB®).

The threshold GMISDD-BW is an estimate of the
achievable rate RSDD-BW and hence should be used only
for FEC with bit-wise SDD (i.e., in the case of BICM)
and if there is sufficient evidence that the code is
approximately universal or, alternatively, if the GMI
threshold of the code has been determined in a simu-
lation mimicking sufficiently closely the transmission
experiment, such that the code’s lack of universality
does not cause a difference.

PAS has recently become an attractive solution for
realizing probabilistic constellation shaping and has
found widespread use in optical communications. PAS
is not a BICM scheme, but still uses a bit-wise demod-
ulator ˚�1 that computes LLRs according to

l.j/i , log

 P
x2X.j/0

pYijXi.yijx/PX.x/
P

x2X.j/1
pYijXi.yijx/PX.x/

!

; (7.99)

with PX.x/ being the prior distribution of using constel-
lation symbol x. Applying the LLR l.j/i given in (7.99)

in (7.98) yields a value that we denote as NRSDD-BW

and that was used in [7.267, Eq. (6)] to compute the
so-called normalized generalized mutual information
(NGMI), which has been shown to serve as a relatively
accurate performance threshold. Note, however, that the
NGMI should not be confused with the notion of GMI
(despite the similarity in the name). For details regard-
ing achievable rates of PAS, we refer the interested
reader to [7.91].

Mutual Information. The estimation of the MI
threshold MISDD-SW can be subdivided into two steps.
In a first step, we estimate the actual channel PDF
pYjX.yjx/ as closely as possible neglecting potential
memory effects. We denote the estimated channel PDF
by qYjX.yjx/. The PDF can be modeled using kernel
density estimators, histograms, and piecewise approx-
imations, or using Gaussian mixture models (GMMs).
In the latter case, using g mixtures, for every constella-
tion symbol Xi 2X, the estimate is written as

qYjX.yjX D Xi/D
gX

jD1
wi;jCN .�i;j; �

2
i;j/;

with CN .�; �2/D 1

 �2
exp

�
�ky��k

2

�2

�
;

(7.100)

i.e., CN .�; �2/ is the complex, circularly symmet-
ric Gaussian PDF with (complex) mean � and vari-
ance �2. The PDF qYjX is parameterized by Mg 4-
tuples .wi;j;Ref�i;jg; Imf�i;jg; �2i;j/ that need to be es-
timated from the measurement. The 4Mg parameters
of the model can be estimated for instance using the
expectation-maximization (EM) algorithm or built-in
estimators of numerical computing environments (e.g.,
fitgmdist of MATLAB®). The MI threshold can
then be estimated in a similar way as the GMI

MISDD-SW D
1

Nm
sup
s
0

NmX

�D1
log2

 
M
	
qYjX.y�jx�/


s
P

x02X
	
qYjX.y�jx0/


s

!

:

(7.101)

The computation includes a maximization (sup) over
the variable s
 0, which can be easily carried out due
to the unimodality of the objective function. If qYjX.yjx/
matches the true channel PDF pYjX.yjx/, the maximum
is obtained for sD 1.

Often, especially in dispersion-uncompensated co-
herent fiber-optic communications, the GMM is not
necessary, and a 2-D Gaussian PDF approximates the
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true channel PDF sufficiently well as predicted by the
GN model [7.99, 100] and its extensions. Such a 2-D
Gaussian PDF yields good estimates of the MI, ne-
glecting any cross-polarization and memory effects. In
some circumstances, a 4-D Gaussian PDF can also
be used [7.259, 265]. In optical receivers, it is usually
not feasible to implement the GMM of the noise, and
a complex circularly symmetric Gaussian PDF is usu-
ally used as a simple estimate of the true PDF. In this
case, we can use a GMI-like argument to compute the
threshold

MISDD-SW D
1

Nm
sup
s
0

NmX

�D1
log2

�
M exp.�sky� � x�k2/P
x02X exp.�sky� � x0k2/

�
:

(7.102)

Note that the maximization (sup) over s implicitly es-
timates the variance of the Gaussian PDF as �2 D
s�1max [7.259, Example 2].

The MI threshold MISDD-SW, which approximates
RSDD-SW, should be used only in cases where RSDD-SW is
actually an achievable rate of the transmission system.
This includes the use of nonbinary codes, e.g., nonbi-
nary LDPC codes matched to the modulation format as
CM scheme, with SDD. The MI threshold can also be
used when multilevel coding with multistage decoding
is employed as CM scheme. However, the latter is an
example of a nonuniversal CM scheme.

Note that in many cases, the values of MISDD-SW
and GMISDD-BW are relatively close (e.g., BICM with
square QAM constellations and Gray coding, and
PAS [7.255]). In these cases, the GMI threshold
GMISDD-BW can be replaced by MISDD-SW without los-
ing too much accuracy. This has advantages, as the
MI is often easier to compute in the experiment. Com-
puting the MI does not require the implementation of
a bit-wise demapper, nor does it need the definition of
a bit mapping. The MI can be directly computed from
the complex samples at the output of the transmission
experiments. In [7.268], MI and GMI thresholds were
compared for a field system based on PAS, and were
found to be very close.

7.7.2 Implementing Forward Error
Correction in Experiments

In view of the pitfalls inherent in the use of thresholds,
especially when there is uncertainty as to the univer-
sality of the FEC and CM scheme used, we suggest
including FEC in the transmission experiments. In par-
ticular, the use of offline DSP in modern transmission
experiments facilitates the inclusion of at least a ba-

sic offline FEC decoding in the evaluation phase of
the experiments. This is additionally made easy by the
availability, for example, of integrated LDPC encod-
ing and decoding routines in common computational
software such as MATLAB®. Essentially, there are two
main possibilities for including FEC with actual decod-
ing in transmission experiments, which we discuss in
the following.

Implementing Complete Encoding
and Decoding

The closest approximation to the true system perfor-
mance is achieved by implementing the complete phys-
ical layer including FEC encoding and decoding. For
this, we use an encoder that generates codewords c (for
instance using random information words u) which are
then fed to the transmitter. After reception, DSP is car-
ried out, and following frame alignment, decoding can
be performed. The recovered information words can be
compared with the original information words to esti-
mate the post-FEC BER. While this approach should
be used whenever possible, it has some drawbacks:

� In some transmission experiments, no programma-
ble DAC is available, and the transmit sequence
cannot be freely chosen, but is fixed and limited to
some PRBS. In other cases, the memory depth of
the DAC may be limited, such that a whole code-
word cannot fit into the memory (especially if long
SC-LDPC codes with large replication factor L are
chosen).� It is often possible that the code design will not
yet be completed when transmission experiments
are carried out, and the code designers would like
to use the results of the transmission experiment
to estimate channel characteristics in order to best
adapt their code to the channel. This chicken-and-
egg problem requires other approaches.

In both cases, we need to decouple the transmission ex-
periment from the evaluation of the FEC performance.
This is highlighted in what follows.

Implementing Decoding Using a Database
of Measurements

In [7.269], the authors suggested reusing a database of
measurements to evaluate the performance of multiple
FEC schemes. Essentially the same method was later
proposed in [7.270], which however requires a mod-
ification of the decoder and introduces some extra
interleaving to enlarge the set of sequences, neglecting
possible memory effects.

In the following, we describe the method reported
in [7.269] that integrates the evaluation of FEC into the
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Fig. 7.55 Evaluating FEC performance from measurements for a BICM-based CM system

receiver processing chain in order to evaluate the perfor-
mance of different codes. This method is based on the
fact that the post-FEC BER performance of most practi-
cally employed FEC codes and, most importantly, their
decoders, does not depend on the transmitted codeword,
but only on the noise pattern. This property holds for
LDPC and SC-LDPC codes together with the decoders
that we introduced in Sect. 7.4 (see [7.111, Chap. 4] for
a detailed discussion).

Our method is based on channel adapters intro-
duced in [7.271] for analyzing CM schemes. In order
to devise a strategy for performance assessment, we
assume that the coding scheme to be tested generates
one (or several) valid codewords. For simplicity, if lin-
ear codes are used, we can use the all-zero codeword
cD .0; 0; : : : ; 0/, which belongs to any linear code.

We explain the method for the case with BICM as
CM scheme, but we stress that the method can be easily
extended to other CM schemes (e.g., PAS) as well. The
method is illustrated in Fig. 7.55. The first step of the
method consists in generating an equivalent bitstream
of length mNM corresponding to the transmit sequence
from the experimental database by

bD .b1; b2; : : : ; bNM /;

with b� D .b.1/� ; : : : ; b.m/� /D L.x�/ : (7.103)

Similarly, we compute a sequence of LLRs for the re-
ceived samples yk,

lD .l1; l2; : : : ; lNM /;

with l� D .l.1/� ; : : : ; l.m/� /D˚�1.y�/ : (7.104)

Using both sequences, we generate a set of equivalent
LLRs, corresponding to the transmission of the all-zero
codeword as

QlD .Ql1; : : : ; QlNM /

with Ql� D
�Ql.1/� ; : : : ; Ql.m/�

�

D �.�1/b.1/� l.1/� ; : : : ; .�1/b
.m/
� Ql.m/�

�
: (7.105)

This approach corresponds to transmitting the all-zero
codeword c, which is scrambled using a (time-varying,
data-dependent) binary scrambler. This scrambler gen-
erates, by modulo-2 addition (i.e., XOR) of a scram-
bling sequence, the desired transmit bit sequence b.
This sequence corresponds to the sequence which, af-
ter modulation, yields the transmitted symbol sequence
used in the experiment.

The sequence QlD .Ql1; : : : ; QlmNM / now consists of
mNM LLRs that can be fed to an FEC decoder. If
mNM� n, with n being the codeword length, we can
partition the sequence Ql into subsequences of length
n, by selecting Qn , dn=me consecutive vectors Qli and
permuting the resulting sequence of LLRs with a de-
interleaver  �1. Note that in BICM with LDPC codes,
interleaving is sometimes not explicitly carried out but
assumed to be implicitly part of the code. However,
when QC-LDPC codes are used, care must be taken,
and we advise the reader to always explicitly carry out
interleaving. The de-interleaved vectors are then fed
into the FEC decoder, fFEC;dec, which outputs a binary
sequence corresponding to the estimated codeword Oc.
The post-FEC BER BERpost is then obtained by count-
ing the errors after decoding a sufficiently large number
of such frames.

Often, the number of possible measurements is not
large enough to obtain sufficiently accurate post-FEC
BER estimates. In this case, we can extend the estima-
tion using the interleaver method proposed in [7.270].
However, note that this method assumes that at the re-
ceiver, long interleaving across multiple codewords is
carried out, breaking all correlation between neighbor-
ing symbols that arise due to the interplay of chromatic
dispersion and fiber nonlinearities. Such a long inter-
leaving will mask any nonstationary effects and may
thus lead to overly optimistic performance estimates.
Short burst errors, which can be caused for instance by
DSP algorithms that cannot track phase or polarization
changes during transmission, and cause uncorrectable
blocks (UCBs), will not be captured by such an ap-
proach. Our advice is therefore to record sufficiently
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long sequences and treat the sequences like a contin-
uous bitstream.

7.7.3 Performance Example

To experimentally verify the proposed method, we con-
sider a system using 8-QAM together with BICM.
We reuse the measurement database that was used
in [7.259] to evaluate nonbinary LDPC codes. We
use two 8-QAM constellations X1 and X2, shown in
Fig. 7.56b and c, together with the bit labeling that max-
imizes the GMI [7.272]. For illustration purposes, we
use three quasi-cyclic regular LDPC codes with rates
0:8, 0:85, and 0:9 (corresponding to FEC overheads of
� 25%, 18%, and 11%, respectively) with VN degree
dv D 3, CN degree dc 2 f15;20; 30g, and lifting factor
SD 128. Each code has length nD 38 400, i.e., 12 800
8-QAM symbols are always mapped to one LDPC
codeword. Decoding takes place using I D 10 iterations
with a layered scaled min-sum decoder (˛ D 0:75). We
first test the performance of the three LDPC codes in an
AWGN channel. To this end, we first calculate RSDD-BW

for the two constellations X1 and X2 as a function of
Es=N0. This is achieved, for example, by applying the
estimator given in (7.98) to the results of a simulation
over an AWGN channel.

In Fig. 7.56a, we show the post-FEC BER as
a function of RSDD-BW. Changing the constellation for
a given code can be interpreted as changing the equiv-
alent channel. We see that the codes act approximately
universally, and their performance only marginally de-
pends on the chosen constellation. For a post-FEC BER
of 10�4 (horizontal line), we find the equivalent achiev-
able rate thresholds TR for each rate.
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Fig. 7.56a–c AWGN simulation results of regular LDPC codes of rates R 2 f0:8; 0:85; 0:9g with dv D 3 and dc 2
f15; 20; 30g with layered normalized min-sum decoding (˛ D 0:75) and I D 10 decoding iterations (a). Constellations
utilized with GMI-maximizing bit labeling .b1; b2; b3/ (b,c). (a) Simulation results; (b) constellation X1; (c) constella-
tion X2

To validate the AWGN results in Fig. 7.56a, we now
consider a coherent fiber-optic communication system
based on dual-polarization transmission at a symbol
rate of 41:6 Gbaud. First, symbol sequences corre-
sponding to constellation X1 are generated and tested
using a high-speed DAC in a back-to-back configura-
tion. A root-raised cosine pulse shaping signal (roll-off
factor 0:1) is generated as described in [7.272], and two
code rates (RD 0:8 and RD 0:85) are chosen, giving
net data rates of approximately 200 and 212Gbit=s, re-
spectively.

The empirical achievable rate estimates
GMISDD-BW, computed using (7.98), are shown as
a function of the OSNR in Fig. 7.57a. We also show the
GMI thresholds T0:8 D 2:57 and T0:85 D 2:69. These
thresholds are then used to determine equivalent OSNR
thresholds (vertical lines). The measured data are then
used to perform LDPC code decoding using the method
described in Sect. 7.7.2. The obtained results are shown
in Fig. 7.57b by solid markers. Additionally, from
the estimated achievable rate values, we interpolate
the estimated post-FEC BER values using the AWGN
simulation results from Fig. 7.56a, which are given by
the thin dotted lines. We observe an agreement between
the predicted post-FEC BER and actual post-FEC
BER. However, we also note that the performance
of the actual decoding deviates from the prediction,
especially at low error rates. This is mostly due to
some non-stationarity of the measurements, with some
frames that are more affected by the noise than others
and cannot be reliably decoded.

In order to show that the proposedmethod alsoworks
for a transmission over a link, we apply the method
to a transmission experiment using both constellations
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Fig. 7.57a,b Back-to-back results. Empirically estimated values of GMISDD-BW and interpolated values together with the
thresholds to achieve a post-FEC BER of 10�4 with (dv D 3, dc 2 f15; 20g) regular LDPC codes and layered scaled-min-
sum decoding (˛ D 0:75) (a) and interpolated post-FEC BER (from AWGN simulations with the same setup as that of
Fig. 7.54) together with actual decoding (b)

X1 and X2 over a recirculating loop, described in de-
tail in [7.273]. We recapitulate the experimental setup in
the following. The transmission testbed consists of one
narrow-linewidth laser under test at 1545:72 nm, and ad-
ditionally 63 loading channels spaced by 50GHz. The
output of the laser under test is sent into a dual-polar-
ization I/Q modulator driven by a pair of DACs oper-
ating at 65Gsamples=s. Multiple delayed-decorrelated
sequences of 215 bits are used to generate the multilevel
drive signals. Pilot symbols and a sequence for frame
synchronization are additionally inserted.

The symbol sequences are oversampled by a fac-
tor of � 1:56 and pulse-shaped by a root-raised cosine
function with roll-off of 0.1. The load channels are
separated into odd and even sets of channels and mod-
ulated independently with the same constellation as
the channel under test using separate I/Q modulators.
Odd and even sets are then polarization-multiplexed by
dividing, decorrelating, and recombining through a po-
larization beam combiner with an approximate delay
of 10 ns. The test channel and the loading channels
are passed into separate low-speed (< 10Hz) polar-
ization scramblers and spectrally combined through
a wavelength-selective switch (WSS). The resulting
multiplex is boosted through a single-stage EDFA and
sent into the recirculating loop. The loop consists of
four 100 km-long dispersion-uncompensated spans of
standard single-mode fiber with hybrid Raman–EDFA
optical repeaters to compensate for the fiber loss. The
Raman pre-amplifier is designed to provide � 10 dB
on–off gain. Loop-synchronous polarization scram-
bling is used, and power equalization is performed by
a 50GHz-grid WSS inserted at the end of the loop.

At the receiver side, the channel under test is
selected by a tunable filter and sent into a dual-
polarization coherent receiver feeding four balanced
photodiodes. Their electrical signals are sampled at
80Gsamples=s by a real-time digital oscilloscope with
33GHz electrical bandwidth. For each measurement,
five different sets of 20�s are stored. The received
samples are processed offline by a DSP, including
chromatic dispersion compensation, polarization de-
multiplexing by a 25 tap T=2 spaced butterfly equalizer
with blind adaptation based on a multi-modulus algo-
rithm, frequency recovery using the fourth and seventh
power (depending on the constellation) periodogram,
and phase recovery using the blind phase search al-
gorithm. In the latter, equally spaced test phases in
the interval Œ� =4I =4	 (constellation X1) or in the
interval Œ� =7I =7	 (constellation X2) are used with
correspondingly modified phase unwrapping.

We consider transmission over a distance of
3200 km, corresponding to eight round trips in the
recirculating loop. Figure 7.58a shows the estimated
GMISDD-BW as a function of the input power Pin

per WDM channel [7.273, Fig. 3a]. Additionally,
we show the achievable rate thresholds TR for R 2
f0:8; 0:85; 0:9g. The thresholds give us the region of
launch powers at which reliable transmission is possi-
ble. To be precise, whenever the estimated achievable
rate lies above the threshold TR, it means that trans-
mission with a post-FEC BER below 10�4 is possible.
For example, consider the horizontal line in Fig. 7.58a
corresponding to T0:9. We can see that with constel-
lation X2, we are just barely above the line for Pin 2
f�2 dBm;�1 dBmg, which means that decoding is also
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Fig. 7.58a,b Transmission results. Estimated GMISDD-BW for two constellations X1 and X2 together with thresholds to
achieve a post-FEC BER of 10�4 with LDPC codes (dv D 3, dc 2 f15; 20; 30g, rates R 2 f0:8; 0:85; 0:9g) with layered
scaled-min-sum decoding (˛ D 0:75) (a) and interpolated post-FEC BER (from AWGN simulations with the same setup
as in Fig. 7.54) together with actual decoding given by markers (b)

only barely possible. Contrarily, with constellation X1,
we do not cross the line, and reliable decoding is not
possible.

In Fig. 7.58b, we use the simulation results of
Fig. 7.56a to estimate the post-FEC performance of
the transmission system by interpolation. The interpo-
lated curves are given by the solid (constellation X1)
and dash-dotted (constellation X2) lines. Additionally,
we carried out actual decoding using the LDPC codes
introduced before and the method of Sect. 7.7.2. The
post-FEC BER results after decoding are given by the

solid markers in the figure. We can see that the es-
timates from interpolation match the actual decoding
performance, especially for high BERs. However, we
see a deviation at low BERs around 10�4, which is
caused by non-stationarity in the measurements. For
instance, at Pin of �1 dB, a burst caused by the DSP
not following the polarization rotation quickly enough
occured. The average GMISDD-BW was still below the
threshold. However, the burst causes a frame that can-
not be decoded by the LDPC decoder and hence yields
a post-FEC BER above 10�4.

7.8 Conclusion and Outlook

A vast body of research on FEC exists today, spanning
over seven decades. For most of the classical commu-
nication channels, coding schemes that asymptotically
achieve the theoretical capacity limits are already avail-
able. There also exist very powerful coding schemes
that yield excellent performance for short block lengths.
Surprisingly, however, despite being a relatively old
field, and notwithstanding the enormous successes
achieved over the past decades, coding is still a very
vibrant research topic. One of the main reasons is that
it transcends the classical transmission problem. Today,
coding plays a crucial role in myriad applications, from
distributed storage, caching and computing, to privacy
and post-quantum cryptography. We are convinced that
coding will continue to be an indispensable tool for
future applications, many of which we cannot even en-

visage, and expertise and frontline research in this area
will certainly be necessary.

For the classical data transmission problem, while
most of the major theoretical breakthroughs and code
constructions are probably behind us, there are still
important open challenges to be addressed. This is par-
ticularly true in the area of optical communications,
which poses severe constraints in terms of complex-
ity, throughput, and power consumption. For example,
finding the best scheme yielding the highest coding
gains under heavy complexity constraints, and hav-
ing a highly parallelizable, efficient decoder hardware
architecture enabling high data throughput, remains
a very challenging engineering task.

Future research on FEC for optical communications
will likely focus on low-complexity coding schemes and
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Table 7.5 Comparison of state-of-the-art FEC codes

Name Ref. Dec. Rate R (OH) NCG (dB) BERpre GMISDD-BW
LDPC super FEC [7.46, App. I.6] HDD 0.937 (6:7%) 8.02d 0:00112 —
RS+Hamm. prod. [7.46, App. I.5] HDD 0.937 (6:7%) 8.5 0:0019 —
Concat. BCH [7.46, App. I.3] HDD 0.937 (6:7%) 8.99 0:00310 —
SP-BCH [7.274] HDD 0.937 (6:7%) 9.4a 0:0045 —
Staircase [7.49] HDD 0.937 (6:7%) 9.41 0:00465 —
Swizzle [7.275] HDD 0.937 (6:7%) 9.45 0:00484 —
Braided BCH [7.50] HDD 0.937 (6:7%) 9.48e 0:00498 —
Concat. BCH [7.276] HDD 0.936 (6:8%) 8.91 0:0029 —
Orth. concat. BCH [7.46, App. I.7] HDD 0.912 (9:6%) 9.19f 0:00444 —
CI-BCH [7.275, 277] HDD 0.893 (12%) 10.0 0:00876 —
CI-BCH [7.275, 277] HDD 5=6 (20%) 10.5 0:01524 —
Orth. concat. BCH [7.46, App. I.7] HDD 0.805 (24:3%) 10.06f 0:01302 —
Algebraic LDPC [7.278] SDD 0.952 (5:05%) 9.35c 0:0041 0.9834
RS+Hamm. prod. [7.46, App. I.5] SDDg 0.937 (6:7%) 9.4 0:0045 0.9817
Viasat TPC [7.279] SDD 0.935 (7%) 10.2 0:0087 0.9654
400G ZRh [7.280] SDD 0.871 (14:8%) 10.4 0:0125 0.9510
Viasat TPC [7.281] SDD 0.87 (15%) 11.0 0:0183 0.9290
Low-power LDPC [7.282] SDD 5=6 (20%) 9.5 0:0075 0.9701
Impr. low-power LDPC [7.283] SDD 5=6 (20%) 11.0a 0:0204 0.9216
LDPC [7.86] SDD 5=6 (20%) 11.24b 0:0233 0.9110
LDPC [7.64] SDD 5=6 (20%) 11.3 0:0241 0.9080
Viasat TPC [7.279] SDD 5=6 (20%) 11.3 0:0240 0.9080
Convolutional LDPC [7.84] SDD 5=6 (20%) 11.51 0:0267 0.8984
Concatenated LDPC+TPC [7.284] SDD 0:830 (20:5%) 10.8i 0:0183 0.9288
SC-LDPC [7.83] SDD 4=5 (25%) 12.02c 0:0373 0.8605
SC-LDPC [7.165] SDD 4=5 (25%) 12.14a 0:0395 0.8525

Name Ref. Dec. Rate R (OH) NCG (dB) BERpre GMISDD-BW
LDPC super FEC [7.46, App. I.6] HDD 0.937 (6:7%) 8.02d 0:00112 —
RS+Hamm. prod. [7.46, App. I.5] HDD 0.937 (6:7%) 8.5 0:0019 —
Concat. BCH [7.46, App. I.3] HDD 0.937 (6:7%) 8.99 0:00310 —
SP-BCH [7.274] HDD 0.937 (6:7%) 9.4a 0:0045 —
Staircase [7.49] HDD 0.937 (6:7%) 9.41 0:00465 —
Swizzle [7.275] HDD 0.937 (6:7%) 9.45 0:00484 —
Braided BCH [7.50] HDD 0.937 (6:7%) 9.48e 0:00498 —
Concat. BCH [7.276] HDD 0.936 (6:8%) 8.91 0:0029 —
Orth. concat. BCH [7.46, App. I.7] HDD 0.912 (9:6%) 9.19f 0:00444 —
CI-BCH [7.275, 277] HDD 0.893 (12%) 10.0 0:00876 —
CI-BCH [7.275, 277] HDD 5=6 (20%) 10.5 0:01524 —
Orth. concat. BCH [7.46, App. I.7] HDD 0.805 (24:3%) 10.06f 0:01302 —
Algebraic LDPC [7.278] SDD 0.952 (5:05%) 9.35c 0:0041 0.9834
RS+Hamm. prod. [7.46, App. I.5] SDDg 0.937 (6:7%) 9.4 0:0045 0.9817
Viasat TPC [7.279] SDD 0.935 (7%) 10.2 0:0087 0.9654
400G ZRh [7.280] SDD 0.871 (14:8%) 10.4 0:0125 0.9510
Viasat TPC [7.281] SDD 0.87 (15%) 11.0 0:0183 0.9290
Low-power LDPC [7.282] SDD 5=6 (20%) 9.5 0:0075 0.9701
Impr. low-power LDPC [7.283] SDD 5=6 (20%) 11.0a 0:0204 0.9216
LDPC [7.86] SDD 5=6 (20%) 11.24b 0:0233 0.9110
LDPC [7.64] SDD 5=6 (20%) 11.3 0:0241 0.9080
Viasat TPC [7.279] SDD 5=6 (20%) 11.3 0:0240 0.9080
Convolutional LDPC [7.84] SDD 5=6 (20%) 11.51 0:0267 0.8984
Concatenated LDPC+TPC [7.284] SDD 0:830 (20:5%) 10.8i 0:0183 0.9288
SC-LDPC [7.83] SDD 4=5 (25%) 12.02c 0:0373 0.8605
SC-LDPC [7.165] SDD 4=5 (25%) 12.14a 0:0395 0.8525

a Extrapolated from software verification down to 10�12
b Extrapolated from FPGA verification down to 10�13
c Extrapolated from FPGA verification down to 10�14
d The LDPC super FEC allows lower latency due to lower block length than other codes for HDD defined in [7.46] at a cost of
a lower NCG
e The extra NCG compared with staircase codes is mostly due to the use of an improved decoding algorithm, which however doubles
the memory usage. Without this algorithm, the NCG is similar to that of staircase codes
f Extrapolated from software verification. System overhead larger due to extra required stuffing bits
g Performance evaluated only for a simplified SDD with 4-level channel output quantization
h Concatenated Hamming code and staircase code, optimized for SDD with low power consumption
i Outer code not implemented and assuming ideal interleaving between inner and outer code

decoding algorithms that allow us to approach capac-
ity limits, and we believe that the most interesting con-
tributions will lie in this area. Two promising research
lines in this direction are soft-aided decoding algorithms
for product-like codes [7.223, 224] (see also Sect. 7.5.8)
and hybrid HDD/SDD schemes, where an outer hard-
decision FEC (a staircase code) is concatenated with an
inner soft-decision FEC (typically a low-density parity-
check code) [7.221, 222]. The latter schemes are now
emerging in standards for low-complexity short-reach
optical communications [7.280].

To conclude the chapter, we present to the reader
an overview of some state-of-the-art FEC schemes that
have been proposed for use in optical communications

and whose error rate performance has been evaluated
down to a BER of 10�15 or extrapolated from a reason-
ably close value. In Table 7.5, we provide a selection
of popular and recently proposed FEC schemes for
both HDD and SDD. Besides the achievable NCG, we
also provide the pre-FEC BER threshold, BERpre, and
the GMI threshold, GMISDD-BW, if SDD is employed.
In the case of SDD, BERpre is computed assuming
BPSK modulation over the AWGN channel. However,
we would like to point out (see also Sect. 7.7) that it
is not necessarily a good metric for performance es-
timation, which is why it is given in gray font. The
achievable NCGs of the schemes from Table 7.5 are
also visualized in Fig. 7.59.
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Fig. 7.59 Illustration of NCGs (at an output BER of 10�15) obtained by different state-of-the-art FEC schemes with
HDD and SDD taken from Tab. 7.5
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8. Optical Node Architectures

Brandon Collings, Mark Filer

This chapter provides an overview of prominent
optical network node architectures beginning
with basic nonwavelength channel reconfig-
urable nodes through to the most advanced
reconfigurable node configurations. The generic
functionality of an optical network node is sum-
marized as it pertains to network performance
(Sect. 8.1), functionality and network topology,
including characteristics such as colorless, direc-
tionless and contentionless switching and flexible
spectrum channel definition. A variety of node ar-
chitectures are then described in detail (Sect. 8.2),
highlighting the capabilities and flexibilities these
architectures provide and what the key devices
necessary to construct each node architecture are
and their attributes. A general overview of how the
performance of the overall network depends upon
the various node architectures and the imple-
menting devices (Sect. 8.3), including the addition
of optical noise, optical filtering and optical chan-
nel crosstalk is provided, followed by a description
of general approaches to optically monitoring and
validating the optical signals traversing the node.
Finally, a summary of general forward-looking
trends for reconfigurable optical network nodes is
provided.

Optical communication in essence involves
the transportation of optical, data-carrying sig-
nals between two desired locations separated by
a physical distance, generally over optical fiber,
in order to provide communication of that data
between those two locations. Optical communi-
cation networking, however, refers to an optical
transportation infrastructure that provides optical
communication between multitudes of separate
locations using a common infrastructure over
which those optical data-carrying signals prop-
agate. In practice, this common infrastructure
generally consists of a network of optical nodes
located at traffic communication end-points and
interconnected by optical fibers. Leveraging such
a common infrastructure provides economic ad-

vantages as a large number of communication
links can be supported between diverse locations
by that infrastructure. In addition, an operational
advantage is generally further achieved as addi-
tional communication links can be introduced onto
that network over time as the demand arises, pro-
viding the network operator the ability to grow the
overall traffic-carrying capability of their network
in alignment with their needs. As traffic capacity
growth patterns are generally difficult to accu-
rately predict, network operators are generally
interested in an optical network infrastructure that
provides them the ability to flexibly and efficiently
support the introduction of new communication
links generally between any pairs of nodes within
the network as the need arises and with mini-
mal restrictions from already deployed traffic. This
maximizes the growth lifetime of the network and
consequently the utility of the network infrastruc-
ture investment they have already made.
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8.1 Generalized Functions of an Optical Node

The base functionality of an optical network node is to
direct each optical signal entering that node to its pre-
scribed and respective exit direction from that node,
which may include directing one or more signals to
local transceivers to terminate those particular links
or directing it to continue through the network node
along a prescribed fiber route as depicted in Fig. 8.1.
However, and as will be described in this chapter, the
extent to which the optical channels can be routed in-
dependently and dynamically depends greatly upon the
hardware and network management software used to
implement the node and the network. The simplest im-
plementations, in which channels are routed through the
node and are terminated locally, is essentially perma-
nently decided during the design and initial deployment
of the network infrastructure. Such nodes are iden-
tified as nonreconfigurable. Intermediately advanced
node implementations provide the ability to indepen-
dently select during the deployment process how each
new channel is routed through the node or whether it is
locally terminated. This level of reconfigurable flexibil-
ity, while requiring greater hardware complexity within
the node, provides the ability for the network opera-
tor to introduce new capacity onto the network when
and where the demand arises, thereby extending the
growth lifetime of the network. Such network nodes
with the capability to reconfigure how signals are routed
within the nodes through management software con-
trol are collectively referred to as reconfigurable optical
add/drop multiplexer (ROADM) nodes. Finally, highly
advanced ROADM node implementations provide the
ability to independently and dynamically modify how
deployed and active channels are routed through the
node through network management software control
and without any modifications to the physical config-
uration or interconnections within the node or network.
This level of flexibility provides the network operator

the ability to efficiently, reliably and perhaps auto-
matically make adjustments and optimizations to the
network while the network is operating in order to
improve the efficiency of the network’s utilization, to
reroute traffic around faulted hardware or fibers, or to
dynamically align the deployed capacity levels to time-
dependent demand requirements, further extending the
growth lifetime and increasing the overall service deliv-
ery efficiency of the network infrastructure.

This chapter will describe the dominant optical
communication network ROADM node implementa-
tions, beginning with a general example of a nonrecon-
figurable node, progressing through examples of less
complex and less flexible ROADM node implementa-
tions to the most flexible and dynamic ROADM node
implementations. This will include highlighting which
aspects of signal routing flexibility are enabled, how
that flexibility is physically implemented, and what
performance or device characteristics are required to
ensure the desired minimum performance capabilities.
This chapter will also describe how other important
network node functions are implemented, such as op-
tical amplification, channel presence detection, channel
monitoring, channel protection and power equalization.

Network node

Express traffic

Locally terminated traffic

T R T R

Fig. 8.1 General depiction of an optical network node
(T = transmitter, R = receiver)
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Optical network nodes are generally located at the con-
vergence of multiple pairs of fibers originating from one
or more remote locations. These fiber pairs carry the
optical wavelength signals that enter and leave the node
along respective fibers of each pair. Generally each fiber
carries signals propagating unidirectionally. Therefore
each fiber pair comprises a bidirectional communi-
cation link along that respective physical route, each
transporting signal traffic to and from adjacent nodes
within the network. Each fiber pair converging upon
a network node, and the equipment dedicated to manag-
ing the channels entering and exiting the node through
those fibers, is described as a degree of that node. In
a ring network, each node consists of a 2-degree node
with each degree respectively connecting that node to
the two adjacent nodes (Fig. 8.2).

The general function of a 2-degree node is to con-
trol and dictate if each of the optical wavelengths
entering each degree will either traverse through the
node, from one degree to the other and continue on
to the next node within the network, or be routed to
a local transceiver to terminate that link at that node.
This wavelength signal routing can be implemented at
the granularity of each independent wavelength or at
a coarser granularity of groups of wavelength chan-
nels.

As shown in Fig. 8.2, 2-degree node implemen-
tations generally consist of separate hardware config-
urations comprising each degree. Each configuration
includes both the hardware to manage the wavelengths
entering/exiting the node through that respective de-
gree, as well as the group of transceivers that ter-
minate/originate selected wavelength traffic that en-
ters/leaves through that same degree. This physical
separation of hardware between each degree is inten-
tional as it prevents failure of any hardware element
within one degree from impacting the viability of the
traffic terminating within the other degree. A typi-
cal approach for transporting critical, high-value traffic

Network node
Express
trafficWest degree East degree

Locally terminated traffic

T R T R

Fig. 8.2 General depiction of an optical network node
highlighting East and West degree demarcations

consists of transporting duplicate copies of that traf-
fic along fully separate and physically diverse routes
within the network. This is implemented by utilizing
separate transceivers in each degree and routing the
bidirectional signal pairs from each transceiver through
the physically separate degrees as well as through di-
verse physical routes within the network to the remote
location. Therefore, any single hardware or fiber fail-
ure will only impair one of these two (bidirectional)
connections and the operational viability of the other
(bidirectional) connection will not be impacted, en-
abling that critical traffic to continue to be transported
to the remote location. In general, an electronic switch
platform duplicates the traffic within each link endpoint
node and provides a copy to both transponders. That
same switch platform receives the inbound traffic from
both transceivers and selects the healthier traffic to for-
ward out of the node to the network user, providing
nearly continuous connectivity despite any single hard-
ware or fiber fault (Fig. 8.3).

Nodes with more than two degrees enable the cre-
ation of networks with more complex optical mesh
topologies (Fig. 8.4). Such optical nodes are naturally
more complicated to implement as wavelength sig-
nals entering each degree, if not terminated at a local
transceiver, can be routed to one of the other multi-
ple degrees to continue through the network. Similar
to a 2-degree node, the hardware of each degree is
implemented separately, with each degree containing
a complement of transceivers adding/dropping wave-
length traffic entering the node through that respective
degree. Therefore, a failure in the functionality within

Network node
Express
trafficWest degree East degree

Protected traffic

Electrical switch

T R T R

Fig. 8.3 General depiction of an optical network node im-
plementing 1C 1 protection using dual transceivers over
diverse fiber routes
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Network node
Express
traffic

West North

South East

T R T R

T R T R

Fig. 8.4 General depiction of a 4-degree node with sepa-
rate degrees

D
em

ux

Fig. 8.5 General
functionality
of an optical
demultiplexer
(Demux)

any degree does not impact the viability of any of the
other traffic within the node passing through any of the
other degrees and thus, critical traffic can be diversely
routed through the network and its viability will not be
significantly impacted by a single fiber or hardware fail-
ure.

In order to extract a single wavelength channel
from an ensemble of wavelengths (and conversely in
order to insert a single channel into an ensemble of
wavelengths), the hardware within each degree must
be capable of optically demultiplexing (and multiplex-
ing) each single desired wavelength in order to provide
only that single extracted wavelength to a transceiver’s
receiver (Fig. 8.5). Conversely, each degree must be ca-
pable of optically multiplexing channels originating at
multiple transceivers local to that degree together, along
with other wavelength signals from other degrees, onto
a single fiber in preparation to launch that ensemble
onto the outbound transmission fiber.

As the transceivers are all located locally within
each degree along with dedicated optical wave-
length multiplexing and demultiplexing capabilities,
each transceiver is said to be directional given each
transceiver is inflexibly connected to the corresponding
fiber route of that degree (Fig. 8.4).

Network node
Express
traffic

Directional switching layer

West North

South East

T R T RT R T R

Fig. 8.6 General depiction of a 4-degree node with direc-
tionless transceivers

The flexibility of how wavelength channels are
physically routed within the network can be enhanced
by removing this fiber route inflexibility of which the
transceiver’s signal can utilize immediately adjacent
to the termination node. This requires the transceivers
to be physically located separately from the degrees,
and an optical switching functionality is introduced
between each of those transceivers and each of the
node degrees (Fig. 8.6). In this configuration, each
transceiver is said to be directionless as it can trans-
mit/receive its respective wavelength channel through
any degree, and thus fiber route of the node, by selecting
the proper configuration of that intermediate switching
functionality through the management control software.

When implementing directionless multiplexed/de-
multiplexed ports, typically multiple multiplexing/de-
multiplexing modules are deployed so that two diverse
and independent paths can be established to carry criti-
cal traffic. With this configuration, any single hardware
failure cannot impair both the performance and connec-
tivity of the signals along these diverse routes.

The process of optically multiplexing/demultiplex-
ing wavelength channels into/from the full group
of channels is said to be colored if the multiplex-
ing/demultiplexing add/drop ports that connect to
each transceiver permanently support a single partic-
ular wavelength channel (Fig. 8.5). In this case, the
transceiver, even if it possesses wavelength tunability,
must be tuned to that specific channel of that add/
drop port in which it is connected in order for that
signal to pass through the multiplexer/demultiplexer.
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Fig. 8.7a–c Wavelength channel definition for (a) 100GHz fixed wavelength grid, (b) 50GHz fixed wavelength grid,
and (c) an example of a flex spectrum channel assignment

Therefore, there is no flexibility to alter the operating
wavelength of that transceiver without physically dis-
connecting it from the multiplexer/demultiplexer and
reconnecting it to the add/drop port pair associated with
the desired new operating wavelength channel. Given
a manual intervention of disconnecting and reconnect-
ing the transceiver in order to change the wavelength
of operation takes time to manually plan and execute,
and errors can be made, such modifications to in-service
wavelengths are generally not an operational consider-
ation.

The ability to flexibility modify the operating wave-
length is provided by colorless multiplexers/demulti-
plexers, which allow the operating wavelength of the
colorless add/drop ports to be specified to any available
wavelength channel using the network management
control plane. Therefore, the desired operating wave-
length channel can be selected after the transceiver is
deployed, and the operating wavelength can be modi-
fied entirely through the network management software
without the need to physically disconnect and reconnect
the transceiver.

For a multiplexing/demultiplexing module imple-
menting both directionless and colorless multiplex-
ing/demultiplexing, the module is said to be contention-
less if the same wavelength channel can be provisioned
between separate node degrees and independent respec-
tive transceivers (Fig. 8.6). Naturally, if a wavelength
channel is already in operation within a given degree,
a second independent signal at that same wavelength
cannot be routed to that same degree even with a con-
tentionless multiplexer/demultiplexer, as two signals at
the same wavelength cannot be carried within a single
node degree or fiber. Contentionless multiplexing/de-
multiplexing simply introduces additional flexibility

that can be leveraged by a tunable transceiver, thereby
providing greater flexibility to grow and optimize the
network traffic.

Since the introduction of dense wavelength division
multiplexing (DWDM), the available amplified spec-
trum has been segmented into optical channels defined
by the International Telecommunication Union (ITU)
spec G.694.1 [8.1] with channels spaced by 100 or
50GHz and centered on defined optical frequencies
(Fig. 8.7). For each defined channel, the actual us-
able bandwidth depends upon the quality and quantity
of all passband filtering that signal experiences during
multiplexing, network wavelength routing and demul-
tiplexing, such that the effective bandwidth is always
less than the full defined width of the channel. Despite
this, the available bandwidth within a 50GHz defined
wavelength channel has historically been sufficient for
optical signals with baud rates below roughly 35GBd.
However, as transceiver technology progresses and op-
tical signal baud rates have continued to increase, the
ability to implement wavelength channels with flexi-
bly defined widths and central wavelengths in order
to accommodate wider signal bandwidths has emerged
(Fig. 8.7). This mode of highly flexible channel def-
inition is commonly referred to flexible spectrum or
flexible grid. The ITU has introduced a finer gran-
ularity frequency grid definition [8.1], which allows
the definition of channel widths with a granularity
of 12:5GHz and central wavelengths tied to a de-
fined frequency grid. However, some optical systems
support channel edge definition with a finer granu-
larity and with an arbitrary total width and center.
Note that such systems are equivalently able to sup-
port the conventionally defined 50GHz channel grid if
desired. Implementing the flexible grid capability re-
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quires that all wavelength-specific elements within the
node support the necessary flexible spectrum character-
istics, including wavelength multiplexing/demultiplex-

ing, network wavelength management filtering, optical
spectrummonitoring, transceiver tunable lasers and net-
work management software.

8.3 General Performance Requirements of a ROADM Node

The general primary functions of a ROADM node
are to manage wavelength routing and to amplify sig-
nal strengths for propagation and error-free reception.
ROADM node design and comprising hardware compo-
nents thus strive to accomplish these primary functions
while imparting the least amount of degradation or dis-
tortion of the optical signals in order to enable their
respective maximum total propagation distance and
avoid costly reception and optical signal regeneration.

The process of optical amplification includes the ad-
dition of unwanted optical noise, which can impair the
ability to successfully receive and extract the digital in-
formation encoded within a signal (Chap. 3). Therefore,
typically within a ROADM node, all signals entering
the node are immediately amplified so that the least
amount of optical noise is added to the signal during
that amplification (Fig. 8.8). Generally, following that
amplification the wavelength signals are then indepen-
dently directed to their respective destinations, such as
expressed through the network to another degree, or di-
rected towards a local transceiver to be terminated. The
wavelength management function generally introduces
significant loss to the signals such that, following that
function, further amplification is required so that the
signals have the desired power levels to exit a degree
and be launched onto a transmission fiber (Fig. 8.8).
Therefore, in order to minimize the noise added to
the signals by this outbound amplification and extend
the potential optical transmission range, minimizing the
total insertion loss of the wavelength management func-

Wavelength
management

Node

Wavelength
management

Node

Fig. 8.8 Illustrative
channel power
(blue line) during
propagation through
fiber spans and
optical network
nodes

tion is desired and can have a significant influence upon
the node architecture and device design, as will be de-
scribed later in this chapter.

For network efficiency, it is highly desirable to be
able to use any unoccupied wavelength channel be-
tween two end-point nodes independent of how that
wavelength channel is utilized elsewhere in the net-
work. This ability requires that the wavelength manage-
ment devices provide sufficient blocking and isolation
of signals from each other during the process of rout-
ing and filtering wavelength channels. Unwanted signal
power improperly leaking from one area of the network
to another and mixing with an active signal can dis-
tort that signal and limit its propagation distance [8.2].
Therefore, minimizing the potential sources of this
interference is a critical consideration in the node archi-
tecture and in conjunction with the capabilities of the
devices that implement that architecture. This will be
apparent in the node architectures detailed in this chap-
ter.

Other signal degrading effects must be managed and
minimized as part of the ROADM node design and im-
plementation. In particular, additional potential sources
of distortion generally include minimizing the accu-
mulation of polarization-dependent loss, polarization
mode dispersion, chromatic dispersion and multipath
interference. Mitigating these impairments typically in-
volves leveraging optical devices within the node that
are intentionally designed with minimal levels of these
impairments.
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8.4 2-degree Fixed Optical Add/Drop Multiplexer (OADM) Node

The simplest implementation from a hardware perspec-
tive of optical add/drop functionality at a node junction
is realized by a 2-degree fixed optical add/drop mul-
tiplexer (fixed OADM, or FOADM) configuration. It
provides the minimum functionality to achieve local
adding/dropping or express pass-through of wavelength
traffic at that node. Any channels that are not added/
dropped at the node are by definition expressed through
the node. Historically, there have been a variety of im-
plementations of a fixed OADM topology, but the three
most common approaches are to utilize:

1. Individual wavelength multiplexing/demultiplexing
filters placed in series, which extract/add the de-
sired channel from/to the remainder of the channel
spectrum that passes optically through the node
(Fig. 8.9a).

2. Band demultiplexer/multiplexers placed in series,
which extract/add a contiguous segment of wave-
length channels from/to the remaining channel
spectrum that passes optically through the node
(Fig. 8.9b).

3. Full demultiplexers/multiplexerswith local add/drop
paths connected to colocated optical transceivers
(Fig. 8.9c) and express wavelengths created by in-
dividual optical connections between same-channel
demultiplexer outputs and multiplexer inputs.

The first approach utilizing individual add/drop fil-
ters relies upon thin-film filter (TFF) technology, which
is inherently colored and tied to a fixed ITU grid. As
mentioned, each TFF module is a three-port device with
a common, express, and single-channel port. On the
ingress side, the full spectrum of signals enters, and the
desired channel is wavelength-demultiplexed to a re-
ceiver, while the rest of the spectrum is reflected and
passed through (the reverse occurs for the add function).
To realize additional add/drop channels, multiple TFF
devices are cascaded in series (Fig. 8.9a). An obvious
drawback of this approach is that the insertion loss to
the express channels increases linearly with each TFF
added in series, and so there is typically a practical up-
per bound for the number of devices that can be cas-
caded (i.e., the number of channels that can be added/
dropped) at a node. Additionally, the insertion loss for
each individual added/dropped channel is different. This
is particularly problematic during multiplexing as the
transmitted power levels into fiber of the multiplexed
and expressed channels can be highly nonuniform.

The third approach using full multiplexer/demul-
tiplexer devices alleviates some of these drawbacks
(Fig. 8.9c). Any number of channels may be added/
dropped at a given node without impacting the inser-
tion loss of the add, drop, or express path. Express
path channels are achieved by simply interconnect-
ing demultiplexer outputs to multiplexer inputs with
individual patch cables. Added/dropped channels are
implemented by directly connecting local transceivers
to the proper multiplex/demultiplex ports. As these
devices are typically implemented with arrayed waveg-
uide grating (AWG) devices, the insertion losses do
not significantly depend upon the number of channels
being locally added/dropped. Transmitted power lev-
els into fiber are uniform, although some consideration
may need to be made to equalize the add signals to the
express signals.

These approaches have the advantage of being rel-
atively low loss (particularly the first and second ap-
proaches when a small number of channels are added/
dropped at a node), inexpensive, and compact. How-
ever, in addition to the drawbacks mentioned above,
perhaps the largest disadvantage is that there is no
flexibility in these approaches – the network topol-
ogy must be fully defined at deployment. Should the
desire to augment or reconfigure the add/drop capac-
ity at the node arise, significant manual intervention
is required, including manual rearrangement of opti-
cal interconnections within the node, and for the first
and second approaches the addition of new hardware
and full interruption of all expressed traffic. Alluded
to above, matching channel power levels between ex-
press and add/drop channels is also problematic since
the loss of individual channel paths depends on num-
ber of TFFs and the position of that channel’s TFF
within the cascade. This must be mitigated through
a very manual process of placing appropriately val-
ued attenuators on the transceiver transmitter based
upon a measured spectral uniformity at each node.
A transceiver equipped with a variable optical at-
tenuator (VOA) on the transmitter can alleviate the
complication of using manual attenuators, but the re-
sulting power levels must still be set and manually
measured by a trained technician. Lastly, inherent
to these implementations is an inability to achieve
any type of true mesh networking at the optical
layer – ingress signals must be terminated, electron-
ically switched, and regenerated to achieve degrees
greater than two.
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8.5 2-degree ROADM Node

In order to improve upon some of the drawbacks
inherent to the fixed OADM architectures described
above, as the enabling technologies became avail-
able optical network system suppliers began offering
reconfigurable solutions. Early ROADM implementa-
tions address only 2-degree nodes and provide some
automated ability to block individual channels from
passing from one degree to the other. A copy of all

channels entering the node are routed to a demulti-
plexing AWG so that if a channel is desired to be
dropped at this node, a receiver may be connected to
the proper drop port. If a channel is dropped, the signal
for that channel is blocked from reaching the oppo-
site degree, thus allowing that wavelength channel to
be reused with an independent channel in the other de-
gree.
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In general, there are two basic approaches taken,
depending on the technology employed. One approach
leverages integrated planar lightwave circuit (iPLC)
technology and integrates a pair of AWGs and a 2� 1
switch between each same wavelength pair of single-
channel ports (Fig. 8.10). A third AWG could be inte-
grated within each degree to provide the demultiplexing
function. This approach addresses the primary short-
coming of the previous nonreconfigurable topologies in
that every wavelength channel could independently be
configured to be locally added/dropped or expressed en-
tirely through the management software control without
any physical intervention. This allows new channels to
be flexibly provisioned quickly and dependably. In ad-
dition, this technology allows convenient integration of
VOAs within each of the channel add paths for indepen-
dent channel power equalization. This equalization can
be fully automated with the inclusion of optical channel
monitors (OCMs) with this configuration.

An alternative variant of a 2-degree ROADM archi-
tecture leverages a wavelength blocker (WB), a 2-port
device with the ability to independently attenuate and
block each wavelength channel. The general function-
ality of a WB is represented in Fig. 8.11 where all
channels entering the device on a single input fiber
are separated by wavelength channel, individually and
independently attenuated or fully blocked, and then
multiplexed to exit the device all on the same output
fiber.

This node architecture is illustrated in Fig. 8.12
and is quite similar to the iPLC node architecture
(Fig. 8.10). The WB is located on the optical con-
nection between each of the two degrees such that if
a wavelength channel is not provisioned to be expressed
through the node, the WB fully attenuates that sig-
nal so that wavelength channel can be reused by an
independent transceiver in the opposite degree (if de-
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...

Fig. 8.11 Functional representation of a wavelength
blocker (WB)

sired). Similar to the iPLC approach, a separate AWG
is used for demultiplexing all channels in each degree.
However, with the WB architecture, a second AWG
is needed to multiplex all locally added channels in
each degree. Individual channel power equalization is
accomplished using per-channel VOAs within the mul-
tiplexing AWG or by variable attenuation within the
WB.

An enhancement to the 2-degree WB-based node
architecture is implemented by replacing the WB and
power combiner functionality with a 2� 1 wavelength
selective switch (WSS) device. A general representa-
tion of the functionality of a 2�1WSS device is shown
in Fig. 8.13 (note the optical functionality is fully equiv-
alent independent of in which direction the light is
passing) [8.3–6].

In this node configuration (Fig. 8.14), the node
ingress signal is amplified and duplicated, with one
copy routed to the opposite degree to support express
traffic and the other sent to a demultiplexing AWG
where the individual drop channels are connected to
corresponding transceiver receivers. The express traffic
enters one port of the two (or more) WSS ports while
the output of an add multiplexer AWG is connected
to the other WSS input port. The WSS device is then
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configured to route any locally added signal from the
add port of the WSS to the common port, which pro-
vides the collection of output signals to exit that degree.
Similarly, it is also configured to route any selected
express signals to the common output port. Since the
express input of the WSS is receiving the full comple-
ment of channels entering the opposing node, the WSS

is responsible for selecting only the desired express
channels provisioned to pass through to the output, and
blocking all others. For this reason, this configuration is
known as broadcast-and-select.

Several advantages are immediately apparent com-
pared to fixed OADM architectures. Foremost, this
implementation gives the ability to add/drop wave-
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lengths independently and programmatically, which in
the former case, always requires early detailed topology
planning, with very disruptive and error-prone require-
ments in making changes or augmentations. However,
due to the colored and directional nature of this im-
plementation, this flexibility can only be exploited
during initial channel provisioning. Once a channel is
deployed, generally any alteration requires significant
manual intervention and subsequently such modifica-
tions are rarely implemented. Another advantage is the
fact that add/express channels’ power levels can be
equalized in an automated fashion, as again, modern

ROADM nodes are typically deployed with integrated
OCM devices. Due to the broadcast nature of this con-
figuration as implemented with the passive splitter, the
express optical signals only encounter a single WSS
bandpass per channel at each node. This reduces the
amount of bandwidth narrowing the signal experiences,
which leads to reduced transmission penalty at the re-
ceiver [8.7]. The presence of a colored multiplexer on
the add path and a demultiplexer on the drop path mini-
mize the effects of adjacent channel crosstalk and make
this architecture ideally suited for direct-detect optical
receivers.

8.6 2- to 8-degree Broadcast-and-select Colored
and Directional ROADM Node

By utilizing WSSs with port counts beyond N D 2 as
a building block, topologies with higher degrees of
connectivity and flexibility are realized, enabling opti-
cal mesh networking. The next evolution of ROADM
node architectures commonly featured 1�4, 1�5, 1�8
or 1� 9 WSSs, providing up to eight additional de-
grees of connectivity at a given node. The configuration
for the N-degree ROADM is identical to the 2-degree
ROADM of the previous section, except now the broad-
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Fig. 8.15 General node architecture for a 3-degree broadcast-and-select node with AWG-based colored/directional add/
drop

cast power splitter on the drop path is a 1�N and
the select WSS on the add path is an N � 1, as pic-
tured in Fig. 8.15. The additional splitter outputs and
WSS inputs are used to interconnect other degrees.
Local add and drop is achieved with multiplexer/de-
multiplexer units such as the AWGs discussed earlier.
As with the 2-degree ROADM, this implementation is
inherently colored with wavelength channels operating
on the fixed ITU 50 or 100GHz grid.
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Fig. 8.15 shows a 3-degree application with lo-
cal add/drop per degree. The directional nature of
the topology is apparent, where a multiplexer/demul-
tiplexer pair is located within each degree.

As with the 2-degree broadcast-and-select WSS-
based ROADM, the user still has the flexibility to add/
drop wavelengths independently, although due to the
colored nature of the multiplexer/demultiplexer units,
this flexibility can practically only be utilized during
initial provisioning or in combination with manually
reconnecting a transceiver to a different add/drop port.
Additionally, intermediate ROADM nodes can, in prin-
ciple, dynamically reroute wavelengths to adjacent de-
grees without any physical intervention. Although the
corresponding wavelengths at the terminal nodes would
need to be manually reconfigured to transmit/receive
the rerouted channels, it alleviates the requirement for
manual intervention at the intermediate sites. Other
advantages inherited from the 2-degree broadcast-and-
select WSS architecture include integrated power mon-
itoring on the add and express paths, single WSS filter
passed per node, and per-channel filtering provided by
the colored multiplexer/demultiplexer on the add/drop
paths.

One challenging aspect of any multidegree broad-
cast-and-select-based ROADM topology is that for
a given direction, a single WSS device must provide
sufficient optical isolation across all of its ports to pre-
vent any optical distortion of a provisioned wavelength
arising from interference from signal power from in-
sufficiently suppressed signals at that same wavelength

T

AWG

WSS

North

λ0,West λ0,East
λ0,North

Fig. 8.16 Isolation
requirements of
broadcast-and-
select architectures

channel [8.8]. This requirement can be understood us-
ing the system shown in Fig. 8.15. Assume an optical
source with wavelength �0 is being added to the North
direction. In principle, that same wavelength �0 could
be propagating into the node from both the East and
West degrees from adjacent nodes, and either expressed
between these directions, or each dropped at the East
and West terminal AWGs. Regardless, due to the broad-
cast nature of broadcast-and-select ROADMs’ splitters,
nominally powered signals with wavelength �0 are also
present at two additional North WSS input ports (�0;East
and �0;West). This situation for the North WSS is cap-
tured in Fig. 8.16, which must be able to sufficiently
block the unwanted �0 signals from the East and West
degrees such that the �0 signal propagating northward
experiences no interference [8.9].

8.7 2- to 8-degree Broadcast-and-select,
Colorless and Directionless ROADM Node

The broadcast-and-select architecture shown in the pre-
vious section supports mesh network nodes and flexi-
ble wavelength configuration between degrees at each
node. However, as indicated, all transceivers are lo-
cated within a particular degree and consequently have
no directional flexibility. Implementing directionless
transceivers provides the network operator an additional
level of flexibility to reprovision existing wavelengths
along new routes, including modifying the route used
directly adjacent to both the terminating nodes. Sim-
ilarly, including colorless multiplexing/demultiplexing
capability further increases reprovisioning flexibility by
allowing the selection of a new wavelength channel.
This route and wavelength reprovisioning flexibility
provides a greater number of options for that signal to
be routed between two network nodes and thus a great
probability that a wavelength and route combination

can be available despite the existing population of other
channels already operating within the network.

To implement directionless multiplexing/demulti-
plexing, each transceiver signal must be able to be
configured to enter/exit the node from any degree.
Therefore, they cannot be physically located within any
specific degree. One approach is to utilize the general
broadcast-and-select degree structure as the switching
stage between the array of transceivers and all of the de-
grees (as shown in Fig. 8.17). In this node construction,
a complete copy of the incoming signals entering each
degree is provided to the colorless and directionless
(CD) multiplexer/demultiplexer module, in the same
manner that a copy is also provided to all other node
degrees. All these copies are provided to the M in-
puts of an M� 1 WSS, which then only allows those
wavelength channels intended to be demultiplexed and
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Fig. 8.17 General node architecture for a 3-degree broadcast-and-select node with AWG-based CD add/drop

received by the transceivers connected to that CD mod-
ule. All other wavelength signals must be blocked by
theWSS so that none interfere with those express wave-
lengths. Note this is the same function that the M� 1
WSS performs in the node degrees [8.2, 5].

To demultiplex the signals and provide them to the
individual transceivers, the common port of the M� 1
WSS is connected to a demultiplexing element such
as an AWG (Fig. 8.17) for colored demultiplexing or
a 1� n WSS (Fig. 8.18) for filtered colorless demul-
tiplexing. In both cases, the AWG or the 1� n WSS
optically filter and suppress all wavelength signals ex-
cept for the particular channel to be received by the
respective receiver. This prevents any interference from
other wavelength channels within receivers that are sen-
sitive to total optical signal power.

With the advent and use of coherent transmission
technology [8.10], colorless wavelength demultiplex-
ing can be significantly simplified as coherent receivers
have the inherent ability of limiting their sensitivity
to optical signal power existing within a very narrow
wavelength range [8.11, 12]. In general, coherent re-

ceivers operate by optically mixing the incoming signal
(or collection of a multitude of signals) with a powerful,
locally generated, narrow-linewidth continuous-wave
signal and then limiting a detection to only the result-
ing baseband signal within a narrow radio frequency
(RF) range determined by the baud rate of the encoded
signal [8.13–15]. Thus, the coherent receiver’s sensi-
tivity predominantly lies within the narrow wavelength
region about the wavelength of the respective local os-
cillator and signal power outside of this wavelength
region is nominally ignored. Therefore, this capabil-
ity allows the coherent receiver to select and suitably
receive a single channel from a multitude of incident
wavelength channels [8.16, 17]. This capability allows
for the removal of optical filtering of unwanted chan-
nels at a receiver, thereby significantly simplifying the
demultiplexing requirements. As shown in Fig. 8.19,
the AWG or WSS element can be replaced with a 1 W
n power splitter to provide colorless demultiplexing
(assuming all receivers are suitable coherent receivers
capable of isolating a desired channel from a multi-
tude of n channels). Due to the combined insertion loss
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Fig. 8.18 General node architecture for a 3-degree broadcast-and-select node with WSS-based CD add/drop

of the WSS and the AWG, power splitter or WSS de-
multiplexer, optical amplification is generally required
between the WSS and AWG, WSS or power splitter as
shown in Figs. 8.17–8.19.

For multiplexing, a similar AWG structure is used
for colored multiplexing of the individual signals.
These combined signals are then split M ways with
a copy routed to each of the degrees, much like the
routing between node degrees (Fig. 8.17). The WSS
within each degree then will pass only those channels
which are provisioned to leave the node through that re-
spective degree. All other channels must be sufficiently
blocked to avoid any interference with other channels
that are correctly exiting the WSS and the degree. Sim-
ilar to the demultiplexing configuration, the insertion
loss of the AWG and power splitter generally requires
the inclusion of an optical amplifier.

To implement filtered colorless multiplexing, a 1�n
WSS is used to passively multiplex n channels onto
a single fiber. As with colored multiplexing, this com-
bination of channels is then splitM ways to each degree
(Fig. 8.18). Alternatively, unfiltered colorless multi-
plexing is implemented using a n W 1 power combiner
to multiplex n channels together, which are then splitM
ways (Fig. 8.19).

In both multiplexing and demultiplexing portions
of the CD structure, all the signals pass through a single

fiber between the 1�M element facing the degrees and
the 1�n element facing the transceivers. Therefore, this
approach possesses wavelength contention within each
CD structure such that only a single signal at any wave-
length channel from any degree can be provisioned
through each respective CD structure. Note that multi-
ple CD structures can be deployed such that each chan-
nel can be deployedmultiple times through independent
degrees. However, when wavelength contention arises
for a given transceiver, overcoming that contention
requires that the transceiver be physically disconnected
and reconnected to a different CD structure where
that desired wavelength is available. Therefore, given
this need for physical intervention, any wavelength
contention is practically only avoidable during the de-
ployment process of a new transceiver and wavelength
contention is not avoidable during dynamic or auto-
mated channel restoration or reprovisioning activities.

Generally a minimum of two structures are imple-
mented to enable two redundant paths for protected
channels. However, as each structure requires a respec-
tive port on the WSS within every degree as well as
an additional copy of the channels entering each node,
significantly increasing the number of CD structures
within a node possesses practical limitations.

Within the unfiltered colorless configurations
shown in Fig. 8.19, the scale of the 1 W n power splitter
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Fig. 8.19 General node architecture for a 3-degree broadcast-and-select node with power splitter and power coupler-
based CD add/drop

and coupler determines the number of add/drop ports
provided within each CD structure. The ability to in-
crease the number of ports on these splitters/couplers
generally depends upon three factors. The first is the
need to sufficiently overcome the loss of these pas-
sive devices. The second is the limit of the number of
channels the coherent receiver can tolerate while ad-
equately isolating the desired channel (typically this
limit is due more to limited power dynamic range dur-
ing mild power transient events). The third limit is the
accumulation of out-of-signal-band noise as the chan-
nels are combined by the passive coupler as illustrated
in Fig. 8.20 [8.18]. This accumulated noise will overlap
and interfere with signals and can degrade performance.
The accumulation and impact of this noise also di-
rectly depends upon the amount of noise produced by
the transceivers. In practice, the limit for the num-
ber of power splitting/combining ports is around 16
for both coherent receiver dynamic range as well as
for noise accumulation within the combiner (assuming
a transceiver emitting a signal with a 40 dB Tx_OSNR
specification) [8.6].

For unfiltered colorless multiplexing/demultiplex-
ing, the number of add/drop ports within a CD structure
can be increased by implementing a second layer of
wavelength management as shown in Fig. 8.21. In the

16 × ...
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40 dB

40 dB
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T
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T

T

16 : 1 P
C

Fig. 8.20 Accumulation of out-of-band signal noise
through a power coupler assuming transceivers with
a 40 dB Tx_OSNR specification resulting in a potential for
a 28 dB OSNR after the passive combination

demultiplexing direction, the common output of the
1�M WSS is connected to the common port of a sec-
ond 1� n WSS. Each WSS output is then connected to
a 1 W n power splitter. As theWSS is only directing those
wavelength signals that are to be received following
the power splitter, and blocking all others, the number
of signals presented to each coherent receiver is lim-
ited to n. Therefore, the total number of add/drop ports
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Fig. 8.21 General node architecture for a 3-degree broadcast-and-select node with WSS-based CD add/drop and expan-
sion power splitter and power coupler demultiplexing and multiplexing

that can be supported within each CD structure can be
increased N-fold, nominally without significant degra-
dation in performance [8.19, 20]. A similar structure
is used in the multiplexing direction (Fig. 8.21). Here
the 1�N WSS is blocking any noise outside the active
wavelength signal bands and thus practically eliminates
any accumulation of noise outside of those active signal
wavelengths bands.

These broadcast-and-select CD architectures have
the advantage that they utilize the single 1�M WSS
arrangement within each degree, a simpler arrangement
generally with lower implementation cost, and they es-
sentially reuse this same arrangement within the CD
structure. Also, operators can deploy networks with
a combination of non-CD multiplexing/demultiplexing
in some nodes and CD multiplexing/demultiplexing in
others.

However, these architectures require a dedicated
WSS and splitter port for each CD structure within each

degree, in addition to the WSS and splitter ports needed
for each other node degree. Therefore, a 4-degree node
with four CD structures requires a 1�7WSS and a 1 W 7
power splitter within each degree. An 8-degree node
with maximum of eight CD structures requires a 1� 15
WSS and a 1 W 15 power splitter within each degree.
Due to the finite signal isolation provided by practical
WSS devices as well as the increased loss introduced
by larger power splitters, performance degradation aris-
ing from accumulated interference from incompletely
blocked signals [8.2] and increased amplification re-
quirements respectively places practical constraints on
the size of the WSS and power splitter that can be
utilized within each degree. Thus, the number of de-
grees that can be implemented within a node using
the broadcast-and-select approach with CD multiplex-
ing/demultiplexing is practically limited to a number
between four and eight, depending upon the desired de-
sign maximum number of CD structures [8.20].
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8.8 4- to 16-degree Route-and-select,
Colorless and Directionless ROADM Node

To address the need to support nodes with more than
four degrees with full CD multiplexing/demultiplex-
ing and without performance compromise due to signal
distortion, a node architecture is introduced where the
broadcasting function within each degree is replaced
with the wavelength routing function of a WSS. This
architecture is shown in Fig. 8.22 and is generally re-
ferred to as a route-and-select architecture. By using
a WSS instead of a power splitter, only those wave-
length channels which are provisioned to be routed to
each respective degree are allowed to pass to that de-
gree. Those that are not provisioned to a respective
degree are blocked. Therefore, wavelength signals must
pass through two WSS devices (one within the inbound
degree and one within the outbound degree) before they
are present on an outbound fiber where signal interfer-
ence would occur and the blocking capability of both
WSS devices is aggregated to prevent undesired signals
from propagating where they should not. This com-
bined blocking approach has the practical advantage
that the isolation capability provided by eachWSS need
only be half of the total of what is needed to prevent
accumulated signal distortion [8.18, 20]. Relaxing the
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Fig. 8.22 General node architecture for a 3-degree route-and-select node with back-to-back M� 1 and 1�N WSSs
providing CD add/drop

required isolation within a WSS simplifies the ability
to design WSS devices with higher port counts, smaller
physical dimensions, as well as two independent WSS
devices in a single package [8.20]. Additional advan-
tages of this arrangement include reduced insertion loss
through the routing WSS relative to a power splitter
of the same port count (which reduces the amount of
optical amplification needed, which improves perfor-
mance) [8.20] and the provision of filtering of unwanted
signals provided to the CD structure [8.20].

To implement CD demultiplexing within a route-
and-select architecture with perhaps limited isolation
within the WSSs in each degree, a broadcasting func-
tion or power-combing function within the CD add/drop
structure may result in unwanted crosstalk between
channels of the same wavelength. Therefore, a routing
function is generally used within the CD structure as
shown in Fig. 8.22. In this approach, the CD add/drop
structure is not contentionless given the unitary fiber
connection between theM� 1 and 1�N WSS. Similar
to the approach shown in Fig. 8.21, 1 W n power splitters
and n W 1 power couplers are connected to the multi-
channel outputs of each of the N WSS ports to expand



Part
A
|8.8

276 Part A Optical Subsystems for Transmission and Switching

M ×1 WSS

1×N WSS

M ×N
c-WSS

Fig. 8.23 Representation of the principle functionality of
a wavelength-contentioned M�N WSS device (M �N c-
WSS)

each WSS port into n ports supporting n transceivers,
where each transceiver receives an independent chan-
nel.

The function of the back-to-back M� 1 and 1�N
WSSs (shown in Fig. 8.22) can be more efficiently
accomplished by use of an integrated wavelength-
contentionedM�N WSS device [8.21]. The functional-
ity of a contentionedM�N WSS is shown in Fig. 8.23.
The same device can function as a multiplexer or de-
multiplexer. The architecture utilizing the contentioned
M�N WSS is shown in Fig. 8.24 [8.20]. This approach
has the advantages that the contentioned M�N WSS
has nominally the same physical form factor and inser-
tion loss as a single 1�N WSS and it provides a more
compact overall solution and removes the need for the
additional amplifier located between the common ports
of the 1�M and 1�N WSSs.
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Fig. 8.24 General node architecture for a 3-degree route-and-select node with wavelength-contentioned M�N WSS-
based CD add/drop

This architecture, with the availability of 1� 20
WSSs within the degrees and 16� 5 wavelength-
contentionedWSSs within the CD structure enables the
construction of practical 16-degree nodes, which sup-
port up to five CD structures, each of which can support
the full complement of C-band channels (i.e., ninety-six
50GHz wide wavelength channels). While this scale of
node and add/drop is generally sufficient for the ma-
jority of network nodes, additional CD structures can
be accommodated by adding a second layer of 1� 20
WSSs attached to each degree WSS to provide addi-
tional ports in which to connect up to 20 additional CD
structures. These expansion WSSs can be added after
the initial five CD structures are deployed and with-
out interrupting any service already deployed within the
node, thus allowing the network operator the confidence
to be able to expand any node to its maximum of 16 de-
grees but also with the flexibility to only need to deploy
this expansion equipment once the need is identified for
any given node.

Unfortunately, due to the construction of the
wavelength-contentionedM�NWSS device (at time of
this printing), when provisioning a connection between
one of the M ports and one of the N ports, one or more
unwanted connections between other M and other N
ports can be made [8.22]. This characteristic is not
a concern for the architecture shown in Fig. 8.25 because
the degreeWSS provides some blocking of all unwanted
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Fig. 8.25 General node architecture for a 3-degree route-and-select node with CD add/drop based upon a contentioned
M�N WSS (M�N c-WSS) and expansion power splitter (PS) and power coupler (PC) demultiplexing and multiplexing

wavelength signals headed to the CD M �N WSS and
if that mostly blocked, low-power signal were to reach
a coherent transceiver it would not interfere with that
receiver’s ability to receive its desired signal. However,
this characteristic does present a performance problem

for using the wavelength-contentioned M�N WSS
as a functional replacement for the back-to-back WSS
architecture, given the potential for lower power signals
to reach a direct detect receiver and have sufficient power
level to potentially degrade its performance.

8.9 4- to 16-degree Route-and-select, Colorless,
Directionless and Contentionless ROADM Node

The impact of wavelength contention within CD mul-
tiplexing/demultiplexing dominantly affects dynamic
and automated wavelength reprovisioning and restora-
tion activities and the level of the impact strongly
depends upon the overall network architecture and the
network utilization percentage [8.22, 23]. As network
automation and optimization increases, the interest
level is increasing in removing the multiplexing/de-
multiplexing wavelength-contention limitation simply
to gain greater flexibility and utility from operators’
ROADM networks. Therefore, networks providing col-
orless, directionless and contentionless (CDC) multi-
plexing/demultiplexing are currently increasingly being
developed and deployed.

The first generation of CDC multiplexing/demul-
tiplexing implementation utilizes the route-and-select
architecture within the node degrees in conjunction
with generally multiple subtending CDC multiplex-
ing/demultiplexing structures incorporating a pair of
M�N multicast switches (MCSs) (Fig. 8.26). The basic
functionality of an M �N MCS is shown in Fig. 8.27.
Each signal input into each of the M inputs is broad-
cast to N selection switches, each M� 1 in dimension,
such that any signal input into the M�N WSS can be
routed to any of the N outputs without any wavelength
contention. However, each of the N outputs will contain
the full complement of wavelength signals that was di-
rected to that input from the degree WSS as the MCS
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Fig. 8.26 General node architecture for a 3-degree route-and-select node with MCS-based CDC add/drop
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Fig. 8.27 Representation of the principle functionality of an M�N MCS device (PS = power splitter)

contains no wavelength filtering capabilities. There-
fore, if multiple transceivers connected to the MCS
receive separate independent wavelength channels from
the same degree, all of those wavelength signals from
that degree will be present at each respective receiver
provisioned to receive one of those channels. The WSS
within the degree performs the critical function of lim-
iting the total number of wavelength signals directed
to each MCS. Finally, unless individual tunable filters
capable of isolating only the desired channel are imple-

mented after the MCS, MCS-based demultiplexing is
only compatible with coherent detection.

Multiplexing for CDC is accomplished with the
same MCS structure, only with all optical signals prop-
agating in the reverse direction (Fig. 8.26). Each M� 1
switch directs the incoming signal to a respective N W 1
power combiner associated with the desired node de-
gree where that signal is combined with all other signals
directed to that same degree. As the MCS does not
possess any wavelength filtering, all out-of-band noise
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Fig. 8.28 General node architecture for a 3-degree route-and-select node with MCS-based CDC expansion WSS

generated by the transmitters will be combined within
the MCS, which places a minimum requirement on the
Tx_OSNR specification of the transmitters so that the
reach performance of those aggregated signals is not
meaningfully degraded. The impact of this noise ag-
gregation from the transmitters as well as from the
amplifier array is limited to only those channels from
that respective MCS given the degree WSS will block
all optical noise not spectrally located within the chan-
nel passbands of those active channels.

As the MCS construction is based upon power
splitting/combining, the insertion loss through the de-
vice fundamentally depends upon N, the number of
transceiver ports, with additional loss attributed to the
implementation of the selection switch as well as addi-
tional device losses. Generally, for MCS devices where
N is larger than four to eight, the total combined loss
of the degree WSS and the MCS results in insuffi-
cient power at the respective receiver, thus requiring the
inclusion of optical amplification located between the
WSS and the MCS. Given the M input, this requires an
M-wide optical amplifier array where each amplifier is

capable of supplying enough output power to amplify N
wavelength signals that can be distributed in any con-
figuration across the C-band and must minimize gain
excursion during any transient power fluctuation events
of some or all channels.

In the multiplexing direction, a similar situation
triggers the need for the inclusion of an M-wide op-
tical amplifier array between the MCS and the degree
WSSs, again with each multichannel amplifier capable
of an output power sufficient to amplify N wavelength
signals.

For each node, generally a minimum of two CDC
structures is implemented to ensure redundancy for crit-
ical traffic. In order to increase the total number ofwave-
lengths added/dropped within a node, additional CDC
structures must be added, with each CDC structure re-
quiring a connection to a port on every WSS within the
node. Currently, MCS dimensions favor N not exceed-
ing 16, given a larger number of ports could increase the
MCS insertion loss such that an undesirably large out-
put power is needed within the demultiplexer amplifier
array, the maximum number of wavelength signals po-
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Fig. 8.30 Representation of the principle functionality of a contentionless M�N WSS device

tentially incident onto a coherent receiver is excessive,
and/or the amount of out-of-band transmitter noise accu-
mulated within the MCS is excessive.

To accommodate up to 16 degrees as well as a sig-
nificant total number of add/drop ports within a degree,
node WSSs with port counts exceeding 32 ports are uti-
lized. Additional WSS ports for more CDC structures
can be provided by deploying an expansion WSS in the
same manner as illustrated in Fig. 8.28.

A subsequent alternative approach to CDC mul-
tiplexing/demultiplexing that address a number of

the perceived shortcomings of the MCS implementa-
tion, particularly for larger nodes, is the wavelength-
contentionless M�N WSS [8.24] (Fig. 8.29). This
device has the ability to independently route any wave-
length signal between any of the M input ports to any
of the N output ports without any dependence upon how
any of the other wavelength signals are routed (exclud-
ing routing two of the same wavelength signals to the
same port) (Fig. 8.30).

As the contentionless M�N WSS device is based
upon wavelength routing and not power splitting, the
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insertion loss is not fundamentally dependent upon the
port count on either the M or N dimension. Therefore,
if the insertion loss of the device can be sufficiently
low, no amplification array is necessary within the CDC
structure, leading to a simplified CDC structure. With
limited insertion loss dependence, both the degree (M)
and add/drop port count (N) can be increased with-
out a fundamental increase in insertion loss, allowing
the number of degrees and add/drop ports supported by
a contention to increase without requiring an amplifica-
tion array. This scalability enables more ports per CDC
structure and thus requires fewer node WSS ports for
a given total number of add/drop ports.

The contentionless M�N WSS possesses flex-
spectrum wavelength filtering such that only the wave-
length bands routed to a port are allowed to pass
with all other portions of the spectrum significantly
blocked. This provides advantages in that only the
desired channel need be routed to each receiver,
which can improve the receiver’s ability to receive
that channel. Similarly, any out-of-band transmitter
noise will be suppressed within the contentionlessM �
N WSS such that the Tx_OSNR specifications on
the transceivers can be relaxed without performance
degradation and independent of the number of add
ports (N).

8.10 Reach and Performance Dependencies

Reduction of insertion loss is a primary goal of any op-
tical network design. The attenuation of signals passing
through a ROADM node is compensated by amplifiers,
which increase signal power at the cost of added noise
(Chap. 3). Accumulation of noise throughout the optical
link leads to a reduction in optical signal to noise ratio
(OSNR) and limits the maximum propagation distance
of optical signals. Hence, there is a desire to reduce the
loss and the amplification requirements throughout an
optical network.

The loss of a ROADM node depends on the node ar-
chitecture and the optical components that are utilized.
The loss of a power splitter and coupler scales with the
number of ports, whereas the loss of a WSS generally
does not increase linearly with port count. However,
a WSS has a higher excess insertion loss than a coupler.
Therefore, a 16-degree route-and-select ROADM node
employing 20-port WSS modules can possess a higher
total loss than 2-degree ROADMs using a simple split-
ter and a 2� 1 WSS architecture. However, that same
20-port route-and-select node can have less total loss
than an 8-degree broadcast-and-select node. Addition-
ally, the ROADM performs wavelength channel power
equalization by reducing the power on all wavelengths
to the lowest channel power within the spectrum. The
difference in power between the average channel power
and the lowest channel power, and the accuracy in
power setting, should also be considered as contributors
to the total node loss [8.25].

In general, on either side of the ROADM’s broad-
cast and/or switching elements sits an inbound erbium-
doped fiber amplifier (EDFA) (commonly referred to
as a preamplifier) and an outbound EDFA (referred
to as a postamplifier) (Fig. 8.31). The purpose of the
preamplifier is to compensate for the fiber loss of the
preceding span, typically with the gain, noise figure,

and maximum output power optimized to compensate
for high losses and channel power targets suitable for
the ROADM’s drop structure. The postamplifier com-
pensates for the node loss, including equalization gain
margins, with gain, noise figure, and power optimized
to achieve channel power targets well suited for fiber
propagation with minimal nonlinear impact. For long-
haul networks, the preamplifier may be augmented with
counterpropagating Raman in order to reduce the effec-
tive noise figure of the node (Chap. 3).

In typical metro networks, the intranode loss is
usually higher than the fiber span loss because of the
limited distances needed to interconnect a metropoli-
tan area. Most of the OSNR degradation is induced by
the postamplifier, which in turn is a function of the
ROADM loss. Maximum reach is therefore typically
more dependent upon the total number of nodes than
it is on fiber span lengths. In contrast, in long-haul net-
works, amplifier-only non-ROADM nodes occur with
much greater frequency, and OSNR degradation is
dominated by the fiber loss-compensating amplifier-
only nodes. Maximum reach is therefore largely related
to length of fiber spans and fiber type than it is to the
total number of ROADM nodes.

ROADM degree

WSSWSS

post

pre

Fig. 8.31 Pre-
and postamplifier
positioning at
a ROADM node
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To highlight the impact of ROADM design (partic-
ularly insertion loss) on overall system performance,
a case study of a 96-channel, highly meshed metro
network with ROADMs after every span is compared
to one of a long-haul network with fewer, infrequent
ROADMs placed primarily for periodic channel power
equalization. Each example network is analyzed for two
cases of total ROADM loss: 12 and 20 dB. The 12 dB
node could correspond to a simple 2-degree ROADM,
while the 20 dB could represent a higher-loss broadcast-
and-select 8-degree ROADM. Each node is assumed to
have an EDFA preamplifier and an EDFA postamplifier
to compensate fiber span and node loss, as discussed
above. The amplifiers are assumed to have noise fig-
ure values that are a function of gain; the preamplifiers
optimized for lower noise figures at higher gain values,
and higher available gain range, than the postamplifiers.
The fiber span loss is assumed to be 16 dB for the metro
example and 24 dB for the long haul.

The reduction in OSNR with span number is il-
lustrated in Fig. 8.32a, b for the metro and long-haul
cases respectively. As expected, a much larger ROADM
loss dependency on the delivered OSNR can be seen
in the metro case (a) compared to the long-haul case
(b). After 20 nodes, the delivered OSNR for the metro
example is about 1:5 dB lower for ROADMs with
20 dB loss versus 12 dB loss (about a 30% reduc-
tion). Viewed another way, if an optical transceiver
requires an OSNR of 19 dB for error-free operation
(e.g., 200Gb=s 16QAM [8.26]), with 12 dB ROADMs
the signal could achieve transmission over 19 spans,
but with 20 dB ROADMs, it would be limited to 13
spans. In contrast, because the ROADMs are so infre-
quent, in the long-haul network the OSNR difference
after 20 spans is only about 0:3 dB between the 12 and
20 dB cases. Considering the same 19 dB OSNR exam-
ple, a reduction in maximum reach of only one span
(from 16 to 15 spans) is observed.
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8.11 WSS Bandpass Filtering and Implications

Another impairment requiring consideration in
ROADM-enabled networks originates from the filter-
ing of the optical signals as they pass through multiple
WSS devices. As signals independently propagate
through the network, neighboring channels may be
added or dropped at nodes along a signal’s route to its
destination. As these neighboring channels get added or
dropped, an optical bandpass filtering effect is applied
to the signal of interest. An example of such a filter
shape can be seen in Fig. 8.33a, which shows the WSS
insertion loss as a function of frequency, assuming
neighboring channels have been filtered out on either
side of the center channel. As more ROADM nodes are
cascaded for a given signal, there is the potential for the
signal to experience an increasing amount of total filter-
ing with each successive ROADM node. Figure 8.33b
shows the cascaded filter bandwidth as a function of
number of WSSs traversed. When considering that
a signal passes through two WSSs in a route-and-select
ROADM node, the number of potential WSSs traversed
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Fig. 8.33 (a) Example insertion loss
channel passband for 50 GHz channel
of a standard quality WSS and channel
passbands of a 37:5 GHz channel for
a standard (blue) and high-resolution
(green) WSS. (b) Cumulative channel
passband after a cascade of a given
number of respective WSSs

can grow quite large. This cascading of optical band-
pass filtering can lead to narrowing of the transmitted
optical signal – an impairment difficult to equalize
within the receiver. Particularly for modern optical
networks, which employ high-bitrate optical sources
with Nyquist signaling (allowing channel spacing at
intervals slightly higher than the baud rate), this is
problematic and can lead to high transmission penalties
after relatively few devices [8.27, 28].

The implications of this potential distortion source
as transceiver technologies move towards higher baud
rates and subsequently wider optical signals has mo-
tivated ROADM node designers to adopt statistical
modeling of bandpass narrowing in engineering specifi-
cations and design rules, and WSS designers to develop
higher-resolution WSS devices with sharper filter pass-
band shapes.

During earlier ROADM node designs and deploy-
ments, state-of-the-art transponder technology gener-
ally employed on-off keying at 10Gb=s, and chan-
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nel spacing was typically 50 or 100GHz such that
the spectral occupancy of the signals was much nar-
rower than the cumulative passband filtering created
by the cascaded WSSs. Specifying WSS devices in
terms of a simple center frequency and minimum pass-
band width was typical, and penalties incurred due to
filtering were negligible. As transceiver signal band-
widths have approached that of the channel spacing,
WSS device manufacturers’ and optical network sys-
tem suppliers’ handling of specifications and engineer-
ing rules evolved accordingly. Rather than using the
minimum specifications for the WSS passbands to de-
termine the cumulative WSS passband width, given
the large number of WSSs a signal potentially experi-
ences, a statistical approach has widely been adopted
to model the cumulative passband width of a cas-

cade of ROADM nodes. It has been found that for
WSSs with sharper passband filter shapes, the cu-
mulative bandpass filter width decreases sublinearly
and the net bandwidth variation in a ROADM cas-
cade (due to variations among individual WSSs in
the cascade) decreases rapidly with increasing number
of ROADMs [8.7]. This has allowed ROADM net-
works designs to accommodate higher baud rate signals
without costly hardware, network topology, or reach
implications.

The second implication has been the general im-
provement in WSS device technology providing higher-
resolution WSS designs, which enable sharper filter
shapes without significant compromises in physical size
or cost. The curves in Fig. 8.33 labeled high-resolution
show the impact of such design improvements.

8.12 Performance Monitoring and Wavelength Connection Validation

In the discussions above, it was assumed that the ability
to perform monitoring of the incoming and outgo-
ing optical signals is provided within the ROADM
node. Optical signal monitoring is a critical capabil-
ity as it provides both the information needed for the
system to automatically control various automated con-
trol features (such as channel power equalization), and
provides validation and visibility into the network char-
acteristics at remote locations, allowing technicians
such visibility entirely though the management soft-
ware.

8.12.1 Optical Channel Monitoring

The ability to measure optical power is essential to
the ability to perform channel presence detection, per-
channel and spectral power equalization, spectral pre-
emphasis, early detection of performance degradation,
and fault troubleshooting. A ROADM node design very
typically implements optical channel monitoring ca-
pability using low-percentage optical taps on all node
ingress and egress ports providing a measurement of
power versus frequency of the optical signals that en-
ter and leave the node (similar to what an externally
connected optical spectrum analyzer would provide).
Early OCMs provided measurements of channel power
levels integrated over the full 50 or 100GHz channels.
However, with the advent of flexible grid systems and
Nyquist signaling, OCM requirements have evolved
to provide subchannel granularity measurements (e.g.,
sub-6:25GHz resolution) and report power spectral
density (PSD, typically dBm/Hz). Given the measure-

ments from the OCM are generally the primary infor-
mation source from which automated functional control
is determined, more frequent measurements can accel-
erate the frequency in which these controls can operate.
This can translate into more rapid wavelength pro-
visioning, reprovisioning following a fault, and more
effective power transient suppression. OCM scanning
speeds on the order of hundreds of milliseconds are typ-
ically currently desired for these applications.

8.12.2 Connection Validation
and Wavelength Activation

Due to the large number of physical connections that
are required between discrete elements or modules
within an advanced ROADM node, operators desire the
ability to automatically detect and validate that con-
nections have been properly made, ensuring that the
ROADM node is fibered properly and with the ex-
pected losses. A simple form of validation includes
using low-percentage optical taps connected to a photo-
diode at strategic locations within the node, which can
detect a low dither frequency unique to each transceiver.
Another approach can include injecting a dedicated
test signal at a reserved wavelength and then verify-
ing that signal is detected by filtered tap-photodiodes at
the proper locations within the node. A third approach
leverages an extra test port on the WSSs to implement
an optical loopback function for a prescribed wave-
length channel in order to provide transceiver connec-
tion validation within various domains of the ROADM
node, including within the CDC multiplexing/demul-
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tiplexing as well as within the full node degree. This
aids in troubleshooting initial deployments and turn-up,
in identifying sources of network faults during ongo-

ing operations and allows for self-calibration of optical
transponders before turn-up to ensure optimal perfor-
mance.

8.13 Looking Forward

The chapter above describes node architectures gener-
ally aimed at supporting up to 16 degrees, whereas the
industry is currently developing designs to support be-
yond 16 degrees. Similarly, current network implemen-
tations are optimized around supporting transceivers
that operate a single-wavelength signal within a chan-
nel. To keep pace with the needed increase in ca-
pacities [8.29], it is expected that the industry will
eventually shift to transceivers that utilize multiple
wavelength signals tightly spaced together so that
they are treated as a single, wide channel [8.30].
While requiring the ability to support flexible spec-
trum, which most modern ROADM networks already

support, these channels will possess higher total power
levels due to the presence of multiple wavelengths.
This is likely to force some modifications to ex-
isting CD and CDC networks, which may be en-
gineered for lower total power levels per channel.
This impact may not drive strong modifications to
the ROADM node degree architecture, but may drive
design choices where amplification is avoided given
these higher power levels, such as using the contention-
less M�N WSS for CDC multiplexing/demultiplexing
(Fig. 8.29), which does not incorporate amplification
in comparison to the MCS-based approach, which does
(Fig. 8.26).
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9. Fiber Nonlinearity and Optical System Performance

Alberto Bononi , Ronen Dar , Marco Secondini , Paolo Serena , Pierluigi Poggiolini

This chapter aims to provide a comprehensive
picture of the impact of fiber nonlinear effects
on modern coherent wavelength division mul-
tiplexing (WDM) systems’ performance. First, the
main nonlinearity models currently available
are introduced and discussed in depth. Then,
various specific aspects are addressed, such as
the interplay of polarization mode dispersion
(PMD)/polarization dependent loss (PDL) and non-
linearity, or the dependence of nonlinear effects
on modulation format. The important topic of
nonlinear effects mitigation is then dealt with.
Finally, system performance metrics and capac-
ity are discussed extensively, as to how they are
fundamentally influenced and limited by fiber
nonlinearity.
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Optical propagation within an optical fiber involves
complex linear and nonlinear interactions among travel-
ing optical signals, which manifest themselves as inter-
symbol and interchannel interference among the digital
data. To shed light on such effects, a large number of
analytical, numerical, and experimental investigations
have been carried out. Scientific modeling is an essen-
tial tool for any investigation as a way to make it easier
to understand and reproduce experimentally observed

results. Models help system designers in predicting the
behavior of an optical network and show their great-
est effectiveness in their ability to isolate subsets of test
conditions that are not easily obtainable otherwise.

The main aim of this chapter is to review the most
important models for performance prediction in optical
fibers, to point out their strengths and weaknesses, and
to provide both theoretical background and practical in-
dications on their use.

9.1 Modeling the Optical Fiber

Any model captures part of the reality at a given ab-
straction level, and hence each model can always be
generalized to a more complete model able to explain
the previous one, at the cost of increased complexity.
Usually, in science the most complete models are lo-
cal models, i.e., general descriptions of what happens
at each space coordinate. Such models are usually writ-
ten in terms of differential equations. In many cases,
such equations cannot be solved exactly, nevertheless
they contain all the information about the evolution of
the signal of interest. In optical fiber propagation, the
reference model is the nonlinear Schrödinger equation
(NLSE), which is a partial differential equation that
describes the local behavior of a propagating electro-
magnetic wave [9.1]. In optical communications, an
electromagnetic wave is typically written as A.z; t/�
expŒj.!t�ˇz/	. Such notation describes a wave of am-
plitude jAj, phase argŒA	, propagating at frequency f D
!=.2 / at phase velocity!=ˇ in the z-direction; A .z; t/
is assumed to be slowly varying, in both time t and dis-
tance z, with respect to the faster oscillating exponential
factor. Henceforth, for compactness, we will omit to ex-
plicitly indicate the t and z-dependence of A.

In its simplest form, the NLSE can be written
as [9.1]

@A

@z
D�˛p

2
AC j

ˇ2

2

@2A

@t2
� j� jAj2 A : (9.1)

The first term on the right-hand side in (9.1) causes
the wave to experience a power loss at a rate set by
˛p. The small value of ˛P in silica compared to copper
cable has been one of the greatest achievements of opti-
cal communications, celebrated by awarding the Nobel
prize to the pioneering studies made by Sir Charles Kao.

The second term in (9.1) expresses dispersion in
the time domain t. To understand the implications of
dispersion we should first generalize the basic idea of
the plane wave. The reader familiar with the Fourier
transform should not be surprised that the true elec-

tromagnetic field propagating within an optical fiber
can be described by a superposition of waves. How-
ever, such waves travel at different speeds with a group
velocity dispersion (GVD) proportional to ˇ2. This is
the implication of the second term on the right-hand
side of (9.1), which is usually best understood in the
frequency domain as a term in quadrature with the sig-
nal and proportional to the square of the frequency.
As a result, GVD alone on a global scale manifests as
a pure phase shift in the frequency domain. GVDmakes
the different waves making up the signal reach the re-
ceiver at different times, so that their sum is different
than what it was at the transmitter. The result is signal
distortion, generally referred to as intersymbol interfer-
ence at the receiver. This problemwas eventually solved
by means of optical or electronic dispersion compensa-
tion.

The third term in (9.1) is a nonlinear term, i.e.,
a contribution for which the superposition principle no
longer holds. It is called the nonlinear Kerr effect [9.1,
2]. As a consequence, because of nonlinearity, the trav-
eling waves interact. We observe that nonlinearity is
weighed by a factor jAj2, hence proportional to the
power of the propagating signal. We thus expect the
nonlinear effect to be relevant only at high power. This
observation is reminiscent of the idea of the Taylor se-
ries in mathematics, where any well-behaved function
is linear in a small neighborhood of a given value. In
this case, we could say that the fiber is linear close
to the zero value of the amplitude A. It is worth not-
ing, though, that from a naive similarity with the Taylor
series, one would expect a nonlinear quadratic term,
whereas the nonlinear Kerr term in (9.1) is cubic in A.
The reason for the cubic behavior is strictly related to
the odd symmetry of the silica molecule [9.1].

The nonlinear Kerr term in (9.1) is a memoryless
effect since it impacts the propagating signal at the
present time only. This is clearly unrealistic, since any
physical effect has some memory. However, this as-
sumption is justified by the extremely small time lag
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over which nonlinearity occurs, of the order of fem-
toseconds.

There is a very interesting duality between the non-
linear Kerr effect in the time domain and dispersion in
the frequency domain. For instance, GVD alone does
not make different frequencies interact, as for any lin-
ear time-invariant effect, while it creates intersymbol
interference in the time domain; the opposite occurs
for nonlinearity, where different times do not interact,
while different frequencies do. Moreover, while GVD
acts in quadrature with the signal in the frequency do-
main, the same occurs for the nonlinear Kerr effect,
but in the time domain. Hence, for similar arguments,
both effects manifest as phase rotations: GVD in the
frequency domain and the nonlinear Kerr effect in the
time domain. The latter is generally called self-phase
modulation (SPM).

Modeling nonlinearity has been one of the greatest
challenges of the last decades because of the complex-
ity of the problem. Thanks to the similarity between the
propagation of optical waves in optical fibers and that
of water waves in the sea, it is helpful to visualize non-
linearity by the waves’ interaction in a heavy sea. The
chaotic behavior of such interaction itself explains the
difficulty of undoing it at the receiver, as well as that of
the difficulty of a full statistical description.

Linear and nonlinear effects are experienced both
by the information signal but also by the unavoidably
propagating noise, generally introduced by optical am-
plifiers in the form of amplified spontaneous emission
(ASE).

To understand the implications of ASE let us ig-
nore nonlinear effects for a moment. At the receiver we
know how to compensate for dispersion, thus we are
left with the problem of noise cumulated along the link.
The solution appears simple: increase power to make
noise negligible with respect to the information signal.
Figure 9.1 sketches this idea by showing the typical be-
havior of the receiver signal-to-noise ratio (SNR) versus
signal power, at the output of a fiber transmission link.
The SNR is a typical quality-of-transmission parameter,
as we will discuss more in detail later in this chapter. In
the absence of nonlinear effects, the SNR would grow
indefinitely for increasing power, see the dashed line
linear asymptote in Fig. 9.1. However, this ceases to
hold when nonlinearity enters the game. The typical be-
havior of SNR versus power is depicted in Fig. 9.1 by
a solid line. In the figure, we observe that an optimal
power exists, corresponding to the maximum achiev-
able SNR. Beyond the optimal power the SNR drops,
with a slope which is actually steeper than the slope of
increase at small power [9.3, 4].

We thus recognize two asymptotic behaviors at
small/high powers, which in agreement with the pre-
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Fig. 9.1 Example of behavior SNR versus power after
a fiber-optic link

vious discussion define what we call the ASE-limited
region and the nonlinearity-limited region, respectively.

The optimal power of Fig. 9.1 refers to a link of
a given length. We may ask what happens by increas-
ing the link length. In this scenario, both the linear and
the nonlinear asymptotes run lower, because of more
accumulated ASE and nonlinearity along transmission.
If we fix a reference SNR, which may be the threshold
of the forward-error correcting code under use, we can
identify two power values, one in the ASE-dominated
regime and one in the nonlinearity-dominated regime.
Such values are sketched in Fig. 9.1 at a fixed distance,
and in Fig. 9.2 at all distances up to the maximum dis-
tance, or maximum reach (MR), at which they merge
into a single power value.

In this chapter, we discuss some models that are
able to describe such important features as the opti-
mal power and the reach with good approximation. Of
course, their knowledge is of great importance in the
study, design, and even realtime management of optical
networks, a topic that will be covered in Sect. 9.10.3.

The NLSE can be further generalized. So far, we
have described the electromagnetic wave in terms of
its amplitude, frequency, and propagation constant.
However, if this wave collides with an electron along
propagation, such an electron starts oscillating around
a preferred direction. The information about this direc-
tion has not been accounted for, so far. We thus need
to accept that our signal wave is described by a vector.
When such a direction matters for the investigation of
propagation, we say that the optical fiber shows bire-
fringence. Such vectors can be fully described by two
components. The scalar impairments, such as loss and
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Fig. 9.2 Example of contour levels at fixed SNR. The
lower part is set by accumulation of ASE, and the higher
part is set by accumulation of nonlinearity. The reach is the
maximum distance for the given SNR

dispersion, become matrices in the presence of birefrin-
gence.

The implications of the vector nature of the waves
will be described more in detail in Sect. 9.9.3. In
essence, the nonlinear term of the NLSE becomes more
complex [9.2, 5, 6]. However, it is possible to simplify it
with reasonable approximations, based on the following
argument.

The two components of the wave, from now on
referred to as polarizations, experience different prop-
agation constants. Such a difference is the main man-
ifestation of fiber birefringence. Because of it, the
two polarizations periodically phase shift and return in
phase after the so-called beat length [9.7]. For typi-

cal telecom fibers, the beat length is of the order of
meters, a length scale usually much smaller than the
length scale over which nonlinearity induces significant
changes in the wave. We are, thus, justified to average
out such fast phase variations.

The result yields an isotropic nonlinear effect,
which turns the scalar nonlinear term � jAj2 A into
�.8=9/jjAjj2A, where AD 	Ax; Ay



is the vector con-

taining the amplitudes of the two polarizations in the
fiber, while jjAjj2 is the overall power of the wave.
The factor 8=9 is the net result of the averaging. The
corresponding equation is referred to as the Manakov
equation [9.8, 9].

The Manakov equation is currently the most widely
used signal-propagation equation, the starting point for
the derivation of most analytical models quantifying the
system impact of nonlinearity. This chapter will mostly
focus on such analytical models. However, another ap-
proach is also possible for system study and design.

It is based on the brute-force numerical integration
of the signal propagation equation, be it the NLSE,
the Manakov equation, or more complex ones. While
analytical modeling has recently gained widespread
adoption, numerical integration is, and will likely be,
a mainstay of system studies. One of the main reasons
is that, as mentioned above, all analytical models are
based on assumptions and approximations, and must be
validated. System simulation, by means of direct nu-
merical integration of the propagation equations and
Monte-Carlo system performance estimation, provides
an indispensable tool for model validation. In addi-
tion, nonconventional system setups may fall outside
the scope of models and necessarily need numerical
integration. Because of the key role of system simula-
tions, the next section is devoted to this topic.

9.2 Fiber Propagation: Numerical Methods

The NLSE (9.1) introduced in Sect. 9.1 has no general
closed-form solution. While some approximated ana-
lytical solutions (discussed in Sect. 9.3.1) are available
and are widely used for modeling purposes, the accu-
rate simulation of optical fiber systems largely relies on
numerical methods.

Over the years, several different numerical meth-
ods have been developed to solve the NLSE and its
generalizations, based on different approaches for the
discretization of the time and space variables, such as
classical explicit and implicit finite difference meth-
ods and pseudospectral methods (see, for instance, [9.1,
10] and references therein). Among them, the split-step
Fourier method (SSFM) [9.11, 12] has largely prevailed

due to its simplicity, flexibility (it can be easily ex-
tended to include other propagation effects and system
elements), numerical stability, and computational effi-
ciency [9.10], becoming the method of reference in the
optical fiber community [9.1].

The key idea behind the SSFM is that of dividing
the propagation along a link of length L into M steps
of length hD L=M, over which the effects of the linear
and nonlinear parts of the equation are split (hence, the
attribute split step). Equation (9.1) is rewritten in the
simple general form

@A

@z
D .LCN /A ; (9.2)
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where the operators LD j.ˇ2=2/.@2=@t2/ and N D
�˛p=2� j� jAj2 represent the linear and nonlinear parts
of the equation, respectively [9.13]. (Although fiber
attenuation is a linear effect and should naturally be
included in the linear operator L, moving it into the
nonlinear operator N makes the resulting SSFM more
accurate [9.13].)

The propagation over a step of length h can be for-
mally approximated as

A.zC h; t/Š exp

2

4
zChZ

z

N .�/d�

3

5 exp.hL/A.z; t/ :
(9.3)

The approximation (9.3) is particularly convenient, as
the separate effects of the linear and nonlinear operators
can be easily expressed in closed form, the former in the
frequency domain (hence the attribute Fourier) and the
latter in the time domain.

The algorithm operates on a discrete-time represen-
tation of the propagating waveform A.z; t/. Assuming
a sampling time Ts and a total duration T D NTs, the
signal at distance zD kh (i.e., after k propagation steps)
is represented by the vector Ak D .Ak;1; : : : ;Ak;N/, with
Ak;i D A.kh; iTs/. Transformations from time to the fre-
quency domain and back are based on the direct and in-
verse discrete Fourier transforms, which are efficiently
computed by the fast Fourier transform (FFT) algo-
rithm. This entails assuming periodic boundary condi-
tions both in time and frequency, with periods T and
BD 1=Ts, respectively. Therefore, when selecting T
and B, special care must be taken to ensure that they are
sufficiently wider than the actual continuous-time sig-
nal duration and (two-sided) bandwidth, respectively, to
avoid time and frequency aliasing [9.14]. In the basic
implementation of the algorithm, the input vector A0 is
propagated through the M fiber sections according to
the scheme in Fig. 9.3. In particular, the propagation
through the k-th section of the fiber consists of the fol-
lowing four operations:

1. Computation of the FFT of Ak�1 to obtain the
frequency-domain vector QAk D . QAk;1; : : : ; QAk;N/.

2. A linear step to compute the vector QA0k D
. QA0k;1; : : : ; QA0k;N/ according to

QA0k;i D QAk;ie�j2 
2ˇ2f 2i h; iD 1; : : : ;N ; (9.4)

where fi is the frequency of the i-th component
3. Computation of the inverse FFT (IFFT) of QA0k to ob-

tain the time-domain vector A0k D .A0k;1; : : : ;A0k;N/.

4. Nonlinear step to compute the vector
Ak D .Ak;1; : : : ;Ak;N/ according to

Ak;i D A0k;ie
�˛ph=2e�j�heffjA

0
k;ij2 ; iD 1; : : : ;N ;

(9.5)

where heff D .1�e�˛ph/=˛p is the effective length of
the step, which accounts for the dependence of the
nonlinear operator on the propagation variable due
to the attenuation.

The algorithm complexity is O.N logN/ for FFTs and
O.N/ for (9.4) and (9.5). The actual number of oper-
ations depends on the specific implementation of the
algorithm and will be briefly discussed in Sect. 9.11.1.
The algorithm can be extended to the Manakov equa-
tion for dual-polarization signals by replacing signal
samples with two-element vector samples (each ele-
ment representing a polarization component). All the
operations described should then be applied to both
polarizations, interpreting the squared modulus jA0k;ij2
in (9.5) as the squared norm kA0k;ik2 of the vector sam-
ple.

Since the linear and nonlinear operators in (9.2) do
not commute, (9.3) is only an approximation. However,
an argument based on the Baker–Campbell–Hausdorff
formula ensures that the local error induced by (9.3) is
of the order of h2, such that the global error accumu-
lated at the output of the link is of the order of h, i.e., it
decreases linearly with the number of steps M. A more
accurate approximation can be obtained by using (9.3)
for half the step and applying the operators in reverse
order for the other half, such that error terms of the or-
der of h2 cancel out. This results in a symmetric version
of the algorithm that is based on the approximation

A.zC h/Š exp
�
h

2
L
�
exp

2

4
zChZ

z

N .�/d�

3

5

� exp
�
h

2
L
�
A.z/ (9.6)

and has local and global errors of the order of h3 and
h2, respectively. The adjacent linear steps of two con-
secutive sections can be merged into a single linear step
of length h. Therefore, the symmetric algorithm is al-
most equal to the basic one depicted in Fig. 9.3—but
for halving the length of the first linear step and for
adding one more linear steps of length h=2 after the last
section—and achieves a higher accuracy with a negligi-
ble increase of complexity.

The accuracy and complexity of the algorithm can
be traded off by selecting the step size h, which can
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Fig. 9.3 Basic implementation of the
SSFM algorithm

also be adaptively changed along the link to increase the
accuracy for a fixed complexity. Some possible criteria
for the selection of the step size, as well as a strategy for
its adaptation based on the local error, are discussed and
compared in [9.15]. A simple strategy for the adaptation
of the step size based on the global error is presented
in [9.16].

When processing a very long sequence of samples,
the overlap-and-save technique is typically employed
to minimize the complexity of the algorithm and keep
its latency within reasonable limits [9.14]. The in-
put sequence of samples is thus divided into several

overlapping blocks of length N, which are separately
processed according to the algorithm in Fig. 9.3. The
output sequence is eventually reconstructed by concate-
nating the output blocks and discarding the overlapping
samples.

The number of overlapping samples should be at
least equal to the overall memory Nm of the fiber-
optic channel, which depends on the maximum disper-
sion experienced during propagation. In a dispersion-
uncompensated link of total length L, assuming a con-
stant dispersion parameter ˇ2, the channel memory can
be approximated as Nm Š 2 jˇ2jB2L [9.17].

9.3 Fiber Propagation: Analytical Perturbation Modeling

The absence of closed-form solutions of the NLSE,
except for peculiar cases, stimulated the search for ap-
proximated analytical solutions. Among the plethora
of methods that mathematics can provide, perturbation
theory [9.18, 19] has been the most widely used in ap-
proximating the NLSE.

9.3.1 Perturbation Methods

The basic idea of perturbation theory is to identify
a term in a differential equation that is expected to be
a small disturbance to the exact solution of the equa-
tion, i.e., it is a perturbation. Most of the time, the small
perturbative term is weighed by a parameter, which rep-
resents a key variable for perturbation theory. If such
a parameter is not clearly visible, one can always mul-
tiply the perturbative term by a coefficient �, apply the
perturbation theory, and finally set � D 1.

Once the small perturbation and its related pa-
rameter �, which is based on physical intuition, are
identified, one can use math to properly approximate
the solution for small �. The idea is to write the un-
known exact solution of the differential equation as
a Taylor series in �. In the NLSE case, we identify the

nonlinear Kerr effect as the small perturbation and � as
the corresponding small parameter [9.20–22]. We, thus,
search the solution of the NLSE as a Taylor series with
respect to �

A.z; t/Š A0.z; t/CA1.z; t/� C : : : :

We do not know A.z; t/, but due to perturbation theory
we can evaluate An.z; t/ for all integers n
 1. They can
be evaluated recursively by solving the following dif-
ferential equations [9.18]

@An

@z
D LAnCN .An�1/ : (9.7)

At a closer look we note that such differential equations
are linear, with a forcing term N .An�1/. Each of them
can, thus, be solved exactly once we know the solution
at the previous order.

Although we can truncate the Taylor series up to
any order, all An with n
 2 are extremely complex and,
with very few exceptions, the NLSE has typically been
approximated to first order in � . Incidentally, the NLSE
is a well-behaved differential equation and setting � D
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0 does not cause divergence problems, so that we say
that we have a regular perturbation (RP) solution [9.18].
We are then mainly interested in RP1, i.e., in RP up to
�1.

The first-order perturbative term in the frequency
domain takes the following general expression [9.19,
20, 23, 24]

QA1.z; f /D
1“

�1
�.f1; f2; f /

� QA.0; f C f1/ QA.0; f C f2/ QA	.0; f C f1C f2/df1df2 ;

(9.8)

where �.f1; f2; f / is the fiber kernel and contains all the
main properties of the link. From a numerical point
of view, the RP solution (9.8) does not yield signif-
icant speed-up with respect to the numerical solution
provided by SSFM. However, its main interest lies in
providing an end-to-end analytical solution that can
be statistically manipulated, as we will see in the fol-
lowing sections. Alternatively, the RP1 solution can be
expressed as a propagating perturbative term along the
distance, the implications of which will be discussed in
Sect. 9.6.

For the NLSE, the RP has been showed to coincide
with the Volterra series expansion [9.23]. Nevertheless,
the physical intuition behind RP is of great help in sug-
gesting ways to improve the solution. First, it has been
shown that even in the presence of dispersion part of
the perturbation is in quadrature with the unperturbed
signal. Therefore, besides observing amplitude distor-
tion at the receiver, we do have phase distortion that we
generally categorize as SPM and XPM. Even if SPM
and XPM are small phase distortions, they may induce
a significant low-frequency contribution that is usually

removed by the carrier-phase estimator (CPE) in the
coherent detection, or by the photodiode in the direct
detection. The basic RP solution (9.8) is unaware of
such observations, and, thus, its basic expression (9.8)
often fails to be satisfactorily accurate. Special tricks to
remove such problems are, thus, necessary to improve
the range of validity of the RP1 approximation.

A first improvement is to search the perturbation in
the reference system of the average nonlinear phase ro-
tation, yielding the enhanced RP (eRP) method [9.23].
For first-order eRP, the approximated solution of the
NLSE is

A.z; t/Š .A0C �A1/ e
�j˚NL ;

where ˚NL is the average nonlinear phase cumulated
along the link. For instance, for a single span of effec-
tive length Leff and nonlinear length LNL, it is ˚NL D
�LNL=Leff. This approach corresponds to perturbing
a modified NLSE with average power P removed
in the nonlinear term, i.e., with N .A/D�j�.jAj2 �
P/A [9.25]. In Sects. 9.4, 9.5, and 9.6, we will calcu-
late and discuss the variance of the perturbation in the
eRP reference system.

Another improvement to RP is the logarithmic per-
turbation (LP), where the perturbation is searched in
a logarithmic domain [9.26]. At first order for A0 ¤ 0,
we have

A.z; t/Š A0e
�
A1
A0 :

LP coincides with the exact solution of NLSE in the
limit of zero dispersive effect, where the nonlinear Kerr
effect is a pure phase rotation. With GVD the exponent
in LP is a complex number, hence it does not manifest
itself just as a phase rotation. This class of models will
be discussed in Sect. 9.7.

9.4 From FWM to GN and EGN Models

In this section, two of the most well-known and widely
used nonlinearity models, the GN and EGN model, will
be introduced by deriving them from the basic Kerr-
related nonlinear fiber effect called four-wave mixing
(FWM). Historically, this is one of the ways in which
these models have been derived, and perhaps it is one
of the most intuitive. Interestingly, this FWM-based
derivation can be shown to be equivalent to the first-
order eRP solution described in [9.27] Sect. 9.3.1.

In the end, although some of the details will have
to be skipped, the reader should gain a rather detailed
appreciation of the derivation procedure, of the inner

structure of these models, and a general understanding
of how fiber nonlinear effects can be described in terms
of the interaction of many discrete signal spectral com-
ponents with one-another.

The GN model was actually derived several times,
in slightly different versions, over the years. The ear-
liest instance dates back to 1993 [9.28], where an
FWM-based derivation was used. Though limited to
single-polarization, ideal-lossless fiber and a rectan-
gular overall WDM spectrum, the equations in [9.28]
essentially coincide with those of the incoherent GN
model or the iGN model (Sect. 9.4.7).
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Later, in 2003, it was shown in [9.29] that results
similar to [9.28] could also be derived using a different
perturbation approach, earlier proposed in [9.30]. Simi-
lar equations were also independently derived in [9.24]
using truncated Volterra series in the frequency domain,
as introduced in [9.20].

Subsequently (2008–2010), a derivation approach
based again on FWM was used in [9.31, 32] to derive
a GNmodel version limited to optical OFDM. A similar
approach was independently exploited in 2010–2011 to
address not just OFDM, but all WDM systems [9.33–
35]. The derivation yielded the frequency-continuous,
dual-polarization integral GN model formula, which
is currently considered the reference formula for the
model (called GNRF, or GN model reference formula).
The name GN model was first introduced in [9.34].

Detailed rederivations of the GN model were pub-
lished in [9.27, 36], based on different methods. Both
independently confirmed the GN model equations and
provided substantial extensions and insightful general-
izations. Various follow-up papers have been published
since, providing further extensions, as well as closed-
form approximate solutions of the integral GN model
formula, for instance, [9.37–41].

More recently, based on a better understanding of
the features and limitations of the GN model, an im-
proved model called the enhanced GN model (or EGN
model) has been proposed. For references and a detailed
discussion of the EGN model, see Sect. 9.4.8.

9.4.1 Kerr Nonlinearity and Spectral
Line Signals

We consider a signal E.f /, made up of Q spectral lines,
ideally Dirac’s deltas, written as

E.f /D
QX

qD1
�qı.f � fq/ ; (9.9)

where the �qs are the complex amplitudes of each one
of the lines. On such spectrally delta-like signals, fiber
Kerr nonlinearity (Sect. 9.1) acts mainly through the
FWM effect.

The literature on FWM is vast. A comprehensive
treatment can be found in [9.1]. In the next few para-
graphs, we are going to recall only what is strictly
needed for our purposes.

When E.f / is propagated along a stretch of optical
fiber, then each set of three out of the Q signal lines
in (9.9), say those located at frequencies fk, fm and fn,
generates a FWM contribution in the form of a fourth
spectral line at frequency

f .i/FWM D fkC fm � fn ; (9.10)

fk ffmfn

ζk

ηi

ζm
ζn

f (i)
FWM

Fig. 9.4 Generation of a FWM spectral line at frequency
f .i/FWM D .fm� fnC fk/ due to Kerr nonlinearity acting upon
the signal spectral lines at frequencies fm, fn, and fk, called
pumps

as shown in Fig. 9.4. Note that k;m; n run each inde-
pendently over f1 : : :Qg and, therefore, there are Q3

possible triples .k;m; n/. We use the index i to identify
each one of these triples, through the notation .k;m; n/i,
where i runs over 1 : : :Q3. A given triple .k;m; n/i may
actually generate a FWM line at the same frequency as
the FWM line generated by another triple .k0;m0; n0/i0 .
That is, it can be that: f .i/FWM D f .i

0/
FWM. The reason is that

it is possible that .fkC fm � fn/D .fk0 C fm0 � fn0/, even
though .k;m; n/i ¤ .k0;m0; n0/i0 .

We now write the FWM generation formulas for
a single stretch of fiber. An FWM spectral line gener-
ated by the triple .k;m; n/i at a specific frequency f .i/FWM
can be written as

Ei.z; f /D �i.z/ı.f � f .i/FWM/ : (9.11)

Its complex amplitude �i grows along the fiber, de-
pending on several parameters, including the power of
the signal spectral lines, their relative spectral position,
fiber dispersion, loss, and the strength of the Kerr non-
linearity of that fiber.

Significantly, such a growth law takes on a relatively
simple form, provided that the so-called undepleted
pump assumption (UPA) can be made. Such terminol-
ogy stems from the fact that the signal lines in (9.9)
are called pumps according to jargon inherited from
physics. The UPA consists of this. Due to energy con-
servation, the FWM-generated spectral lines draw their
growing power from the pumps, whose power is, there-
fore, depleted. However, if the overall power of the
generated FWM lines is small versus the pumps’ power,
then the pumps can be assumed unperturbed, or un-
depleted. It can be shown that the UPA is equivalent
to what is called a first-order regular perturbation
(RP1) approach to finding the solution of the NLSE
(Sect. 9.3.1).

We assume that the FWM amplitude value at the
start of the fiber, zD 0, is equal to zero, so that �i .0/D
0. Then, using the single-polarization NLSE, under the
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UPA, the FWM line amplitude �i can be shown to be

�i.z/D�j�m�	n �k � e
R z
0 �.f

.i/
FWM ;z

0/dz0

�
zZ

0

�.z0/e
R z0
0 Œ��.f .i/FWM ;z

00/C�.fm;z00/C�	.fn;z00/C�.fk ;z00/	dz00dz0 ;

(9.12)

where

�.f ; z/D�jˇ.f ; z/� ˛.f ; z/C g.f ; z/ : (9.13)

Note that this equation can handle all-order dispersion
through ˇ.f ; z/, as well as frequency-dependent dis-
tributed gain or loss along the fiber through g.f ; z/ and
˛.f ; z/, respectively, g and ˛ both being positive num-
bers by definition.

The overall FWM created by the signal of (9.9) at
the location z along the fiber is actually given by the
superposition of all the individually generated FWM
contributions, that is,

EFWM.z; f /D
X

i

�i.z/ı.f � f .i/FWM/ : (9.14)

Focusing on the quite typical case of a homogenous
stretch of fiber, whereby � is a constant versus the spa-
tial coordinate z, one can rewrite (9.12) in the compact
form

�i.z/D�j��k�m�	nH.f .i/FWM; z/Leff.z; Nfi/�.z; Nfi/ ;
(9.15)

where Nfi D .fk; fm; fn/ is shorthand for the i-th triple of
frequencies from (9.4) generating a FWM line at f .i/FWM
as per (9.10), and

H.f ; z/D e
R z
0 �.f ;z

0/dz0 ; (9.16)

is the linear fiber transfer function at a generic fre-
quency f , from the fiber start till the length z. In
addition,

Leff.z; Nfi/D
zZ

0

e
R z0
0 Ref��.f .i/FWM ;z

00/C�.fm;z00/C�	.fn;z00/C�.fk ;z00/gdz00dz0 ;

(9.17)

�.z; Nfi/D L�1eff .z; Nfi/

�
zZ

0

e
R z0
0 Œ��.f .i/FWM;z

00/C�.fm;z00/C�	.fn;z00/C�.fk ;z00/	dz00dz0 ;

(9.18)

where Ref�g means the real part.

Equation (9.15) shows that the amplitude of the
i-th generated FWM line, �i, is proportional to the
factors Leff and �. The former is called the effective
length of the fiber. It is a real and positive number,
with units of length. It can be thought of as the length
of the fiber as felt by FWM generation. In a per-
fectly lossless fiber, it coincides with the actual physical
length of the fiber, that is, Leff D z. In a lossy fiber, it
is shorter than z. Note that when both loss and dis-
tributed gain are present, the result of (9.17) can be
either shorter or longer than z, depending on their bal-
ance.

The quantity � is the so-called FWM efficiency, and
it accounts for the critically important effect of disper-
sion on FWM generation. If there is no dispersion, i.e.,
if ˇ.f / is a constant versus f , then it can be immediately
seen from (9.18) that �D 1. If any amount of disper-
sion is present instead, then j�j< 1: This shows that
dispersion is a mitigator of FWM and, in general, of
nonlinearity, an important concept that we will return
to later in the chapter.

Equations (9.15)–(9.18) constitute an analytical so-
lution to the NLSE in the FWM framework, poten-
tially providing a powerful tool for the derivation of
nonlinearity models. In practice, for this to be the
case, two conditions must be met: (i) that the prop-
agation problem is within the validity range of RP1,
and (ii) that the signal of interest, which is sent into
the fiber, can be described as a set of spectral lines
like (9.9), so that the FWM formalism can be ap-
plied.

As for (i), this condition is typically well verified
in modern fiber telecom systems. We will later actu-
ally transition from RP1 to eRP1 (see Sect. 9.3.1 for
the definition of eRP), which further extends the range
of validity of the solution. Regarding (ii), the question
is whether actual data signals just can be put in the
form (9.9). In the following, we briefly address this lat-
ter aspect.

Actual physical transmitted signals (henceforth
data signals), which we will denote by ES.t/, have
the following features: they are finite-energy, limited-
peak-power signals of finite bandwidth Œfl; fh	 and finite
duration Œtl; th	. This is, of course, true also for WDM
signals consisting of multiple channels. In the WDM
case, Œfl; fh	would represent the overall WDM comb op-
tical bandwidth. Signals with these features can always
be Fourier transformed. Formally, ES.f /D FfES.t/g,
where Ff�g is the Fourier transform. In general, though,
ES.f / would not be in the form of (9.9); it could con-
tain some spectral lines but would typically consist
mainly of a continuous spectrum. However, given any
signal with the above features as ES.t/, the periodic
signal built by simply repeating it at regular inter-
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vals T0

Eper
S .t/D

1X

qD�1
ES.t� qT0/ (9.19)

acquires a pure line spectrum whose expression is

Eper
S .f /D

qhX

qDql
�q ı.f � qf0/ ; (9.20)

where f0 D 1=T0 and �q D f0ES.qf0/. The summation
index q would ideally run over Œ�1;1	 but ES.f /
is band limited by assumption to Œfl; fh	. This cur-
tails q within ql Dminfq W qf0 > flg and qh Dmaxfq W
qf0 < fhg. In conclusion, the signal of (9.20) is of the
form (9.9) and, therefore, the FWM formalism can be
applied to it.

Concerns may arise whether the periodization per-
formed in (9.19) may lead to undesired consequences
or loss of generality. There are subtleties to be heeded,
such as signal continuity issues at the edges of each
period, but the answer is that no loss of generality is
incurred.

Note that (9.20) is actually more constrained
than (9.9), because the spectral lines in (9.20) are not
arbitrarily located in frequency, but rather lie on a grid
of fixed pitch f0. Due to this, without any loss of gener-
ality, we can from now on identify the frequencies fk; fm,
and fn in (9.10) as kf0;mf0, and nf0, respectively. When
this is inserted into (9.10), it can be seen that all gener-
ated FWM contributions f .i/FWM forcedly lie on the same
frequency grid qf0 where the periodized signal spectral
lines also lie, with q

qD .kCm� n/ : (9.21)

For notational compactness, we then define figq as
the set of all the indices i that identify triples .k;m; n/i
that produce an FWM line at the same frequency qf0,
according to (9.10). In formulas

figq D fi W f .i/FWM D qf0g : (9.22)

This could be rephrased by saying that the index q
identifies the class of equivalence figq of all possible
triples .k;m; n/i that produce an FWM spectral line at
the same frequency qf0. Assuming that we are looking at
a single span of fiber of length Ls, then the total signal,
including both data signal and FWM, at the end of the
span is given by

Etot.f ;Ls/D ES.f ;Ls/CEFWM.f ;Ls/ ; (9.23)

where

ES.f ;Ls/D
qhX

qDql
�q.Ls/ı.f � qf0/ ; (9.24)

EFWM.f ;Ls/D
X

q

X

figq
�i.Ls/ı.f � qf0/ : (9.25)

The factors �q.Ls/ are the data signal spectral line
amplitudes from (9.20), linearly propagated to the end
of the span according to

�q.Ls/D �q �H.fq;Ls/ ; (9.26)

and H is the fiber linear transfer function defined
in (9.16).

9.4.2 Multispan Links

Extending the previous equations to multiple spans
requires that the UPA be augmented by two related as-
sumptions.

One is that the total FWM at the end of a multispan
link can be expressed as the sum of the FWM generated
in each generic n-th span. The other is that the signal
that generates FWM in the n-th span consists of just
the data signal spectral lines injected at the input of the
overall link, then linearly propagated to the input of the
n-th span.

These assumptions neglect the fact that, at the input
of each successive span, besides the data signal, there is
also the FWM produced in the previous spans, as well
as ASE noise. This approximation is viable provided
that, at any point along the link, the data signal power
can be assumed to be much larger than the accumulated
FWM and ASE power. In practice, this is typically the
case because otherwise, if the data signal power was
comparable to either the ASE or FWM power, the data
signal would be too degraded for successful reception
to take place. This argument fails only for systems that
can operate at quite low optical signal-to-noise ratio
(OSNR) values. Indicatively, no significant effect of co-
propagating ASE or FWM are observed down to about
10 dB OSNR [9.42, 43]. A clear impact can be observed
at about 5 dB OSNR where, indicatively, about 10%
maximum reach decrease is found between considering
co-propagating ASE and FWM versus not considering
them. In this section, we neglect this aspect, which is
discussed in more detail in Sect. 9.9.1.

Analytically, (9.15) can then be modified as follows,
to provide �i at the end of the link (i.e., at Lend), which
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we call �ei

�ei D�j�k�m�	n
NsX

nsD1
H.NfiI 1; ns � 1/

� �.ns/Leff.NfiI ns/�.NfiI ns/H.f .i/FWMI ns;Ns/ ;

(9.27)

where the fiber transfer function H.f .i/FWMI ns;Ns/ lin-
early propagates the i-th FWM line from where it is
generated, i.e., the ns-th span, to the last span Ns; H
can be found by cascading its single-span version (9.16)
along the link. The factor H.NfiI 1; ns� 1/ is shorthand
for the product of the three transfer functions that prop-
agate linearly the three pumps from the first span to the
end of the .ns� 1/-th span, that is,

H.NfiI 1; ns� 1/D
H.fkI 1; ns � 1/H.fmI 1; ns� 1/H	.fnI 1; ns � 1/ ;

(9.28)

The notation Leff. NfiI ns/ indicates the effective length
calculated for the ns-th span alone, relative to the i-th
triple .k;m; n/i. It is found by using (9.17) in the local
span length coordinate, which runs from 0 to the span
length L.ns/s , and setting zD L.ns/s . Similarly for �. NfiI ns/
with (9.18). Finally, the summation in (9.27) sums the
overall FWM produced in each span, then linearly prop-
agated to the end of the link.

We could then use (9.22)–(9.25) to express the over-
all data and FWM signals at the end of the multispan
link. We will do this in Sect. 9.4.4 after dealing with
dual-polarization propagation.

9.4.3 Dual Polarization

Actual fibers carry two polarizations. Nonlinear prop-
agation in dual polarization (DP) obeys a set of two
stochastically-coupled nonlinear differential equations,
called dual-polarization NLSE (DP-NLSE) [9.1]. The
stochastic nature of the coupling is due to the random
birefringence of the fiber. However, as pointed out in
Sect. 9.1, in typical telecom fibers, it is possible to
average the DP-NLSE over the spatial evolution of ran-
dom birefringence, obtaining the so-called Manakov
equation (ME) [9.8, 44, 45]. The ME provides a very
effective means of modeling DP nonlinear propagation
and is very widely used in analytical modeling and sim-
ulations.

To address DP-FWM, we first redefine the pump
amplitudes �q in (9.9) as DP quantities

�q D �Ox;q OxC �Oy;q Oy ; (9.29)

where �Ox;q; �Oy;q are the Ox and Oy pump components,
respectively. Then, according to the ME, quite re-
markably all of the previously shown formulas remain
unchanged, with the exception of the substitution of the
scalar quantity �k�m�	n , in (9.27), with the Jones vector
(in the Ox and Oy basis) appearing in square brackets below

�ei D�j
8

9

"
.� Oxk�

Ox
m�
Ox
n
	 C � Oxk� Oym� Oyn	/

.�
Oy
k�
Oy
m�
Oy
n
	 C � Oyk� Oxm� Oxn	/

#
NsX

nsD1
Leff.NfiI ns/

� �.ns/�.NfiI ns/H.NfiI 1; ns � 1/H.f .i/FWMI ns;Ns/ :

(9.30)

Note, in particular, that Leff, �, H, and H are scalar
quantities and are unaffected by DP. Of course, as a re-
sult of the above substitution, the FWM amplitudes �ei
acquire a DP nature too, that is, �ei D �eOx;i OxC �eOy;i Oy.

9.4.4 The Statistical Modeling Approach

The shown analytical FWM formalism lends itself to
the derivation of statistical models, which are poten-
tially more powerful design/analysis tools than brute-
force numerical NLSE or ME integration and Monte-
Carlo performance estimation.

We focus on the end of the link, identified as Lend.
In agreement with system-related literature, we call
the Kerr-induced nonlinear disturbance at this loca-
tion nonlinear interference, or NLI, replacing the FWM
acronym, that is,

ENLI.f /D EFWM.f ;Lend/ : (9.31)

The formula for ENLI at Lend is then, similarly to (9.25),

ENLI.f /D
X

q

X

figq
�ei ı.f � qf0/ : (9.32)

In essence, the statistical approach (SA) consists of
viewing the �ei as random variables (RVs), so that the
overall NLI disturbance field (9.32) becomes a random
process (RPR), whose statistical features can be studied
to assess its impact on data signal detection. Note that
the �ei are not RVs if transmission of a specific fully-
defined data signal takes place. They become RVs if
transmission of random data signals is assumed. Then,
by statistical manipulation, one can extract the average
features of NLI over all possible data signals, which is
the great advantage of the SA over any Monte-Carlo
strategy.

In this section, we focus on the GN/EGN class of
models. These models aim at finding the power spectral
density (PSD) of ENLI.f /, which we will call GNLI.f /
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(typically in [W=Hz]). The reason for the focus on this
quantity is that the impact of NLI noise on system per-
formance, typically expressed in terms of a degraded
estimated OSNR, can be found based onGNLI.f /. Other
indicators can then be estimated based on such OSNR,
such as BER, MI, and GMI, to different accuracy.

For convenience, we first define a new RV that is
the sum of all the FWM amplitudes contributing to the
same NLI line at frequency .q f0/

eq D
X

figq
�ei : (9.33)

Given (9.32) and (9.33), GNLI.f / is then directly found
as

GNLI.f /D
X

q

Efj eq j2gı.f � qf0/ : (9.34)

To carry out the calculation of Efj eq j2g, with reference
to (9.30) and (9.33), we define the data signal factor

Si D
"
.� Oxk�

Ox
m�
Ox
n
	 C � Oxk� Oym� Oyn	/

.�
Oy
k�
Oy
m�
Oy
n
	 C � Oyk� Oxm� Oxn	/

#

(9.35)

and the link factor

LKi D�j 89
NsX

nsD1
�.ns/Leff.NfiI ns/�.NfiI ns/

�H.NfiI 1; ns � 1/H.f .i/FWMI ns;Ns/ : (9.36)

This way, we can compactly write eq D
P
figq Si LKi.

We then have

Efˇ̌eq
ˇ̌2g D E

8
<̂

:̂

0

@
X

figq
Si LKi

1

A

T	
X

fi0gq
Si0LKi0

9
>=

>;

D
X

figq

X

fi0 gq
EfST	i Si0 gLK	i LKi0 ; (9.37)

where the superscript T means transpose. Note that the
link factor, apart from normalizations, is the same quan-
tity appearing as � in (9.8), which provides a clue that
the FWM formalism with the UPA is equivalent to the
RP1 approach (Sect. 9.3.1).

Equation (9.37) is at the core of both the GN and
EGN models. It shows that the SA reduces to the eval-
uation of the expectation EfST	i Si0 g, since LKiLK	i0 is
completely deterministic and is even available in closed-
form in various relevant cases. Note also from (9.35)
that Si depends only on the data signal at the input of

the fiber and not on the link features, which are instead
confined within LKi.

Despite its apparent compactness, (9.37) does not
typically generate simple results. The reason is that
the RVs �q, which are the amplitudes of the overall
WDM data signal spectral lines in (9.20), interact non-
linearly in (9.37) giving rise to complex sixth-order
moments, which generate a large number of terms.
Only under drastic simplifying assumptions or special
circumstances (9.37) and, as a result, the NLI spec-
trum (9.34), take on simple forms. This is the case of
the GN model, which we introduce next.

9.4.5 The GN Model

The complexity hidden within (9.37) simplifies dras-
tically provided that certain approximations are made.
Such approximations give rise to the so-called GN
model. They are as follows.

It is assumed that the �qs in (9.9) are statistically
independent (SI) zero-mean complex circular jointly-
Gaussian RV. As for their variances �2�q , they directly
relate to the average PSD of the periodized data signal
of (9.20), which is given by

Gper
S .f /D

qhX

qDql
�2�qı.f � q f0/ : (9.38)

Then, a logical choice is to assume that the �2�q are

such that Gper
S .f / tends to follow the average PSD of the

aperiodic data signal,GS.f /. This is obtained by impos-
ing

�2�q D f0 �GS.q f0/ ; (9.39)

where the multiplying constant f0 adjusts dimensions
and also ensures signal power consistency. This way,
Gper

S .f / and GS.f / relate as in the pictorial example of
Fig. 9.5.

A key point is whether the main assumptions made
so far are reasonable and accurate. As has already been
stated, the signal periodization of (9.19) is of no con-
cern. In addition, in Sect. 9.4.5, we will actually show
that it can be removed. The PSD matching of (9.39),
depicted in Fig. 9.5, is not problematic either. The zero-
mean complex circular Gaussian distribution assump-
tion for each one of the �q, individually, is also actually
quite accurate. What, in general, is not accurate, is the
assumption that the �q are SI. In fact, assuming con-
ventional memoryless modulation, with independent
symbols and standard PM-QAM constellations, the �q
are not independent within each single WDM channel.
Also, their dependence is not straightforward, since,
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Fig. 9.5 Solid red line: an example
of the PSD GS.f / of a five-channel
aperiodic WDM transmission signal.
Black arrows: Dirac’s deltas making
up the PSD Gper

S .f / of the periodized
transmission signal (9.38), according
to (9.39)

even though they are individuallyGaussian, they are not
jointly-Gaussian.

The GN model neglects the statistical dependence
of the �q within each WDM channel, and this approxi-
mation can be expected to generate some error, which
we will discuss later on. On the other hand, it allows
for extremely simple handling of the average EfST	i Si0 g.
The very compact result, which can be obtained through
Isserlis’s theorem, is

EfST	i Si0 g D 3

4
�2�k�

2
�m
�2�nıii0

D 3

4
f 30GS.kf0/GS.mf0/GS.nf0/ıii0 : (9.40)

It should be mentioned that (9.40) is valid when the
three indices k;m; n of the i-th triple are all different.
Using it when this is not the case introduces an ap-
proximation, which is, however, of vanishing impact
for decreasing f0. We consequently assume that a small-
enough f0 is chosen. Interestingly, it can be shown that
by introducing such approximation, and assuming a
small-enough f0 to make it accurate, the result tends
to the better eRP perturbation approach rather than RP.
See Sect. 9.3.1 for details on eRP versus RP.

Once (9.40) is plugged into (9.37), Kronecker’s
delta ıii0 reduces the double summation to a single one.
As a result, the power carried by the NLI spectral line
at frequency .qf0/ is given by

Efjeqj2g D
16

27
f 30

�
X

figq
GS.kf0/GS.mf0/GS.nf0/ jLKij2 :

(9.41)

We must now make explicit the implicit indexing
system used in (9.41), defined in (9.22), and write
equivalently but explicitly

Efˇ̌eq
ˇ̌2g D 16

27
f 30

qhX

kDql

qhX

mDql

ˇ̌
LKkm.kCm�q/

ˇ̌2

�GS.kf0/GS.mf0/GS.ŒkCm� q	f0/ ;

(9.42)

where the relation nD .kCm�q/, derived from (9.21),
was used. The link factor LKkmn is now written as

LKkmn D�j
NsX

nsD1
�.ns/Leff.kf0;mf0; nf0I ns/

��.kf0;mf0; nf0I ns/H.qf0I ns;Ns/

�H.kf0;mf0; nf0I 1; ns � 1/ : (9.43)

Equations (9.42) and (9.43), together with (9.34),
provide a general frequency-discrete GN model equa-
tion set. These formulas could be directly used to cal-
culate the PSD of NLI by executing the indicated sum-
mations numerically. However, a frequency-continuous
set of formulas can be derived from them.

Continuous Frequency
It is possible to recast the GN model in integral form
by going from discrete to continuous frequency. This is
also useful because in certain cases it allows analytical
closed-form solutions to be obtained.

The procedure consists of lengthening the period-
icity T0 of the data signal in (9.20). In the limit of
T0!1, that is, of the data signal effectively becom-
ing aperiodic and infinitely extended in time, then also
f0! 0, and through rather straightforward mathemati-
cal manipulation, the frequency continuous GN model
is found. The PSD of NLI is given by

GNLI.f /D 16

27

fhZ

fl

fhZ

fl

GS.f1/GS.f2/GS.f1C f2 � f /

� jLK.f1; f2; f1C f2 � f /j2 df1df2 ; (9.44)

LK.f1; f2; f3/D�j
NsX

nsD1
�.ns/LeffŒ.f1; f2; f3/I ns	

��Œ.f1; f2; f3/I ns	
�H.f1C f2 � f3I ns;Ns/

�HŒ.f1; f2; f3/I 1; ns� 1	 : (9.45)

For the readers’ convenience, below we replace the
shorthand forms appearing in (9.45) with their defi-
nitions, and include certain elements, such as lumped
gain/loss and possible dispersion-compensating units
(DCUs) that have not been explicitly introduced so far.
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The result is

LK.f1; f2; f3/D�j
NsX

nsD1
�ns

�
L.ns/sZ

0

e
R z0
0 Œ�ns .f1;z

00/C�	ns .f3;z00/C�ns .f2;z00/��ns .f1Cf2�f3 ;z00/	dz00dz0

�
NsY

pDns
� 1=2
p .f1C f2 � f3/e

R L.p/s
0 �p.f1Cf2�f3;z/dz

� e�jˇ.p/DCU .f1Cf2�f3/

�
ns�1Y

pD1
Œ�p.f1/�p.f2/�p.f3/	

1
2

� e
R L
.p/
s

0 Œ�p.f1;z/C�p.f2;z/C�	p .f3;z/	dz

� e�jŒˇ.p/DCU.f1/Cˇ.p/DCU.f2/�ˇ.p/DCU.f3/	 ; (9.46)

where �p is lumped power gain/loss and ˇ.p/DCU.f / is
the effect of a DCU element, both located at the end
of the p-th span. The quantity �p is the complex prop-
agation constant, defined in (9.13), for the p-th span.
Equation (9.46) is quite general, as it can handle both
distributed and lumped loss/gain, also frequency depen-
dent, as well as the possible presence of DCUs.

9.4.6 Noteworthy Link Factors

In this section, we focus on closed forms or simplified
forms for the LK factor, which can be found for various
cases of interest. LK is a function of the frequencies
of the three pumps generating a FWM contribution.
This dependence can be cast in the discrete framework
of (9.42)–(9.43) through the indices k;m; n or in the
continuous framework of (9.44)–(9.45) using frequen-
cies f1; f2; f3. We use the latter, but it is possible to
convert from one to the other through the direct sub-
stitutions: f1 D kf0, f2 D mf0, f3 D nf0.

Transparent and Uniform Link
with Lumped Amplification

A transparent span is such that its optical gain equals
its loss exactly, from the input of that span to the input
of the next span. A transparent link is one where every
span is transparent. A link is uniform if all spans are
identical.

Under the assumptions of a transparent and uniform
link, (9.45) takes on the closed form

LK.f1; f2; f3/D�jNs�Leff.f1; f2; f3/�.f1; f2; f3/

� e�jNsLsˇ.f1Cf2�f3/ej
ˇ123
2 .Ns�1/LsD

�
Ls
ˇ123

2
;Ns

�
;

(9.47)

where the dependence of Leff and � on ns was removed,
since they are identical for all spans, and we use the
shorthand

ˇ123 D ˇ.f1C f2� f3/�ˇ.f1/�ˇ.f2/Cˇ.f3/ I (9.48)
D.x;N/D Œsin.Nx=2/	=ŒN sin.x=2/	 is the periodic-sinc
Dirichlet function of order N [9.46].

If we further assume that the fiber loss coefficient
˛ is frequency independent and that lumped (nondis-
tributed) frequency-independent amplification is used,
with the amplifier placed at the end of each span, then
Leff and � simplify to

Leff D 1� e�2˛Ls
2˛

; (9.49)

�.f1; f2; f3/D 1

Leff
� 1� e�2˛Ls ejˇ123Ls

2˛� jˇ123
: (9.50)

Note that quite often ˇ is accounted for through the
so-called ˇ2 and ˇ3 coefficients, as

ˇ.f /D 2 2ˇ2f
2C 4

3
 3ˇ3f

3 : (9.51)

If so, (9.48) is rewritten as

ˇ123 D 4 2.f1� f3/.f2� f3/Œˇ2C ˇ3.f1C f2/	 :

(9.52)

The Uniform Lossless Link
Lossless links are often used in research papers as a lim-
iting case of ideal distributed amplification. A uniform
lossless link with no DCUs can actually be viewed as
a single span, whose length is that of the whole link.
Using (9.17), (9.18), with ˛ D 0, gD 0 and integration
length zD Ltot, where Ltot is the whole link length, we
have that Leff D Ltot and

�.f1; f2; f3/D ejˇ123
Ltot
2 Sinc

�
ˇ123Ltot

2

�
; (9.53)

where Sinc.x/D sin.x/=x. Using these results, the link
factor becomes

LK.f1; f2; f3/D�j�Ltot�.f1; f2; f3/e�jˇ.f1Cf2�f3/Ltot :
(9.54)

If ˇ is expressed as (9.51), then (9.52) allows us to
modify (9.53)–(9.54) accordingly.

Note that there are substantial differences between
the link factor of a uniform and transparent lossy mul-
tispan link (9.47) and a lossless one (9.54). Indeed,
nonlinearity presents strongly different features in the
two setups, so a lossless link should never be used as an
approximation of a lossy one in practical system stud-
ies.
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The Uniform Transparent Link with Undepleted
Backward-Pumped Raman Amplification

Raman amplification has become a key staple of mod-
ern coherent terrestrial links, where it can provide
equivalent noise-figure gains on the order of 4�6 dB.
Equation (9.45) is capable of handling any distributed
gain profile, and, therefore, Raman amplification too,
but it would typically require numerical integration
of (9.17) and (9.18), and, in general, the evaluation of
LK would be quite involved.

A closed-form expression for LK is available pro-
vided that the following simplifying assumptions and
approximations are made: the link is uniform and trans-
parent; gain is due to a single counter-propagating
Raman pump; the Raman pump is undepleted; Raman
gain and fiber loss are frequency independent. Note that
the Raman gain need not balance exactly fiber loss;
however, we assume transparency, so either lumped loss
or lumped gain are assumed to be present at the end of
each span to bring the total span gain/loss to balance,
from which j H.f Ins;Ns/ jD 1, for any ns.

The distributed (field) gain due to a single unde-
pleted backward-propagating Raman pump at a location
z within a span whose local spatial coordinate is z 2
Œ0;Ls	, is

g.z/D CRPR0

e2˛Rz

2
; (9.55)

where CR is the Raman gain coefficient 1=(Wkm), ˛R
(1=km) is the (field) attenuation of the fiber at the Ra-
man pump frequency, and PR0 is the power of the pump
at zD 0, i.e., at the start of the span. Note that, since the
pump is injected at the end of the span and propagates
backwards, its power profile actually grows exponen-
tially in the forward direction, as shown by (9.55). The
calculations are fully reported in [9.37], and the relevant
results are

Leff D e�
CRPR0
2˛R

2˛R
�
�
�CRPR0

2˛R

� ˛
˛R

�
�
�

�
� ˛
˛R
;�CRPR0

2˛R

�
��

�
� ˛
˛R
;�CRPR

2˛R

��
;

(9.56)

�.f1; f2; f3/D e�
CRPR0
2˛R

2˛RLeff

�
�CRPR0

2˛R

� 2˛�jˇ123
2˛R

�
�
�

�
�2˛� jˇ123

2˛R
;�CRPR0

2˛R

�

� �
�
�2˛� jˇ123

2˛R
;�CRPR

2˛R

��
; (9.57)

where PR D PR0e
2˛RLs is the power of the pump as it is

injected at the end of the span, and

� .x; y/D
1Z

y

w x�1e�wdw

is the upper incomplete Gamma function. Here too, if
ˇ is expressed as (9.51), then (9.52) allows us to mod-
ify (9.57) accordingly. The overall expression of LK is
still (9.47).

9.4.7 The Incoherent GN Model

Among the assumptions leading to the GN model, there
is the premise that the NLI, generated by FWM in each
span, adds up at the field level at the end of the link, that
is,

Eend
NLI.f /D

NsX

nsD1
E.ns/NLI.f / : (9.58)

Equations (9.44) and (9.45) were derived accordingly.
A possible alternative assumption is that NLI adds up
in power at the end of the link, that is,

Gend
NLI.f /D

NsX

nsD1
G.ns/NLI.f / : (9.59)

This assumption is called the incoherent accumulation
approximation or IAA. The GNmodel version that uses
it is the incoherent GN model, or iGN model. The iGN
model equations are (9.44) and the following (replac-
ing (9.45))

jLK.f1; f2; f3/j2 D
NsX

nsD1
j�.ns/Leff..f1; f2; f3/I ns/�..f1; f2; f3/I ns/j2

� jH.f1C f2 � f3I ns;Ns/H..f1; f2; f3/I 1; ns� 1/j2 :
(9.60)

The IAA is a rather drastic approximation. On the
other hand, (9.59) brings about substantial simplifica-
tion, which is greatly advantageous in the practical use
of the GN model. There are three main aspects in which
it helps.

First, if the GN model is evaluated by numerical in-
tegration of (9.44) and (9.45), the jLKj2 factor typically
turns out to be very rapidly oscillating versus the in-
tegration variables, requiring a fine integration grid or
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sophisticated integration strategies [9.37]. This can be
appreciated by looking, for instance, at a closed-form
LK, such as for the transparent and uniform link, where
the Dirichlet function in (9.47) has a rapidly oscillatory
behavior. Such behavior is due to the phase interference
of the NLI contributions from different spans, occurring
at the end of the link (see Fig. 21 in [9.37]). If the IAA
is made, then this interference does not occur and, in
the example in question, the Dirichlet function factor
disappears altogether.

Secondly, the simplified analytical form of the LK
factor makes it easier to find fully closed-form solutions
for the overall NLI PSD GNLI.f /, see Sect. 9.4.10.

Thirdly, (9.59) makes it easy to assess NLI within
complex reconfigurable networks, because the compu-
tation of NLI within each span, as well as the optimiza-
tion of certain aspects such as launch power, become
dependent only on span-local features. NLI is then eas-
ily propagated from that span on, by accounting only for
loss and gain along the path. This was recognized early
on and has developed, among others, into the LOGO
network optimization and control strategy [9.47–49],
which is currently in use in physical-layer-aware optical
networking products of some vendors.

Of course, the above advantages would be moot if
the IAA induced too large errors. However, despite the
drastic nature of the IAA, the results of the iGN versus
the GN model are typically quite close. In fact, in many
cases, the iGN model appears more accurate than the
GN model, due to the fortuitous circumstance that the
error due to the Gaussian data signal assumption made
by the GN model partially cancels out the error induced
by the IAA. This aspect was studied in detail in [9.41]
(Sects. III-D and V-D) and in [9.50]. It is also dealt with
in the next section (Sect. 9.4.7).

GN Model Accuracy and Validity Range
For theoretical reasons,the discussion of which can be
found in the rich literature on the topic, such as [9.25,
51–55], the GN model approximations tend to work
well and produce accurate results when:

(1) The symbol rate is large
(2) Fiber dispersion is large
(3) Loss per span is not too small
(4) Amplification is prevalently lumped
(5) The number of traversed spans is sufficiently large.

In agreement with the above, the GN model has
shown excellent predictive capability in ultra-long-haul
(ULH) submarine transmission over PSCF at large sym-
bol rates. Various level of inaccuracy have instead been
found, for instance, over very low dispersion fibers, at
low symbol rates, with short reach (1–3 spans). Note,

though, that the model is rather robust in the sense that,
typically, several of the above conditions must be si-
multaneously or severely violated in order to see large
errors in NLI prediction by the model. Also, the GN
model error is always towards underestimating system
performance, i.e., it is always conservative. Such under-
estimation error is typically in the range �5 to �20% of
maximum reach.

Several dedicated GN model test and validation
studies have been carried out over the years, both simu-
lative and experimental. Examples of the experimental
ones are [9.49, 56–62], where the GN model consis-
tently proved quite accurate. Two of these experiments
were specifically designed to test the model over dif-
ferent fiber types [9.56, 60]. In particular, the latter
addressed seven quite different fiber types. A massive
ULH experiment [9.57] showed a very good accuracy
of GN model predictions for a 106-channel system at
30GBaud channel rate, with PM-16QAM transmission,
over 10 290 km, with and without ideal DBP.

Regarding simulative tests, a great many papers
have been published. A recent broad study [9.50] ad-
dressed a very wide range of scenarios, including five
QAM formats (from PM-QPSK to PM-64QAM) at
32GBaud, three fibers (NZ-DSF, SMF, PSCF), three
channel spacings (33.6, 27.5 and 50GHz), and two span
lengths (60 and 100 km). Mixed Raman/EDFA ampli-
fication was also addressed. The range of maximum
reach (MR) probed spanned from 200 to 10 000 km.
Criteria (1)–(5) above were confirmed, and a gradual er-
ror increase was foundwhen such criteria were departed
from. Along similar lines, two newer studies [9.63, 64]
have explored the realm of high symbol rates (from
64 to 512GBaud), showing quite compellingly that, as
symbol rates go up, the GN model becomes more accu-
rate. We will come back to this aspect after introducing
the EGN model in the next section.

Here, in Fig. 9.6a, we provide an original set
of results where we focused on 15-channel sys-
tems operating at the next-generation industry-standard
symbol-rate of 64GBaud. The test was run on ei-
ther single-mode-fiber (SMF) or a challenging nonzero
dispersion-shifted-fiber (NZDSF) with high nonlinear-
ity coefficient and very low dispersion. Six QAM for-
mats were tested, from PM-8QAM to PM-256QAM,
with three different spacings. The detailed system
data are reported in the figure caption. MR at op-
timum launch power is shown, found based on
reaching a target minimum generalized mutual in-
formation (GMI) equal to 87% of each format en-
tropy, corresponding to about 15% FEC coding over-
head. For instance, the entropy of PM-32QAM is
10 bit=symbol, and the target GMI was set to 0:87�
10D 8:7 bit=symbol. The abscissa is the net system
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Markers:

Fig. 9.6a,b System maximum reach
(MR) in number of spans, versus
net spectral efficiency. Asterisks are
simulation results, lines are analytical
predictions using the GN model,
incoherent GN model, and EGN
model (see legends). Results are
shown in blue for NZDSF and in
black for SMF. System data: the span
length is 100 km, EDFA noise figure
6 dB, symbol rate Rs D 64GBaud,
15 channels, the tested channel is
the center one. For each format
the target GMI (for PM-QAM) or
MI (for PM-Gaussian) is shown.
The abscissa was calculated as
GMI�Rs=
f , MI replacing GMI for
PM-Gaussian. Three channel spacings

f were used for each format: 76.2,
87.5, and 100GHz. The error bars
indicate ˙10% error interval. Fibers
were: SMF, DD 16:7 ps=.nm km/,
˛ D 0:21 dB=km, � D 1:3 1=.Wkm/;
NZDSF, DD 2:0 ps=.nmkm/ ,
˛ D 0:22 dB=km, � D 1:77 1=.Wkm/

spectral efficiency in bit/(s Hz), calculated as shown in
the caption.

Figure 9.6a confirms that the GN model always
underestimates MR, in the SMF case by 7% for PM-
8QAM, up to 17% for PM-256QAM. This larger error
is due to the very short reach of PM-256QAM (1 span),
severely violating condition (5). Errors are somewhat
larger in the case of the NZDSF (which violates con-
dition (2)), again especially at short reach (violating
(2) and (5) together). The incoherent GN model is
better overall, for the reasons explained at the end of
Sect. 9.4.7.

In summary, the GN model and its incoherent ver-
sion provide a low-complexity, conservative tool for the
estimation of system performance across a very wide
range of system scenarios. As we will later show, it also
lends itself to the derivation of fully-closed form ap-
proximate solutions. These aspects justify its success

and widespread use. Later, we will also show that the
possible adoption of Gaussian-shaped constellation for
optical transmission may actually provide a renewed
boost to the use of the GN model.

9.4.8 The EGN Model

As mentioned above, the GN model loses accuracy
when criteria (1)–(5) are violated. Also, because of the
Gaussian data signal assumption, it does not account for
certain nonlinearity features, such as the dependence of
NLI generation on the modulation format. These prob-
lems were recognized early on [9.51–53], and in [9.53]
a procedure was proposed by which the GN model
could be modified to avoid them. In [9.65], the so-
called EGN model was fully derived following up on
the procedure introduced in [9.53]. Extended calcula-
tion details are reported in [9.66].
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Both the GN and the EGN model descend
from (9.37). They differ as to the result of the expec-
tation EfST	i Si0 g, where Si is given by (9.35). This is
because the RV’s �n, which make up Si, are assumed
SI for the GN model, whereas in the EGN model their
statistical dependence is taken into account. As a con-
sequence, the sixth-order moments of the �n, which
appear within EfST	i Si0 g, yield a much more complex
result than (9.40). When such a result is put into (9.37),
and the transition from discrete frequency to continu-
ous frequency is made (Sect. 9.4.5), not just one, as in
the GN model case, but a total of 12 integral terms are
generated, each with different integrand functions and
different integration domains.

Interestingly, one of these integral terms corre-
sponds to the GN model itself, so that it is possible to
write the EGN model as

GEGN
NLI .f /D GGN

NLI.f /�Gcorr
NLI.f / ; (9.61)

where GGN
NLI.f / is the GN model term and Gcorr

NLI.f / col-
lects the other 11 integral terms. It can be thought of
as a correction that originates from the statistical de-
pendence of the �n, not taken into account in GGN

NLI.f /.
Incidentally, such statistical dependence changes de-
pending on the modulation format, so while GGN

NLI.f /
is format independent, Gcorr

NLI.f / is not. Note also that
Gcorr

NLI.f / is intentionally presented with a minus sign
in (9.61) to stress the fact that the EGN correction typ-
ically decreases NLI. In fact, it always decreases NLI
if PM-QAM signals are assumed, and this explains the
feature observed ofGGN

NLI.f / always overestimatingNLI.
A complete version of the quite complex EGN

model formulas is reported in [9.65, 67]. We will not
reproduce them here for lack of space. We will fo-
cus instead on an approximate reduced EGN model in
Sect. 9.4.8, The Reduced EGN Model.

EGN Model Accuracy
The EGN model accuracy has been extensively investi-
gated simulatively (see for instance [9.50, 63, 64]). The
results have consistently shown that the accuracy of the
EGN model is excellent, even when one or more of the
conditions (1)–(5), which are critical for the GN model
(see the beginning of Sect. 9.4.7), are not met. As we
did for the GN model, in Fig. 9.6a we show a collection
of tests on QAM systems operating at 64GBaud, over
SMF and NZDSF, with 100 km spans (see Sect. 9.4.7
and the caption of Fig. 9.6a for setup details). The
very remarkable feature of the plot is the flawless co-
incidence of the EGN model MR prediction with the
simulation results, across all system configurations,MR
values, channel spacings, and fibers.

Note that the star markers in Fig. 9.6a are simu-
lations that use a receiver that is optimum in AWGN
and makes no attempt at mitigating the component of
NLI, which can be classified as nonlinear phase noise
(NLPN). Such an NLI component turns out to be corre-
lated over time, to an extent that roughly grows as the
accumulated dispersion along the link and as the sym-
bol rate squared. If enough time correlation is present,
NLPN can be removed by means of relatively simple
carrier-phase estimation (CPE) algorithms, and a some-
what better performance than predicted by the EGN
model can be achieved. This aspect is discussed exten-
sively in [9.50, 63, 64] and is dealt with in Sect. 9.5.2 of
this chapter.

The Reduced EGN Model
The EGN model is very accurate but quite complex.
On the other hand, in virtually all cases of practical
interest, very good accuracy is still achieved by us-
ing the so-called EGN-SCI-X1 [9.67] approximation,
which we call here reduced EGN model. It consists
of neglecting those EGN model terms whose contri-
bution is typically the smallest. The remaining terms
are still substantially more complex, as a whole, than
the GN model, but about only 1=3 as complex as the
complete EGN model. With reference to Fig. 9.6a,
the curves of the reduced EGN model would be com-
pletely superimposed to those of the EGN model
(less than 1% MR difference), in all cases presented
there.

To deal with the EGN model, we have to introduce
a different notation from that used for the GN model
in (9.44). The reason is that the term Gcorr

NLI.f /, cannot
be expressed in terms of the WDM signal PSD. Rather,
the Fourier transforms of the individual WDM channel
pulses are called into play. Please refer to Appendix 9.B
for a detailed list of symbol definitions.

The overall WDM data signal is written in the time
domain as

sWDM.t/D
NchX

nchD1

X

r

.arx;nch OxC ary;nch Oy/

� snch.t� rTnch/ej2 fnch t : (9.62)

The arx;nch and ary;nch are the symbols sent on the Ox and
Oy polarizations in the r signaling time slot, on the nch
the WDM channel. We then assume that all quantities
are normalized, so that the power carried by eachWDM
channel is given by

Pnch D Efjarx;nch j2Cjary;nch j2g : (9.63)
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Table 9.1 Exact values of ˚ and � parameters

Format ˚ �

PM-BPSK 1 �4
PM-QPSK 1 �4
PM-8QAM 2=3 �2
PM-16QAM 17=25 �52=25
PM-QPSK 69=100 �211=100
PM-64QAM 13=21 �5548=3087
PM-128 1105=1681 �135044=68921
PM-256 257=425 �12532=7225
PM-1-QAM 3=5 �12=7
PM-Gaussian 0 0

Format ˚ �

PM-BPSK 1 �4
PM-QPSK 1 �4
PM-8QAM 2=3 �2
PM-16QAM 17=25 �52=25
PM-QPSK 69=100 �211=100
PM-64QAM 13=21 �5548=3087
PM-128 1105=1681 �135044=68921
PM-256 257=425 �12532=7225
PM-1-QAM 3=5 �12=7
PM-Gaussian 0 0

We also define the following quantities related to
the fourth and sixth moments of the channel symbols

˚ D 2� Efjaj4g
E2fjaj2g ;

� D� Efjaj6g
E3fjaj2g C 9

Efjaj4g
E2fjaj2g � 12 ; (9.64)

where a is any of the arx;nch or of the a
r
y;nch , which are as-

sumed to all be identically distributed. The exact values
of ˚ and � for the most commonly-used constellations
are shown in Table 9.1. They vary substantially among
low-cardinality constellations, whereas they change lit-
tle among high-cardinality ones. We also report the
limit values for a QAM constellation made up of in-
finitely many signal points, uniformly distributed within
a square region whose center is the origin (the PM-
1-QAM entry in Table 9.1). Note that the values for
PM-64QAM are already very close to such a limit.

To compute the GN model contribution GGN
NLI.f / ac-

cording to the signal notation introduced above, (9.44)
can still be used, with the substitution

GS.f /D
NchX

nchD1
PnchRnch jQsnch.f /j2 ; (9.65)

where Qsnch.f /D Ffsnch.t/ej2 fnch tg. Regarding the correc-
tion term Gcorr

NLI.f /, its overall expression for the reduced
EGN model is

Gcorr
NLI.f /D P3

mc

	
˚mc�

mc
SCI.f /C�mc�

mc
SCI.f /




CPmc

NchX

nchD1
nch¤mc

P2
nch˚nch�

nch
X1 .f / ; (9.66)

where we have assumed that the channel under test
(CUT) is the mc-th channel, not necessarily the center
channel in the WDM comb.

The terms in (9.66) bearing the subscript SCI (self-
channel interference) are EGN correction terms to the
NLI produced by the CUT onto itself. Their expression
is

�
mc
SCI.f /D

80

81
R2
m

fmcCBmc =2Z

fmc�Bmc =2
df1

fmcCBmc =2Z

fmc�Bmc =2
df2

fmcCBmc =2Z

fmc�Bmc =2
df 02

� jQsmc.f1/j2Qsmc.f2/Qs	mc
.f 02/Qs	mc

.f1C f2 � f /
� Qsmc.f1C f 02 � f /
�LK.f1; f2; f1C f2 � f /LK	.f1; f 02; f1C f 02 � f /

C 16

81
R2
mc

fmcCBmc =2Z

fmc�Bmc =2
df1

fmcCBmc =2Z

fmc�Bmc =2
df2

fmcCBmc =2Z

fmc�Bmc =2
df 02

� jQsmc.f1C f2 � f /j2Qsmc.f1/Qsmc.f2/

� Qs	mc
.f1C f2 � f 02/Qs	mc

.f 02/

�LK.f1; f2; f1C f2 � f /

�LK	.f1C f2 � f 02; f 02; f1C f2 � f / ; (9.67)

�
mc
SCI.f /D

16

81
Rmc

�
fmcCBmc =2Z

fmc�Bmc =2
df1

fmcCBmc =2Z

fmc�Bmc =2
df2

fmcCBmc =2Z

fmc�Bmc =2
df 01

fmcCBmc =2Z

fmc�Bmc =2
df 02

� Qsmc.f1/Qsmc.f2/Qs	mc
.f1C f2 � f /

� Qs	mc
.f 01/Qs	mc

.f 02/Qsmc.f
0
1C f 02 � f /

�LK.f1; f2; f1C f2 � f /LK	.f 01; f
0
2; f
0
1C f 02 � f / ; (9.68)

where the integration limits were made explicit and cor-
respond to the frequency interval occupied by the CUT,
i.e.,

f 2
�
fmc �

Bmc

2
; fmc C

Bmc

2

�
: (9.69)

The terms in (9.66) bearing the subscript X1 are
EGN correction terms to the NLI produced by XPM
(cross-phase modulation) or, according to a different
taxonomy [9.37], due to XCI (cross-channel interfer-
ence). Their expression is

�
nch
X1 .f /D

80

81
RmcRnch

�
fmcCBmc =2Z

fmc�Bmc =2
df1

fnchCBnch =2Z

fnch�Bnch=2
df2

fnchCBnch=2Z

fnch�Bnch=2
df 02

� jQsmc.f1/j2Qsnch.f2/Qs	nch.f 02/
� Qs	nch.f1C f2 � f /Qsnch.f1C f 02 � f /
�LK.f1; f2; f1C f2 � f /LK	.f1; f 02; f1C f 02 � f / ; (9.70)
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where the integration limits were made explicit and cor-
respond to either the frequency interval occupied by the
CUT as written in (9.69) or by the generic nch-th WDM
channel

f 2 Œfnch �
Bnch

2
; fnch C

Bnch

2
	 : (9.71)

9.4.9 Gaussian-Shaped Constellations

If a PM-Gaussian constellation is used, then all the fac-
tors ˚ and � in (9.66) are zero, according to Table 9.1.
This implies Gcorr

NLI.f /D 0 or, equivalently, GEGN
NLI .f /D

GGN
NLI.f /.
Given the current rapidly growing interest in

Gaussian-shaped constellations (GSCs), this is an im-
portant result. To check it, we ran the sample test set of
Fig. 9.6a using an ideal GCS, taking as target MIs the
values of GMI of the six QAM systems in Fig. 9.6a. The
results are shown in Fig. 9.6b. Simulations agree very
well with the GN/EGN curve. Therefore, if systems
using GSCs earned widespread adoption, NLI model-
ing complexity would reduce to that of the GN model,
but EGN model accuracy should be expected. This
circumstance might help in the design and real-time
handling of future physical-layer-aware networks based
on GCSs. A specifically devoted paper was recently
published on this topic, combining it with future ultra-
high symbol rates [9.64]. As a caveat, GSCs are known
to generate more NLPN than QAM constellations. For
a discussion of the possible impact of this aspect on
modeling and for more information on how simulations
involving GSCs can be performed, see [9.64].

9.4.10 GN Model Closed-Form
Approximate Solutions

In some cases, approximate closed-form solutions
(ACFSs) can be found not just for the link factor, as
shown in Sect. 9.4.6, but for the overall NLI PSD
GNLI.f /, for either the GN or the EGN model. Several
ACFSs have been proposed, among them [9.27, 37–41,
67, 68]. Being approximate solutions, each one has spe-
cific limitations that must be taken into account.

For the EGN model, however, only one ACFS is
currently available, consisting of an asymptotic form (in
the number of spans) of the correction term Gcorr

NLI.f /. It
was proposed in [9.68] and then upgraded in [9.67, 69].
Though effective, it only works well for relatively long
links.

Instead, several ACFSs have been found for the
GN model. A very accurate GN model ACFS is avail-
able for transparent and uniform systems using an ideal
Nyquist-WDM comb (zero roll-off and channel spac-
ing equal to the symbol rate). It was originally derived

in [9.37] and consists of (9.7), (9.13), and (9.23) in that
paper, combined.

An extension to non-Nyquist systems, for identical
channels with uniform channel spacing, was also pro-
posed in [9.37] ((9.7), (9.15) and unnumbered formula
after (9.23)). Its accuracy is quite good for narrow chan-
nel spacing but may degrade for large channel spacing.

An ACFS not requiring either transparency, uni-
formity, or identical, equally-spaced channels, and
therefore of great potential usefulness, was reported
in [9.41]. Such a formula is quite general, but it approx-
imates the iGN model, rather than GN, i.e., it assumes
incoherent NLI accumulation (Sect. 9.4.7). On the other
hand, the results from the literature [9.50, 63, 64] as
well as Fig. 9.6, show the iGN model to be close to the
GN model in most practical situations, including that
of GSC-based systems (Fig. 9.6b). Two more assump-
tions are made, which were needed in the derivation: the
channels have approximately rectangular PSD (that is,
very small roll-off) and span loss is at least 7 dB, with
greater than 10 dB being the optimal condition. Also,
this ACFS provides an estimate of GNLI.f / at the center
of any one of the WDM channels. For the purpose of
system performance assessment, it is then necessary to
assume that GNLI.f / is flat over the channel of interest.
This local white noise assumption was studied in [9.37]
and [9.41] and was shown to typically induce a small
error. The formula is

GNLI.fich /D
16

27

NsX

nsD1
�2nsL

2
eff;ns

�
ns�1Y

pD1
� 3
p e
�6 p̨L

.p/
s �

NsY

pDns
�pe�2 p̨L

.p/
s

�
NchX

nchD1
G2

S.fnch/GS.fich /� .2� ınchich /��nch ichns ;

(9.72)

where GNLI.fich/ is the NLI PSD at the center frequency
fich of the ich-th channel of the comb; GS.fnch/ and
GS.fich/ are the PSDs of the WDM data signal at the
center frequency of the nch-th and ich-th channels, re-
spectively; ınchich is Kronecker’s delta, i.e., it is one if
nch D ich and zero otherwise; finally, � is

�nchichns

�
asinh

h
 2.2˛ns/

�1jˇ2;ns jfnch � fich C Bnch
2 Bich

i

4 .2˛ns/�1jˇ2;ns j

�
asinh

h
 2.2˛ns/

�1jˇ2;nsjfnch � fich � Bnch
2 Bich

i

4 .2˛ns/�1jˇ2;ns j
;

nch ¤ ich (9.73)
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�ich ichns �
asinh

h
 2

2 jˇ2;ns j.2˛ns/�1B2
ich

i

2 jˇ2;nsj.2˛ns/�1
;

nch D ich ; (9.74)

where Bnch and Bich are the bandwidth of the nch-th
and ich-th channels, respectively. Note that the formula
can be easily upgraded to support lumped frequency-
dependent gain or loss, as well as to allow us to account
for the drop-off and join-in of channels at any of the
span starts.

Regarding accuracy, the typical absolute error be-
tween the predictions of (9.72)–(9.74) versus numerical
integration of the iGN model is typically 2�3% of MR,
making it a valuable tool for real-time system appraisal.

While this chapter was being finalized, two GN/iGN
model ACFS were proposed, which upgrade (9.72)–
(9.74) to also support dispersion slope through ˇ3,
frequency-dependent loss and interchannel stimulated
Raman scattering [9.70, 71]. They represent substan-
tial progress, since they make it possible to analyze
ultra-broadband systems, such as (C+L)-band ones.
Due to their closed form, they could potentially be-
come effective tools for real-time physical-layer-aware
management of fully-loaded reconfigurable optical net-
works.

Closed-Form NLI Modeling
and Raman Amplification

In previous sections, the GN and EGN general ex-
pressions (9.44)–(9.46) were provided in such a form
that they can support arbitrary and possibly frequency-
dependent amplification.

One overall ACFS is currently available for the GN
model assuming ideal distributed amplification, i.e.,
with ˛.z/D g.z/ at each point along the link, and ideal
Nyquist-WDM transmission. It is (9.24) in [9.37], but
of course this represents a completely ideal reference
scenario.

An exact closed form was provided for the LK
factor in Sect. 9.4.6, under simplifying assumptions
(undepleted backward-propagating pump, frequency-
flat gain). By means of various simplifications and
approximations of the LK term and of the integration
procedure, an ACFS for frequency-independent Raman
amplification was proposed in [9.72] and extensively
tested with good results. In [9.73, 74], the LK factor was
approximated in suitable ways such that subsequent
simplified numerical integration was possible, even in
the most general case of depleted-pump and frequency-
dependent Raman amplification.

It should also be pointed out that, as shown exten-
sively in [9.50], provided that Raman amplification is
backward-pumped and provides gain which is at least
6 dB lower than fiber loss, then its effect on NLI gen-
eration is small. In practice, it is possible to neglect it,
incurring only about 2�3% MR estimation error. This
result is significant, since in many practical cases Ra-
man amplification complies with the above condition,
as part of the span loss is compensated for by Raman
amplification and part by an EDFA placed at the end
of the span. This is called hybrid Raman-EDFA am-
plification and currently represents the typical solution
employed in terrestrial (new or refurbished) links. In
such cases, the effect of Raman on NLI generation can
essentially be ignored.

9.5 Time-Domain Perturbative Model

In this section, we explore a perturbation-based time-
domainmodel [9.75], describing the way in which data
symbols transmitted into the optical fiber are perturbed
by the nonlinearity of the fiber. This approach is alterna-
tive to the frequency-domain FWM approach described
in the previous section. While it leads to similar re-
sults to the EGN model, it also permits us to predict
statistical correlations between different temporal NLI
symbols and to discern among different types of NLI.
In particular, it allows to single out and characterize
its so-called PPRN components (phase and polarization
rotation noise).

In the following, we ignore nonlinear perturbations
generated by the presence of co-propagating ASE noise
and focus on SPM perturbations caused by the sym-
bols transmitted over the channel of interest, as well

as on XPM and FWM perturbations caused by the
data symbols transmitted over neighboring interfering
WDM channels.

In the framework of first-order perturbation analy-
sis, the symbols received after ideal dispersion compen-
sation can be written as

rn D anC
an ; (9.75)

where the two-element column vectors an and rn rep-
resent the transmitted and received polarization multi-
plexed data symbols of the channel of interest in the
n-th time slot. The two-element data vector 
an cor-
responds to the first-order nonlinear perturbation. The
various signal-induced contributions to 
an can be cat-
egorized as resulting from SPM, XPM, and FWM.
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Their time-domain representation is given by [9.53,
75]


aSPMn D
X

l;k;m

anCla
�
nCkanCmSl;k;m; (9.76)


aXPMn D
X

l;k;m;j

�
b�nCk;jbnCm;jIC bnCm;jb

�
nCk;j



� anClXl;k;m. j̋/; (9.77)


aFWM
n D

X

l;k;m
j1 ;j2;j3

bnCl;j1b
�
nCk;j2bnCm;j1

�Fl;k;m. j̋1 ; j̋2 ; j̋3 / ; (9.78)

where bn;j represents the two-element data vector trans-
mitted in the n-th time slot over the j-th interfer-
ing WDM channel, having a frequency separation of

j̋ from the channel of interest. The FWM kernels
Fl;k;m. j̋1 ; j̋2 ; j̋3 / satisfy

Fl;k;m. j̋1 ; j̋2 ; j̋3 /D j�
8

9

Z LZ

0

f .z/s	0.z; t/

� s j̋1
.z; t� lT/s	

j̋2
.z; t� kT/s j̋3

.z; t�mT/dzdt ;
(9.79)

where � is the nonlinear coefficient of the fiber, L and
f .z/ are the length and power profile of the link, T is
the symbol time duration, and where s˝.z; t/ represents
the dispersed waveform of the pulse transmitted over
a WDM channel spaced by ˝ from the channel of in-
terest, when reaching point z along the fiber. The SPM
and XPM kernels are given by Sl;k;m D Fl;k;m.0; 0; 0/
and Xl;k;m.˝/D Fl;k;m.0;˝;˝/, respectively. We note
that in cases where the channel spacing is sufficiently
low, there are additional XPM contributions that do not
appear in (9.77) and that involve interactions between
three data-vectors from the closest interfering channel
or interactions between two data vectors from the chan-
nel of interest and a single data vector from the closest
interfering channels.

9.5.1 XPM Time-Varying ISI Representation

The effect of XPM on the received data symbols of the
channel of interest can be described as time-varying
ISI [9.76, 77]. This can be viewed by rewriting (9.77)
as


aXPMn D
X

h

H.n/l anCl ; (9.80)

where the 2� 2 ISI matrices are given by

H.n/l D
X

k;m;j

�
b�kCn;jbmCn;jIC bmCn;jb

�
kCn;j


Xl;k;m. j̋/ :

(9.81)

Assuming that the data symbols transmitted over
the interfering channels are unknown at the transmitter
and receiver implies that the ISI matrices H.n/l are un-
known as well. The summation over k and m in (9.81)
implies that the set of data vectors bn;j contributing to

H.n/l changes with n and, hence, the ISI matrices vary
with time, as indicated by the superscript .n/. In highly
dispersive systems a large number of data vectors bn;j
may participate in the summation of (9.81), implying
that the ISI matrices H.n/l change slowly with n. The
temporal correlation of these ISI matrices is further dis-
cussed in Sect. 9.5.4.

9.5.2 Nonlinear Phase
and Polarization Rotation

The zeroth-order XPM contribution H.n/0 an possesses
some interesting and unique properties that have impor-
tant implications on the statistical properties of NLIN
and on its mitigation [9.53, 55, 75]. As shown in [9.55]
and in the Appendix of [9.78], its effect can be written
as

anCH.n/0 an D
 
ej�

.x/
n jhn

jh	n ej�
.y/
n

! 
a.x/n

a.y/n

!

; (9.82)

where a.x/n and a.y/n are the two elements of the data vec-
tor an, and where �

.x/
n , �.y/n and hn are given by

�.x/n D �
8

9

X

k;m;j

�
2b.x/

	
nCk;jb

.x/
nCm;jC b.y/

	
nCk;jb

.y/
nCm;j



�X0;k;m. j̋/ ; (9.83)

�.y/n D �
8

9

X

k;m;j

�
2b.y/

	
nCk;jb

.y/
nCm;jC b.x/

	
nCk;jb

.x/
nCm;j



�X0;k;m. j̋/ ; (9.84)

hn D � 89
X

k;m;j

b.y/
	

nCk;jb
.x/
nCm;jX0;k;m. j̋/ ; (9.85)

with b.x/n;j and b
.y/
n;j representing the two elements of bn;j.

The zeroth-order XPM contribution can, therefore,
be viewed as inducing independent phase noise in each
polarization, as well as polarization crosstalk, which is
known also as cross polarization modulation (XpolM).
Another important observation that arises from (9.82)–
(9.84) is that nonlinear phase noise has a strong de-
pendence on the modulation format [9.53, 75]. This
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Fig. 9.7 Phase and polarization-
rotation noise (PPRN) in QPSK
transmission

dependence results from the fact that the terms with kD
m in (9.83) and (9.84) are proportional to jb.x/nCm;jj2 and
jb.y/nCm;jj2. For constant-modulus formats, these terms are
fixed for any n, implying that they induce a constant
phase shift for all received data symbols (i.e., only ro-
tating the entire received constellation). On the other
hand, when amplitude modulation is introduced to the
data symbols, jb.x/nCm;jj2 and jb.y/nCm;jj2 change with n, and
�
.x/
n and �.y/n vary with time. This is why nonlinear
phase noise is relatively small in systems using QPSK
but significantly larger in systems employing higher-
order QAM formats [9.53]. Note however, that even
for constant-modulus formats, polarization crosstalk
(through ihn) can be very important.

The effect of the zeroth-order XPM contribution
on the dual-polarization signal can be also described
as phase and polarization rotation noise. Using the
power series expansion of matrix exponentials [9.79,
80], (9.82)–(9.85) can be written as [9.55]

anCH.n/0 an D ej'nej˚nan ; (9.86)

where the term exp.j'n/ induces phase-noise and is
given by

'n D � 43
X

k;m;j

b�nCk;jbnCm;jX0;k;m. j̋/ ; (9.87)

and where the matrix exponential exp.j˚n/ induces po-
larization rotation noise and is given by

˚n D � 89
X

k;m;j

�
bnCm;jb

�
nCk;j�

1

2
b�nCk;jbnCm;jI

�

�X0;k;m. j̋/ : (9.88)

Figure 9.7 visualizes the two contributions of the
zeroth-order XPM effect. The phase-noise part ej'n ro-
tates the two polarizations together by a common angle
'n equal to the average of �.x/n and �.y/n , whereas the

polarization-state rotation exp.j˚n/ causes the Stokes
vector representing an on the Poincaré sphere [9.80]
to rotate about ˚n, the Stokes vector of ˚n, at an an-
gle equal to its length j˚nj. This motivates the term
phase and polarization-rotation noise (PPRN) to de-
note the zeroth-order XPM contribution. Furthermore,
the PPRN description captures the unitarity of the
zeroth-order XPM effect, which does not impair the
norm of the transmitted dual-polarization data vector
a�nan.

9.5.3 Variance of PPRN
and Higher-Order XPM Terms

In what follows, we examine the relative impor-
tance of the various XPM contributions by examining
their individual contribution to the overall XPM vari-
ance. The predictions are based on the calculations
of [9.81] (also shown in the Appendix of [9.78]), which
were shown to be in excellent agreement with split-
step simulations. The calculations assume polarization-
multiplexed transmission of statistically independent
data symbols, isotropically symmetric in their phase
space and are given here, for simplicity of notation, for
perfect Nyquist pulses with zero roll-off. The depen-
dence of XPM on the roll-off factor is typically small
but may become significant for roll-off factors larger
than � 0:2. We refer the interested reader to Appendix
B of [9.81] for further information on how to modify the
formulas below to account for nonzero roll-off factors.

The variance of XPM contributions can be writ-
ten as P0P2

int�XPM, where P0 and Pint are the average
launch power of the channel of interest and the inter-
fering channel. Following the assumptions before, the
various XPM terms are uncorrelated, and the XPM non-
linear coefficient, �XPM, can be written as [9.81]

�XPM D
X

l

�
.l/
XPM

D
X

l

�
.l/
XPM;1C

�
hjbj4i
hjbj2i2 � 2


�
.l/
XPM;2 ; (9.89)
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where b represents a single data symbol transmitted
over one of the polarizations of the interfering chan-
nel, and where the angled brackets denote statistical
averaging. The term hjbj4i=hjbj2i2 accounts for the de-
pendence of XPM on the fourth-order moment of the
interfering data symbols.

The contribution of the l-th XPM term H.n/l anCl
to the overall XPM variance is, therefore, given by
P0P2

INT�
.l/
XPM, where the coefficients �

.l/
XPM;1 and �

.l/
XPM;2

are given in [9.81]
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�j.!1; !2; !3/�
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� ej.!1�!4/lT d5!

.2 /5
; (9.90)

with !6 D !5�!2C!3. The kernels �j.!1; !2; !3/ are
given by

�j.!1; !2; !3/

D Qs	0.!1 �!2C!3/Qs0.!1/Qs	j .!2/Qsj.!3/

�
LZ

0

f .z/ej.!1�!2� j̋/.!2�!3/ˇ00zdz ; (9.91)

where ˇ00 is the dispersion coefficient of the fiber, and
where Qs0.!/ and Qsj.!/ represent the baseband spectral
shape of the transmitted pulses from the channel of in-
terest and the j-th interfering channel.

In Fig. 9.8 we examine the significance of the var-
ious XPM contributions in standard 16-QAM WDM
systems with 100 km spans, 115 32Gbaud channels,
and 37:5GHz channel spacing. We plot the variance
of the various XPM contributions H.n/l anCl normalized
by the variance of the zeroth-order XPM contribution
H.n/0 an. Evidently, the PPRN contribution has the most
pronounced effect whereas the significance of the XPM
terms H.n/l anCl with jlj> 0 decreases monotonically
with jlj.

9.5.4 Temporal Correlations

An important observation regarding the ISI form of
XPM is the fact that the ISI matricesH.n/l change slowly
with n, as the matrix elements are the result of a summa-

Normalized variance (dB)

–4

–8

–12

–16

0

210–1–2–3 3
XPM term (l)

3×100 km

10 ×100 km

30 ×100 km

PPRN

Fig. 9.8 Variance of the various XPM terms normalized
by the variance of the zeroth-order XPM term (PPRN) for
fully-loaded 115-channel transmission using 16-QAM

tion over a significant number of interfering symbols,
see (9.81). Following the assumptions of Sect. 9.5.3, the
temporal autocorrelation function of the diagonal ele-
ments of H.n/l is given in [9.81]

R.l/diag.s/D R.l/diag;1.s/C
� hjbj4i
hjbj2i2 � 2


R.l/diag;2.s/ ;

(9.92)

where

R.l/diag;1.s/

D 80

81

�2

T2

X

j

Z
�j.!1; !2; !3/�

	
j .!4; !2; !3/

� ej.!1�!4/lTej.!2�!3/sT d4!

.2 /4
;

R.l/diag;2.s/

D 80

81

�2

T

X

j

Z
�j.!1; !2; !3/�

	
j .!4; !5; !6/

� ej.!1�!4/lTej.!2�!3/sT d5!

.2 /5
; (9.93)

with !6 D !5 �!2C!3. The temporal autocorrelation
function of the off-diagonal elements of H.n/l is given
in [9.81]

R.l/off�diag.s/D
1

5
R.l/diag;1.s/ : (9.94)
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Fig. 9.9a–c Autocorrelation of the diagonal (solid) and off-diagonal (dashed) elements of H.n/l for lD 0; 1; 2 in 16-

QAM fully loaded systems with 115 channels. The diagonal and off-diagonal elements of H.n/0 induce nonlinear phase-
noise and polarization crosstalk. (a) 3� 100 km; (b) 10� 100 km; (c) 30� 100 km

In Fig. 9.9, we show the autocorrelation func-
tion of the diagonal and off-diagonal elements of
H.n/l for lD 0;1; 2, considering 16-QAM transmission,
100 km spans, and standard fully loaded systems with
115 32Gbaud channels and 37:5GHz channel spac-
ing. The correlations of the higher-order XPM terms
quickly drop to zero, even in systems operating over
a 3000km link. The correlations of nonlinear PPRN
(lD 0), however, are relatively long, of the order of
tens of symbols. These results are aligned with numer-
ical simulations [9.82–85] and experimental measure-
ments [9.86, 87] verifying the long temporal correla-
tions of the phase-noise contribution of PPRN (diagonal
elements with lD 0), as well as with the numeri-

cal [9.83, 84] and experimental [9.88, 89] verification
of the long temporal correlations of the polarization
crosstalk contribution of PPRN (off-diagonal elements
with lD 0).

Regarding the specific system impact of PPRN and
NLPN, see Sect. 9.9.2.

9.5.5 Pulse Collision Theory

The time-domain model further provides insights into
how the various NLI contributions are formed. By ex-
amining the optical field of the transmitted signal as
a collection of temporal pulses transmitted from mul-
tiple WDM channels, one can characterize and analyze
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the different nonlinear interactions between the trans-
mitted pulses as they propagate through the optical
fiber.

In particular, in the limits of first-order perturbation
analysis, the interactions can be classified as collisions
between two pulses, three pulses, and four pulses; these
collisions can be either complete, or incomplete. A rig-
orous and comprehensive analysis of the various types
of collisions is provided in [9.55]. Each type of collision
is shown to have its unique signature, and the overall
nature of NLI is determined by the relative significance
of the various collisions in a given WDM transmission.
The most important contributions to NLI are shown to
follow from two-pulse and four-pulse collisions. Two-
pulse collisions generate NLI in the form of PPRN,

whereas four-pulse collisions generate complex circular
ISI noise. In addition, two-pulse collisions are shown
to have a strong dependence on the modulation format
of the interfering WDM channels and to be most pro-
nounced when the collision is complete, whereas four-
pulse collisions are shown to be modulation-format
independent and to be strongest when the collision is
incomplete. The theory further shows that in short op-
tical links with lumped amplification, and links with
perfect distributed amplification, NLI tends to be dom-
inated by PPRN contributions generated by two-pulse
collisions; in long links with lumped amplification, the
importance of four-pulse collisions increases, and NLI
becomes more complex circular with reduced depen-
dence on modulation format.

9.6 Spatially-Resolved Perturbative Models and Their Applications

The perturbative method discussed in Sects. 9.3.1
and 9.4 shows the perturbation as a double integral in
the frequency domain, weighted by the kernel func-
tion. Strictly speaking, each frequency of the signal is
perturbed by all possible FWM combinations, and the
kernel represents their efficiency.

This picture is a global input/output description of
the whole optical link, and it is of great interest for
the system perspective as shown in several sections of
this chapter. Nevertheless, it is of interest to relate such
a global scale description to a local scale at a given
coordinate. Such a relation highlights several physical
connections that may help to understand the pertur-
bative models and to search for novel applications of
perturbation theory in nonlinear optical communica-
tions.

The local description of the perturbation is the
dynamical model expressed by the differential equa-
tion (9.7). We find it particularly interesting to solve
it by following the numerical split-step idea, much as
we did for the NLSE with the SSFM. The correspond-
ing block diagram is shown in Fig. 9.10 [9.23, 25, 90].
For the sake of comparison, we also show the SSFM
method in Fig. 9.10.

The RP1 solution is the sum of the unperturbed and
the first-order perturbation. The unperturbed term, by
definition, has been discretized by the concatenation of
linear blocks only, here indicated by the letter L. Each
linear block thus summarizes linear effects such as at-
tenuation, GVD, etc., into an infinitesimal step h.

The perturbation is, indeed, the result of many
contributions, each represented by a branch in the
block diagram. In such paths we find nonlinear

blocks, which implement the input/output relation
N.A/D�j� jAj2Ah. We note that, since the received
perturbation is linear in � , the electric field, according
to RP1, while traveling along the link can cross only one
nonlinear block from input to output. However, such
a nonlinearity can appear anywhere, hence the reason
for the final sum creating the perturbative term as a sort
of multipath interference.

The idea can be iterated, creating higher-order RP
schemes [9.91]. For instance, RP2 can be emulated by
considering all possible combinations of two nonlinear
blocks within the discretized distance grid. The SSFM
algorithm can be viewed as an RP1 method imple-
mented in a clever way, where the nonlinear block is
substituted by the SPM operator N.A/D e�j� jAj2h.

In Fig. 9.10, we refer to RP1 as parallel RP1 be-
cause of its parallel nature, which is not the case
of SSFM whose serial structure is unavoidable. Be-
sides the physical intuition, such a parallel structure
might find some advantages in numerical implemen-
tation when a high degree of parallelization is avail-
able [9.92].

We can exploit the RP1 diagram to derive a spa-
tially-resolved GN model [9.25, 27]. Our target is the
variance of the output perturbation �A1, and more gen-
erally its autocorrelation function. Since the output per-
turbation is the sum of many contributions (Fig. 9.10)
to get our target we need the cross-correlation among
any two generic paths forming the perturbation [9.27,
93]. Let us focus on two such paths, the ones where the
nonlinearity appears after s and z km, respectively. See
Fig. 9.10 for reference and for the main definitions of
variables.
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Fig. 9.10 (a) Physical link, (b) its corresponding standard
SSFM model, and (c) its parallel RP1 model

The common input to such paths is a linear digi-
tal modulated signal A.zD 0; t/, with t time. In case
of interest, such a signal is actually a cyclo-stationary
stochastic process, i.e., its statistical properties vary
cyclically in time with a period equal to the sym-
bol time. However, we believe that the signal can be
safely treated as stationary. This claim finds its ground
in the observation that we are planning to work with
dispersion uncompensated links where the strong in-
terference induced by dispersion likely removes higher
order cyclo-stationary effects, and because we mainly
focus on sinc-like pulses such that the signal is almost
stationary already at the fiber input.

In this framework, if we know the cross-correlation
function of the outgoing fields from the nonlinear
blocks, here called R.out/zs .�/, with � the time lag, the
cross-correlation of the received fields on such paths
can be found by using basic linear system theory [9.94].
In detail, the cross-correlation between Az and As at the
output coordinate L is related to R.out/zs .�/ by

EŒAz.tC �/A	s .t/	D hzL.�/˝ h	sL.��/˝R.out/zs .�/ ;

with˝ denoting convolution and hzL.�/ the impulse re-
sponse of the filter accounting for all linear effects from
coordinate z to output coordinate L. Such an expression
can be efficiently evaluated in the frequency domain by
working with power spectral densities.

With similar arguments, we can relate the autocor-
relation function of the transmitted field A.0; t/ to the
ingoing fields of the nonlinear blocks at coordinates z

and s, respectively,

R.in/zs , EŒA.z; tC �/A	.s; t/	
D h0z.�/˝ h	0s.��/˝R00.�/ ; (9.95)

with R00.�/D EŒA.0; tC �/A	.0; t/	. If we are able to
relate R.out/zs .�/ to R.in/zs .�/, we therefore have a relation
between the system input/output autocorrelation func-
tions and, thus, our target can definitely be solved by
summing, i.e., integrating, all such contributions.

Such a relation is possible in the special, yet rel-
evant, case of A.z; t/ with Gaussian statistics at any
coordinate [9.19]. If we get rid of the constant phase-
shift term as in the eRP (Sect. 9.3.1), the relation takes
a simple and elegant form [9.27]

R.out/zs .�/D 2
ˇ̌
R.in/zs .�/

ˇ̌2
R.in/zs .�/ : (9.96)

Such assumptions are exactly those of the GN model,
whose spatially-resolved reference formula is, thus,

QSGN.f /D
LZ

0

LZ

0

QhzL.f /Qh	sL.f /�FfR.out/zs .�/gdzds ;

(9.97)

where QSGN.f / is the PSD of the received perturbation,
i.e., the Fourier transform of the autocorrelation func-
tion. The variance of the nonlinear interference given
by the GN model is simply the integral of this PSD.

Such a solution has several similarities with the ba-
sic RP idea adopted for the electric field. Strictly speak-
ing, we are propagating the signal correlation function
from input to output by performing first a linear op-
eration according to (9.95), then the same first-order
nonlinear perturbation identical to the one experienced
by the electric field except for a factor 2, then again
linear effects up to the output. The main difference is
that while the field perturbation is the sum of many
perturbative infinitesimal contributions, here we have
to account for all possible pairs of cross-correlations,
thus increasing the complexity to a double integration.
However, it has been shown that the double integral
can be reduced to a single integration by exploiting
the exponential behavior of attenuation along the dis-
tance [9.27].

What about the general case of non-Gaussian statis-
tics for the propagating signal? The previous idea can
still be used by properly modifying (9.96). Now the
cross-correlation of the signals outgoing the nonlin-
ear blocks cannot be related just to the same cross-
correlation between the inputs, but we have to account
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for higher-order statistics because of the nonlinear
transformation [9.75]. Since nonlinearity is cubic, the
cross-correlation involves products of six random vari-
ables. Such random variables are the digital symbols
of the modulation format under use. Among all pos-
sible combinations, many of them have zero average
for classical modulation formats with uniform distri-
bution and rotationally symmetric constellations. If we
let ak be the information symbol at time k, we are left
with just three kinds of nonzero contributions to the
cross-correlation: one involving fjakj2janj2jalj2g with
k¤ n¤ l, one with fjakj4janj2g with k¤ n, and one for
fjakj6g. The first partition is the biggest one and gen-
erates terms like the one in (9.96), since indexes are
different and symbols independent. Hence, such a par-
tition is the one accounted by the GN model. The other
two partitions generate the higher-order contributions
of the EGN model [9.65].

In summary, the cross-correlation R.out/zs .�/ can be
related to the shape of the supporting pulse distorted
by linear effects up to coordinate z, p.z; t/, h0z.t/˝
p.0; t/, by [9.25]

R.out/zs .�/D �
3
2

T3
2jQ.z; s; �/j2Q.z; s; �/

„ ƒ‚ …
GN model

C �2�2I2
T2

	
4F4.z; s; �/CQ4.z; s; �/



Q.z; s; �/

C �3I3
T

Q6.z; s; �/ ; (9.98)

with �iIi the i-th cumulant of transmission symbol
([9.25] Appendix B), �2 , EŒjakj2	, and

Q.z; s; �/, p.z; �/˝ p	.s;��/ ;
Q4.z; s; �/, p2.z; �/˝ .p	.s;��//2 ;
F4.z; s; �/, jp.z; �/j2˝ jp.s;��/j2 ;
Q6.z; s; �/, Œjp.z; �/j2p.z; �/	

˝ Œjp.s;��/j2p	.s;��/	 : (9.99)

In particular, square M-QAM modulation with i.i.d.
symbols has
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Fig. 9.11 Contributions to nonlinear interference variance
(normalized to the cube of signal power P) versus the num-
ber of spans Ns. 133 PDM-QPSK channels (RD 32Gbaud,

f D 37:5GHz) transmitted into a Ns � 100 km SMF dis-
persion uncompensated link; F4 and Q4 contributions are
plotted in absolute value, since they are actually negative.
The impact of a precompensation of 8500 ps=nm on some
terms is shown by a dashed line. Note that GN model over-
estimates the EGN prediction (after [9.25])

The expression for R.out/zs .�/ can finally be inserted
in (9.97), and the PSD of the nonlinear interference
can be evaluated by numerical integration. Please note
that with Gaussian distributed symbols �iIi D 0, i > 1,
so that (9.98) coincides with (9.96), since R.in/zs .�/D
.�2=T/Q.z; s; �/, for a digital signal with supporting
pulse p.0; t/.

The EGN model can be read as an additive cor-
rection to the GN model. Although the EGN is more
accurate, it is worth noting that, except for very peculiar
modulation formats [9.52], the GN model gives a con-
servative overestimation. The previous derivation was
for single channel in single polarization. Extensions to
PDM and WDM are available [9.25].

The relative importance of each term forming the
EGN model is shown in Fig. 9.11 for a specific example
detailed in the figure caption.We observe the mentioned
GN overestimation compared to the EGN model. The
most important EGN correction is the one provided by
the fourth-order correction F4 [9.75]. Such a term is
partially mitigated at short lengths by predistorting the
signal with a precompensation fiber.
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9.7 Multiplicative Models and Their Applications

We might wonder, at this point, whether the models in-
troduced in the previous sections definitively solve the
problem of modeling the optical fiber channel. For in-
stance, the representation of NLI as AWGN provides
a good accuracy in terms of performance evaluation
(the EGN model, in particular) with a reasonably low
complexity (the GN model, in particular). However, it
also entails that NLI cannot be mitigated, which is not
entirely correct. For instance, deterministic intrachan-
nel nonlinear effects can be exactly compensated for
by digital backpropagation (DBP) (Sect. 9.11.1). More-
over, as shown in Sect. 9.5, some NLI terms due to
XPM are not independent of the signal and should be
more properly interpreted as time-varying ISI, rather
than noise. In general, this means that the accuracy
of AWGN-like models in terms of performance eval-
uation does not necessarily correspond to an accurate
and detailed characterization of the statistical properties
of NLI (e.g., non-Gaussian statistics, temporal correla-
tion, and so on). These properties are not particularly
relevant to determine the performance of systems em-
ploying conventional symbol-by-symbol detection, but
might be the key to devise improved detection and
nonlinearity mitigation strategies—e.g., able to mit-
igate also interchannel nonlinearity and signal–noise
interaction, or to perform DBP with a lower complex-
ity. Research of alternative models for the optical-fiber
channel is, hence, still in progress. Strictly connected
with this topic, is the computation of channel capac-
ity (discussed in Sect. 9.12), which entails an accurate
knowledge of the channel and the use of the best possi-
ble modulation and detection strategy.

A possible approach is provided by the LP model,
briefly introduced in Sect. 9.3.1, which falls within
the broader class of multiplicative models. As opposed
to additive models, which describe nonlinear effects
by means of a noise-like additive term, multiplicative
models describe nonlinear effects through a fading-like
multiplicative term—a change of the channel character-
istics that causes a distortion of the propagating signal.
The latter approach is usually more complex than the
former, but also closer to the underlying physics—the
Kerr effect being a change of the refractive index in-
duced by the propagating optical signal that causes
a phase rotation of the signal itself.

The LP model was originally introduced in [9.26]
(and generalized to all orders in [9.91]) to provide an
analytical approximation of the signal at the output of
a nonlinear dispersive fiber given the input signal. It
was later combined with the RP model to investigate
signal–noise interaction, providing a joint description
of both parametric gain and nonlinear phase-noise ef-

fects [9.95]. It has been eventually applied to study
interchannel nonlinearity in WDM systems, originat-
ing the frequency-resolved LP (FRLP) model [9.76,
96]. This last model and its applications will be briefly
described in the sequel. The model has been developed
for the single-polarization case, but the concept can be
extended to dual polarization signals.

To investigate the impact of interchannel nonlin-
earity in WDM systems, it is convenient to divide the
overall WDM signal into the channel-of-interest (COI)
component, still referred to as A.z; t/, and the interfer-
ing channels (IC) component Aw .z; t/—resulting from
the combination of all the other WDM channels. Ex-
panding the nonlinear term of the NLSE (9.1) into its
SPM, XPM, and FWM components (according to the
role played by the COI and IC components) [9.1], and
retaining only the XPM one, the equation can be rewrit-
ten as

@A

@z
D j
ˇ2

2

@2A

@t2
� 2j� jAw j2A : (9.100)

Equation (9.100) does not account for SPM, which can
be compensated for by DBP (Sect. 9.11.1), and for
FWM and signal–noise interaction, whose impact in
WDM systems is usually negligible compared to XPM
(this might not be the case when considering WDM
channels with a low symbol rate). The evolution of Aw

is, in turn, subject to nonlinear interference from A,
such that we should also write an analogous equation
for Aw , coupled to (9.100). However, in terms of the
impact of Aw on A, the nonlinear evolution of Aw is
a second-order effect. Thus, we will neglect it and as-
sume that Aw evolves linearly and independently of A.
In this case, (9.100) is a linear Schrödinger equation
with a space and time-variant potential, whose solution
can be formally expressed as

A.L; t/D
1Z

�1
Hw .f ; t/ QA.0; f /ej2 ftdf ; (9.101)

where Hw .f ; t/ is a time-variant transfer func-
tion [9.97]. In mathematics, the solution for this kind
of equation is typically given in terms of Green’s func-
tion (or propagator in quantum mechanics), to which
the time-variant transfer function is simply related by
a Fourier transform.

The transfer function can be obtained from the
FRLP model and expressed as [9.76, 96]

Hw .f ; t/D e�j�.f ;t/ ; (9.102)
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Fig. 9.12 Continuous-time FRLP model

where the XPM term �.f ; t/ depends on the input IC
signal Aw .0; t/ and on the link characteristics. Some
general expressions for �.f ; t/ and its statistics are pro-
vided in [9.76, 96].

Eventually, including the effect of amplifier noise,
the overall system (from the COI standpoint) can be
schematically modeled as in Fig. 9.12, in which x.t/D
A.0; t/ is the transmitted signal, y.t/ the received sig-
nal, Hw .f ; t/ the time-varying transfer function of the
channel, which depends on the overall signal transmit-
ted by the other channel users (the interfering channels)
w .t/D Aw .0; t/, and n.t/ an AWGN term that accounts
for the accumulated optical amplifier noise.

A key observation here is that all the neglected
effects (e.g., FWM and signal–noise interaction) can
eventually be reintroduced by properly increasing the
power spectral density of the AWGN term, for instance,
based on the calculations from the GN or EGN models
or extracting the parameters from a numerical simu-
lation. However, when modeling an effect as AWGN,
we basically give up the possibility of mitigating it and
make a worst-case assumption in terms of system per-
formance. On the other hand, a more accurate modeling
of the dominant XPM term may allow for its partial mit-
igation.

From the COI viewpoint, the model in Fig. 9.12 de-
scribes the nonlinear time-invariant optical fiber chan-
nel as a linear time-variant one. This apparent para-
dox is explained by the fact that channel nonlinearity
is accounted for by the dependence of Hw .f ; t/ on
w .t/ [9.96]. However, assuming that w .t/ is unknown
to both the transmitter and the receiver, such nonlinear-
ity remains hidden, and the effect of Hw .f ; t/ is simply
perceived as a linear distortion. Moreover, since w .t/
depends on time, the channel transfer function Hw .f ; t/
also depends on time.

The model in Fig. 9.12 is substantially that of
a doubly-dispersive fading channel, often used in wire-
less communications, whose key features are the co-
herence time and bandwidth over which the channel
remains strongly correlated [9.98]. This analogy may
help to better understand the channel characteristics and
behavior, as well as to devise improved transmission
and detection strategies.

The coherence properties of the channel were stud-
ied in [9.99] and are illustrated by the contour plots in
Fig. 9.13, which shows the correlation between the val-
ues �.0; t/ and �.
f ; tC �/ of the XPM term at two
different times and frequencies inside the COI band-
width, as a function of the delay � and frequency
separation 
f . The channel is assumed to be stationary
in time but not in frequency, as the impact of the XPM
term depends on the frequency distance from the inter-
fering channels and varies inside the COI bandwidth.
The correlation is analyzed by holding one frequency
fixed in the middle of the COI bandwidth (conven-
tionally set to f D 0), and letting the other vary inside
the COI bandwidth. The scenarios considered refer to
a Nyquist–WDM system with 50GHz channel spac-
ing and bandwidth, Gaussian symbols (a worst-case
assumption in terms of XPM impact), and a 1000km
link of standard single-mode fiber with either ideal dis-
tributed amplification (IDA) (Fig. 9.13a) or 10�100km
lumped amplification (LA) (Fig. 9.13b). Only the XPM
term generated by the couple of closest interfering
channels (i.e., those located at f D˙50GHz) is con-
sidered. The coherence is quite substantial in the IDA
link, but significantly reduced in the LA link.

The FRLP model has been used to derive some
closed-form expressions for the AIR with different
modulation formats and a mismatched decoder opti-
mized for the AWGN channel [9.96]. In this case,
similar results could be obtained also with some addi-
tive models such as the RP or EGN models. However,
the FRLP model can also be used to devise more ef-
ficient detection strategies that exploit the coherence
properties of the channel and to derive some improved
capacity bounds [9.82]. These issues will be discussed
in greater detail in Sect. 9.12.

Equation (9.100) is also the starting point to derive
other models and descriptions of interchannel non-
linearity. In [9.100, 101], Feynman path integrals and
diagrammatic techniques are used to derive Green’s
function (propagator) of (9.100), from which the input–
output channel statistics are obtained by assuming that
the stochastic potential jAw j2 is a Gaussian process
with short-ranged correlations in space and time—
a more drastic approximation than the assumption of
linear propagation of Aw done in deriving (9.102). The
resulting model has been used to compute some capac-
ity lower bounds for the optical fiber channel [9.100,
101].

Another approach to solve (9.100) is the Magnus
expansion, a general method to derive approximate ex-
ponential representations of the solution of linear differ-
ential equations with varying coefficients [9.102]. The
Magnus expansion provides a power series expansion
for the corresponding exponent and, for this reason, is
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sometimes referred to as time-dependent exponential
perturbation theory. In optical-fiber communications,
the Magnus expansion has already been employed to
model linear effects such as polarization-mode disper-
sion and polarization-dependent loss [9.103], while its
application to fiber nonlinearity has only been slightly
touched [9.104]. When applied to (9.100), the Mag-

nus expansion is quite accurate even at first order—in
many cases more than the corresponding first-order RP,
eRP, and LP expansions [9.104]—and has the desirable
additional property of preserving at any order some im-
portant features of the original equation, such as its
unitarity. These characteristics make it an interesting
subject for future research.

9.8 Model-Specific Features

In this section, we try to provide a list of features of
the various fiber nonlinearity models introduced so far,
which make them attractive for certain applications.
Carrying out a more comprehensive and comparative
analysis of the models would be a difficult task, and we
refrain from doing it. Some of the aspects mentioned
here are dealt with in later sections, to which the reader
should refer:

GN model: reasonable compromise between accuracy
and complexity, very compact formula.

iGN model: for most systems, very good compromise
between accuracy and complexity.

GN/iGN models: lend themselves to closed form so-
lutions, some of which are extremely simple, yet
rather accurate, such as for ideal Nyquist WDM
with completely identical spans, helping establish
fundamental limits; others are quite flexible (any
comb, any link) but still fully closed form, very good
for management of physical-layer aware optical net-
works.

EGN model: complete and accurate model in the fre-
quency domain; computationally very complex;
a reduced version exists, which is quite accurate and
1=3 as complex, but complexity is still high. It does
not allow us to accurately factor out PPRN, though it
does allow us to approximately factor out NLPN by

assuming constant-envelope transmission (i.e., as-
suming PM-QPSK-like parameters).

Time-domain model: very similar to the EGN model
in terms of accuracy and complexity when pre-
dicting interference variance; also predicts nonlin-
ear phase and polarization rotation noises (PPRN);
predicts temporal correlations; describes nonlin-
ear interference as an intersymbol interference
(ISI), which can be used to examine and evaluate
the performance of various ISI cancellation tech-
niques; predicts the contribution of the various ISI
terms.

Spatially-resolved model: alternative description of the
EGN model; predicts temporal correlations of the
optical nonlinear interference; focuses on nonlinear
spatial interactions along the link, such as nonlinear
signal–noise interaction; complexity grows with the
system length.

FRLP model: represents NLI as a multiplicative distor-
tion rather than as an additive noise; describes the
channel through a time-varying transfer function;
allows us to identify the NLPN component and cal-
culate its correlation in time and frequency. These
characteristics help devise improved detection and
nonlinearity mitigation strategies. Closed-form so-
lutions are available for simple system configura-
tions (e.g., ideal Nyquist WDM).
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9.9 Impact of Specific Effects on NL Modeling

Amplified spontaneous emission (ASE) noise interacts
with the nonlinear Kerr effect along propagation. The
result is generally referred to as nonlinear signal–noise
interaction (NSNI). NSNI can be classified as an FWM
process. However, it finds its own space in the literature
because of the distinctive nature of some of the photons
joining the FWM interaction, which come from a wide-
band Gaussian distributed signal such as ASE.

9.9.1 Nonlinear Signal ASE Interaction

Initial studies on NSNI date back to investigations about
the nonlinear interaction between a strong continuous-
wave (CW) signal and wide-band noise [9.105, 106]. In
such a case, only degenerate FWM yields significant
NSNI, which motivated the use of small-signal anal-
ysis to analyze the effect. Results highlighted that an
optical fiber can induce modulation instability (MI) de-
pending on the dispersion sign. In particular, the white
spectrum of noise may experience a gain (hence, the
name modulation instability), which is maximum at the
frequency

p
2�P=jˇ2j, with P the power of the strong

CW [9.105].
Modulation instability has been exploited to build

optical parametric amplifiers (OPA) [9.107]. OPA
shows distinguished new features compared to exist-
ing optical amplifiers, such as adjustable gain spectra
and center frequency, the possibility to work in phase
sensitive mode with ideally zero noise figure, the pos-
sibility to perform phase conjugation and wavelength
conversion [9.108]. However, OPA shows nontrivial
problems such as gain-shape fluctuations and polariza-
tion dependence that have limited their applications in
practice [9.108].

Besides the positive implications of NSNI in build-
ing optical amplifications, NSNI originating along the
transmission fiber is generally a problem for the sys-
tem performance. Initial studies showed that NSNI can
induce strong phase noise, usually referred to as the
Gordon and Mollenauer effect [9.109], whose impact
has been shown to severely affect phase-modulated sig-
nals such as differential phase-shift keying (DPSK)
transmissions [9.110]. A closed formula of the NSNI-
induced phase noise variance and its main scaling
properties was proposed in [9.109].

The phase noise induced by NSNI is a random
variable whose exact probability density function was
derived by K.-P. Ho in [9.111] in the absence of dis-
persive effects and before detection filters. The impact
of dispersion is much more complex, such that the ex-
act PDF is unknown but closed formulas exist for the

NSNI variance due to intrachannel pulse XPM [9.112].
Small-signal analyses of NSNI in dispersive links were
carried out in [9.113, 114] and in [9.115, 116], where
they were referred to as parametric gain (PG).

ASE noise can be included in the GN and EGN
models. Since ASE is inserted in the link along propa-
gation, the spatially-resolved model of Fig. 9.10 is well
suited to search for modifications to GN-based formu-
las [9.43].

Since ASE is Gaussian distributed, its dominant
contribution appears as an enhancement of the GN part
of the EGN formula (9.98). However, ASE impacts
even the fourth-order nonlinear interference contribu-
tion proportional to �2I2.

One of the main implications of NSNI to GN
model variance is that the NSNI nonlinear interference
variance does not scale with the cube of the signal
power, but with the square. This is not surprising,
since the most dominant contribution to NSNI comes
from FWM processes involving the beating of sig-
nal� signal�ASE [9.43, 117–119]. As a rule of thumb,
numerical results showed that NSNI starts to impact
the nonlinear interference variance at SNR smaller than
10 dB [9.42, 43].

Some formulas have been proposed in the litera-
ture to modify the GN model formula and account for
NSNI. Poggiolini et al. proposed using the incoherent-
GN formula by substituting the channel power at the
input of fiber k with PCPASEk, P being the transmit-
ted power [9.42]. Serena ([9.43], eq. (10)) proposed
correcting the cross-correlation between the nonlin-
ear interference brought by two different spans by an
ASE-dependent term. Lavery et al. [9.120] proposed
weighting the NSNI accumulation coherence factor
in a different way to the signal such that each ASE
term contributes from its injection point in the link.
Ghazisaeidi extended the theory of [9.75] by providing
an efficient algorithm for NSNI variance computa-
tion [9.121].

NSNI is the fundamental limit to the performance
in the presence of nonlinear equalization [9.43, 119–
121], a feature that motivated the search of effective
models of NSNI with the aim of finding the capacity
of optical communication links. If we perturb the en-
tire link, including digital backpropagation, we get the
spatially resolved model of Fig. 9.14 [9.43]. We note
that, without ASE, for any input/output branch, there is
a branch with opposite parameters, such that the over-
all nonlinear interference is zero. However, with ASE,
this symmetry is broken, such that a residual NSNI can-
not be compensated for by a nonlinear equalizer. Lavery
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et al. [9.120] showed that the optimum is to equally
split the nonlinear equalizer between transmitter and re-
ceiver sides.

9.9.2 System Impact of Nonlinear Phase
and Polarization Noise

Section 9.5.2 provides the tools for accurate model-
ing of nonlinear phase and polarization noise (PPRN).
These tools can then be used to assess the actual sys-
tem impact of PPRN. As a relevant example, Fig. 9.15
shows the SNR gain that can be obtained by ideal
removal of all interchannel PPRN. The plot is signif-
icant, since it addresses a realistic C-band fully popu-
lated 115-channel system, over SMF, with 100 km span
length, at 32GBaud. The SNR gain shown assumes that
launch power is optimized to take the maximum ad-
vantage out of interchannel PPRN removal. Hence, the
term peak-SNR gain is used ([9.78] for more details).
Note that peak-SNR gain can also be interpreted, con-
versely, as the impact that PPRN has on the system. In
other words, QPSK crossing the 0:5 dB line at five spans
in Fig. 9.15 can be read as either a 0:5 dB potential gain
if PPRN is removed or a 0:5 dB SNR degradation due
specifically to PPRN.

Standard CPE (carrier-phase estimation) algorithms
in the receiver DSP can mitigate the effect of PPRN,
and in particular of its phase-noise component (NLPN).
However, these algorithms typically leverage the time-
correlation that such disturbances exhibit, quantified
in Fig. 9.9. Unfortunately, where mitigation would
be most needed, such as in short links according to
Fig. 9.15, PPRN has short correlation time (Fig. 9.9),
so that mitigation by standard CPE algorithms is only
partially effective. PPRN can be almost completely re-

2

1

3

0
1 10 50

Number of spans (100 km)

Peak-SNR gain (dB)

16-QAM
QPSK

Fig. 9.15 Peak SNR gain resulting from perfect interchan-
nel PPRN removal in fully loaded systems with 115 WDM
channels at 32GBaud. The detailed parameters used here
are given by Table 2 in [9.78]. The Peak SNR gain is
different between the maximum SNR, with and without
interchannel PPRN. For more information on peak SNR
gain, see [9.78], Sect. 4

moved in long links, where it exhibits long correlation
times. There, though, its impact is relatively small, and
the obtainable mitigation gain is limited.

This topic, however, is complex, and Fig. 9.15 only
looks at one scenario. Many system features, such as
fiber dispersion, distributed amplification, modulation
format, etc., affect PPRN. For a comprehensive analysis
and extensive references, see [9.78]. The symbol rate
also affects PPRN. Recently, the scaling of the impact
of NLPN versus symbol rate was studied, for instance,
in [9.63, 64], using an approximate technique based on
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the EGNmodel. The indication is that, when the symbol
rate is increased, the variance of NLPN decreases and
its correlation time increases. As a result, overall, its
impact appears to decrease at higher symbol rates.

9.9.3 Joint Nonlinear and Polarization
Effects, PMD/PDL

Although single-mode fibers support only one prop-
agating mode, the resulting field is the superposition
of two polarizations [9.7]. Each polarization can be
independently modulated, and the resulting signal is
generally referred to as polarization division multiplex-
ing (PDM), also known as dual polarization (DP) or
polarization multiplexing (PM). PDM is a simple tech-
nique to double the spectral efficiency and represents
the starting point of more advanced techniques of spa-
tial division multiplexing [9.122].

However, the two polarizations usually inter-
act along propagation, thus generating polarization
crosstalk at the receiver. The reason for such cross-
coupling is related to perturbations to the ideal fiber
structure, such as changes in the refractive index, non-
circularity of the fiber, thermal stresses, variations in the
core radius, irregularity at the core-cladding boundary,
etc. Perturbations may be even deliberately introduced
during fiber fabrication as a way to improve perfor-
mance, as we will discuss later. All such stresses make
the fiber anisotropic, i.e., they introduce birefringence.

As a result of birefringence, the polarizations may
travel at different speeds, thus manifesting polarization-
mode dispersion (PMD) [9.80]. A main implication of
PMD is the end-to-end group delay spread between po-
larizations, called differential group delay (DGD). The
problem is of particular concern in the presence of po-
larization coupling along transmission, because to undo
the coupling at the receiver we must account for the
memory introduced by DGD.

The accumulation of PMD along the distance de-
pends on the correlation length over which mode cou-
pling occurs, typically of about 100m for SMF [9.7].
This way, a long-haul link operates in the strong cou-
pling regime, whose random properties along distance
eventually make the DGD a random variable, with
Maxwellian statistics in the limit of correlation length
approaching zero [9.123, 124]. Most importantly, the
average DGD and the DGD standard deviation accu-
mulate proportionally to the square root of the dis-
tance [9.9, 125]. This circumstance eases equalization
of PMD. On the contrary, GVD has a much smaller
randomness, such that it accumulates with a rate pro-
portional to the distance.

For such reasons, short fiber correlation length is
intentionally induced during fabrication by properly

spinning the fiber [9.126]. Data sheets usually report the
PMD coefficient �PMD. Typical values are 0:32 ps=

p
km

for pre-1991 fibers, 0:13 ps=
p
km for fibers installed

in the period from 1992 to 1998, and 0:05 ps=
p
km

for post-1999 fibers [9.127]. For a fiber of length L,
The average DGD � is related to the PMD coefficient
by � D �PMD

p
L, while the root mean square value of

DGD is �rms D
p
.3 /=8� [9.124].

PMD is generally a problem in high symbol rate
systems and must be properly equalized at the re-
ceiver side. Adaptive equalization is mandatory, since
PMD varies in time on scales of the order of mil-
liseconds. The problem is best solved with coherent
detection where classical algorithms first developed for
wireless communications have been successfully used.
Some examples are the blind constant-modulus algo-
rithm (CMA), the least mean squares (LMS) algorithm,
and the data-aided least squares method [9.128].

Both birefringence and PMD play a role in the non-
linear regime. As mentioned in the introduction, the
fast variations of birefringence with distance are usu-
ally averaged out as in the Manakov equation [9.9, 45].
In this scenario, the two polarization tributaries still
interact nonlinearly along propagation through XPM,
but they also interact through cross-polarization mod-
ulation (XPolM) [9.8, 9, 129–131]. XPolM is a gener-
alization of the XPM phase rotation in the complex
plane into a rotation in the three-dimensional space
described by the Poincaré sphere. Now, it is the to-
tal power that is preserved; however, power can be
exchanged between the polarization tributaries, thus
creating nonlinear crosstalk. Contrary to PMD tem-
poral variations, XPolM is rapidly varying in time,
with temporal scales of the order of the walk-off be-
tween interacting channels. As a consequence, XPolM
scattering manifests as a Brownian motion over the
Poincaré sphere [9.130, 131], and its equalization is ex-
tremely challenging. XPolM has been shown to be one
of the dominant nonlinear impairments in dispersion-
managed PDM systems [9.132, 133].

PMD joins the polarization and nonlinear Kerr ef-
fect interactions [9.134]. The analysis is simplified in
the strong coupling regime, where the reference model
is the Manakov-PMD equation [9.45]. Numerical simu-
lations and experiments [9.135, 136] showed that PMD
helps improve the average performance of an opti-
cal link, provided that linear PMD is fully equalized
at the receiver. The reason is that PMD is a disper-
sive effect, hence it decorrelates channels farther away
than the PMD correlation bandwidth [9.137], thus mit-
igating the nonlinear interference accumulation along
distance.

The numerical investigation of PMD in the non-
linear regime is particularly burdensome. To correctly
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Fig. 9.16 Outage probability versus PDL. An outage event
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lines: equivalent linear (LIN) model with the same aver-
age Q-factor as the in nonlinear (NL) propagation. PMDD
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km (after [9.138])

emulate the slow birefringence temporal variations it
is mandatory to independently test many fiber real-
izations to find rare events that set the outage prob-
ability induced by PMD, i.e., the probability that the
Q-factor is below a given threshold. Attempts to ex-
tend the GN model to include PMD are reported
in [9.137].

Birefringence may also induce polarization-depen-
dent loss (PDL), i.e., different energy losses for the
two polarizations. PDL is mainly present in optical
devices such as reconfigurable add-drop multiplexers
(ROADM) or EDFA. PDL is expressed in international
standards by [9.7]

�dB , 10 log10

�
Tmax

Tmin

�
;

where Tmax and Tmin are the maximum/minimum trans-
mission powers after a PDL element. Typical values of
�dB are fractions of dB (e.g., 0:4 dB for a ROADM).
The overall PDL cumulated along a link is a random
variable, whose statistics can be evaluated by following
similar methods as for DGD [9.139, 140].

PDL induces a penalty that is enhanced in a nonlin-
ear regime by interaction with the nonlinear Kerr effect,
thus increasing outage probability [9.141–143].

Figure 9.16 shows an example of outage probabil-
ity estimated by numerical simulation in a 15-channel
32-Gbaud QPSK system, traveling in a 35�100 km,
DD 4 ps=.nmkm/, link at a power of 0:5 dBm and
OSNRD 16:1 dB=0:1 nm [9.138]. PMD was either 0
or 0:13 ps=

p
km. Dashed lines show the result by an

equivalent linear model, where the EDFA noise figure
has been changed to get the same average Q-factor as
in a nonlinear regime. The difference between the solid
and the dashed lines is an indication that PMD/PDL in-
teracted with nonlinearity along transmission.

9.10 Applications

The main outcome of the GN model is the received
SNR. In the special, yet relevant, case of the additive
white Gaussian noise (AWGN) channel with matched
filter detection, the SNR can be converted into bit
error rate (BER) by simple formulas, as shown in Ap-
pendix 9.A.

9.10.1 Which Performance Metric?

Usually, BER follows a complementary error function
(erfc)-like behavior versus SNR, which does not suit
a system designer that usually works on dB scales.
For this reason, the Q-factor has been introduced.
The Q-factor is a one-to-one relation with the BER
in a reference system tracking the erfc transforma-
tion (Appendix 9.A). This way, the Q-factor coincides
with the SNR in the relevant case of QPSK, and with
2�SNR for BPSK. For several other modulation formats,
the relation is, luckily, almost linear with slope 1 on

a dB=dB scale. Conversion graphs are available in Ap-
pendix 9.A.

Whatever the choice, BER or Q-factor, they are nor-
mally estimated before FEC decoding. The rationale is
to associate a threshold to the FEC code and claim the
post-FEC BER to be 0 if the pre-FEC BER is smaller
than the threshold. For instance, the second generation
hard-decision FEC (HD-FEC) standardized by ITU-T
G.975.1 had a Q-factor threshold of 8:5 dBwith an FEC
overhead of 6:7%.

Nowadays, the trend is toward soft-decision FEC
(SD-FEC) that can provide gains of about 1:5 dB with
respect to hard-decision [9.144], or even more with iter-
ative decoding. SD-FEC so far operate at overheads of
� 20% by exploiting soft decoding with advanced tech-
niques such as low-density parity check codes (LDPC)
or turbo product codes (TPC). However, it is worth not-
ing that the higher complexity of SD-FEC may be an
issue for some systems, thus HD-FEC with overhead
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. 15% may be preferred for those applications where
low power consumption is mandatory [9.144].

The idea of a FEC threshold works fine with bi-
nary HD-FEC and bit-interleaving, and thus BERworks
great in this scenario. However, it has been shown that
it may fail with SD-FEC [9.145].

An alternative performance metric, more suited to
SD-FEC, is the mutual information (MI). MI is a con-
cept introduced in information theory to provide a mea-
sure of the amount of information obtained about one
random variable through the knowledge of another ran-
dom variable [9.146]. The concept of MI is strictly
related to the concept of entropy, which provides a mea-
sure of unpredictability on average. For the continuous
random variable Y with probability density function
pY.y/, the entropy (more correctly, the differential en-
tropy) is defined as

h.Y/, �EŒlogŒpY.y/		 ;
with EŒ:	 expectation. MI between two random vari-
ables X and Y is, thus, defined as

MI.X; Y/, h.Y/� h.YjX/ ; (9.103)

where h.YjX/ is the conditional entropy, i.e., the en-
tropy of Y conditioned to X averaged over all possible
values of X. Hence, the computation of (9.103) requires
knowledge of the conditional probability pYjX.yjx/.

MI is a relationship between two random variables.
For channels with memory, we need to generalize the
idea to stochastic processes, hence we should substi-
tute MI with the information rate (IR) [9.146, 147]. Let
XN D .X1;X2; : : : ;Xn/ and YN D .Y1; Y2; : : : ;Yn/ tem-
poral sequences of the stochastic process X.t/ and Y.t/,
respectively, from discrete time tD 1 to time tD n. The
IR is defined as

I.XN ;YN/, lim
n!1

1

n
Œh.YN/� h.YNjXN/	 :

We are motivated to associate Yk to the input of
the soft decoder and Xk to the transmitted symbol. The
GN model tells us that the AWGN channel is a good
approximation of the true channel, and, thus, MI can
be evaluated from the memoryless model Yk D XkCnk,
with nk a complex Gaussian random variable. However,
the true optical channel is different, not just in terms of
different statistics but also because the optical channel
exhibits memory, hence such a straightforward ap-
proach cannot exploit all the useful information [9.148,
149]. Nevertheless, the theory of mismatched decod-
ing [9.150] shows that such MI is a lower bound to the
maximum IR [9.147] constrained to the modulation for-
mat under use. An example of MI for QPSKmodulation
in AWGN [9.151] is reported in Fig. 9.17.
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Fig. 9.17 MI of 64-QAM in AWGN. The error probability
after FEC can be made arbitrarily small by a code having
a redundancy of at least the indicated bits=symbol

In summary, if the soft-decoder has just the infor-
mation provided by the GN model, i.e., it believes that
noise is additive and Gaussian and knows its variance,
we say that the corresponding MI described above is
achievable, i.e., there exists a code for which error-free
transmission is possible at MI bits=symbol. The redun-
dancy of such best-code is reported, for example, in
Fig. 9.17 for the reference case of SNRD 10 dB. Prac-
tical codes, able to exploit the information provided by
the auxiliary channel, will need higher redundancies
even if nowadays with LDPC and TPC the loss is very
small.

We say that the AWGN channel approximation is
an instance of an auxiliary channel of the true chan-
nel [9.147]. Other auxiliary channels are possible: the
closer the auxiliary channel to the true channel, the
tighter the lower bound to the maximum constrained
IR. The capacity is the supremum among all possible
modulation formats and symbols distributions.

MI is the relevant metric for symbol-wise receivers.
However, optical communication systems often use bit-
interleaved coded modulation (BICM) [9.152] whose
noniterative implementation [9.153] simplifies decod-
ing. For such schemes, the generalized mutual infor-
mation (GMI) is better suited [9.145, 153]. The main
difference with MI is that GMI depends on the bit-
symbol mapping. If X D .B1B2 : : :BL/ is the string of
bits, Bk 2 .0;1/, corresponding to symbolX, GMI is de-
fined as [9.153, 154]

GMI ,
LX

kD1
MI.Bk; Y/ :
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It is always GMI�MI. For instance, for BPSK, it is
GMIDMI because here bits� symbols. QPSK is the
composition of two BPSK in quadrature, hence with
Gray coding and AWGN, each bit can be detected
independently from the other by using the real/imag-
inary axis as a discriminating threshold. Hence, even
for QPSK GMIDMI. In particular, MIQPSK.SNR/D
2�MIBPSK.SNR=2/.

For higher-order PSK and QAM modulation for-
mats GMI<MI. The reason is that in these cases, the
mentioned bit-independence in the detection rule is bro-
ken, and thus we can extract more information by using
a symbol-wise detector rather than a bit-wise detector
after bit interleaving.

For the AWGN channel the difference between GMI
and MI is limited to fractions of bits (Appendix 9.A).

The debate about the most appropriate performance
metric is still open. Schmalen et al. showed that with
nonbinary FEC, MI is the right candidate [9.155]. Cho
et al. showed that with probabilistic shaping, normal-
ized GMI yields a better correlation with the post-
FEC [9.156], while Yoshida et al. [9.157] proposed
asymmetric information (ASI) as a better predictor in
the nonlinear regime.

9.10.2 Maximum Reach and
Optimum Launch Power

According to the perturbative description of the NLSE,
the received SNR can be expressed by [9.3, 4]

SNRD P

�2ASEC �2NL
; (9.104)

where P is the signal power, �2ASE is the cumulative
ASE power generated along the link, while �2NL is the
nonlinear interference variance. For a transparent N-
span periodic link with optical amplifiers of noise figure
F and gain G, it is �2ASE D hFGBN, with h Planck’s
constant,  the carrier frequency, and B the receiver
bandwidth. According to GN model theory, �2NL D �P3,
where � is the unit-power nonlinear interference coeffi-
cient discussed in the previous sections.

Several interesting implications for system design
can be inferred from (9.104). First, since ASE domi-
nates the SNR at small powers, while nonlinear interfer-
ence dominates at high powers, an optimal power exists
(Fig. 9.1). Such a power is generally referred to as non-
linear threshold PNLT and can be easily found by setting
to zero .dSNR/=.dP/, with the result

PNLT D
�
�2ASE
2�

�1=3

:

By inverting such a relation, we find that �2ASE D
2�P3

NLT, i.e., at the optimal launched power, also known
as the nonlinear threshold (NLT), ASE variance is
twice the nonlinear interference variance. This impor-
tant result tells us that at best power, the role of linear
ASE noise is more important than the role of non-
linear distortions, such that it is better to put efforts
into optimizing linear propagation rather than nonlinear
propagation.

By substituting PNLT into (9.104), we get the corre-
sponding maximum SNR

SNRNLT , max.SNR/D PNLT
3
2�

2
ASE

D 1
h
27�

�
hFGBN

2

�2i 1
3

:

Besides these key ingredients to set up a connection,
it is interesting to have a look at the SNR penalty
with respect to linear impairments. By factoring out
in (9.104) the SNR impaired by linear effects only,
SNRlin D P=.�2ASE/, we can define such a penalty SP
by

SP , SNRlin

SNR
D �

2
ASEC �2NL
�2ASE

:

The interesting implication is that at best power PNLT,
the SNR penalty is always 3=2, whatever the value
of �2ASE and �, i.e., whatever the link for which the
GN model assumptions work! Such a 3=2 factor is
more conveniently expressed in dB by 10 log10 3=2Š
1:76 dB. Therefore, if our system works at power PNLT,
and we do not want to change such a power, at best we
can improve the SNR by 1:76 dB with an ideal receiver
able to exactly compensate for nonlinear impairments.
Only by increasing the power can we improve the SNR
by more than 1:76 dB by using a better receiver.

For the system designer used to work in dB, it is
interesting to have a look at what happens by 3 dB
changes in ASE and nonlinear interference power. We
have

�2
0

ASE D �2ASEC 3 dB)
(
P0NLT D PNLTC 1 dB

SNR0NLT D SNRNLT� 2 dB

�0 D �C 3 dB)
(
P0NLT D PNLT� 1 dB

SNR0NLT D SNRNLT� 1 dB :

Interestingly, a 3 dB change in ASE or nonlinear in-
terference induces an absolute change of 1 dB in the
nonlinear threshold.
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The GN model can be used to infer the reach of the
system at a given SNR, i.e., the maximum transmission
distance ensuring the signal-to-noise ratio SNR at the
receiver. Such an SNR can be, for instance, the SNR
threshold of the FEC code under use. An example of
signal power contour levels and their related reach is
shown in Fig. 9.2. To estimate the reach we need to
know how the ASE power and the nonlinear interfer-
ence � scale with the number of spans N. The ASE
power has a simple linear scaling �2ASE D hFGBN.
Experiments, numerical simulations, and theoretical
models, indeed, suggest that the nonlinear interference
follows the scaling law [9.41, 158, 159]

�D �1N1C" ;

where �1 is the normalized nonlinear interference vari-
ance after one span, while " is the coherence accumula-
tion factor accounting for the superlinear accumulation
of nonlinear effects along the distance. The presence of
" is due to correlations among the different paths cre-
ating the first-order perturbation (Fig. 9.10). In highly
dispersive links, the strong dispersion makes the signal
entering a given span almost uncorrelated with the sig-
nal entering a different span, hence we expect also the
nonlinear interference to be almost uncorrelated span-
by-span, such that the cumulative effect accounted by �
scales linearly with distance, i.e., "� 0. On the con-
trary, the accumulation factor is 0< " < 1, with the
extreme case of "D 1 in fully-compensated dispersion-
managed links. In dispersion-uncompensated links,
it is typically " < 0:2 [9.41, 159]; � would be al-
most zero if only cross-channel nonlinearities were
present, because the channel-walk-off decorrelates
cross-nonlinear interference from span to span. An
� > 0 is, thus, due to a significant single-channel non-
linearity. Therefore, single-channel nonlinearity grows
faster with distance than cross-channel nonlinearity.
This implies, for instance, that single-channel nonlinear
equalizers become more effective at large propagation
distances.

In this framework, the SNR is, thus, a function of
three variables, �2ASE, �1 and ". To get the reach, we
thus need at least three measurements of power yield-
ing the reference SNR at different distances. Based on
the previous discussion, at the reach N0 , max.N/, the
ASE variance is twice the nonlinear interference vari-
ance, hence the following identities hold

SNRD P0
3
2hFGBN0

D P0

3�1N
1C"
0 P3

0

;

where P0 is the signal power at the reach. The pre-
vious expression gives two equations in two vari-

ables .P0;N0/, from which we get our target, the
reach [9.159],

reach , N0 D 1
h
.3SNR/3�1

�
hFGB

2

�2i 1
3C"

.spans/ :

The reach is a function of the GNmodel key parameters
�1; ", whose estimation is affected by errors. It is inter-
esting to have a feeling of how reliable the formula of
the reach is with variations of such parameters. Since it
is preferable to work in dB scales, the following deriva-
tives hold [9.159]

@NdB
0

@SNRdB D�
3

3C " ;
@NdB

0

@FdB
D� 2

3C " ;
@NdB

0

@�dB1
D� 1

3C " : (9.105)

For instance, at "D 0, an estimation error on �1 of
1 dB translates into a reach error of 0:33 dB [9.41, 160].

Another key message from (9.105) is the following.
To increase the reach we can play with i) the FEC by us-
ing a better code with a smaller SNR threshold, with ii)
the optical link, for instance, by using better amplifiers
with a smaller noise figure F, or with iii) the nonlin-
earity, for instance, by using a nonlinear equalizer to
reduce �1. Equation (9.105) tells us that such strategies
are in order of effectiveness.

9.10.3 Modeling in Networks

The GNmodel has proved to be an invaluable analytical
tool, able to explain the most important scaling laws and
features of the new regime of highly-dispersed trans-
mission entailed by dispersion-uncompensated links
with coherent detection and electronic digital-signal
processing. However, the GNmodel also finds one of its
most practical uses in route selection in modern optical
networks with quality-of-transmission (QoT) guaran-
tees.

The dominant optical network paradigm is that of
wavelength-routed optical networks (WRON), where
a transparent optical channel (a light path) is estab-
lished from source to destination on a fixed wavelength
across multiple fiber links and optical switching nodes
(Fig. 9.18). The most recent evolution of WRONs
is that of elastic optical networks (EON) ([9.161,
162] and references therein), where bandwidth can
be flexibly allocated to light paths with a granular-
ity down to 6:25GHz, due to coherent detection and
smart wavelength-selective switches. Flexibility may
also concern the modulation format and/or the for-
ward error-correction (FEC) code of each light path at
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Fig. 9.18 Example
of a selected light
path from source (S)
to destination (D)
transmitted on
a fixed wavelength
across six spans,
with two hops and
three spans=hops

the transmitter in order to assure reaching the destina-
tion without intermediate regenerations. Electro-optical
(EO) regenerations at intermediate nodesmay, however,
be necessary to both allow electrical multiplexing/de-
multiplexing onto the light path at intermediate nodes
(grooming) and possibly to change the wavelength of
the subsequent section of the light path in order to
reduce wavelength blocking (WB). Reduction of WB
through wavelength conversion has the beneficial ef-
fect of allowing an increase of network utilization
(i.e., the fraction of wavelengths used in the network)
and, thus, of network throughput, but at the moment
it is still considered a too-costly option because of
the cost of EO regenerations and is used with great
care.

Initial efforts in dimensioning EONs when tak-
ing into account nonlinear propagation effects assumed
a worst-case full-load scenario where all wavelengths
in every fiber link are populated, and nonlinear effects
are at their maximum [9.163]. Such a full-load assump-
tion has the great advantage of simplifying the routing,
modulation, and spectrum assignment (RMSA), since
it decouples the propagation problem from the traffic-
dependent linear and nonlinear interference. Hence,
every modulation format has an optimal launch power
spectral density and a maximum error-free transmission
distance, known as the reach, and a simple compari-
son of the reach with the requested source-destination
distance is enough to assess whether or not a connec-
tion is feasible without intermediate regeneration. The
other major advantage of the full-load assumption is
that of making existing light paths insensitive to the
establishment of new connections, a fact that makes
RMSA decisions fast even in a dynamic traffic scenario
where connections my be established and released on
short time scales.

The first RMSA algorithms were based on look-up
tables containing the reach for every possible modu-
lation format. The reach tables were evaluated offline
by long statistical computations based on the split-step
Fourier propagation method. Semi-analytical methods

based on a single span propagation and tuning with vari-
able residual input span dispersion were also proposed
to speed up reach computations [9.93].

However, the fully analytical formulas afforded by
the GN model quickly found their way into the RMSA
design because they drastically speed up the calculation
of the required received optical signal-to-noise ratio
(OSNR) of a reference light path for a given modula-
tion format, and thus the assessment of whether it is
above its FEC threshold, and the connection is thus fea-
sible.

In particular, the incoherent GN model treats the
nonlinear interference terms generated at each span as if
they were independent additive Gaussian noise, exactly
as the optical noise from the amplifiers.

The first proposed use of the incoherent GN model
in an EON scenario appeared in [9.47, 164], where the
locally-optimal globally-optimal Nyquist (LOGON)
strategy was introduced. It was there first observed that,
when using the optimal power spectral density at full
load, the reach at any load is never larger than 3=2 of the
full-load reach. This still is the major theoretical justi-
fication for using the apparently resource-wasteful full-
load assumption for nonlinear interference evaluation.
The reach computation using the GN model for opti-
cal networking was explored in [9.165]. The LOGON
strategy was analyzed in terms of blocking probability
versus carried traffic in a theoretical setting [9.166] and
recently for various network topologies [9.167], while
in [9.168] the expected gain in the network throughput
due to transceiver adaptation was studied in EONs us-
ing the full-load LOGON strategy.

Alternative, equivalent formulations of the GN
model that make the single and cross-channel contri-
butions explicit for networking applications appeared
in [9.39].

The enhanced GN (EGN) model, which takes into
account the effect of the modulation format on non-
linear interference, can alternatively be used in place
of the GN model [9.169] for applications where route
establishment can take place on time scales of several
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minutes, due to the development of fast computing tech-
niques [9.170].

Recently, many papers have appeared that use either
the GN or the EGN model within RMSA algorithms
and try to remove the full-load assumption in order to
make a better use of network resources.

One line of such developments [9.171–176] explores
the use of the GN analytical OSNR within a mixed non-
linear programming framework in order to obtain the
absolute optimal RMSA in a static traffic scenario (one
where a traffic matrix is offered to a green-field network,
and light paths are set up one by one to satisfy as many
connections as possible) from complete knowledge of
each network fiber’s active light paths.

Since the problem is provablyNP-hard [9.177, 178],
such techniques can work in reasonable time only for
impractically small networks. Heuristics have, thus, to
be found in order to make them work in practical-
sized networks. In this context, linearized GN formulas
have been proposed in order to effectively use the
GN model within a mixed integer linear programming
framework [9.178, 179].

Another line of development explores instead a sta-
tistical approach to the RMSA problem, i.e., a model-
based approach for light path selection, which is ex-
tremely fast to compute but has a bounded probability
of being incorrect, and thus may sometimes require path
recomputation. For instance, in [9.180], a QoT-based
routing method was proposed, where a light path is
set up based solely on wavelength load measurements
along its selected physical path, and the probability that
the newly set-up light path is unfeasible is bounded be-
low a desired threshold.

Another instance of the statistical RMSA approach
is one that makes use of machine learning techniques
for route selection. Here, the GN/EGN model can be
used to synthesize positive and negative examples of
feasible light paths, and such examples are used to train
the weights of a parametric model, for instance a neural
network [9.181] or a random forest [9.169].

In summary, the use of the GN/EGN model for net-
work planning and optimization is gaining momentum
and is likely to become the method of choice for RMSA
in future EoNs.

9.11 Nonlinearity Mitigation

This section discusses the main approaches for nonlin-
earity mitigation based on DSP. The interested reader
might also refer to [9.182] for an extensive review on
this subject.

We point out that very recently artificial neural net-
works (ANNs) have also been advocated as a possible
DSP approach for the mitigation of nonlinear effects.
We refrain from dealing with it here, but the inter-
ested reader can see, for instance, a recent prominent
result [9.183].

We also point out that nonlinearity mitigation can
be carried out by means of all-optical techniques as
well. One example is, for instance, optical phase con-
jugation [9.184]. All-optical mitigation techniques are
a vast and interesting investigation field, but they are
outside of the scope of this chapter.

9.11.1 Digital Backpropagation

One of the most promising and studied strategies to
combat fiber nonlinearity is digital backpropagation
(DBP). DBP is a channel inversion technique that
aims at removing fiber propagation effects by digi-
tally emulating the propagation of the received sig-
nal through a fictitious fiber link—equal to the actual
fiber link but reversed in space and with opposite-
sign parameters �˛P, �ˇ2, and �� for each span

of fiber [9.185–187]—as schematically depicted in
Fig. 9.19.

A simple analysis reveals that DBP can, in princi-
ple, exactly invert the propagation equation (9.1), hence
removing all deterministic propagation effects due to
the interplay between dispersion and nonlinearity. DBP
can be implemented at the transmitter, at the receiver,
or both. Several numerical studies and experimental
demonstrations of DBP are available, reporting differ-
ent gains in terms of SNR and reach, depending on the
scenario considered [9.57, 188–190]. There is, anyway,
a general consensus that gains up to 1 dB might be real-
istically achieved, and that DBP is a practical candidate
for extending the reach of next-generation transponders.

In practice, DBP operates on a digitized version of
the signal and is usually implemented by the SSFM
algorithm (Sect. 9.2) for its good characteristics in
terms of performance and complexity. The sequence
of received samples is divided into several overlapping
blocks of length N, with Nm overlapping samples. Each
block is propagated through the whole link according
to the algorithm in Fig. 9.3, with a total of Ns steps.
For a dual-polarization signal, the number of real ad-
ditions and multiplications required by an SSFM-based
implementation of DBP per each processed sample is
reported in Table 9.2 [9.191]. The parameter Nc ac-
counts for alternative implementations of DBP (see
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Fig. 9.19 The DBP
strategy

below) and must be set to zero for a standard SSFM
implementation; Nm is of the order of channel mem-
ory induced by GVD (Sect. 9.2), and N is optimized
to minimize the overall computational complexity. For
comparison, Table 9.2 shows the same figures also for
GVD compensation based on a frequency-domain feed-
forward equalizer.

Each DBP step typically requires about 10�20%
more operations than GVD compensation, such that the
overall complexity of conventional DBP (based on stan-
dard SSFM and employing one step per span) easily
exceeds a factor �10 the complexity of GVD compen-
sation in terrestrial links [9.190].

Attaining better improvements with lower complex-
ity is one of the big challenges to bring DBP from the
lab to the field. A first solution is filtered DBP [9.117,
192, 193], in which the nonlinear step uses a low-
pass filtered version of the signal power. The nonlinear
step (9.5) is, thus, replaced by

Ak;i D A0k;ie
�˛ph=2

� e�j�heffŒc0jA0k;ij2C
PNc
`D1 ci.jA0k�`;ij2CjA0kC`;i j2/	 ;

iD 1; : : : ;N ; (9.106)

where c0; : : : ; cNc are NcC 1 real coefficients of
a tapped-delay-line low-pass filter. For Nc D 0, the al-
gorithm reduces to the standard SSFM. The idea is
to overcome the inability of the standard SSFM to
account for the continuously varying phase mismatch
induced by GVD along each nonlinear propagation
step—a problem that is particularly significant at large
frequencies. Filtered DBP attempts to mitigate such
a problem by low-pass filtering signal power during the
nonlinear step in a way to limit the intensity fluctua-
tions induced by the artificial phase matching condition

Table 9.2 Number of real operations required by GVD compensation and SSFM-based DBP (per step)—Nc D 0 for
standard SSFM and Nc > 0 for filtered or enhanced SSFM with Nc coefficients

GVD compensation DBP (per step)

Additions
N

N �Nm
.8 log2 NC 8/

N

N �Nm
.8 log2 NC 21CNc/

Multiplications
N

N �Nm
.8 log2 NC 4/

N

N �Nm
.8 log2 NC 11C 2Nc/

GVD compensation DBP (per step)

Additions
N

N �Nm
.8 log2 NC 8/

N

N �Nm
.8 log2 NC 21CNc/

Multiplications
N

N �Nm
.8 log2 NC 4/

N

N �Nm
.8 log2 NC 11C 2Nc/

of GVD [9.192]. Few taps are generally required in the
additional filtering operation, such that the additional
complexity per step (shown in Table 9.2) is usually
more than compensated for by the step elongation, with
about one order of magnitude reduction of the over-
all complexity. A similar strategy is the one based on
the enhanced SSFM algorithm, in which the nonlinear
step is still replaced by (9.106), with the difference that
the expression is derived from a perturbation analysis
based on the FRLP model (Sect. 9.7), and the NcC 1
coefficients are optimized by a minimum mean square
error criterion [9.194]. A single-step DBP achieving the
same performance as a standard DBP with a 16 times
higher complexity has been experimentally demon-
strated [9.191].

Alternative DBP design methods showed that finely
positioning the nonlinear step in a symmetric-SSFM
implementation of DBP can enhance the algorithm per-
formance [9.195]. Gonçalves et al. [9.196] showed that
DBP can be aided by a memory polynomial model,
a technique used in wireless communications to relax
the requirements of the Volterra equation. In dispersion-
managed links, the strong correlation of the nonlinear
interference from span to span can be efficiently ex-
ploited to build a folded DBP, where many spans are
folded into a single span [9.197].

Low-complexity intrachannel nonlinearity mitiga-
tion techniques based on the perturbation analysis
in [9.22] have also been proposed. In the special case
of QPSK symbols, Tao et al. [9.198] showed how to ex-
ploit the constant modulus property of the constellation
to build a multiplier-free intrachannel Volterra-based
equalizer by substituting multiplications with summa-
tions. Tao et al. [9.199] proposed reducing the number
of multiplications in the perturbation evaluation by
quantization of the kernel function. By using 50% pre-
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Fig. 9.20a,b Peak-SNR gains achievable by single and multichannel DBP over a fully-loaded (115 channels) dispersion-
unmanaged WDM system over SMF, with a channel symbol rate of 32 GBaud. The system parameters are set as in [9.78]

compensation, the number of quantized coefficients has
been shown to be reduced down to few units, still
keeping significant gains [9.200]. Gao et al. [9.201]
showed that with 50% precompensation, the symme-
try of the dispersion map with respect to the mid-
point of transmission link can be used to reduce the
number of multiplications in a perturbation-based non-
linear precompensation. The reason is that, this way
the kernel coefficients are i) real valued, thus halving
the number of complex multiplications and ii) evalu-
ated over half link length. A reduction factor of 6.8
has been experimentally demonstrated. Although the
kernel description of the perturbation is a global in-
put/output description of the link, it has been shown
that implementing the perturbative nonlinear equaliza-
tion by a multistage compensation cascade may relax
complexity at a given accuracy [9.202]. Indeed, when
dividing the link into N stages, the equalization proce-
dure is repeated N times, once per stage. Nevertheless,
since the total number of nonlinear interactions per
stage decreases quadratically with N due to the shorter
memory of each stage, the overall complexity is re-
duced. A comprehensive analysis of the symmetries in
Volterra-based nonlinear equalization that help prac-
tical implementation was investigated in [9.203]. An
analytical expression for the computation of the coef-
ficients of perturbative nonlinear precompensation for
Nyquist pulses was derived and experimentally verified
in [9.204]. The gains achievable by DBP or pertur-
bative nonlinear compensation were investigated and
compared in a C+L band ultra-longhaul transmission
experiment in [9.205].

Besides computational issues, and despite the theo-
retical possibility of an exact channel inversion, both
fundamental and practical limitations prevent DBP
from completely removing nonlinear impairments.
A first limitation arises in WDM systems, which are

impaired by both intra and interchannel nonlinearity.
In typical systems, each channel is separately detected
and processed, such that only a single-channel DBP can
be actually implemented, effectively compensating only
for intrachannel nonlinearity. In principle, it is possible
to implement a multichannel DBP by jointly detecting
and processing two or more WDM channels [9.117,
189]. As the number of backpropagated channel in-
creases, a higher portion of interchannel nonlinearity
can be effectively mitigated. However, the required
computational resources grow more than linearly with
the number of backpropagated channels.

The peak-SNR gains that can be theoretically
achieved by ideal single and multichannel DBP over
the typical dispersion-unmanaged WDM systems are
shown in Fig. 9.20 as a function of the number of
spans [9.78], for systems operating at 32GBaud.

The various solid curves correspond to the number
of channels that are jointly backpropagated. The po-
tential gain of single and three-channel DBP is limited
to about 0:5 and 1 dB, respectively. Beyond three-
channel DBP, each additional backpropagated channel
provides an incremental gain of no more than� 0:1 dB,
possibly not enough to justify the corresponding in-
crease of the computational resources required. Slightly
higher gains are achievable when considering systems
with interchannel phase noise and polarization rota-
tion compensation [9.78]. Moreover, in optically routed
networks, signals at different wavelengths may follow
different paths in the network, such that an effective
multichannel DBP is no longer possible.

The possibility to obtain a perfect channel inversion
may be limited also by the presence of PMD [9.137].
In principle, an exact knowledge of the PMD evolution
both in time and along the fiber link would still allow
for a perfect channel inversion without any performance
degradation. In practice, such a knowledge is unavail-
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able both at the transmitter and receiver, and DBP is
usually performed by ignoring the presence of PMD
(which is separately compensated for by an adaptive
linear equalizer after DBP). In typical WDM systems,
the impact of PMD is negligible for single-channel
DBP, but becomes relevant when increasing the num-
ber of backpropagated channels, practically limiting the
SNR gains achievable [9.189]. Some possible coun-
termeasures, based on the insertion of PMD sections
among the DBP steps, were investigated in [9.206–
208], considering different strategies to configure the
PMD sections.

Eventually, the nonlinear compensation achievable
by DBP is fundamentally limited by signal–noise in-
teraction, for which a channel inversion strategy turns
out to be ineffective. This is easily understood by
noting that the ASE noise injected by each in-line
amplifier interacts with the propagating signal along
a different portion of the optical link, such that DBP
reduces the signal–noise interaction due to the first
amplifiers, but enhances that due to the last ampli-
fiers. The impact of signal–noise interaction on DBP
is generally negligible compared to that of interchannel
nonlinearity and of PMD. It is, therefore, of little prac-
tical relevance in real systems. However, it becomes
essential when investigating the ultimate limitations
of optical fiber systems—for instance, when consid-
ering single-channel scenarios or, equivalently, in the
case of an ideal multichannel DBP covering the whole
WDM spectrum. This kind of analysis is complicated
by the unavailability of an exact model of the optical
fiber channel accounting for signal–noise interaction,
though some approximated models, based on pertur-
bation theory, are, indeed, available, e.g., [9.43, 95,
114–116, 121, 209], which would be required to opti-
mize the detection strategy, as discussed more in detail
in Sect. 9.12. In fact, DBP is not sufficient to implement
an optimum detector, and alternative strategies have
been proposed to replace or complement DBP [9.210–
212]. One possible approach is that of extending the
DBP concept to include the uncertainty due to amplifier
ASE noise when backpropagating the received sig-
nal. This procedure, known as stochastic DBP (SDBP),
consists in backpropagating distributions rather than
signals, eventually obtaining an estimate of the poste-
rior distribution of the transmitted symbols given the
received signal, which is required to implement an op-
timum detector [9.211]. The specific SDBP algorithm
proposed in [9.211] is based on a particle representa-
tion of the distributions. It is too complex for a practical
implementation but offers a benchmark for simpler im-
plementations.

Most DBP demonstrations assume that the required
system parameters (e.g., launch powers and fiber pa-

rameters for each span of a fiber) are known at the
receiver. Often, this is not the case. Moreover, some
parameters may change over time due, for instance, to
network reconfigurations. It is, therefore, essential to
devise adaptive strategies for the configuration and dy-
namic control of DBP parameters [9.213, 214]. While
there are no particularly stringent requirements in terms
of convergence and adaptation speed for standard DBP
algorithms, this issue becomes critical when consider-
ing PMD-aware DBP algorithms.

9.11.2 Symbol-Rate Optimization

One of the features of nonlinear fiber propagation
is that the amount of generated NLI power depends
on the symbol rate of the WDM channels. Specifi-
cally, it was shown simulatively [9.215, 216] and then
experimentally [9.217] that, by distributing the same
total data throughput across the same optical band-
width, over a larger number of WDM channels at
a smaller symbol rate, the NLI power impairing re-
ception would decrease. Initial theoretical studies con-
curred [9.132, 218]. These findings were then investi-
gated by means of the EGN model [9.219]. Further
investigation was carried out in [9.78], using both time-
domain and the pulse-collision models, which also
clarified the role and impact of NLPN in this phe-
nomenon. Interestingly, SROwas predicted by the EGN
model results to actually slightly increase its effec-
tiveness when the overall system WDM bandwidth is
widened [9.219], contrary, for instance, to DBP. Due
to all these findings, the idea of reducing the symbol
rate per carrier in order to improve system performance
has been considered as a potential NLI mitigation
technique, under the acronym SRO (symbol-rate opti-
mization).

SRO theory predicts that the optimum symbol
rate is, in uniform links of Ns spans, each of length
Ls [9.219]

Ropt D
s

2

 jˇ2jLsNs
: (9.107)

Values typically range between 1 and 10GBaud.
These rates are quite low as compared to industry
standards. In addition, the industrial trend, for techno-
economic reasons, has historically been that of con-
stantly ramping up symbol rates, with a transition
between 32 to 64GBaud currently taking place. This
circumstance clearly clashes with the SRO prescription
of operating at low symbol rates.

One way to make an increase in total symbol rate
per transponder compatible with a decrease of symbol
rate per carrier is to resort to subcarrier multiplex-
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Fig. 9.21 Maximum reach versus
per-channel symbol rate. Solid lines:
calculations using the EGN model.
Markers: simulations. Span length
100 km, SMF, EDFA noise figure
6 dB, roll-off 0.2. Target performance:
GMI 8.7 and 10:44 bits=symb, for
PM-32QAM and PM-64QAM,
respectively. The total optical
bandwidth is 1:83 THz for all
rates. For symbol rates from 8 to
256GBaud, the number of channels
ranges from 192 to 6. Carrier spacing:
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symbol rate in GHz

ing. Essentially, high symbol-rate channels are created
as a collection of DAC-generated electrical subcarri-
ers, which operate at the symbol rate that is optimum
from the viewpoint of NLI mitigation. For instance,
a 64GBaud-channel could consist of 16 4GBaud sub-
carriers.

No closed-form formula currently exists for the pre-
diction of the potential MR gain. Estimating it requires
the numerical evaluation of the EGN model. Inciden-
tally, SRO is one of those contexts where the GN
model is inadequate, as suggested by the strong viola-
tion of criterion (1), which prescribes a high symbol rate
for GN model accuracy (Sect. 9.4.7). Direct EGN (or
time-domain model) calculations or Monte-Carlo sim-
ulations are required.

Figure 9.21 provides a pictorial appreciation of the
predicted MR gain for two high-cardinality systems,
either PM-64QAM or PM-32QAM. The relevant sys-
tem data is reported in the figure caption. Both the
solid line (EGN model) and the markers (simulations)
concur in predicting a 16�18% MR increase between
the figure extremes, i.e., from 256GBaud down to
8GBaud. The latter is close to the theoretical optimum,
which according to (9.107) is about 5GBaud for PM-
32QAM and about 6:5GBaud for PM-64QAM. Note
that in order to clearly show an optimum, Fig. 9.21
would have to be pushed down to about 2GBaud. This
was not possible because the CPU time of the sim-
ulations, as well as the their memory occupation, is
inversely proportional to the symbol rate. For the almost
2 THz total optical bandwidth considered in Fig. 9.21,
8GBaud was the practical limit. It was done instead
in [9.219], Figs. 9.1 and 9.4, because the total band-
width was 500GHz. There, the optimum is clearly
visible.

The MR percentage gain due to SRO is actu-
ally larger for longer links and for smaller constel-
lations [9.78, 219], with PM-QPSK being the format
benefiting the most, with potential MR gains on the or-
der of 25�30% across the same symbol rate range as
in Fig. 9.21. Also, there are important aspects as to the
role played by NLPN in the context of SRO. For more
details on this [9.78].

In addition, when GSCs are used, the gain due to
SRO essentially vanishes, as predicted by the GNmodel
(which is equivalent to the EGN model for GCSs). Part
or all of the gain could be gained back for GSCs if
NLPN mitigation was possible at low symbol rates.
This is currently unclear and the subject of ongoing re-
search [9.78].

Despite all the limitations, SRO could be a possible
way to partially mitigate NLI, at least for QAM-based
systems, with relatively low complexity. In [9.219], it
was shown by EGN-model calculations that for full C-
band ultra-long-haul systems, at 32GBaud, its MR gain
could be comparable to DBP.

It should, however, be mentioned that negative find-
ings regarding SRO have also been published. In partic-
ular, in [9.220] very limited gain from SRO was found,
which also tended to vanish as the number of WDM
channels was increased, in contrast with SRO theory.
Overall, a conclusive specific experiment proving the
effectiveness of SRO over a fully populated C-band sys-
tem is not yet available. Therefore, SRO should still
be considered a research topic needing confirmation.
We should also mention that presently there are com-
mercial systems that use multisubcarrier transmission.
Whether its use grants actual performance gain in these
commercial systems, and why, is currently undisclosed
information.
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9.11.3 The Nonlinear Fourier Transform

The nonlinear Fourier transform (NFT)—also known
in the mathematical community as the inverse scatter-
ing transform—is a mathematical tool to solve a certain
class of nonlinear partial differential equations—the
so-called integrable equations. The NFT was intro-
duced in [9.221] for the Kortweg–de Vries equation
and later applied to many other equations, including
the NLSE [9.222] and the Manakov equation [9.223].
A general treatise on the NFT can be found in [9.224],
while a more specific review of the NFT for the NLSE
and its application to optical fiber communications can
be found in [9.225, 226].

The NFT can be regarded as the generalization
of the ordinary Fourier transform to nonlinear sys-
tems [9.224]. The basic idea is that of representing
the propagating waveform through a proper set of
spectral data—the scattering data or nonlinear spec-
trum—whose evolution along the fiber link is simple
and linear. As with linear systems and the ordinary
Fourier transform, the initial value problem is, there-
fore, solved by performing three main steps:

1. Computation of the input nonlinear spectrum by
a direct NFT. For the NLSE, this operation con-
sists in solving the Zakharov–Shabat spectral prob-
lem [9.222]. In general, the Zakharov–Shabat oper-
ator has both a discrete and a continuous spectrum.
The former consists of a set of eigenvalues in the
complex plane and the related norming constants
and is associated with soliton components. The lat-
ter is defined over the real line and is an analogue
to the ordinary Fourier transform, to which it con-
verges in the low-power limit.

2. Propagation of the nonlinear spectrum. For the
NLSE, this is equivalent to the propagation of the
linear spectrum in a linear dispersive fiber.

3. Reconstruction of the output waveform from its
nonlinear spectrum by an inverse NFT (INFT).
For the NLSE, this is classically done by solv-
ing the Gelfand–Levitan–Marchenko integral equa-
tion [9.222, 224].

Many integrable equations, including the NLSE, have
soliton solutions, which play an important role in
NFT theory. Solitons maintain their shapes (or re-
turn periodically to them) during propagation due to
a cancellation of nonlinear and dispersive effects. This
property makes them attractive for communications. In-
deed, soliton-based communications were extensively
explored during the 1980s and 1990s ([9.227] and ref-
erences therein). However, they never made their way
to commercial systems because of their low spectral

efficiency (about 0.2 (bits=s)=Hz) and the detrimental
impact of the Gordon–Haus effect and intersoliton in-
teraction.

Soliton communication is just the simplest way
in which NFT-related concepts can be used to design
nonlinearity-tolerant communication systems. A more
general approach, originally named eigenvalue commu-
nication [9.228], is that of avoiding nonlinear inter-
ference by encoding information on the spectral data
of the Zakharov–Shabat operator. After going almost
unnoticed for a couple of decades, this approach was
recently resurrected—with different names and flavors,
such as eigenvalue communication [9.229], nonlinear
frequency-division multiplexing (NFDM) [9.225], and
nonlinear inverse synthesis [9.230]—due to the im-
pressive progress in DSP technology, which makes
conceivable, if not yet feasible, a realtime implemen-
tation of the NFT.

All the NFT-based approaches proposed so far can
be generally represented by one of the four schemes
depicted in Fig. 9.22 (the first three are also dis-
cussed in [9.226]). In the standard NFDM scheme
of Fig. 9.22a, information is encoded and decoded
in the nonlinear frequency domain, using INFT and
NFT to convert the nonlinear spectrum into a time-
domain waveform and the other way around, respec-
tively [9.225, 228, 230–232]. On the other hand, in
the scheme of Fig. 9.22b, information is encoded and
decoded in the time domain, as in conventional sys-
tems, while NFT and INFT are used to implement
DBP [9.233]. Figure 9.22c represents a hybrid ap-
proach in which information is encoded in the time
domain and decoded in the nonlinear frequency do-
main [9.229, 234]. Finally, Fig. 9.22d shows the com-
plementary hybrid approach in which information is
encoded in the nonlinear frequency domain and de-
coded in the time domain [9.235, 236]. While the
first two approaches achieve a diagonalization of the
channel, such that symbol-by-symbol detection can be
employed, the last two do not, in fact, they require
some kind of sequence detection. Quite interestingly,
time-domain detection of NFDM signals (the fourth
approach) seems to achieve a superior performance
compared to the conventional NFDM scheme (the first
approach), though with some additional complexity,
probably due to a better matching between the detec-
tion metrics employed and the actual channel statis-
tics [9.236].

NFDM schemes can be further classified accord-
ing to which part of the nonlinear spectrum is used
to encode information: the discrete part [9.225, 228,
229, 235], the continuous part [9.225, 230, 232, 236], or
both [9.237]. Furthermore, NFT theory can also be ap-
plied to the Manakov equation, such that the proposed
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Fig. 9.22a–d Different ways to use
NFT in optical communications.
(a) Modulation and detection in
the nonlinear frequency domain;
(b) modulation and detection in
the time domain, with NFT-based
DBP; (c) modulation in the time
domain and detection in the nonlinear
frequency domain; (d) modulation in
the nonlinear frequency domain and
detection in the time domain

schemes can be extended to consider polarization-
multiplexed signals [9.238, 239].

As for the ordinary Fourier transform, the NFT and
the INFT can be computed analytically only in a few
simple cases. In general, one has to resort to numer-
ical methods. An overview of the numerical methods
available can be found in [9.225, 226]. While the com-
plexity of the most classical methods usually scales at
least quadratically with the number of processed sam-
ples, super fast algorithms with log-linear complexity
(such as the FFT) have been also developed [9.240].
Research of low-complexity methods with general va-
lidity is still ongoing and will play an important role in
determining the feasibility of NFT-based techniques.

The NFT theory and the techniques mentioned in
this section are based on vanishing boundary condi-
tions, i.e., they assume that the optical signal decays
sufficiently fast as t!˙1. In a real transmission sys-
tem, this condition can be emulated by operating in
burst mode and inserting a sufficiently long guard time
between bursts [9.230]. The NFT theory has also been
developed under different boundary conditions. A typ-
ical case, which has been extensively studied in the
literature, is that of periodic boundary conditions. This
approach may offer some advantages compared to the
case of vanishing boundary conditions [9.226], but its
application to optical communications has been much
less explored [9.241].

Research on NFT-based techniques is still at an
early stage, and there is no general consensus about
their potentials, perspectives, and suitability for optical
communications. Research mostly follows a trial-and-
error approach, and the lack of a unified theory makes

it hard to understand which strategy (among those de-
picted in Fig. 9.22) is the most promising, which part
of the spectrum should be modulated, how information
should be encoded on it, and what kind of boundary
conditions should be considered. Several experimen-
tal demonstrations of the schemes in Fig. 9.22 can be
found. Yet, so far, there is no clear evidence of per-
formance improvement compared to conventional sys-
tems. In fact, some critical issues that seriously hamper
the use of NFT operations at high power [9.242] and the
achievement of high spectral efficiencies [9.232] have
been highlighted. Performance needs to be significantly
improved and complexity reduced before NFT-based
techniques can make their way to real systems. More-
over, some propagation effects, which are not included
in the NLSE (9.1) but can be easily described and coped
with in the time domain (e.g., attenuation, higher-order
dispersion, PMD), break the integrability of the system
and are extremely hard to model in the nonlinear fre-
quency domain. Their impact on NFDM systems needs
to be better investigated, as it might be potentially more
detrimental than the impact of nonlinear effects on con-
ventional systems. Yet, the promise of a tool able to
harness fiber nonlinearity keeps research alive.

9.11.4 Other Nonlinear
Compensation Techniques

While DBP is certainly one of the most studied non-
linear compensation techniques, other techniques have
been also proposed in the literature in recent years,
ranging from the quite practical and simple approach
of SRO to the more visionary techniques based on the
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NFT, both of which are reviewed in this section. Non-
linearity compensation based on the inverse Volterra
series transfer function [9.203] has been also studied.
Given the equivalence between the RP method and the
Volterra series approach, discussed in Sect. 9.3, this
technique can be included in the broader category of
perturbation-based channel inversion techniques for al-
ternative DBP implementations.

According to the time-domain perturbative model
and the FRLP model, which were introduced in
Sects. 9.5 and 9.7, respectively, interchannel nonlinear-
ity causes the emergence of phase noise, polarization
rotations, and ISI. These effects can be partly miti-
gated by some classical algorithms typically employed

to counteract them, when generated by causes other
than fiber nonlinearity. These algorithms can, hence,
in all respects be considered as nonlinearity mitigation
strategies. Some examples are reported in [9.82, 83, 85,
243].

Another class of nonlinearity mitigation techniques
aims at reducing the amount of NLI generated by
a proper combination of coding and modulation. Possi-
ble examples are the design of nearly constant-envelope
modulation formats [9.244], the ad-hoc probabilis-
tic shaping of QAM constellations over one [9.245]
or several time slots [9.246], and the use of twin
waves [9.247] or conjugate data repetition [9.248] to
partly cancel NLI.

9.12 Capacity of the Nonlinear Channel

One of the key results of Claude Shannon’s pioneering
work was the demonstration that a reliable communi-
cation over a noisy channel is possible, provided that
the information rate is less than a characteristic quantity
determined by the statistical properties of the channel,
which he named channel capacity [9.249].

9.12.1 Capacity and Spectral Efficiency

Other than laying the foundations of what is now
called information theory and establishing such a gen-
eral result, Shannon also derived a specific closed-form
expression for the capacity of an AWGN channel. As
we shall see, this expression is also widely employed
in the context of optical fibers, though its validity and
interpretation need some care. Shannon’s work has
been since extended and generalized both to account
for a broader class of channels and to obtain closed-
form capacity expressions for other specific channels
([9.250] and references therein). In this context, the
optical-fiber channel is a major challenge due to its pe-
culiar nonlinear behavior. In fact, as we shall see in this
section, research to determine channel capacity is still
ongoing, and the problem, so far, remains essentially
open [9.251].

We start by considering the generic digital com-
munication system schematically depicted in Fig. 9.23.
Firstly, the channel encoder takes a stream of informa-
tion bits from the source and adds some redundancy to
it (e.g., parity check bits) to be used for error correct-
ing purposes. Then, the encoded bits are mapped onto
a sequence of information symbols belonging to the in-
put modulation alphabet X. Since the physical channel
is usually a waveform channel (e.g., an optical fiber
link), a DAC converts the sequence of symbols into

a waveform (e.g., by linearly modulating a sequence
of pulses of given shape) that propagates through the
channel. The opposite operations are then performed
at the receiver; the output waveform (which is possi-
bly distorted and corrupted by noise) is converted to
a sequence of symbols belonging to the output alphabet
Y (e.g., by filtering and sampling the waveform). The
detector converts the output symbols into a sequence
of bits, which are finally decoded (correcting possible
errors) and sent to the destination. The combination
of DAC, waveform channel, and ADC constitutes the
discrete-time channel, which is usually the subject of
the information theoretical analysis. In practical cases,
the input and output alphabets X and Y are determined
by the quantization levels available in the DAC and
ADC and are, hence, finite. Often, when no constraints
about the DAC and ADC characteristics are given, the
whole field of complex numbers is considered for both
alphabets. The discrete-time channel is characterized by
a family of conditional distributions p.yN jxN/, for N D
1; 2; : : :, where xN D .x1; x2; : : : ; xN/, with xi 2X, and
yN D .y1; y2; : : : ; yN/, with yi 2 Y, are length-N realiza-
tions of the input and output processes X D X1;X2; : : :,
and Y D Y1;Y2; : : :, respectively.

A typical problem in information theory is that of
determining channel capacity—operationally defined
as the maximum bit rate at which information can be
reliably (i.e., at an arbitrarily low error probability)
transmitted through the channel with the best possi-
ble combination of coding and modulation—without
actually trying such (infinitely many) possible combi-
nations. Given the statistics of the input process, i.e.,
the input distributions p.xN/ for N D 1; 2; : : :, the max-
imum bit rate at which information can be reliably
transmitted through the channel is given by the infor-
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mation rate [9.252]

I.XI Y/D lim
N!1

1

N
I.XN IYN/ ; (9.108)

where

I.XN IYN/D E

�
log2

p.YN jXN/

p.YN/

�
(9.109)

is the mutual information between XN and YN , Ef�g is
the expectation operator. The information rate (9.108)
depends both on the input statistics—which are deter-
mined by the channel user by selecting a combination
of code and modulation—and on the channel itself.
Eventually, the capacity of the channel is obtained by
selecting the input statistics for which the information
rate is maximized

C D lim
N!1

1

N
sup
XN

I.XN IYN/ ; (9.110)

where the supremum supXN
is taken with respect to

all input distributions p.xN/ satisfying a specific con-
straint (usually on the average power) [9.252]. The
capacity is, hence, a specific property of the channel,
which determines a fundamental limit for transferring
information.

Both quantities in (9.108) and (9.110) refer to the
discrete-time channel and are measured in bit=symbol
(or bit=channel use). The corresponding information
rate and capacity of the waveform channel are ex-
pressed in bit=s and are obtained by multiplying (9.108)
and (9.110) times the baud rate R at which symbols are
mapped to and demapped from the input and output
waveforms. A further normalization by the occupied
bandwidth (whenever a suitable definition of it is avail-
able) yields the spectral efficiency (SE) in (bit=s/=Hz.

In general, only the capacity of some specific chan-
nels can be evaluated analytically, the AWGN chan-
nel perhaps being the most notable example [9.249].
A discrete-time AWGN channel is characterized by the
input–output relation yk D xkCnk, where the noise sam-
ples nk are realizations of i.i.d. variables with a zero-

mean proper complex Gaussian distribution [9.253]—
often referred to as circularly symmetric complex Gaus-
sian (CSCG)—with variance Pn. The analysis in this
case is greatly simplified by the absence of memory,
which allows us to compute (9.109) by considering
only a single pair of input and output symbols (N D
1). Given a constraint on the average signal power
Ps, the capacity of the AWGN channel is given by
the well-known expression C D log2.1CPs=Pn/ and
is achievable by i.i.d. CSCG input symbols [9.249].
As the capacity achieving input distribution and the
corresponding output distribution are zero-mean, this
capacity can also be expressed in terms of the input
variance �2x D Ps, output variance �2y D PsCPn, and
covariance �xy D Ps as

C D log2

�
1C Ps

Pn

�
D log2

 
�2x �

2
y

�2x �
2
y � j�xyj2

!

:

(9.111)

In this case, it is apparent that, since the noise power
Pn is fixed and independent of the signal, the channel
capacity grows unbounded with signal power Ps. This
means that the channel capacity is limited only if the
available resources (power) are limited (e.g., due to eco-
nomic or technological constraints).

When turning our attention to the optical fiber chan-
nel, the picture is more complicated. At low signal
power, the nonlinear term of the NLSE (9.1) is prac-
tically negligible, and the channel essentially behaves
like an AWGN channel with a capacity that grows log-
arithmically with launch power according to (9.111).
(Linear propagation impairments, such as chromatic
dispersion and polarization mode dispersion, are char-
acterized by a slowly varying (or constant) unitary
transfer matrix. Hence, in the linear regime, their pres-
ence has no impact on channel capacity as they can be
fully compensated by a linear equalizer.) However, at
higher signal power, the nonlinear term of the NLSE
is no longer negligible and must be accounted for in
the evaluation of channel capacity. This is an extremely
difficult task. First of all, an exact and mathemati-
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cally tractable expression for p.yN jxN/ is unavailable,
making the analytical evaluation of (9.108) unfeasi-
ble. Moreover, its numerical estimation, which must
be performed in a 4N-dimensional space, is practically
limited to very small values of N. On the other hand,
the convergence of (9.108) and (9.110) to their ac-
tual limit can be expected when N is of the order of
the channel memory, which can be many hundreds of
symbols in typical dispersion-unmanaged systems. For
the same reasons, the optimization of p.xN/ in (9.110)
cannot be performed analytically either, and, when re-
sorting to numerical approaches, it is limited to small
values of N. A further issue arises when considering
the discretization of the waveform channel. In fact,
due to nonlinearity, the propagating signal is subject
to spectral broadening and signal–noise interaction dur-
ing propagation. Therefore, the structure and bandwidth
of an optimum demodulator (providing a sufficient
statistic) is also unknown. Moreover, since the signal
bandwidth changes during propagation, there is no gen-
eral consensus on how the spectral efficiency should be
defined [9.254].

Typical optical systems employ WDM, in which
many transmitter/receiver pairs share the same fiber to
transmit and receive signals at different wavelengths.
This multi-user scenario requires some extra care when
being modeled and analyzed. A typical and reasonable
assumption is that each user has access only to its al-
lotted portion of the WDM spectrum, and that all the
signals are independently generated and detected. In
this situation, the capacity analysis is performed from
a single-user perspective, i.e., by focusing on a single
WDM channel (user), typically referred to as the COI,
and considering all the other channels as a source of
possible interference. Moreover, a specific behavioral
model for the interfering channels, i.e., a rule that re-
lates the input distribution on the interfering channels to
the COI input distribution, should be specified [9.255].
The most common (and fair) assumption is that all the
users transmit with same input distribution and power.
Different choices are possible, which correspond to
different network scenarios and lead to completely dif-
ferent results in terms of capacity [9.255]. Eventually,
in the WDM scenario, spectral efficiency is usually de-
fined by considering that the bandwidth occupied by
each channel equals the channel spacing.

All the difficulties highlighted in this section make
the exact evaluation of the capacity of the optical fiber
channel extremely difficult. In cases like this, a typical
approach is that of resorting to the computation of up-
per and lower bounds on the capacity, trying to identify
a possibly narrow range of values in which the actual
(unknown) capacity lies. This will be discussed in the
next sections.

9.12.2 Achievable Information Rate
with Mismatched Decoding

When the actual channel law is unknown, such as
in the case of the optical fiber channel, it is use-
ful to consider the more general case, depicted in
Fig. 9.24, of a discrete-time channel with a detector that
makes maximum-a-posteriori-probability (MAP) deci-
sions based on a mismatched channel law q.yN jxN/¤
p.yN jxN/. Following [9.147], we define the achievable
information rate (AIR) with the mismatched decoding
metric q.yN jxN/ as

Iq.XI Y/, lim
N!1

1

N
E

�
log

q.yN jxN/R
p.xN/q.yN jxN/dxN

�
:

(9.112)

(In [9.147], this quantity is actually referred to as
the auxiliary-channel lower bound to the information
rate.) With respect to the average mutual information
rate (9.108), (9.112) is obtained by replacing the ac-
tual channel law p.yN jxN/with an arbitrary mismatched
law q.yN jxN), while the expectation is still taken with
respect to the actual true distribution p.yN jxN/p.xN/ in-
duced by the input distribution and the actual channel
law.

The AIR (9.112) has some interesting properties
that hold for any true and auxiliary channel and make
it suitable for practical use in optical communications:
i) it is a lower bound to the information rate and, there-
fore, to the channel capacity Iq.XI Y/� I.XI Y/� C;
ii) its maximization over any possible detection law
(obtained for q.yN jxN/D p.yN jxN/) leads to the actual
information rate; iii) its further maximization over the
input distribution p.xN/ leads to channel capacity; iv) it
is achievable over the true channel with source proba-
bility p.xN/ and a MAP detector matched to q.yN jxN/;
and v) it can be computed through numerical simula-
tions, without an explicit knowledge of the true channel
law p.yN jxN/, provided that q.yN jxN/ can be computed.

In practice, the system is designed by select-
ing a modulation format that determines the input
distribution p.xN/, and an approximated (auxiliary)
channel model (e.g., one of the ones discussed in
Sect. 9.3), which determines the mismatched channel
law q.yN jxN/ and, hence, the detection metrics. The
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X Y

Fig. 9.24 Discrete-time channel with mismatched decod-
ing
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AIR (9.112) for this configuration is then computed
through numerical simulations. Possibly, p.xN/ and/or
q.yN jxN/ can be numerically optimized by using the
AIR as a performance metric to be maximized.

While an exact analytical evaluation of (9.112) is
still unfeasible—as the joint distribution p.xK ; yK/ of
the true channel, with respect to which the expectation
in (9.112) must be computed, is generally unknown—
an accurate numerical estimate can be efficiently ob-
tained by relying on the asymptotic equipartition prop-
erty [9.146] and following the procedure described
in [9.147]:

1. Draw a long input sequence xN D .x1; : : : ; xN/ of
samples from the selected input distribution p.xN/.

2. Compute the corresponding output sequence yN D
.x1; : : : ; xN/ by using the SSFM to simulate the true
channel.

3. Compute the selected conditional distribution
q.yN jxN/.

4. Compute the corresponding output distribution
q.yN/D

R
p.xN/q.yN jxN/dxN .

5. Estimate the AIR as

OIq.XIY/D 1

N
log

q.yN jxN/
q.yN/

:

For finite-state source and auxiliary channel models, the
actual computation of q.yN jxN/ and q.yN/ can be ef-
ficiently carried out by the sum-product algorithm on
a suitably defined factor graph [9.147]. The procedure
can be extended to the more general case of a continu-
ous state space by resorting to particle methods [9.256].

9.12.3 The Nonlinear Shannon Limit (NSL)
Lower Bound

As was already mentioned in the previous section,
at low signal powers the optical fiber channel be-
haves like an AWGN channel; in fact, modern optical
systems can achieve information rates close to chan-
nel capacity (9.111) when working in such a linear
regime [9.257]. However, contrarily to the AWGN case,
when the signal power increases, the ensuing nonlinear-
ities impair the existing systems to the point that they
cease to work. This naturally poses questions about the
impact of nonlinearities on the capacity of a fiber-optic
channel and the possible existence of an ultimate limit
to channel capacity.

A variety of studies and facts hint at the possibility
that a finite limit to the fiber-optic channel capacity does
exist, so much that a name for it was coined—the non-
linear Shannon limit (NSL) [9.257]. To the best of our
knowledge, a finite capacity limit for a fiber-optic chan-
nel was predicted for the first time in [9.28]. Similar

results were later obtained by using different mod-
els and either analytical approximations or numerical
methods [9.24, 75, 100, 258, 259]. Such a convergence
of results has induced the belief that the actual channel
capacity is very close to the NSL or, at least, follows
the same trend. However, an analysis of the literature
reveals that the NSL, as defined in [9.100, 257], but also
as computed in many other publications [9.24, 75, 258],
is just an instance of the AIR (9.112), computed with
specific input distributions (usually i.i.d. symbols with
CSCG or uniform-ring distribution) and mismatched
channel laws (usually memoryless Gaussian). There-
fore, it is only a lower bound to channel capacity, whose
tightness is not known a priori.

A special case of (9.112)—referred to as the Gaus-
sian AIR in the sequel—is obtained when considering
i.i.d. CSCG input variables and a detector matched to an
AWGN channel with the same input–output covariance
matrix of the real channel

IG.XI Y/D log2

 
�2x �

2
y

�2x �
2
y � j�xyj2

!

: (9.113)

This result shows that the Gaussian AIR can be com-
puted for any channel by simply estimating—either
analytically, through an approximated channel model,
or numerically, through accurate but time-consuming
SSFM simulations—a covariance matrix. Remarkably,
(9.113) equals the expression of the AWGN channel
capacity (9.111). This means that the same expression
can be used (and, in fact, it is commonly used) for
any channel, but with different meanings. It gives the
true channel capacity for AWGN channels, while it
provides only a lower bound (achievable by a conven-
tional detector optimized for the AWGN channel) for
generic channels [9.260]. In fact, the information theo-
retical limits computed in [9.28, 75, 76, 100, 259] were
all obtained by using (9.113), though computing the
covariance matrix with different approaches. A good
agreement between those results can generally be ob-
served.

When considering the GN model, (9.113) reduces
to the simple expression

IG.XI Y/D log2

�
1C Ps

PASECPNLI

�
; (9.114)

where PASE is the power of the accumulated ASE noise
over the signal bandwidthW , and PNLI is the nonlinear
interference power obtained by integrating (9.34). Note
that in this case, since the input process is Gaussian by
assumption, the EGN model gives exactly the same re-
sult, as the correction term vanishes.
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An alternative closed-form expression is obtained
with the FRLP model in Sect. 9.7. In this case, (9.113)
reduces to

IG.XI Y/D log2

 

1C Pse��
2
�

PASECPs.1� e��2� /

!

;

(9.115)

where �2� is the effective variance of the XPM term
�.f ; t/ over the signal bandwidth [9.96]. A very good
agreement between (9.115) and the numerical com-
putation of (9.113) based on SSFM simulations has
been demonstrated [9.96]. A similar expression, with
the same functional dependence on signal power Ps,
can be obtained through Feynman’s path integral ap-
proach [9.100]. Moreover, when �2�  1—i.e., in most
cases of practical interest— (9.115) reduces to (9.114),
with Ps�

2
� replacing PNLI. In this case, the scaling

of (9.114) and (9.115) with system parameters becomes
the same and equals the one obtained in [9.75] with the
RP method.

As an example, we compute the Gaussian
AIR (9.115) for a single-polarization fully-loaded
Nyquist-WDM system (81 channels) with 50GHz-
channel spacing, employing a standard transmission
fiber with attenuation, dispersion, and nonlinearity
coefficients ˛ D 0:2 dB=km, DD 17 ps=.nmkm/, and
� D 1:27�10�3 W�1m�1, respectively. We consider
both ideal distributed amplification (IDA), with spon-
taneous emission coefficient �s D 1, and the more
practical case of lumped amplification (LA) with
�s D 1:6 (a noise figure of about 5 dB) and different
dispersion maps and span lengths. The system includes
single-channel ideal DBP to remove intrachannel
nonlinearity. The difference between the single and
dual-polarization cases is usually small and will be
investigated in the next section. Figure 9.25 shows the
Gaussian AIR as a function of the signal launch power
(per channel) Ps, for dispersion-unmanaged IDA links
with different lengths. All the curves reach a maximum
at the same optimum power (��10 dBm per channel).
Doubling the distance, the AIR decreases of about
1 bit=symbol.

The more practical case of an LA link is considered
in Fig. 9.26, which shows the maximum Gaussian AIR
(at optimum launch power) for different link lengths. In
particular, Fig. 9.26a considers the case of a dispersion-
unmanaged link and shows the dependence of the
maximum AIR on the amplifier spacing (span length).
Longer spacing means higher attenuation; hence, more
ASE noise, higher optimum power, higher nonlinear in-
terference, and, eventually, lower maximum AIR. The
limit of zero amplifier spacing corresponds to the case
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Fig. 9.25 Gaussian AIR for a single-polarization fully-
loaded WDM system (81 channels) with 50GHz channel
spacing on a dispersion-unmanaged IDA link

of an IDA link (though with a higher noise figure
and, hence, a lower maximum AIR than Fig. 9.25).
On the other hand, Fig. 9.26b considers the case of
a dispersion-managed link with an amplifier spacing
of 100 km and shows the dependence of the maximum
AIR on the residual dispersion per span. Inline disper-
sion compensation turns out to be detrimental in terms
of AIR, as it reduces the walk-off between channels
causing a coherent accumulation of the nonlinear in-
terference generated in different fiber spans. However,
since nonlinear interaction mostly takes place at the be-
ginning of each fiber span, a small residual dispersion
per span (about 20�30%) is sufficient to avoid such
a coherent accumulation and practically approach the
dispersion-uncompensated case.

9.12.4 Improved Lower Bounds

The Gaussian AIRs shown in Figs. 9.25 and 9.26 are
the capacity lower bounds achievable by a detection
strategy that does not account for residual channel
memory (after DBP) and for the peculiar characteris-
tics of nonlinear interference. The possible exploitation
of the long time coherence of nonlinear interchan-
nel interference (Sect. 9.7) to compute tighter capacity
lower bounds was suggested in [9.76] and then demon-
strated in [9.261], with further improvements obtained
in [9.82, 262].

Figure 9.27 shows the AIR for a dispersion-
unmanaged WDM system, considering the same con-
figuration of Fig. 9.25, an IDA link of 1000km, and
different detection strategies. Both the single and dual-
polarization cases are shown by solid and dashed
lines, respectively. Since these curves are obtained by
full SSFM simulations, only five WDM channels are
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channel WDM system employing different detection
strategies

considered rather than a fully-loaded system. Before
estimating the Gaussian AIR (9.113), different nonlin-
ear mitigation strategies are considered: single-channel
DBP as in Fig. 9.25 (the AIR is slightly higher be-
cause only five channels are considered), single-channel
DBP followed by adaptive least-squares equalization
(LSE), and multichannel DBP performed on the whole
received WDM spectrum. It turns out that the maxi-
mum AIR can be improved by at least 1 bit=symbol
by including LSE to mitigate interchannel nonlinearity
(the gain increases with the number of WDM chan-
nels [9.82]).

As is shown in Sect. 9.7, the XPM term gener-
ated by nonlinear interference is highly coherent (both
in time and frequency) for IDA links, but much less
coherent for links with lumped amplification. Thus,
lower AIR gains are expected over the latter. More gen-
erally, the coherence decreases as the portion of the

0
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020406080100
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Fig. 9.28 AIR gain as a function of the amplifier spacing
for a five channel single-polarization WDM system over
a 1000 km link with lumped amplification

link along which nonlinear interaction takes place de-
creases, such that the AIR gain achievable by LSE (or
similar techniques) compared to the Gaussian AIR over
links with lumped amplification decreases with ampli-
fier spacing. Figure 9.28 shows the AIR gain (difference
between the maximum AIRs obtained with and with-
out LSE) as a function of the amplifier spacing for
the same single-polarization system of Fig. 9.27 over
a 1000 km link with lumped amplification (but unitary
spontaneous emission factor). The limit of zero ampli-
fier spacing corresponds to the case of an IDA link.

9.12.5 Beyond the Nonlinear Shannon Limit

So far, only some capacity lower bounds have been
presented, all sharing the same typical dependence on
optical power—they all reach a maximum at some op-
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timum power and then decrease again. We might be
tempted to conclude that even the true channel capacity
follows the same trend and has a finite maximum. How-
ever, as we have already argued, there is no proof of
the existence of such a nonlinear Shannon limit. In fact,
the tightest available upper bound is the one proposed
in [9.254], which states that the capacity of the optical-
fiber channel is upper bounded by log2.1CSNR/—the
capacity of an AWGN channel with same total accumu-
lated noise. This has important theoretical and practical
implications. In fact, it essentially leaves the capacity
problem open, as the distance between the available
lower and upper bounds diverges at high power, and
stimulates the research to build communication sys-
tems that operate in the highly nonlinear regime with
increased spectral efficiency. Nevertheless, despite sig-
nificant research efforts, only small improvements with
respect to the Gaussian AIR (the conventional NSL)
have been demonstrated so far, which does not leave
much room for optimism. Yet, some theoretical results
suggest that more significant improvements might be
possible, and that channel capacity might even increase
unbounded with signal power.

One such result is the nondecreasing capacity
lower bound [9.263], which states that the capacity of
a discrete-time channel cannot decrease with power.
This entails that the typical behavior of the capacity
lower bounds discussed before—their decrease after
some optimum power—is not a characteristic of the

true channel capacity and should be more properly as-
cribed to the use of nonoptimized input distributions.
For instance, the capacity bounds obtained with a Gaus-
sian input distribution (e.g., the Gaussian AIR) are very
tight at low power but vanish at high power, where,
instead, satellite distributions [9.263] or ripple distribu-
tions [9.264] can be used to obtain nondecreasing lower
bounds. This is a clear indication that, in a strongly
nonlinear regime, conventional modulation formats are
highly suboptimal, and that significant gains might be
expected from the optimization of the input distribution.

Other important results in this sense are the demon-
strations of the infinite asymptotic capacity (for P!
1) of some simplified channels related to the optical-
fiber channel. This is the case, for instance, of the
zero-dispersion fiber channel [9.265], of the memory-
less FWM model [9.255] and of the RP model [9.260].
In all those cases, the Gaussian AIR has a finite maxi-
mum, but the (per symbol) capacity grows unbounded
with power. This is still very far from a practical scheme
that can guarantee such an unlimited capacity over a re-
alistic fiber channel. Moreover, none of the previous
results account for spectral broadening induced by fiber
nonlinearity, such that a finite spectral efficiency limit
can be still expected [9.266].

The asymptotic capacity of the optical fiber channel
in the presence of signal–noise interaction is eventually
investigated in [9.267], which suggests an alternative
approach to address the capacity problem in this case.

9.13 Conclusion

The field of the investigation of the generation, charac-
terization, and assessment of the impact of nonlinear
fiber effects has been extremely active over the last
10–15 years. Undoubtedly, remarkably useful results
and practical tools have been obtained and put at the
community’s disposal. Their use has become quite per-
vasive, both in transmission and in optical networking
sectors.

Investigations are still ongoing. What is proba-
bly at the forefront of current research is the devis-
ing of mitigation techniques to suppress the nonlinear

disturbance affecting signals. To this end, the cur-
rent (and future) results obtained in modeling provide
an indispensable tool. The next few years will cer-
tainly see further progress in mitigation, also because
the DSP power that can be used in transceivers is
still ramping up exponentially, so that sophisticated
techniques that seemed to be unrealistically complex
not long ago, are gradually becoming viable. This
might lead to further substantial increase in the per-
formance of optical transmission systems and net-
works.
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9.A Conversion Among SNR, Q-Factor, MI and GMI for the AWGN Channel

The BER is related to theQ-factor by the following def-
inition

Q-factor , 20 log10
hp

2erfc�1.2BER/
i

.dB/ ;

with erfc�1 the inverse of the complementary error
function. The main advantage of the Q-factor is that it
is linearly, or almost linearly, related to SNR with slope
1 in a dB=dB scale for several modulation formats, thus
helping rule of thumb design.

The relation between BER and SNR is modulation
format dependent. For the AWGN channel with square
M-QAM, and by neglecting more than one bit error per
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Fig. 9.29a–d Bit error rate (BER), Q-factor, mutual information (MI), and generalized mutual information (GMI) for
the additive white Gaussian noise channel; 8 QAM is a rectangular QAM, 32 and 128 QAM are cross-QAM

symbol error, we have

BERŠ 2

log2 M

�
1� 1p

M

�

� erfc
 s

3

2.M� 1/SNR
!

; square QAM :

(9.116)

The formula can be used even for BPSKwithM D 4 but
by multiplying the SNR by 2, since QPSK, aka 4-QAM,
has the same minimum symbol distance as BPSK at
twice SNR.

In the relevant case of a signal modulated with sym-
bol rate R GBaud at 1550 nm and traveling in a N span
periodic link with EDFAs of gainGdB and a noise figure
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FdB, the SNR in dB is related to signal power PdBm by

SNRdB D PdBmC 58� 10 log10 N �GdB�FdB

� 10 log10
RGBaud

12:5
:

If we neglect the last term accounting for R, we get
the optical SNR (OSNR) that could be measured on an
optical spectrum analyzer (OSA) over a bandwidth of
12:5GHz (0:1 nm).

Figure 9.29 shows the relation between SNR, BER,
MI, and GMI for the AWGN channel for the most pop-
ular modulation formats. We reported the difference

between GMI and MI to better highlight the numerical
values. The figure for single polarization is: for PDM
without polarization crosstalk just multiply the MI and
GMI values by 2.

The SNR mismatch between MI and GMI
curves is a fraction of dB at practical code over-
heads. For instance, error-free transmission of single-
polarization 64-QAM in AWGN is possible by us-
ing FEC with an overhead of 50% at SNRD
9 dB without BICM (i.e., at MID 3 bits=symbol),
or at SNRD 9:44 dB with BICM (i.e., at GMID
3 bits=symbol). For smaller overhead the difference is
smaller.

9.B Detailed List of Symbols, Notation, and Conventions

z is the longitudinal spatial coordinate, along the link
(km).

˛ is the fiber field loss coefficient (km�1), such that
the signal power is attenuated as exp.�2˛z/.

˛P is the fiber power-loss coefficient (km�1), with
˛P , 2˛.

ˇ2 is the dispersion coefficient (ps2 km�1). The rela-
tionship between ˇ2 and the widely used dispersion
parameter D in ps=.nmkm/ is:DD�.2 c=�2/ˇ2,
with c the speed of light in km/s and � the light
wavelength in nm.

� is the fiber nonlinearity coefficient (W�1 km�1).
Ls is the span length (km).
Leff is the span effective length defined as: Œ1�

exp.�2˛Ls/	=2˛ (km).
Ns is the total number of spans in a link, sometimes

written as Nspan when necessary for clarity.
GS.f / is the PSD of the overall WDM transmitted sig-

nal (W=Hz).
GNLI.f / is the PSD of NLI noise (W=Hz).
Nch is the total number of channels present in theWDM

comb.
Pn is the launch power of the n-th channel in the

WDM comb (W). The power of a single channel
is also sometimes written Pch when necessary for
clarity.

Rn is the symbol rate of the n-th channel (TBaud). The
symbol rate of a single channel is also written R, or
Rch when necessary for clarity.

Tn D R�1n is the symbol time of the n-th channel (ps).

f is the channel spacing, used for systems where it is

uniform (THz).
sn.t/ is the pulse used by the n-th channel, in the time

domain. Its Fourier transform is sn.f /. The pulse
is assumed to be normalized so that the integral
of its absolute value squared is Tn. (Note that
according to such normalization a channel with

an ideal rectangular spectrum and bandwidth Rn

would have the flat-top value of its Fourier trans-
form sn.f / equal to R�1n .) If any predistortion or
dispersion precompensation is applied at the trans-
mitter, this should be taken into account in sn.t/
and sn.f /.

Bn is the full bandwidth of the n-th channel (THz). If
the channel is Nyquist, then Bn D Rn.

fn is the center frequency of the n-th channel (THz).
akx;n, a

k
y;n are random variables corresponding to the

symbols sent on the n-th channel at the k-th sig-
naling time, on either the polarization Ox or Oy; note
that jakx;nj2, jaky;nj2 must have dimensions of power
(W). See also (9.63).

EŒ:	 is the expected value of a random variable.
Fl;k;m.˝1;˝2; ˝3/ are kernels describing the NLI con-

tribution resulting from FWN interaction between
frequency tones ˝1, ˝2, and ˝3. The SPM and
XPM kernels are given by Sl;k;m D Fl;k;m.0;0; 0/
and Xl;k;m.˝/D Fl;k;m.0;˝;˝/, respectively.

g˝.z; t/ represents the dispersed waveform of the pulse
transmitted over a WDM channel spaced by ˝
from the channel of interest, when reaching point z
along the fiber; Qgj./ represents the baseband spec-
tral shape of the transmitted pulses from the j-th
interfering WDM channel.

an and rn represent the transmitted and received polar-
ization multiplexed data symbols of the channel of
interest in the n-th time slot.

bn;j represents the two-element data vector transmitted
in the n-th time-slot over the j-th interfering WDM
channel.

H.n/l are 2� 2 matrices representing the l-th nonlinear
ISI term in the n-th time slot.

hzs.t/ is the impulse response of a filter collecting all
linear effects accumulated from coordinate z to co-
ordinate s.
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Rzs.�/ is the cross-correlation function between the
electric field at coordinate z and coordinate s, i.e.,
Rzs.�/DEŒA.z; tC �/A	.s; t/	.

�nIn is n-th-order cumulant of data symbols a. They
are also written as �2I2 D��2

2˚ and �3I3 D��3
2� ,

with �2 D EŒjaj2	.
F is the noise figure (dB) of an EDFA.
PNLT is the nonlinear threshold, i.e., the optimal

launched power maximizing the SNR at the re-
ceiver.

� is the normalized nonlinear interference variance
(1=mW2), i.e., �2NLI D �P3. For a single-span it is
indicated by �1.

� is the coherence accumulation factor of nonlin-
ear interference along the distance. It is 0 �
� � 1, where � D 0 and � D 1 indicate inco-
herent and fully-coherent accumulation, respec-
tively.

N0 is the system reach (spans) of an homogeneous op-
tical link, i.e., the maximum distance for which the
SNR is equal to a given threshold. The reach in km
is N0Ls.

L is a linear operator accounting for dispersive ef-
fects, i.e., LD j.ˇ2=2/.@2=@t2/.

N is a nonlinear operator accounting for the nonlin-
ear Kerr effect and fiber attenuation, i.e., N D
�˛p=2� j� jAj2. Fiber attenuation, although a lin-
ear effect, is included in the nonlinear operator to
make the SSFM more efficient.

h.X/ is the differential entropy of the random vari-
able X. It gives a measure of the average rate at
which information is produced by X. The differ-
ential entropy is also called continuous entropy to
emphasize focus on a continuous random variable
X, contrary to the entropy that refers to a discrete
random variable.
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10. Space-Division Multiplexing

Roland Ryf , Cristian Antonelli

Fiber-based optical communication networks are
reaching a point where the capacity required on
a single link can significantly exceed the capac-
ity of a single-mode fiber, and at the same time
conventional network architectures can no longer
be scaled cost-effectively. Space-division multi-
plexing (SDM) addresses the capacity bottleneck
imposed by the use of single-mode fibers within
a completely new approach that relies on new fiber
types, optical amplifiers, and optical switches ca-
pable of supporting multiple spatial channels.

The aim of this chapter is, on one hand, to
provide an overview of the components that are
necessary for the implementation of SDM trans-
mission and, on the other hand, to review the
modeling of the main propagation effects that oc-
cur in multimode and multicore fibers. The chapter
also includes a description of the techniques that
are used in SDM transmission experiments and
an update on transmission records reported from
around the globe. The chapter ends with the de-
scription of potential architectures supporting SDM
networks.
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Optical communications over fiber networks are the
backbone of our current communication infrastructure,
and the essential network components and subsys-
tems have been described in detail in Part A of this
Springer Handbook. Fiber-optic networks have scaled
in capacity over the years by first adding multiple wave-
length channels, and most recently by increasing the
spectral efficiency of the transmitted signals through
advanced modulation techniques enabled by the in-

troduction of digital coherent transceivers [10.1]. This
allowed to use pulse shaping in combination with mul-
tilevel complex formats to optimize the use of the
optical spectrum, as well as transmitting independent
signals on two orthogonal polarizations of the electric
field propagating in a single-mode fiber (SMF) (See
Chaps. 4–7 for a detailed description). In this way,
a single SMF is able to provide around 50Tb=s for
distances up to 10 000 km. This high capacity, which
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was once considered much higher than required for
telecommunications, is now becoming the bottleneck of
the cloud-centric information-technology communica-
tion networks. It is therefore of paramount importance
to identify and develop new technologies to increase
the capacity of fiber-optic communication systems by
2�3 orders of magnitude, while simultaneously re-
ducing the cost per bit of the transmitted data. As
current state-of-the-art fiber-optic systems operate close
to the theoretical capacity limit [10.1], this can only be
achieved by increasing the number of parallel spatial
channels, which is the aim of research in space-division
multiplexing (SDM) [10.2–4].

The simplest approach to overcome the capacity
limit of SMFs is using traditional single-mode systems
operated in parallel. However, this approach results in
costly and inflexible optical networks.

Significant cost reductions can be expected by bet-
ter integrating components at various levels, in particu-
lar by sharing components whenever possible or placing
multiple devices in a single planar waveguide circuit or
in a common free-space subsystem.

Integration offers great opportunities for cost reduc-
tion, most remarkably for transponders, which represent
a significant expense in a transmission system and re-
quire large numbers of wavelength and spatial channels
(presently an independent line card is used for each
wavelength channel).

Optical amplifiers supporting multiple spatial chan-
nels also offer a great potential for integration: starting
from simple parallel erbium-doped amplifiers sharing

some components and control boards, to advanced
pump-sharing schemes like for example cladding
pumped amplifiers, where a common pump is guided
in the fiber cladding and the signals to be amplified are
guided in the fiber cores.

Optical switches, which are the basic building
blocks of optical networks, can also be modified
to support systems with multiple spatial channels.
In particular, the concept of joint switching means
a beam-steering-based switching element (for exam-
ple microelectro-mechanical system (MEMS) mirror
arrays, or liquid crystal on silicon (LCOS) pixel arrays)
can be used to switch multiple spatial channels simulta-
neously.

At the physical transmission level, consisting of the
optical fiber, it is also possible to utilize waveguide
structures that support multiple spatial modes, either
by using single cores that support multiple modes, or
by adding multiple cores in the common cladding of
an optical fiber. While the single-mode fiber trans-
mission channel is very well known in terms of both
the linear (chromatic dispersion, polarization-mode dis-
persion, and Rayleigh scattering) and nonlinear (Kerr
effect, stimulated Raman scattering, and stimulated
Brillouin scattering) effects, the characterization of the
same propagation effects can become fairly complex if
multiple modes are involved, as all possible intermodal
interactions have to be accounted for. Modeling prop-
agation effects in fibers supporting multiple modes is
an imperative step towards the assessment of the trans-
mission capacity in SDM systems.

10.1 Basic Concepts in Space-Division Multiplexed Optical Networks

Adding spatial channels to traditional wavelength-
division multiplexed (WDM) networks can signifi-
cantly affect the overall network complexity, as both
the wavelength and space dimensions can be used for
the routing of optical signals. Current network archi-
tectures are also often constrained by reliability re-
quirements: for example, networks are designed such
that a single failure at any component level can al-
ways be overcome by either a protection scheme (where
a second independent physical path is available) or
a restoration scheme (where a second independent path
is configured when needed). Using multiple indepen-
dent spatial paths provides more flexibility to overcome
failure by appropriately designing and operating the
network.

Finally, at a physical point-to-point link level, fibers
supportingmultiple light paths, likemultimode andmul-
ticore fibers, can be utilized to reduce the component
count by integrating functionalities in the spatial domain.

Routing in optical networks, network reliability, and
point-to-point link engineering are not independent of
each other, and the three domains have to be optimized
jointly, which makes SDM networking a formidable
challenge with no obvious winning network architec-
ture, but rather with multiple possible solutions that
depend on the specific network requirements.

In this chapter, we focus on SDM point-to-point
links (Sect. 10.2) and routing in SDM networks
(Sect. 10.8), as these two topics are key for understand-
ing SDM networks.
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10.2 SDM Point-to-Point Links

An SDM point-to-point link is schematically described
in Fig. 10.1. It includes the followingmain components:
A bank of transmitters Txn;m, a multiplexing device that
encodes N spatial channels and M wavelength chan-
nels into the physical spatial and wavelength channels,
an SDM fiber possibly followed by K sections, each
consisting of an optical amplifier and an SDM fiber
span. At the end of the transmission fiber, a demulti-
plexing device splits all transmitted channels by spatial
and wavelength channels, and the individual channels
are received by a bank of single-mode receivers Rxn;m.
The subscripts n� N and m�M in Fig. 10.1 are the
indices of the spatial and wavelength channels, respec-
tively.

Note that spatial and wavelength channels are not
equivalent: Wavelength channels are formed by arbi-
trarily allocating portions of the continuous optical
spectrum, whereas spatial channels are in a one-to-one
correspondence with a discrete set of modes or cores of
the transmission fiber. This has important implications
for optical switching as we will see in Sect. 10.8. Addi-
tionally, there is also a fundamental difference between
spatial and wavelength channels concerning crosstalk:
Optical fibers do not introduce linear crosstalk between
different wavelength channels (nonlinear effects can
potentially do so, but we will neglect nonlinear ef-
fects in this stage), whereas linear crosstalk can be
present between spatial channels, particularly if the
spatial channels are arranged very closely, like in multi-
core fibers, where light can couple between neighboring
cores, or in multimode fibers, where the modes spa-
tially overlap and coupling can be produced by fiber
imperfections. In practice, the presence of crosstalk
between spatial channels, is not detrimental for opti-
cal transmission. In fact, the crosstalk between spatial
channels can be undone using digital signal processing
(DSP) techniques, which are similar to multiple-input-
multiple-output (MIMO) algorithms used in wireless
networks. A major advantage of optical fibers, as com-
pared to the wireless channel, is that they have very
low loss, and often also very low difference in loss be-
tween modes, which results in an almost unitary MIMO

SDM fiber

.  .  .

N ×M SMFs N ×M SMFs
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transmission

channel, which according to information theory, pro-
vides N times the capacity of a single channel, where
N is the number of spatial channels. MIMO transmis-
sion is particularly effective if the received signals are
detected using polarization-diverse coherent receivers
(PD-Rxs), which are able to measure amplitude and
phase for both polarizations of the received spatial
channels. In fact, in the case where all modes guided
by the fiber under test are detected using PD-Rxs, the
optical field impinging upon the receiver is fully known
and propagation-induced impairments (most effectively
unitary linear effects) can be compensated for in the
digital domain. The MIMO DSP that is necessary to
undo linear impairments, is a generalization of the 2�2
MIMO implemented in commercially available digital
coherent transceivers (Chap. 6), where 2N�2N MIMO
is required for N coupled spatial modes, and addition-
ally a larger number of equalizer memory (taps) is
needed owing to the fact that, as discussed in the next
section, the group velocity difference between modes
in multimode optical fibers is several orders of magni-
tude larger than the group velocity difference between
the two polarizations of a single-mode fiber. The design
of SDM fibers is therefore often optimized to make the
magnitude of the group velocities of all the fiber modes
as close as possible. Note that in the case of multimode
fiber, this optimization is very similar to that performed
on commercial OM3 and OM4 multimode fibers used
for short-reach interconnects, where the difference in
group velocities between modes can limit transmission
reach and bandwidth [10.5–7].

Coherent MIMO transmission over SDM fiber can
maximize the transmission capacity of the fiber close
to the theoretical limit imposed by information theory
under any crosstalk condition. The crosstalk in the n-th
mode Xt.n/ is defined as

Xt.n/D
P

m¤n Pm;n

Pn;n
; (10.1)

where Pm;n is the power transfer matrix between an ex-
cited mode m and a mode n received after transmission
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Table 10.1 Maximum acceptable crosstalk level for an ad-
ditive system penalty obtained at a BER of 10�3 for
quadrature phase-shift keying (QPSK) modulation and
various quadrature-amplitude modulation (QAM) formats
(after [10.8])

Acceptable
system penalty

Max crosstalk (dB)
QPSK 16QAM 64QAM 256QAM

1 dB �17 �23 �29 �35
3 dB �12 �18:5 �25 �31

Acceptable
system penalty

Max crosstalk (dB)
QPSK 16QAM 64QAM 256QAM

1 dB �17 �23 �29 �35
3 dB �12 �18:5 �25 �31

through the fiber. The added complexity of the MIMO
DSP, even if within the realm of modern ASIC tech-
nology, is often undesirable, and alternatively SDM
fibers can be designed so that the crosstalk between
spatial channels is reduced to levels where electronic
crosstalk mitigation is no longer required. In Table 10.1
we report the maximum acceptable crosstalk level for
an added system penalty (degradation of the quality
factor Q of the transmitted signal) of 1 and 3 dB, re-
spectively, at a bit-error ratio (BER) of 10�3 [10.8],
which using state-of-the-art hard-decision forward error
correction (FEC) is sufficient to obtain error-free per-
formance (post-FEC BER < 10�12).

This is of particular interest in the case of a sys-
tem based on the use of multicore fibers where distances
over 10 000 km have been achieved withoutMIMO pro-
cessing. We will refer to this technique as transmission
in the low-crosstalk regime. Note that the low-crosstalk
regime is challenging not only for the fiber, but also
for all the in-line optical components, connectors and
splices, which also have to meet the low-crosstalk re-
quirement. This is sometimes a limiting factor for the
level of integration that can be achieved.

Alternatively, it is also possible to combine MIMO-
based transmission with the low-crosstalk regime as not
all modes will show the same amount of coupling be-
tween each other and the total number of spatial channels
can then be separated into groups, where strong cou-
pling is present within the groups and little crosstalk
is observed between the groups. This technique is used
in multimode fibers for distances smaller than 100 km
and also in multicore fibers with few-mode cores (few-
mode multicore fibers (FM-MFCs)), where MIMO is
performed across the core modes of each core but not
across the core modes of different cores, and distances
up to 1000km have been demonstrated [10.9, 10].

In the following sections, we discuss in more detail
the components of a point-to-point SDM link.

10.2.1 SDM Fibers

The single-mode fiber has been the work horse of high-
capacity long-distance communications for over three

decades. It is also the most common and lowest-cost
glass fiber (Chap. 2), mostly because of its favorable op-
tical properties, like low loss and large bandwidth (tens
of THz). A common way to increase the capacity of
optical links is therefore the use of single-mode fiber
ribbons. Fiber ribbons can be spliced with commer-
cial ribbon splicer and containerized, therefore offering
advantages in high fiber-count cables, and cables with
over 3000 fibers are commercially available. Recently,
it has been proposed to increase the capacity of the
fiber-optic channel using the following fiber types:

� Multicore fibers: fibers with multiple cores� Multimode fibers: fibers with cores supporting mul-
tiple modes.

Both fiber types are well known and have been pro-
posed for various applications, like sensing, endoscopy,
and short-reach interconnects, but a significant effort
was recently devoted to optimizing the fiber design to
support long-distance transmission.

Multicore Fibers
Since low-crosstalk multicore fibers (MCFs) have been
successfully engineered, various techniques to further
reduce the crosstalk between cores have been investi-
gated. These include, for example, the use of trenches
and holes around the cores and the use of heteroge-
neous cores, where neighboring cores are designed with
different propagation constants. Additionally, bidirec-
tional transmission can be used, where neighboring
cores carry signals propagating in opposite directions.
Nevertheless, the maximum number of cores in mul-
ticore fibers is limited by the cladding diameter. In-
creasing the cladding diameter substantially above the
standard diameter of 125�m results in more fragile
fibers with reduced reliability, and practical cladding di-
ameters for long-distance communication are limited to
around 250�mmaximum cladding diameter. Addition-
ally, larger core density can be achieved in multicore
fibers by reducing the effective area of the cores, which
however reduces the transmission performance of the
fiber. Multicore fibers with more than 30 cores [10.11]
have been demonstrated for a distance up to 1645km
ultrahigh-capacity transmission, and longer distances
can be achieved by reducing the core count to 12
cores, where distances up to 8800 km have been demon-
strated [10.12]. Multicore fibers can be spliced using
splicers designed to support polarization-maintaining
fibers, but the nonstandard cladding diameters require
customized fiber holders. Also, the core alignment is
typically less accurate than in the case of single-mode
fiber splices, particularly for cores located far from the
fiber center, which are susceptible to fiber rotation er-
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rors, resulting in slightly larger splicing losses (up to
1 dB). Multicore fibers can be connectorized and proto-
type connectors have been demonstrated [10.13].

Alternative multicore fibers can be operated in the
so-called coupled-core regime, where the distance be-
tween cores is made small, such that the cores become
coupled. The coupled-core multicore fiber (CC-MCF)
will therefore behave more like a microstructured fiber
supporting multiple modes. It is important to point out
that coupled-core fibers show an optimum core spacing,
where the properties of the modes are such that the fiber
perturbations cause strong random coupling between
the modes, while the modal group-velocity difference
is still moderately small. This effect is described in de-
tail in Sect. 10.3.3.

Multimode Fibers
Multimode fibers (MMFs) consist of fibers with a sin-
gle core that is either larger in diameter or has a larger
refractive index compared to an SMF, such that the fiber
can support more than one mode. The modes can then
be potentially used as independent transmission chan-
nels, and fibers with 100 or more modes can be easily
produced. Various refractive index designs of the core
have been proposed to support SDM, like step-index
and multistep index profiles, graded-index profiles, and
ring-core fibers.

Two design strategies have been pursued for multi-
mode fibers. The first strategy is to minimize the group
delay difference between the supported fiber modes.
For few modes this is possible by using multistep in-
dex fibers, like for example a depressed-cladding de-
sign in the case of three spatial modes [10.14]. For
larger numbers ofmodes, cores with a graded-index pro-
file provide an optimum solution, and fibers with up
to 45 modes at 1550nm wavelength have been demon-
strated using 50�m core diameters [10.5–7]. The fibers
are very similar in design and manufacturing to com-
mercially available graded-index fiber optimized for
850 nm wavelength and referred to as OM3 and OM4
fibers in commercial products, which are amply used for
short-reach interconnects, for example in datacenters.
Graded-index multimode fibers have a typical residual
group delay difference of around 100 ps=km [10.15, 16],
which for long-distance communication that can reach
up to 10 000 km would result in up to 1�s of maxi-
mum delay between modes. Fortunately, the crosstalk
between modes strongly reduces the effect as explained
in Sect. 10.5.1, such that impulse response widths in
the order of tens of nanoseconds are experimentally ob-
served. Using low group delay multimode fibers, trans-
mission distances up to 4500kmhavebeendemonstrated
using 3 spatialmodes [10.17],whereas experimentswith
up to 45 spatialmodes [10.18, 19] have been reported for

shorter fiber lengths. The second design strategy aims to
reduce the coupling between modes and use the modes
as independent transmission channels. The main goal in
this case is to increase thedifference in phasevelocity be-
tween modes by optimizing the index profile. The phase
velocity of a mode describes the speed at which the op-
tical phase front travels in the fiber (a formal definition
is given in Sect. 10.3). This approach can yield a sig-
nificant crosstalk reduction, particularly between nearly
degenerate modes, however fiber manufacturing im-
perfections, geometrical deformations like bending and
twisting, and Rayleigh scattering limit the achievable
crosstalk reduction, with the smallest reported crosstalk
levels being of the order of �30 to �40 dB=km, and the
longest transmission distance demonstrated being about
50 km. Low-crosstalk fibers are of interest for short-
distance applications (< 100 km).

We note that alternative fiber designs aiming to
avoid degeneracy between modes have been proposed,
for example by using elliptical cores [10.20–22], or
high-contrast ring-core fiber designs [10.23], which al-
lows accessing and using all fiber modes without any
MIMO digital signal processing.

10.2.2 Mode Multiplexers
and Fiber Couplers

Mode multiplexers (MMUXs) are devices that couple
multiple single-mode fibers into the modes of a multi-
mode fiber. There are two types of MMUXs: The so-
called mode-selective device directly couples a given
single-modefiberwith a specificfibermode,whereas the
nonmode-selective device, associates different single-
modefiberwith different orthogonal linear combinations
ofmodes. For coherentMIMO transmission a nonmode-
selective MMUX can be utilized with no disadvantage,
whereas in some specific cases, like for example trans-
mission with low-crosstalk between mode groups, or
formodal delay compensation,mode-selectiveMMUXs
with high modal selectivity are required.

Since fiber modes are orthogonal to each other
(the definition of mode orthogonality is provided in
Sect. 10.3), it is theoretically possible to separate modes
in a lossless way, similarly to the way in which a po-
larizing beam splitter can separate two polarization
components, or a diffraction grating can separate dif-
ferent wavelengths. Numerous techniques have been
proposed and demonstrated for realizing mode multi-
plexers [10.25–33]. In what follows, we describe two
of the most promising techniques.

The Photonic Lantern
Photonic lanterns (PLs) provide an adiabatic transi-
tion between N single-mode fibers and a step-index
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multimode fiber [10.24, 31, 32, 34–36]. This device is
manufactured by using a glass processor starting from
N single-mode fibers inserted in a low refractive in-
dex capillary. The composite structure is then contin-
uously reduced in size (tapered) in the glass processor
so that the cores of the single-mode fibers vanish
and the claddings form the new core, whereas the
low-refractive-index capillary forms the new cladding
(Fig. 10.2a).

The end section of the PL can then be directly spliced
to a multimode fiber with a matching core geometry. In
order to map the correct modes between the single-mode
and the multimode end, the SMFs have to be arranged
into specific spatial patterns (Fig. 10.2c). Arranging the
fibers according to these patterns is easily achieved for
MMUXs up to six spatial modes, where the single-mode
fibers self-arrange in the capillary. Photonic lanterns
supporting a larger number ofmodes are fabricatedmore
easily by using a drilled low-refractive-index preform in-
stead of the capillary,where the fiber is held in the correct
location by the drilled holes. This wayMMUXs up to 15
spatial modes have been demonstrated [10.37]. Mode-
selective PLs can be achieved by starting from noniden-
tical single-mode fibers, either by slightly changing the
core diameter or the refractive index difference between
the core and cladding of the single-mode fibers [10.31,
32, 38]. In this way, for example, the single-mode fibers

with the lowest effective refractive index can bematched
with the fiber mode that also has the lowest effective re-
fractive index and a mapping between modes and the
input SMF can be achieved. Photonic lanterns are of in-
terest because devices with low insertion loss and low
mode-dependent loss (MDL) can be achieved. For exam-
ple, an MMUX supporting three spatial modes can have
an insertion loss of less than 0:5 dB and less than 3 dB
MDL (in short MDL is defined as the power ratio in dB
between the least and most attenuated linear combina-
tions of modes—see Sect. 10.5.2 for a more extended
description). The corresponding values for six and ten
modes are slightly larger, but PL technology is still the
best performing in terms of loss.

Photonic lanterns can also be realized by using
femto-second laser-inscribed three-dimensional wave-
guides (Fig. 10.2b), where waveguides are written into
a glass substrate and brought close to each other ar-
ranged as shown in Fig. 10.2c, so that the waveguides
almost merge [10.39]. In particular, there is an alter-
native design for the laser-inscribed PL, referred to
as taper velocity couplers [10.40], where the inscribed
waveguides are tapered within the coupling section.
MMUXs fabricated this way are commercially avail-
able, and offer the advantage of being compatible with
planar waveguide technology, as the input waveguide
can be arranged in any desired geometry.
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The Multiplane Light Conversion
Mode Multiplexer

Multiplane light conversion has been proposed as a uni-
versal mode-converting device capable of transforming
any input mode set into any output mode set [10.33].
This functionality is achieved by having the light travers-
ing multiple phase-only transmission masks, each fol-
lowed by a free-space transmission section. The num-
ber of required masks depends on the desired transfor-
mation, but fortuitously, one of the transformations of
biggest interest in mode-divisionmultiplexing, which is
the transformation from spatially separated spots into
Laguerre–Gaussian beams (which are in close approxi-
mation to the modes of a graded-index multimode fiber,
aswill be seen in the following sections), can be achieved
with less than ten phase masks. Also, in practice, mul-
tiplane devices are implemented using a reflective ge-
ometry, where light is reflected multiple times between
two planes: one plane consists of a substrate contain-
ing multiple phase masks, and the second is a high-
reflectivitymirror. A schematic arrangement for amode-
multiplexer is shown in Fig. 10.3.

Using this technology, MMUXs with large mode
selectivity have been realized with up to 45 spatial
modes [10.41, 42], and proof-of-principle devices with
up to 210 spatial modes using only 7 phase masks have
been demonstrated [10.43]. Multiplane-based MMUXs
offer great flexibility but up-to-date products and proto-
types could not yet match the low-loss level of photonic
lanterns. However, since theoretically they are lossless
elements, lower loss devices can be expected by using
a coating with higher reflectivity and improved mask
fabrication and designs.

10.2.3 SDM Amplifiers

Optical amplifiers that support multiple spatial paths
can be designed in several ways. A simple colloca-
tion of multiple erbium-doped fibers in a single module
can already provide significant cost savings by shar-
ing components and control electronics. Additionally,
it is possible to share pump lasers and use arrays of

14 phase masks

SMFs with
collimators

MMF
collimator

Dielectric mirror

Fig. 10.3 Multiplane light converter
configured as a mode multiplexer:
Each single mode fiber (SMF) on
the left-hand side will couple to
a particular mode of the multimode
fiber (MMF) on the right-hand
side [10.41]

integrated optics components like taps and detectors
for power level monitoring. A higher level of integra-
tion is possible when using multimode or multicore
erbium-doped fibers. It is then possible to extend the
functionality of free-space optics-based components
like for example optical isolators or gain-equalizing fil-
ters to support multiple modes or cores without the need
for mode multiplexers or fan-in/fan-out devices in the
case of multimode- and multicore fibers, respectively.

Multimode erbium-doped fibers, typically require
a precisely controlled doping profile and/or specific
modal excitation of the pump laser in order to achieve
a similar gain for each mode of interest [10.44–47].
The situation is more advantageous in multicore doped
fibers, where pump lasers are coupled into the indi-
vidual doped core of the multicore fiber. The gain and
noise figure of the core-pumped multicore amplifiers is
expected to be comparable to traditional single-mode
erbium-doped amplifiers, but the pump couplers will
require at least one set of fan-in devices to couple the
pump laser.

A particularly promising alternative approach to
building optical amplifiers with multiple spatial chan-
nels is based on cladding pumping. In cladding pump-
ing, a multimode high-power pump laser at 980 nm
wavelength is coupled to the cladding of the amplify-
ing fiber, which results in a homogeneous illumination
of the entire fiber cross-section. The cores, which are
erbium-doped, absorb the pump light and amplify the
guided signals (Fig. 10.4).

The multimode pump can be coupled to the
cladding by using the so-called side-pumping configu-
ration, which consists of bringing a tapered multimode
fiber carrying the pump light into contact with the
external cladding of the amplifying fiber. Coupling
efficiency of > 80% can be achieved without using tra-
ditional dichroic combiners.

Cladding pumping can be applied to both multi-
core and multimode fibers. In multicore fibers, all cores
are illuminated by the pump light, which can produce
homogeneous gain. This is advantageous compared to
core pumping, where for each core the pump light has
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Pump illumination

Tapered MMF

Multimode
pump
diode

Side pump combiner

Erbium-doped core

Low-index outer cladding (coating)

a)

b)

Fig. 10.4a,b Cladding pump amplifier scheme: (a) Side-pumping arrangement where a multimode pump is coupled into
the cladding of a multicore fiber to homogeneously illuminate the cladding; (b) cross-section of multicore fiber showing
the different fiber regions and the low-index coating used to confine the pump light

to be independently combined and coupled [10.48]. In
order to minimize the gain variation between cores in
cladding-pumped amplifiers, the core properties have
to be precisely matched. Alternatively, variable gain at-
tenuators (VOAs) acting on each core separately can
be used in combination with a dynamic gain equaliz-
ing filter (DGEF), for example using an LCOS-based
device [10.49]. Furthermore, cladding-pumped ampli-
fiers, are typically operated in a nonsaturated output
power regime, and therefore can naturally provide con-
stant gain independently of the input power, which is
desirable in optical networks to reduce the effect of
transients caused by partial network failures. A draw-
back of operating the amplifier in a nonsaturated regime
is however a reduced power efficiency of the cladding
pump amplifier, which can in principle be overcome by
means of pump-recycling schemes [10.50] able to re-
use the pump light that is not absorbed by the cores at
the end of the amplifying fiber (which otherwise is just
dumped into free-space and absorbed).

Cladding pumping is advantageous also for multi-
mode amplifiers: A homogeneous gain for all modes
can be achieved by using a cladding pumping and in
combination with a simple doping profile with con-
stant erbium concentration across the whole core re-
gion [10.51, 52].

10.2.4 SDM Transceivers

Transceivers for SDM differentiate themselves
from state-of-the-art single-mode digital coherent
transceivers in two ways.

The first main difference is that additional DSP
capabilities are required to support multiple modes,
and a longer memory is necessary to accommodate
larger group-delay differences in the MIMO DSP. Also,
in order to simultaneously process multiple MIMO
channels, a higher integration density of high-speed
analog-digital converters (ADCs) is required. Note that
the complexity of a conventional SMF digital coherent
transceiver is dominated by the chromatic dispersion
compensation (approximately 30%) and forward-error
correction sections (approximately 25%), whereas the
2� 2 MIMO section implies relatively little complexity
(approximately 10%). Therefore, if the added complex-
ity of the MIMO DSP grows hypothetically by one
order of magnitude, the overall DSP complexity only
increased by a factor of 2 per mode (see [10.53] for
a detailed analysis).

The second main difference is that transceivers in
a conventional WDM system require a tunable laser
for each transceiver in order to cover the full wave-
length channel map. Once the spatial dimension is
added, it is in principle possible to share a single tunable
laser among multiple spatial channels [10.54]. This is
of particular interest in MIMO-based channels, where
all spatial channels are treated as a single end-to-end
MIMO transmission channel [10.55].

Additionally, the large count of basic components
required in an SDM transceiver, like high-speed ADCs
and digital-to-analog converters (DACs), modulators
and optical coherent receivers, offers a great cost-
saving potential through the integration of large pools
of transceivers.
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10.3 Fiber Modes

The modes of an optical fiber are the solutions of
Maxwell’s equations for electro-magnetic waves trav-
eling along the propagation axis z of a dielectric
waveguide characterized by some transversal refractive
index profile. These solutions are invariant in the z-
direction up to a phase term exp.jˇnz/, where n is the
mode number and ˇn is corresponding propagation con-
stant. A single-mode electromagnetic field generated by
a monochromatic source at the angular frequency !0

can be expressed as

En.x; y; z; t/D Re
	
Fn.x; y; !0/e

j.ˇnz�!0t/
 ;

Hn.x; y; z; t/D Re
	
Gn.x; y; !0/ej.ˇnz�!0t/



; (10.2)

where En and Hn are real-valued three-dimensional
vectors that represent the electric and magnetic field,
respectively. The complex-valued vectors Fn and Gn

are the corresponding lateral modal field distributions,
and they are solutions of the Helmholtz equation in the
form [10.56, 57]


TFnC !
2
0

c2
n2.x; y/Fn D ˇ2

nFn ; (10.3)


TGnC !
2
0

c2
n2.x; y/Gn D ˇ2

nGn ; (10.4)

where n.x; y/ is the transversal refractive index pro-
file, c is the speed of light in a vacuum, and 
T D
@2=@x2C @2=@y2 is the transversal Laplace operator.
Note that the first of the two equations is only exact if
r �ED 0, whereas in general r �ED�2r Œlog.n/	 �E,
as follows from r �DD 0 (D is the electric displace-
ment vector). The conditionr�ED 0 is fulfilled exactly
for step-wise constant refractive index profiles, and only
approximately for slowly varying refractive index pro-
files.

In most cases that are of practical relevance, the
fiber modes have to be calculated with numerical meth-
ods, and they fulfill the orthogonality condition [10.56]

“
dxdy

�
Fn �G	m

� � OzD 2N 2
n ın;m ; (10.5)

where Oz is a unit vector pointing in the propagation
direction, ın;m is the Kronecker delta, and Nn is a nor-
malization factor that is discussed later in the chapter.
The orthogonality condition is used to decompose any
electric and magnetic field at the fiber input charac-
terized by the lateral profiles Ffs.x; y/ and Gfs.x; y/,
respectively, as a linear combination of the fiber modes

by using the following relations

Ffb.x; y/D
NX

nD1
anFn.x; y/ ;

Gfb.x; y/D
NX

nD1
anGn.x; y/ ;

an D
“

dxdy
Ffs �G	n
2N 2

n

� Oz

D
“

dxdy
F	n �Gfs

2N 2
n

� Oz ; (10.6)

where the subscripts fs and fb refer to the input field in
free space and to the guided field in the fiber, respec-
tively.

Different modes have different propagation con-
stants, unless they are degenerate. It is customary to
represent each propagation constant as a Taylor expan-
sion around the central frequency !0

ˇn D ˇn;0Cˇn;1.!�!0/C 1

2
ˇn;2.!�!0/

2

C 1

6
ˇn;3.!�!0/

3C : : : (10.7)

The different terms have the following physical inter-
pretation. The first term is related to the phase velocity
ph;n,

ph;n D !0

ˇn;0
; (10.8)

which describes the speed of the phase front of the prop-
agating field. When two modes travel at the same phase
velocity, energy can be exchanged and the coupled light
is kept in phase over a long propagation distance. For
pairs of modes with different phase velocities it is pos-
sible to define a beat length,

Ln:m D 2 

jˇn;0�ˇm;0j ; (10.9)

so that the accumulated phase difference between the
two modes is 
� D 2 z=Ln;m, and the two modes are
periodically in phase with the period being equal to the
beat length. The second term of (10.7) yields the group
velocity

gr;n D 1

ˇn;1
; (10.10)

which describes the speed of a light pulse traveling in
mode n. The arrival time difference for two pulses trav-
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eling in modes n andm, respectively, of a fiber of length
` is known as the differential group delay (DGD)

DGDn;m D `jˇn;1�ˇm;1j : (10.11)

The third term of (10.7) is related to the chro-
matic dispersion coefficient CDn D .2 c=�20/ˇn;2, �0 D
2 c=!0. Chromatic dispersion is responsible for the in-
tramodal frequency dependence of the group velocity,
which causes temporal pulse broadening even in the
case when only a single mode is transmitted.

10.3.1 Modes of a Step-Index Fiber

The simplest optical fibers are based on a step-index
profile, where the refractive index in polar coordinates
is given by

n.r/D
(
nc; if 0< r � a ;

n0; if r > a ;
(10.12)

where a is the fiber core radius, and rDpx2C y2. For
step-index fibers the solution of (10.3) and (10.4) is
known to be given by the Bessel function Jn.r/ in the
core region, and by the modified Bessel function of the

TM01

TE01

HE21a HE21b

HE11x HE11y
Fundamental mode:
Degenerate in polarization

Degenerate mode

Nearly 
degenerate
modes

HE31a HE31b

EH11a EH11b Degenerate mode

Degenerate mode

Nearly
degenerate
modes

HE12x HE12y Degenerate in polarization Fig. 10.5 First four mode groups of
a step-index multimode fiber

second kindKn.r/ in the cladding region. Even if the so-
lutions are known within each refractive index region,
numerical methods have to be used to solve the bound-
ary condition problem between core and cladding. The
solutions for the first four mode groups of a step-index
fiber are shown in Fig. 10.5.

The fundamental mode HE11 is degenerate in po-
larization, meaning that two modes with orthogonal
polarizations, but with the same lateral profile and prop-
agation constants are supported by the fiber. The next
modes TM01 and TE01 are nondegenerate, and their po-
larization is position-dependent. The following HE21

mode is two-fold degenerate and can be represented as
a linear combination of polarizations, by using circu-
larly polarized light resulting in a ring-looking intensity
profile (similar to TM01 and TE01), but with a phase
term of the form exp.˙j'/, where ' is the angle in polar
coordinates. We note that fiber modes are often referred
to as optical angular momentum (OAM) modes [10.23].
However, not all fiber modes can be represented as
OAM modes, in particular TM0n and TE0n are not com-
patible with OAM modes [10.58], and also the concept
of OAM modes breaks down when the effective index
contrast is such as to break the degeneracy of the HEnm

modes [10.59, 60].
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LP12a LP12b LP41a LP41b LP22a LP22b LP03 LP51a

LP51b LP32a LP32b LP61a LP61b LP13a LP13b LP42a

LP42b LP71a LP71b LP23a LP23b LP04 LP81a LP81b

Fig. 10.6 First 32 modes of a step-index multimode fiber

Table 10.2 Cut-off frequencies of the modes of a step-index fiber

Mode LP11 LP21 LP02 LP31 LP12 LP41 LP03 LP32 LP42
V 2.4 3.8 3.9 5.1 5.5 6.4 7.1 8.4 9.8
Mode LP11 LP21 LP02 LP31 LP12 LP41 LP03 LP32 LP42
V 2.4 3.8 3.9 5.1 5.5 6.4 7.1 8.4 9.8

In the relevant regime of weak guidance [10.61],
where the index contrast is smaller or much smaller than
1%, the modes of a step-index fiber can be grouped in
nearly degenerate mode groups (TM01, TE01, and the
two-fold degenerate HE21 mode form a group). Modes
belonging to the same group couple almost immedi-
ately due to fiber imperfections, and therefore do not
propagate as individual modes in real fibers. Moreover,
in the regime of weak guidance all modes are approxi-
mately linearly polarized (LP) [10.61]. Each LP mode
is identified by two integers n and m and is denoted as
LPnm, where n characterizes the azimuthal dependence
exp.˙jn'/ and sets the number of 2  phase changes for
a rotation around the fiber axis, whereasm characterizes
the radial dependence of the mode amplitude and sets
the number of zero-crossings increased by one in the ra-
dial direction. Note that LP modes can equivalently be
expressed either in terms of the functions exp.˙jn'/,
or in terms of the functions cos.n'/ and sin.n'/. Fig-
ure 10.6 shows the first 32 modes of a weakly guiding
step-index fiber in the cos.n'/= sin.n'/ representation.
The main advantage of this representation is that the
mode lateral profile functions are real-valued and can

be plotted using a simple color map. In the figure red
and blue indicate positive and amplitude values, respec-
tively.

Modes with n¤ 0 are four-fold degenerate, as they
are degenerate with respect to polarization and with
respect to their azimuthal characteristics. Modes with
nD 0 are two-fold degenerate, as they are only degen-
erate with respect to polarization. The number of LP
modes that are guided by a step-index fiber depends on
the normalized frequency V, which is defined as

V D 2 a

�0

q
n2c � n20 : (10.13)

Fibers with the same V number guide the same number
of modes and the mode profiles are characterized by the
same dependence on the normalized radial coordinate
r=a. Step-index fibers are single-mode if V < 2:4. The
cut-off frequencies of high-order modes are enumerated
in Table 10.2.

According to (10.13), the number of modes of
a step-index fiber can be increased either by increas-
ing the core radius or by increasing the difference in
refractive index nc� n0.
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10.3.2 Modes of a Graded-Index Fiber

Graded-index fibers have a nearly parabolic refrac-
tive index profile that is truncated at the core/cladding
boundary. In order to reduce coupling between the
last guided mode-group and the cladding modes,
an additional low refractive index trench around the
nearly parabolic core is added [10.5, 6]. The modes of

LP01

Group 1

LP11a

Group 2

LP11b

LP21a

Group 3

LP21b LP02

LP31a

Group 4

LP31b LP12a LP12b

LP41a

Group 5

LP41b LP22a LP22b LP03

LP51a

Group 6

LP51b LP32a LP32b LP13a LP13b

LP61a

Group 7

LP61b LP42a LP42b LP23a LP23b LP04

LP71a

Group 8

LP71b LP52a LP52b LP33a LP33b LP14a LP14b

Fig. 10.7 The first 36 modes of a graded-index multimode fiber

a graded-index fiber with an ideally parabolic profile
are Laguerre–Gaussian modes, where the radial term
of the modal profile is a combination of a Gaussian
function and a Laguerre polynomial, whereas the az-
imuthal term is still of the form exp.jn'/. As shown
in Fig. 10.7, the modes of a graded-index fiber are di-
vided into groups: all the modes of a given group are
degenerate and each added group shows one additional
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degenerate mode. Although the modes of a graded-
index fiber look similar to those of a step-index fiber,
they have a different sequential order when sorted by
the magnitude of their propagation constants. Also, the
radial field extension, that in step-index fibers is mostly
confined within the core for all modes, in graded-index
fibers is proportional to the mode order, so that higher
order modes have a significantly larger modal diam-
eter. The propagation constants of the mode groups
of an ideal graded-index fiber are equally spaced, and
all modes have nearly the same group velocity, which
makes the graded-index fiber the multimode fiber with
the smallest theoretical DGD between pulses propa-
gating in different modes. In practice, the DGD of
a graded-index fiber is determined by the accuracy of
the refractive index profile and by the dispersion proper-
ties of the core and cladding materials. Additionally, the
modes of a graded-index fiber have the property of be-
ing invariant under spatial Fourier transformation. The
spatial Fourier transform configuration can be achieved,
for example, by placing the end face of the fiber in the
back focal plain of a lens, so that the Fourier trans-
form appears in the front focal plane of the same lens.
For a graded-index fiber, this configuration reproduces
a scaled version of the modes, which is not generally
the case for other sets of guided modes like for example
the modes of a step-index fiber.

TE01 TM01

HE11 HE21

TE01 TM01

HE11 HE21

a) b)

Fig. 10.8a,b Modes of a three-core multicore fiber supporting six vector modes. (a) The intensity profile, (b) direction
of the electrical field indicated by arrows. Arrows arranged in circle indicates circular polarization and the position of
the arrow relative to the circle indicates the overall relative phase

10.3.3 Modes of Multicore Fibers:
The Concept of Supermodes

Multicore fibers consist of multiple cores that are placed
close to each other in a common cladding. The modes
of a multicore fiber can be calculated by analyzing the
modes of the ensemble of cores. The resulting modal
field distributions spread across all cores and are re-
ferred to as supermodes. An example of supermodes for
a three-core fiber is shown in Fig. 10.8.

When the coupling between cores is weak, the
modes of a multicore fiber can be calculated using
coupled-mode theory [10.62], where the supermodes
are approximated by linear combinations of the modes
of the individual cores (core modes), and the cou-
pling coefficients depend on the overlap between the
core modes [10.62, 63]. This approximation is useful
to qualitatively study the systematic coupling between
the cores. Note that both modal representations, su-
permodes and core modes, can be used to understand
the coupling behavior of multicore fibers, however the
supermodes representation has the advantage that it
provides exact solutions for any core configuration in-
cluding the case of strong core-mode overlap.

In practice, the modal properties of the multicore
fibers depend strongly on the distance between the
cores, and three distinct regimes can be identified:
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The first is the weak coupling regime, where the re-
fractive index variations between the cores of the fiber
structure produce an equivalent propagation-constant
difference between the cores, that is bigger than the
difference between the propagation constants of the su-
permodes. In this case, the cores behave as independent
waveguides, showing a random-like coupling between
neighbor cores, and the coupling between the cores is
then described by the coupled power theory [10.64,
65]. The weak coupling regime is typically observed in
multicore fibers where the core spacing is significantly
larger than the core-mode field diameter.

The second regime is the supermode regime, where
the difference in propagation constant between the su-
permodes is much bigger than the propagation constant
variations introduced by the refractive index variations
between the cores or external fiber perturbations like
twists and bends. In this case, the supermodes are
stable and can propagate unperturbed, and the fiber
behaves similarly to a conventional multimode fiber,
which shows a weak random-like coupling between the

supermodes. The supermode regime is typically ob-
served in multicore fibers where the core spacing is
comparable or smaller than the core-mode field diam-
eter.

The third regime can be observed when the dif-
ference in the propagation constant between the su-
permodes is comparable to the propagation constant
variation induced by refractive index variation and the
external fiber perturbations. In this case, the super-
modes couple strongly and mix continuously. We refer
to this regime as the strong coupling regime, and to the
fibers operated in this regime as coupled-core multi-
core fibers. These fibers offer the advantage of showing
very narrow impulse responses for all coupled cores,
typically one order of magnitude (or more) narrower
than impulse responses achievable in graded-indexmul-
timode fibers with an equivalent number of modes
(Sect. 10.5.1). The strong coupling regime is typically
observed in multicore fibers where the core spacing is
comparable or slightly larger than the core-mode field
diameter.

10.4 Representation of Modes in Fibers

We start by considering the case of a single-mode fiber,
which for simplicity we assume to be a step-index
fiber, where the fundamental mode is HE11. We express
the three-dimensional real-valued electric field vector
E.x; y; z; t/ introduced in the previous section as

E.x; y; z; t/D Re

��
FHE11x.x; y; !0/

NHE11.!0/
Ex.z; t/

CFHE11y.x; y; !0/

NHE11.!0/
Ey.z; t/

�
e�j!0 t

�
;

(10.14)

where FHE11x and FHE11y are the lateral profile func-
tions of the fundamental mode aligned with the x- and
y-directions, respectively. Note that the specific choice
of the x- and y- directions is immaterial to this discus-
sion, as any other pair of orthogonal directions would
be equally suitable. The terms Ex and Ey are the corre-
sponding complex envelopes of the field and the nor-
malization coefficientNHE11 is introduced to ensure that
the power in Watts that is carried by the x-oriented (y-
oriented) mode is jExj2 (jEyj2). We note that the mode
lateral profile functions are evaluated at !0 owing to the
fact that in all cases of practical relevance the bandwidth
of the individual complex envelopes is sufficiently small
to ignore the dependence of Fn on frequency. The form
of (10.14) shows that the complex envelopes Ex and Ey

are not exactly the x and y polarization components of

the electric field, as follows from the fact that the HE11

lateral profile function possesses a nonzero component
in the z-direction. The situation simplifies in the rele-
vant case of weakly guiding fibers [10.61], where the
fundamental mode LP01 is linearly polarized and its lon-
gitudinal component is negligible. In this case,Ex andEy

characterize fully and independently the x and y polar-
ization components of the electric field (which is indeed
a two-dimensional vector in the x–y plane) and the field
vector can be expressed as

E.x; y; z; t/D Re
��

FLP01x.x; y; !0/

NLP01.!0/
Ex.z; t/

C FLP01y.x; y; !0/

NLP01.!0/
Ey.z; t/

�
e�j!0t

�
;

D FLP01.x; y; !0/

NLP01.!0/
Re
˚
ŒEx.z; t/Ox

CEy.z; t/Oz	e�j!0 t
�
; (10.15)

where the second equality relies on the fact that the lat-
eral profile of the fundamental mode is real-valued, and
FLP01x D FLP01 Ox, FLP01y D FLP01 Oy, where Ox and Oy are unit
vectors pointing in the x- and y-directions, respectively.
It is convenient to introduce the bi-dimensional vector
E.z; t/ defined as

E.z; t/D
�
Ex.z; t/
Ey.z; t/

�
: (10.16)
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This vector is related to the Jones vector introduced in
Sect. 10.4.1. It provides a full characterization of the
optical field not only in the weakly guiding approxi-
mation, where its components are in a one-to-one cor-
respondence with the x and y polarization components
of the field, but also in the most general case where
the longitudinal component is non-negligible. Note that
the same vector notation is used, yet with no risk of
confusion, to denote both the three-dimensional vectors
E.x; y; z; t/ and F.x; y; !0/, and the two-dimensional
vector E.z; t/. The extension of this representation to
the case of higher order modes is straightforward, but
requires some clarifications. Let us consider the group
of the nearly degenerate modes HE21a and HE21b, and
the transverse modes TE01 and TM01, whose excitation
yields the field

E.x; y; z; t/D Re
��

FHE21a.x; y; !0/

NHE21.!0/
EHE21a.z; t/

CFHE21b.x; y; !0/

NHE21.!0/
EHE21b.z; t/

CFTE01.x; y; !0/

NTE01.!0/
ETE01.z; t/

CFTM01.x; y; !0/

NTM01.!0/
ETM01.z; t/

�
e�j!0 t

�
:

(10.17)

In the weakly guiding approximation, the lateral profile
functions of the HE, TE, and TM modes can be used to
express those of the LP11 group as follows

FLP11ax

NLP11
D 1p

2

�
FHE21a

NHE21

C FTM01

NTM01

�
; (10.18)

FLP11ay

NLP11
D 1p

2

�
FHE21b

NHE21

� FTE01

NTE01

�
; (10.19)

FLP11bx

NLP11

D 1p
2

�
FHE21b

NHE21

C FTE01

NTE01

�
; (10.20)

FLP11by

NLP11

D 1p
2

�
FHE21a

NHE21

� FTM01

NTM01

�
; (10.21)

(where we dropped the dependence on x, y, and !0 for
ease of notation) with the result

E.x; y; z; t/D Re
��

FLP11ax

NLP11

ELP11ax.z; t/

C FLP11ay

NLP11
ELP11ay.z; t/

C FLP11bx

NLP11

ELP11bx.z; t/

C FLP11ay

NLP11
ELP11by.z; t/

�
e�j!0 t

�

D Re

��
FLP11a

NLP11
ŒELP11ax.z; t/Ox

C ELP11ay.z; t/Oy	
C FLP11b

NLP11
ŒELP11bx.z; t/Ox

C ELP11by.z; t/Oy	
�
e�j!0 t

�
;

(10.22)

where the complex envelopes of the linearly polarized
modes are obtained from those of the true fiber modes
through

2

6
6
4

ELP11ax.z; t/
ELP11ay.z; t/
ELP11bx.z; t/
ELP11by.z; t/

3

7
7
5D

1p
2

2

6
6
4

1 0 1 0
0 1 0 �1
0 1 0 1
1 0 �1 0

3

7
7
5

�

2

6
6
4

EHE21a.z; t/
EHE21b.z; t/
ETM01.z; t/
ETE01.z; t/

3

7
7
5 (10.23)

as follows from using (10.18)–(10.21) into (10.22).
The second equality in (10.22) shows that each of the
complex envelopes in the LP representation provides
a complete characterization of a space and polariza-
tion mode. All together, the four complex envelopes
give a complete description of the field, and they are re-
lated to the generalized Jones representation presented
in Sect. 10.4.3.

We can now move to the most general case of 2N
modes, where the factor of two accounts either for the
degeneracy of a spatial mode (as is the case for HE11

or HE21), or for the fact that in all cases of practi-
cal relevance a fiber cannot guide only one out of two
quasi-degenerate modes (as is the case for TE01 and
TM01). In the weakly guiding approximation, the fac-
tor of two accounts simply for polarization degeneracy.
By suitably sorting the guided modes, we can express
the electric field as

E.x; y; z; t/D Re

"
2NX

nD1

Fn.x; y; !0/

Nn.!0/
En.z; t/e

�j!0 t
#

;

(10.24)

where the term En.z; t/ is the complex envelope of the
field in the n-th mode and the vector Fn.x; y; !0/ is
the corresponding mode lateral profile. As specified
already in the examples illustrated above, the normal-
ization coefficients Nn.!0/ are introduced to ensure
that the power in Watts that is carried by the n-th mode
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is given by jEn.z; t/j2 [10.66]. Note that a different nor-
malization could be assumed (for instance, in [10.67]
the power in Watts is given by jEn.z; t/j2=.2Z0/, where
Z0 D

p
�0=�0 is the impedance of vacuum). Their ex-

pression follows from the mode orthogonality condition
(10.5), which we recall here for convenience,

Z
dxdy

�
Fn �G	m

� � OzD 2N 2
n ın;m : (10.25)

The orthogonality condition implies the following
equation, which is often found in the literature [10.66–
68],

Z
dxdy

�
Fn �G	mCF	m �Gn

� � OzD 4N 2
n ın;m ;

(10.26)

and in the weakly guiding approximation simplifies to

neff
2Z0

Re
�Z

dxdyFn �F	m
�
D ın;mN 2

n ; (10.27)

where neff is the effective refractive index of the fun-
damental mode. With the field expression introduced
in (10.24), in the ideal case of a perfectly circular
fiber, in the absence of loss, mode coupling and nonlin-
ear propagation effects, the complex envelopes evolve
according to the simple evolution equation in the fre-
quency domain

@ QEn.z; !/

@z
D jˇn.!/ QEn.z; !/ ; (10.28)

where by the tilde we denote a (frequency) Fourier
transform according to the definition

QEn.z; !/D
Z

En.z; t/ exp.j!t/dt : (10.29)

An important feature of (10.24) is that the effect of
perturbations is captured through the dependence of
the complex envelopes on the longitudinal coordinate,
while the modes used in the expansion are those of the
unperturbed fiber. An alternative approach, that is not
further discussed in this chapter, relies on using per-
turbed local modes [10.69].

It is worth pointing out that the true fiber modes
form a complete orthogonal basis for representing lo-
cally the lateral profile of the field propagating in the
fiber, and therefore any other orthogonal basis obtained
from a unitary transformation of the true fiber modes
lateral profile functions works as well [10.70]. How-
ever, since the resulting lateral profile functions are

not in general fiber modes, the evolution of the corre-
sponding complex envelopes is described by coupled
equations even in the ideal case of an unperturbed fiber.
Equations (10.18)–(10.21) and (10.23) can be inter-
preted as an example of this change of basis. Indeed, it
is well known that LP modes are only true modes within
the weakly guiding approximation, whereas in reality
they couple during propagation, not only in fibers with
high-index-contrast, but also in weakly guiding fibers
where the accumulated effects of the small modal bire-
fringence cannot be ignored [10.71].

In the remainder of this section we review the Jones
and Stokes formalisms [10.72–74], which are widely
used for the study of polarization-related phenomena in
single-mode fibers, and discuss their generalization to
the multimode case.

10.4.1 Jones and Stokes Formalism
for Single-Mode Fibers

Jones calculus was originally proposed to describe
polarized light by means of two-dimensional vec-
tors [10.72]. Indeed, as discussed in the previous sec-
tion, the vector E.z; t/ defined in (10.16) provides
a complete description of the electric field propagating
in a single-mode fiber, and the physical interpretation
of its two components is slightly different whether the
fiber is weakly guiding or not. The corresponding Jones
vector is defined as the Fourier transform of E.z; t/ nor-
malized to have unit modulus, namely

je.z; !/i D
QE.z; !/
j QE.z; !/j D

�
ex.z; !/

ey.z; !/

�
; (10.30)

where we use the bra–ket notation to denote a Jones
vector jei. By the bra he.z; !/j we denote the Hermi-
tian adjoint of the field Jones vector (i.e., the complex
conjugate row vector), so that the unit-modulus condi-
tion can be expressed as hejei D jexj2Cjeyj2 D 1, and
the scalar product between two Jones vectors is given
by hujei D u	x exC u	x ey.

We now move to introducing the Stokes representa-
tion of the electric field. This is an alternative descrip-
tion based on the use of real-valued three-dimensional
vectors and it is isomorphic to the Jones represen-
tation [10.71]. If we denote by e the Stokes vector
corresponding to the Jones vector jei, its three compo-
nents are defined as

e1 D jexj2� jeyj2 ;
e2 D 2Re

�
e	x ey

�
;

e3 D 2Im
�
e	x ey

�
: (10.31)
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The length of the Stokes vector can be evaluated to

be jej D
q
e21C e22C e23 D hejei D 1, where the second

equality follows from the normalization of jei (in some
cases the Jones vector is not normalized to have unit
modulus, with the result that the length of the Stokes
vector equals the optical power). The ensemble of all
possible polarization states spans the surface of a sphere
of unit radius in Stokes space, which is famously known
as the Poincaré sphere. An alternative expression of the
Stokes vector, which turns out to be highly convenient
for the generalization of the Stokes formalism to the
multimode fiber case is the one based on the use of Pauli
spin matrices, which we recall here for convenience

�1 D
�
1 0
0 �1

�
; �2 D

�
0 1
1 0

�
;

�3 D
�
0 �j
j 0

�
: (10.32)

Note that the original definition of the Pauli matrices in
quantummechanics differs from the above by a circular
permutation of the matrix subscripts.With the use of the
Pauli matrices, (10.31) can be re-expressed as

en D hej�njei ; n 2 f1; 2; 3g ; (10.33)

and by formally collecting the Pauli matrices into a col-
umn vector which we denote by � , the Stokes vector
can be expressed in the following compact form

eD hej� jei : (10.34)

Another relevant relation between the Jones and Stokes
representations has to do with the projection operator.
This is a 2�2 matrix returning the projection on a given
Jones vector jei of the Jones vector to which is applied,

jeihej D 1

2
.IC e � � / : (10.35)

Here, by I we denote the 2� 2 identity matrix (in what
follows we will use the same symbol to denote the
M�M identity matrix as well, where M is an arbi-
trary integer), and where the scalar product between
a Stokes vector and the Pauli matrix vector stands for
the linear combination e � � D e1�1C e2�2C e3�3. The
equivalence between (10.33) and (10.35) follows from
the equality

hej�njei D tr .�njeihej/ ; (10.36)

and from the trace-orthogonality of the Pauli matrices,
that is

tr .�n�m/D 2ın;m ; (10.37)

where ın;m is the Kronecker delta. A useful consequence
of (10.35) is

jhujvij2 D 1

2
.1C u � v/ ; (10.38)

which shows that orthogonal states of polarization,
for which hujvi D 0, are antiparallel in Stokes space,
namely u � v D�1.

10.4.2 Polarization Coupling and Unitary
Propagation in Single-Mode Fibers

Manufacturing imperfections and mechanical stress
that are always present in real fibers are responsible for
the fact that orthogonal polarization modes couple dur-
ing propagation in single-mode fibers. In the absence of
polarization-dependent loss (PDL), polarization-mode
coupling can be conveniently described in Jones space
by means of a unitary matrix U defined through the fol-
lowing input-output relation,

jQe.z; !/i D e�
˛
2 zU.z; !/jQe.0; !/i ; (10.39)

where the term exp.�˛z=2/ describes polarization-
averaged loss. This term is immaterial to the present
analysis and will be dropped in what follows. The uni-
tary propertyU.z; !/U�.z; !/D I implies the following
form for the evolution equation of U.z; !/,

dU.z; !/
dz

D jB.z; !/U.z; !/ ; (10.40)

where B.z; !/ is a Hermitian matrix. Indeed, by dif-
ferentiating both sides of the equality UU� D I, one
obtains .dU=dz/U� D�Œ.dU=dz/U�	�, which implies
that .dU=dz/U� is anti-Hermitian, and hence can be ex-
pressed as jB, where B is Hermitian. Since the Pauli
matrices form a basis for traceless Hermitian matrices,
the above can be conveniently re-expressed as

dU.z; !/
dz

D j
�
ˇ0.z; !/IC 1

2
ˇ.z; !/ � �

�
U.z; !/ ;

(10.41)

where by ˇ0 we denote the propagation constant of
the fundamental mode, whose third-order Taylor ex-
pansion defined in (10.7) yields the terms describing
polarization-averaged phase delay, group delay, and
chromatic dispersion. The traceless matrix ˇ.z; !/ � �
accounts for the local (z-dependent) polarization-mode
coupling that occurs during propagation (including its
frequency dependence), where ˇ is a three-dimensional
real-valued vector, which we refer to as the birefrin-
gence vector [10.73, 75] (this definition relaxes the use
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of the term birefringence vector, which normally is re-
stricted to the frequency derivative of ˇ). The simple
relation between ˇ and B is ˇn D tr.�nB/.

A closed-form solution for (10.41) in the general
case does not exist, however the evolution of U over
a short fiber section of length
z is given by the follow-
ing expression

U.zC
z; !/' exp Œjˇ0.z; !/
z	

� exp
�
j

2
ˇ.z; !/ �� 
z

�
U.z; !/ ;

(10.42)

which is customarily employed in numerical simula-
tions, where a fiber is modeled as a concatenation of
multiple short sections (waveplates). If the birefrin-
gence vector is z-independent, namely ˇ.z; !/D ˇ.!/,
the above expression can be readily modified to evalu-
ate the fiber transfer matrix U, with the result

U.z; !/D exp

2

4j

zZ

0

ˇ0.�; !/d�

3

5

� exp
�
j

2
ˇ.!/ � � z

�
; (10.43)

which ensures the initial condition U.0; !/D I. This
case is of no practical relevance (in reality the fiber bire-
fringence is rapidly varying along the propagation axis),
however the form of (10.43) is interesting since also in
the most general case U can be expressed in the same
form,

U.z; !/D exp Œj�0.z; !/	 exp

�
j

2
r.z; !/ � �

�
;

(10.44)

where �0 accounts for the accumulated phase and r for
the accumulated effect of the fiber birefringence from
the input to the generic position z. Indeed, a unitary
matrix can in general be expressed as UD exp.jH=2/,
where U is a traceless Hermitian matrix that in turn can
be expanded in terms of the Pauli matrices asHD r �� .
A useful alternative expression for U follows from the
eigenvector analysis of the matrix exponential appear-
ing in (10.44), which yields

UD ej�0
�
e�jr=2jrihrjC ejr=2jr?ihr?j

�
; (10.45)

where rD jrj, and by jri and jr?i, we denote the two
orthogonal Jones vectors corresponding to the (unit-
length) Stokes vectors ˙r=r. Equation (10.45) shows
that jri and jr?i are the two eigenstates of U and their

eigenvalues are equal to exp.�jr=2/ and exp.jr=2/, re-
spectively. Equation (10.45) is consistent with a general
property of unitary matrices of any dimension of having
orthogonal eigenvectors with unit-modulus eigenval-
ues. A detailed derivation of (10.45) can be found
in [10.73]. The derivation relies essentially on two prop-
erties of the Pauli matrices, �2n D I and �n�m D��m�n,
which yield .r � � /2k D jrj2kI. Use of the latter equality
in the power expansion of the matrix exponential yields
exp.j r ��=2/D cos.jrj/IC j sin.jrj/.r �� /=jrj. Equation
(10.45) is finally obtained by considering (10.35) and
the subsequent discussion.

The evolution of the field polarization state can be
conveniently described also in Stokes space, where the
overall effect of unitary fiber propagation is rotation of
the field Stokes vector, as follows from the invariance
of the Stokes vector length (this invariance is not triv-
ially the consequence of the normalization involved in
the definition of the Jones vectors but rather the result
of power conservation during unitary propagation). If
we denote by R the 3� 3 rotation matrix isomorphic
to the unitary Jones matrix U, the input-output relation
eout D Rein D heinjU��Ujeini yields the following sim-
ple relation [10.73]

R� DU��U ; (10.46)

which connects U and R. The matrix R is also referred
to as the Müller matrix. The known evolution equation
for the field Stokes vector is obtained by differentiating
the expression eD tr .� jeihej/, which yields

@e
@z
D tr

�
� j
.ˇ �� /.e � � /� .e � � /.ˇ � � /

2

�
D ˇ � e ;
(10.47)

where the first equality follows from using (10.41) and
the second requires using some of the Pauli matrices
algebra. Equation (10.47) provides an intuitive inter-
pretation of the local birefringence vector ˇ. Indeed, it
shows ˇ to be the local rotation axis that characterizes
the trajectory drawn by the tip of the field Stokes vec-
tor on the Poincaré sphere, as the field propagates along
the fiber, as illustrated in Fig. 10.9. In the case of uni-
form birefringence the trajectory simplifies to a circle
and the motion on this circle is described by the matrix
R.z/D exp.zˇ�/, where by ˇ� we denote the matrix
operator that, if applied to the vector s, performs the
vector product ˇ� s, namely

ˇ�D
0

@
0 �ˇ3 ˇ2
ˇ3 0 �ˇ1
�ˇ2 ˇ1 0

1

A : (10.48)
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Fig. 10.9a,b Trajectory of the field Stokes vector on the Poincaré sphere. (a) If the birefringence vector ˇ is constant
along the fiber, the Stokes vector rotates around ˇ, namely the trajectory is a circle, the rotation axis is Ǒ D ˇ=jˇj, and the
angular velocity is jˇj. (b) In the general case of varying birefringence, the Stokes vector trajectory can be approximated
by means of infinitesimal rotations around the local birefringence vector ˇ.z/

The expression of R.z/ shows that the rotation angle is
jˇjz and the rotation axis is Ǒ D ˇ=jˇj, thereby imply-
ing that the two orthogonal states whose Stokes vectors
are parallel and antiparallel to ˇ are propagation eigen-
states. This argument is useful to clarify the isomorphic
relation existing between the general unitary Jones ma-
trix UD exp.j�0/ exp.jr � �=2/ and the Müller matrix
RD exp.r�/ (note that the phase shift �0 is immaterial
in the Stokes representation, consistent with the defini-
tion of the Stokes vector itself).

10.4.3 Generalized Jones
and Stokes Formalism

The example of the four-mode field discussed in
Sect. 10.4 suggests that the complex envelopes En.z; t/
provide a complete description of the field, although
their physical interpretation is slightly different whether
the fiber is weakly guiding or not. The generalized
Jones vector je.z; !/i, often referred to as the field hy-
perpolarization vector, is hence constructed by stacking
the Fourier transform of the individual complex en-
velopes on top of each other, and by normalizing the
resulting 2N-dimensional column vector to have unit
modulus, formally identically to the definition used in
(10.30) for the single-mode case [10.76–78],

E.z; t/D

0

B
BB
@

E1.z; t/
E2.z; t/
:::

E2N

1

C
CC
A
; je.z; !/i D

QE.z; !/
j QE.z; !/j :

(10.49)

The symbol E, which was previously used to denote
a two-dimensional column vector, here denotes a 2N-
dimensional column vector.

The generalization of the Stokes representation is
less straightforward and entails a generalization of the
Pauli matrix formalism. A convenient starting point is
(10.35), which shows that the Stokes representation of
a single-mode field is related to the expansion of the
projection operator jeihej in terms of the Pauli matrices.
Since jeihej is a 2N�2N Hermitian matrix for N > 1 as
well as for N D 1, (10.35) can be generalized into

jeihej D 1

2N
.IC s �	/ ; (10.50)

where s is the generalized Stokes vector and 	 is a vec-
tor collecting the generalized Pauli matrices  n, which
must be traceless Hermitian matrices fulfilling the fol-
lowing trace-orthogonality condition,

trf m ng D 2Nın;m : (10.51)

Matrices of this type form a basis for all 2N � 2N
traceless Hermitian matrices (a recursive algorithm to
construct the matrices  n for any number of modes is
illustrated in the appendix of [10.78]). These have DD
4N2� 1 degrees of freedom, as follows from the fact
that the elements on the main diagonal are real-valued
and the off-diagonal elements are complex-conjugate in
pairs. The subtraction of one accounts for the zero-trace
constraint. These considerations imply that the general-
ized Stokes vectors are D-dimensional and real-valued,
where D is hence the dimensionality of the generalized
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Stokes space. Note, however, that the region spanned by
the Stokes vectors is only .4N�2/-dimensional, like the
hyperpolarization space (the 2N complex-valued entries
of jeiminus the unit-magnitude constraint and the com-
mon phase of the hyperpolarization vector).

Equations (10.50) and (10.51) imply the following
generalized properties

en D hej njei; n 2 f1; : : : ;Dg ; (10.52)

eD hej	jei ; (10.53)

jhujvij2 D 1

2N
.1Cu � v/ : (10.54)

Note that the length of the generalized Stokes vectors
is given by jej D p2N � 1, as follows from (10.54)
for uD v . Another important consequence of the same
equation is that Stokes vectors corresponding to orthog-
onal Jones vectors (for which hujvi D 0) are charac-
terized by the relation u � v D�1, which in the mul-
tidimensional case does not imply that u and v are
antiparallel. In fact, since their magnitude is not 1, one
can define the angle ˛ formed by two Stokes vectors
corresponding to orthogonal Jones vectors through the
equality u �v D .2N�1/ cos.˛/D�1.We note that this
result does not change by normalizing the generalized
Stokes vectors to have unit length, as is done in [10.79].

10.5 Mode Coupling and Unitary Propagation in SDM Fibers

In the absence of MDL, mode coupling in a fiber that
supports 2N modes is described by a unitary 2N � 2N
matrix U.z; !/, whose evolution obeys the equation,

dU.z; !/
dz

D jB.z; !/U.z; !/ ; (10.55)

which is identical to (10.40), provided that the symbol
B denotes a 2N � 2N Hermitian matrix. The individ-
ual terms of B account for the coupling between pairs
of modes, whereas blocks of B describe the coupling
within and between groups of degenerate modes. An il-
lustration is presented in Fig. 10.10.

The matrix B can be expanded in terms of the gen-
eralized Pauli matrices, thereby rendering (10.50) into

dU.z; !/
dz

D j

�
ˇ0.z; !/IC 1

2N
ˇ.z; !/ �	

�
U.z; !/ ;

(10.56)

|e
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Ẽ1
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Fig. 10.10 The matrix B describing linear coupling in
a fiber that supports propagation of LP01 and LP11 mode
groups. The 2� 2 block B01 accounts for polarization cou-
pling within the fundamental mode, while the 4� 4 block
B11 accounts for mode coupling within the LP11 group.
The 2� 4 block K and its Hermitian adjoint K� describe
intergroup mode coupling

where ˇ0.z; !/ has the meaning of the mode-averaged
propagation constant, whereas the D-dimensional vec-
tor ˇ.z; !/ accounts for the mismatch between the
various propagation constants, as well as for the lo-
cal mode coupling [10.80, 81]. An alternative form of
(10.55), which is often encountered in the literature, is
obtained by accounting separately for the propagation
constants of the individual modes,

dU.z; !/
dz

D j
�
B0C 1

2N
b.z; !/ �	

�
U.z; !/ ;

(10.57)

where B0 denotes a diagonal matrix whose nonzero
elements are the propagation constants of the individ-
ual modes, and where the vector b.z; !/ only accounts
for the mode coupling caused by the fiber perturba-
tions. Clearly, this description is only appropriate in
the case where the spatial modes used as a basis for
the field lateral profile are also true fiber modes. In this
case, in the absence of coupling (bD 0) (10.57) yields
UD exp.jB0z/. If the spatial modes assumed for the
field lateral profile expansion are not true fiber modes
(as is rigorously the case in the LP representation), then
B0 is nondiagonal [10.71, 80, 82] and it accounts for the
deterministic and periodic coupling that occurs between
the spatial modes of the basis.

Similarly to the single-mode case, there is no
closed-form solution for (10.57), except when the gen-
eralized birefringence vector is independent of z. In this
situation (10.42)–(10.44) apply also to the case of mul-
tiple modes, provided that the quantity �=2 be replaced
with 	=2N. A major difference between the single-
mode and the multimode case stems from the fact that
while the matrix r � � admits two orthogonal eigenvec-
tors, the matrix r �	 admits 2N orthogonal eigenvectors,
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and hence the matrix U can be expanded as

UD ej�0
2NX

nD1
ej�n jpnihpnj (10.58)

where jpni and �n are the n-th eigenstate of r �	 and
the corresponding eigenvalue, respectively, and whereP

n �n D 0.
The Stokes-space representation of unitary evolu-

tion in the case of multiple-mode propagation is for-
mally identical to the one discussed for single-mode
fibers, and the main differences have to do with the in-
creased dimensionality of the generalized Stokes space.
Indeed, a unitary 4N � 4N Jones matrix U corresponds
to a norm-preserving transformation R in the D�D
Stokes space, which can be still interpreted as a rota-
tion, yet on a hypersphere, thereby failing to provide
an intuitive description of the Stokes vector evolution.
The relation connecting U and R is obtained from
(10.46), by replacing the Pauli matrices with their gen-
eralized version, while the evolution equation for the
generalized Stokes vector becomes

@e
@z
D tr

�
	 j
.ˇ �	/.e �	/� .e �	/.ˇ �	/

2N

�

D ˇ� e ; (10.59)

where the first equality follows from (10.56) and the
second relies on the generalization of the vector product
to the multidimensional case [10.78]. The k-th compo-
nent of the generalized vector product between vectors
A and B is defined as

.A�B/k D
X

i;j

fi;j;kAiBj ; (10.60)

where by fi;j;k we denote the structure constants

fi;j;k D j

.2N/2
tr Œ k. i j � j i/	 : (10.61)

Equation (10.59) is formally identical to the dynamic
equation (10.47) obtained for single-mode propagation,
and in principle it can be used for numerical simula-
tions, just like in the single-mode case. Also, similarly
to the case of a single-mode fiber, the Jones matrix UD
exp.jr �	=2N/ is isomorphic to RD exp.r�/, where by
r� we denote the D�D matrix operator that returns
the vector product r� s, when applied to the vector s.
The expression of r� follows from (10.60). It is inter-
esting to note that the propagation matrix R cannot pull
a legitimate Stokes vector out of the manifold of the le-
gitimate Stokes vectors, and it can be shown that only
Stokes vectors corresponding to the eigenstates of r �	
are eigenstates of R.

10.5.1 Modal Dispersion

The term modal dispersion is used to address two dis-
tinct phenomena. One is the modal dependence of the
field group velocity, and the other is the frequency de-
pendence of the random coupling process.

In the case of single-mode fibers, where the two
polarizations of the fundamental mode are perfectly
degenerate, modal dispersion is referred to as polar-
ization-mode dispersion (PMD) and is a manifestation
of the frequency dependence of the fiber random bire-
fringence. In the case of multimode fiber structures,
modal dispersion arises primarily from the group veloc-
ity mismatch existing between the fiber modes, but its
properties are profoundly influenced by the regime of
coupling that characterizes the multimode propagation.
In all cases modal dispersion introduces a delayed chan-
nel response which needs to be equalized at the receiver
end by means of MIMO techniques, thereby obviously
increasing the complexity of the MIMO-DSP receiver.
In what follows, we review the formalism developed for
the study of PMD in single-mode fibers and discuss its
generalization to the case of SDM fibers.

Polarization-Mode Dispersion
in Single-Mode Fibers

The unitary condition U.z; !/U�.z; !/D I implies that
the equation describing the frequency dependence of U
is of the same form as (10.41) (which describes its z-
dependence), namely

@U.z; !/
@!

D j
�
�0.z; !/IC 1

2
�.z; !/ ��

�
U.z; !/ :

(10.62)

The meaning of �0 and � is easily understood when they
do not depend on frequency and hence (10.62) has the
following simple solution

U.z; !/D exp.j�0!/ exp

�
j

2
� � � !

�
U.z; 0/

(10.63)

D ej�0!.ej�!=2j�ih� j C e�j�!=2j�?i
� h�?j/U.z;0/ ; (10.64)

where the second equality follows from the discussion
related to (10.45). Here by j�i and j�?i, we denote
the Jones vectors that correspond to the Stokes vec-
tors˙O� D˙�=� , with � D j�j. This form indicates that
a polarized input signal characterized by a state vector
jpi such that U.z; 0/jpi D j�i or by an orthogonal state
jp?i such that U.z; 0/jp?i D j�?i is simply delayed by
�0C �=2 or �0 � �=2, respectively, at propagation dis-
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tance z, namely

f .t/jpi! f
�
t� �0 � �2


j�i ; (10.65)

f .t/jp?i! f
�
t� �0C �2


j�?i: (10.66)

The polarization states jpi and jp?i are known as prin-
cipal states of polarization (PSP) and the relative delay
� that they accumulate during propagation is known as
the differential group delay (DGD) (it is customary to
refer to j�i and j�?i as the slow and the fast PSPs, re-
spectively, consistent with the fact that j�i is delayed
with respect to j�?i). The vector �, which as discussed
provides a complete characterization of the PSPs, is fa-
mously known as the PMD vector.

The effect of PMD on arbitrarily polarized input
states can be more conveniently described by introduc-
ing the distinction between input and output PSPs (this
distinction is often erroneously ignored in the literature,
however it becomes unnecessary if one assumes that no
coupling occurs at ! D 0 (U.z; 0/D I), or equivalently
if the Jones vectors are expressed in a rotating refer-
ence frame where this is the case). Indeed, jpi and jp?i
should be more correctly referred to as the input PSPs,
whereas j�i and j�?i should be referred to as the output
PSPs. Using the simple relation existing between them,
(10.64) can be re-expressed in the following form

U.z; !/D ej�0!
�
ej�!=2j�ihpjC e�j�!=2j�?ihp?j

�
;

(10.67)

which can be used to see that an input signal charac-
terized by the state vector jui, during propagation splits
into two replicas that are separated in time by the DGD,

f .t/jui! hpjuif
�
t� �0 � �2


j�i

C hp?juif
�
t� �0C �2


j�i : (10.68)

The two replicas are polarized along the output PSPs,
whereas their amplitudes are equal to the projections of
the input signal state vector onto the input PSPs. Equa-
tion (10.68) reduces to (10.65) or (10.66) if jui D jpi or
jui D jp?i, respectively.

We recall that (10.67) and (10.68) were derived
under the assumption that the PMD vector does not de-
pend on frequency. The resulting description of PMD is
hence an approximation usually referred to as a first-
order PMD picture. Assessing the accuracy of this
approximation requires studying the statistical proper-
ties of the PMD vector, which are briefly reviewed in
what follows.

The PMD vector evolution equation is obtained
in two steps. We first equate the two expressions for

@2U=@z@! obtained from (10.41) and (10.62), with the
result

@�0

@z
D @̌ 0

@!
; (10.69)

@�

@z
� � D @ˇ

@!
� � C j

.ˇ � � /.� � � /� .� � � /.ˇ � � /
2

:

(10.70)

The first equation describes the accumulation of the
polarization-averaged delay. The second can be further
simplified by tracing out the Pauli matrices, with the
same procedure illustrated in (10.47). The result is the
famous PMD dynamic equation

@�

@z
D @ˇ
@!
Cˇ �� : (10.71)

The dependence of the birefringence vector on propa-
gation distance renders the evolution of the PMD vector
nontrivial. Most importantly, since ˇ is random in na-
ture (it describes random mode coupling), the PMD
vector � is also random. The statistical properties of the
birefringence vector of single-mode fibers have been
accurately characterized in the past decade, and a well-
established result is that its typical correlation length
ranges from a few meters to a few hundreds of me-
ters [10.75], implying that thousands of independent
contributions accumulate over typical fiber lengths in
metro and long-haul systems. This simple argument,
in conjunction with the central-limit theorem, legiti-
mates the description of the PMD vector evolution in
terms of a three-dimensional Brownian motion [10.83].
That is, the three components of the PMD vector are
independent and identically distributed Gaussian vari-
ables, and its length—the DGD—is characterized by
a Maxwellian probability density function (plotted in
Fig. 10.11a). The mean PMD vector length (or, equiva-
lently, the mean DGD) is proportional to the square-root
of the propagation distance

h�.z/i D �PMD
p
z ; (10.72)

where by angled brackets we denote ensemble aver-
aging, and where the proportionality coefficient �PMD

is the familiar PMD coefficient (note that the mean
value of the DGD is frequency-independent, as it fol-
lows from the stationarity of the PMD process with
respect to frequency). The PMD coefficient is custom-
arily specified in units of ps=

p
km and typical values

range from 0:01 ps=
p
km in modern low-PMD fibers to

0:5 ps=
p
km in installed vintage systems [10.84]. We

stress that the square-root growth of the mean DGD
results from the random nature of the birefringence vec-
tor ˇ, while the details of the birefringence statistics



Space-Division Multiplexing 10.5 Mode Coupling and Unitary Propagation in SDM Fibers 375
Part

A
|10.5

1.2

1.0

0.8

0.6

0.4

0.2

0

τ/√τ2
 Ω√τ2


Probability density function

0 0.5 1.0 1.5 2.0 2.5 3.0

1.2

1.0

0.8

0.6

0.4

0.2

0
0 2 4 6 8 10

Normalized ACF τ(ω + Ω) ∙ τ(ω)
/τ2
a) b)

Fig. 10.11 (a) The probability density function of the DGD normalized to its root-mean-square value. (b) Normalized
autocorrelation function of the PMD vector

are not relevant, as long as the fiber length exceeds by
some orders of magnitude the birefringence correlation
length. Just to mention one relevant example, it is worth
pointing out that all the work carried out by Galtarossa’s
group [10.75, 82, 84, 85] relies on the assumption that
circular birefringence is absent everywhere along the
fiber, thereby implying that the third component of ˇ

vanishes. In this case, the second term at the right-
hand side of (10.71) is the one responsible for lifting
the PMD vector out of the equatorial plane in Stokes
space, thereby making the assumption of vanishing cir-
cular birefringence immaterial, with the result that all
of the described properties of the PMD vector are not
affected by this detail of the model. Equation (10.72)
can be expressed in the following equivalent form,

h�2.z/i D �2z ; (10.73)

where � D �PMD

p
3 =8.

The random nature of PMD manifests itself also
through the frequency dependence of the PMD vector,
which is key to assessing the accuracy of the first-order
approximation. This dependence is conveniently char-
acterized by means of the two-frequency correlation
function of the PMD vector [10.86–88], whose expres-
sion is

h�.z; !/ � �.z; !C˝/i D 3
1� e�

˝2h�2.z/i
3

˝2
(10.74)

The derivation of (10.74) is straightforward if one uses
the tools of stochastic calculus [10.88]. The same re-
sult can also be obtained by approximating the fiber

with a finite number N of constant-birefringence plates
and then by taking the limit N!1, which is the
approach used in the work where (10.74) was first pre-
sented [10.86]. Note that the derivation of the autocor-
relation function is performed by assuming a first-order
expansion of the birefringence vector ˇ.z; !C˝/'
ˇ.z; !/C˝.@ˇ=@!/.z; !/. A similar assumption un-
derpins the derivation of the generalized PMD vector
autocorrelation function (ACF) in the multimode case.
Inspecting the plot of (10.74) in Fig. 10.11 shows
that the PMD vector ACF reduces to one half of its
peak value at the angular frequency difference ˝3dB '
2:18=

ph�2i, which suggests that for smaller differ-
ences two PMD vectors are highly correlated with each
other and hence the frequency dependence of the PMD
vector is negligible. The corresponding frequency dif-
ference BD˝3dB=2 ' 0:347=

ph�2i is often used as
a definition of the PMD bandwidth, with the idea that
the first-order PMD approximation only applies to the
transmission of signals whose bandwidth does not ex-
ceed the PMD bandwidth. It is worth pointing out that
in the case of single-mode fiber systems, this is almost
always the case, for single-channel bandwidths of the
order of a few tens of GHz. As an example consider
a 1000 km link: for a legacy fiber with a PMD co-
efficient �PMD D 0:1 ps=

p
km, the PMD bandwidth is

B' 100GHz, and it increases to B' 1 THz in the case
of a low-PMD fiber with �PMD D 0:01 ps=

p
km. The

situation is substantially different in the case of mul-
timode fibers, as is discussed in the next section.

To conclude this section, we remind the reader that
PMD is a unitary effect and hence, unlike PDL [10.89],
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does not imply a fundamental system information ca-
pacity loss. For this reason, its effect can in principle
be fully compensated for in the digital domain at the
receiver of a polarization-multiplexed coherent system.
The complexity of the necessary DSP scales with the
magnitude of the system PMD (the differential delay
that needs to be accommodated in time-domain equal-
ization algorithms [10.90]), or equivalently with the
PMD bandwidth (the resolution required in frequency-
domain equalization algorithms [10.91]).

Generalization of the PMD Formalism
The derivation of (10.62) relies solely on the unitary
nature of the Jones matrix U.z; !/. Its extension to the
case of multimode fiber structures is thereby straight-
forward, and the resulting equation can be expressed as

@U.z; !/
@!

D j

�
�0.z; !/IC 1

2N
�.z; !/ �	

�
U.z; !/ ;

(10.75)

where �0 is now the mode-averaged group delay, and �

is a D-dimensional real-valued vector that generalizes
the PMD vector and that is referred to as the mode dis-
persion (MD) vector [10.78]. Its evolution equation is
also derived with the same procedure described in the
single-mode case and the result is identical to (10.71),
provided that the symbol � is used to denote the gener-
alized vector product. A major difference with respect
to the single-mode case is due to the phase and group
velocity mismatch existing between the various fiber
modes. As pointed out in the discussion of (10.56) and
(10.57), this mismatch is captured by the generalized
birefringence vector, which can be conveniently ex-
pressed as the sum of two contributions,

ˇ.z; !/D ˇd.!/Cˇr.z; !/ ; (10.76)

where the term ˇd is the deterministic content of
ˇ accounting for the propagation constants mismatch
(which is constant along the fiber, unless some specific
special fiber design is considered), while the term ˇr
models random coupling between modes. Moreover, if
the spatial modes used for representing the field lateral
profile are not true fiber modes, ˇd must also account

1
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Fig. 10.12 State vector E in a three-
core fiber, where the field is
represented in the basis of the
fundamental modes of the individual
fiber cores, and the matrix B0 de-
scribing the deterministic coupling
between them

for the deterministic coupling between them. With
the formalism of (10.57), ˇd can be extracted using
ˇd;n D tr. nB0/=2N, where nD 1 : : :D. As an exam-
ple, Fig. 10.12 illustrates the case of a coupled-core
three-core fiber where the spatial-modes basis consists
of the fundamental modes of the individual cores (they
are not true fiber modes—the true fiber modes are su-
permodes, as discussed in Sect. 10.3.3). In this case,
one can compute [10.80] ˇd D 2b

p
N.Oe10COe16COe18C

Oe24C Oe26C Oe32/, where Oej, jD 1 : : : 35 is a unit vector in
the j-th direction of the generalized Stokes space.

Using (10.76), the MD vector evolution equation
reads as

@�

@z
D dˇd

d!
C @ˇr

@!
C .ˇdCˇr/� � : (10.77)

The term @ˇr=@!, which accounts for the frequency
dependence of the perturbations, contributes to the
evolution of the MD vector to a negligible extent as
compared to the dˇd=d!, which accounts for the deter-
ministic walk-off between nondegenerate modes, and
hence can be ignored. The simplified evolution equa-
tion,

@�

@z
D dˇd

d!
C .ˇdCˇr/� � ; (10.78)

shows that the local contribution to the MD vector
dˇd=d! is constant along the fiber, while the overall
z-dependent birefringence vector ˇd.!/Cˇr.z; !/ ro-
tates the MD vector as it accumulates along the fiber.
This dynamics suggests that in the multimode case the
statistics of the MD vector depend on the effectiveness
with which the MD vector is randomized by the random
birefringence, with different results in the two relevant
regimes of weak and strong mode coupling.

Like in the single-mode fiber case, an intuitive in-
terpretation of the MD vector can be gained from the
first-order picture. In fact, the PSP expansion of the
channel transfer matrix U in (10.67) is generalized to
the multimode case in the following form,

U.z; !/D ejt0!
2NX

nD1
ejtn!j�nihpnj ; (10.79)
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where the output principal states (PSs) j�ni are the 2N
orthogonal eigenstates of the matrix � �	 (they are re-
lated to the input PSPs jpni through j�ni DU.z; 0/jpni),
and the corresponding delays are referred to the mode-
averaged group delay t0, so that

P
n tn D 0. Thus,

an input signal characterized by the state vector jui, as
a result of propagation splits into 2N replicas, each de-
layed by t0C tn,

f .t/jui!
2NX

nD1
hpnjuif .t� t0 � tn/j�ni : (10.80)

The analytical extraction of the mode delays, which are
the eigenvalues of the matrix .� �	/=2N, in the mul-
timode case is not as straightforward as in the single-
mode case (where t1 D �=2 and t2 D��=2), however
the mode delays are related to the MD vector through
the following simple relation

�2 D 2N
2NX

nD1
t2n : (10.81)

Within the first-order picture, the most relevant quantity
is the largest differential group delay (LDGD), also re-
ferred to as the delay spread [10.92]), which is defined
as the difference between the largest and the smallest of
the 2N delays. The LDGD is the time interval that needs
to be accommodated at the MIMO-DSP receiver, and it
obviously affects the complexity of the MIMO-DSP re-
ceiver [10.93]. In this framework the statistics of the
LDGD is of primary importance, as LDGD fluctuations
might cause system outages if not properly accounted
for in the receiver design. These considerations under-
pinned early studies of MD in SDM fibers, which were
focused primarily on characterizing the probability den-
sity function of the LDGD [10.77, 78]. More recently,
however, it became clear that the first-order picture can
accurately describe MD in fibers with negligible mode
coupling, whereas it is fundamentally inconsistent in
the most relevant case of SDM fibers with strong mode
coupling [10.80, 81, 94]. These two cases are discussed
in what follows.

Modal Dispersion in the Regime
of Weak Mode Coupling

Weak coupling between modes results from a large mis-
match between the modes’ propagation constants. In
this regime modal dispersion manifests itself primarily
in the form of modal walk-off, where distinct groups
of quasi-degenerate modes accumulate a differential
delay that increases proportionally to the propagation
distance. Using the Stokes-space formalism, this result
emerges from (10.78), which by setting ˇr D 0, yields

� D .dˇd=d!/z (this simple result follows from the fact
that ˇd and dˇd=d! are parallel vectors, as discussed
in [10.80]). In this case, the first-order approximation
is legitimate for signals within whose bandwidth the
term dˇd=d! does not vary significantly. In particu-
lar, in the familiar case of two uncoupled groups of
degenerate modes, this expression of the MD vector
can be shown to produce two distinct delays, whose
absolute difference is equal to the differential group de-
lay Ljv�1g1 � v�1g;2 j, where vg;1 and vg;2 denote the group
velocities of the two mode groups. Modal dispersion
within the two groups of modes adds to the much
larger intergroup dispersion, implying an almost neg-
ligible effect on the MIMO-DSP complexity, which
depends primarily on the intergroup differential delay.
This regime includes transmission in LP01 and LP11
mode groups of weakly guiding fibers, under the sim-
plifying assumption of perfect degeneracy of the LP11
modes.

Obviously, the regime of weak mode coupling
evolves into a regime of intermediate coupling, and
eventually of strong coupling, as propagation distance
increases. The analysis of this transition and its con-
sequences for the fiber modal dispersion are rather
complex and go beyond the purpose of this review. Re-
cent studies on this subject can be found in [10.80,
94–97].

Modal Dispersion in the Regime
of Strong Mode Coupling

Modes with similar propagation constants get strongly
coupled over relatively short propagation distances, as
a result of the fiber’s perturbations. In this situation, the
effect of the random birefringence vector ˇr is domi-
nant and the most relevant properties of the MD vector
can be derived by neglecting the deterministic birefrin-
gence vector ˇd in (10.78). The simplified equation,

@�

@z
D dˇd

d!
Cˇr � � ; (10.82)

differs from the PMD vector evolution equation in the
forcing term, which is deterministic. Note that because
of the many uncorrelated rotations of the accumulating
MD vector driven by the random birefringence vec-
tor, the orientation of dˇd=d! is immaterial, and the
same argument used in the single-mode case can hence
be used here to conclude that the MD vector evolves
as a Gaussian vector too (indeed, direct measurements
of the generalized birefringence vector statistics are
not available yet, however the observed mode-coupling
dynamics indicate that the modal content of the trans-
mitted field in the regime of strong mode coupling is
randomized over a few meters, suggesting that the cor-
relation length of the generalized birefringence vector
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Fig. 10.13 (a) The probability density function of the MD vector modulus normalized to its root-mean-square value for
various numbers of spatial modes. (b) Normalized autocorrelation function of the MD vector (the single-mode case
corresponds to DD 3)

is of the same order or smaller than in single-mode
fibers). Its modulus follows the chi distribution with D
degrees of freedom (its square modulus follows the chi-
squared distribution), and its mean-square value grows
linearly with propagation distance, namely h�2i D �2z
(however, the dependence of the MD coefficient � on
the fiber design and perturbation statistics is rather com-
plex [10.80]). We remind the reader that a random
variable Y is chi-square-distributed with D degrees of
freedom if it results from the sum of the squares of
D identically distributed and zero-mean independent
Gaussian variables Xn: Y D

PD
nD1 X

2
n . The probability

density function of � is plotted for several values of N
in Fig. 10.13a.

Amajor difference between the single-mode and the
multimode case is in the fact that while the PMD vector
length scales with the strength of the perturbations, the
length of the MD vector scales with the modulus of the
deterministic birefringence vector derivative jdˇd=d!j,
which can be greater by orders of magnitude, depending
on the deterministic walk-off between the fiber modes.
An important consequence of this difference is that the
MD bandwidth can be correspondingly smaller than the
PMD bandwidth. Indeed, the MD vector autocorrela-
tion function has the following form,

h�.z; !C˝/ � �.z; !/i D D

˝2

�
1� e�

˝2h�2.z/i
D

�
;

(10.83)

and the MD bandwidth is BMD ' 0:2
p
D=h�2i, as ob-

tained by inspection of Fig. 10.13b (this expression can

also be obtained by multiplying the PMD bandwidth
by
p
D=3). It should be noted at this point that, while

measurements of the PMD vector and its statistics are
routinely performed in traditional single-mode systems,
the experimental characterization of the MD vector in
SDM systems is more involved [10.99] and therefore
the system modal dispersion is typically characterized
by exploiting the concept of the intensity impulse re-
sponse (IIR). This is defined as the mode-averaged
output power that is measured by exciting a single mode
at the fiber input with a spectrally flat signal of band-
width B. In formulae, we define the matrix H.t/ whose
.j; k/ element Hj;k.t/ is the signal received in the j-th
mode when the k-th mode was excited,

H.t/D
B=2Z

�B=2
U.L; !/e�j!t

d!

2 
; (10.84)

so that the IIR can be expressed as

I.t/D 1

2N

2NX

jD1

2NX

kD1
jHj;k.t/j2 : (10.85)

Here the inner sum is the total output power that is
measured when the j-th mode was excited, while the
outer sum performs the mode averaging. If the prob-
ing signal bandwidth is sufficiently larger than the MD
bandwidth (by one or more orders of magnitude), it can
be shown [10.81] that the IIR is deterministic and prac-
tically independent of B. Most importantly, its temporal
profile is Gaussian and the mean-square duration is very
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Fig. 10.14a,b The mean-square width of the intensity impulse response versus propagation distance for the coupled-
core three-core fiber of [10.98]. The inset shows the intensity impulse response for the right-most data point. (a) and
(b) present experimental [10.98] and simulation [10.81] results, respectively. The dashed curve in (b) is a plot of (10.86)
(the relation between the MD coefficient � and the fiber characteristics is discussed in [10.80])

simply related to the mean-square length of the MD
vector (or, equivalently, to the MD bandwidth), namely

I.t/D I0 exp
�
� t2

2T2

�
; (10.86)

T2 D h�
2i

4N2
D �2z

4N2
; (10.87)

where I0 is a normalization coefficient immaterial to the
present discussion. The Gaussian shape of the IIR has
been observed in various experiments [10.53, 98, 100]
and can be reproduced in simulations. Figure 10.14
presents a comparison between the measured and sim-
ulated IIR for the coupled-core three-core fiber used
in [10.98]. The measured IIR mean-square duration of
about 0:25 ns2 at a propagation distance of 1000km
corresponds to an MD bandwidth of approximately
400MHz, a value much smaller than typical WDM
channel bandwidths used today in commercial systems.
We remind the reader that, in contrast, typical PMD
bandwidth values for the same link length are of the or-
der of several hundreds of GHz (as seen in Sect. 10.5.1
Polarization-Mode Dispersion in Single-Mode Fibers).

The above argument shows the inadequacy of the
first-order approximation to characterize the MD of
SDM fibers for medium-to-long-reach transmission,
where modes undergo strong coupling, and at the same
time clarifies that a correct approach to designing the

MIMO-DSP receiver must rely on the knowledge of
the IIR duration. Strategies to reduce the receiver com-
plexity include pursuing the reduction of the fiber MD
through fiber design optimization. This approach means
studying the dependence of the MD coefficient � on the
fiber characteristics (core number/geometry and/or re-
fractive index profile), as well as on the statistics of the
fiber perturbations. This is a rather challenging task and
only a limited number of preliminary investigations are
available in the literature [10.80, 85, 94].

10.5.2 Stokes-Space Analysis
of Mode-Dependent Loss
and its Impact
on Information Capacity

Mode-dependent loss is a nonunitary propagation effect
and as such it is responsible for impairing the capacity
of SDM systems [10.55, 101–104]. The Stokes-space
formalism has proven to be a convenient tool for the
modeling of MDL and its impact on system perfor-
mance. If we denote by S the average transmit power
per mode and by Q the coherency matrix of the prop-
agated amplification noise, the channel spectral effi-
ciency in the absence of channel state information can
be expressed as

CD log2
	
det
�
IC SQ�1=2UU�Q�1=2

�

: (10.88)
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The matrix UU� (which, in the absence of MDL, would
equal the identity matrix) is Hermitian and can be ex-
pressed in terms of the generalized Pauli matrices,

UU� D �0 .IC
 �	/ ; (10.89)

where �0 is the mode-averaged gain and the Stokes
vector 
 is the MDL vector that generalizes the famil-
iar PDL vector used in the single-mode fiber case. In
the regime of strong mode coupling and large signal-
to-noise ratio (SNR), the average spectral efficiency
reduction per mode induced by MDL has been shown
to be [10.103, 104]

C0 �hCi
2N

D h�
2i

3 ln.2/
; (10.90)

where C0 is the spectral efficiency of a perfect link,
where the received SNR equals the ratio between the
mode-averaged signal and the noise powers. The accu-
racy of (10.90) is excellent for SNR values larger than
10 dB [10.104]. A simple method for measuring h� 2i
is presented in [10.103].

A quantity which is often used as a figure of merit
in the analysis of MDL is the power ratio between the
least and the most attenuated hyperpolarization states,
which is given by

�dB D 10 log10

�
1C�max

1C�min

�
; (10.91)

where �max and �min denote the largest and smallest
eigenvalues of 
 �	 (note that the corresponding loss/
gain values that are measured in experiments are �0.1C
�max/ and �0.1C�min/, respectively). Interestingly, in
the regime of small-to-moderate MDL the mean-square
length of the MDL vector is related to this quantity by
the following simple relation,

h�2dBi D
102

ln2.10/
f .N/h� 2i (10.92)

with

f .N/D 4
.N � 1/2C 24:7.N � 1/C 16:14

0:2532.N� 1/2C 7:401.N� 1/C 16:14
:

(10.93)

This connects the average MDL-induced spectral ef-
ficiency reduction per mode caused by MDL (10.90)
with the mean-square MDL expressed in logarithmic
units,

C0� hCi
2N

D ln2.10/

300 ln.2/f .N/
h�2dBi : (10.94)

This expression does not depend on the specific way in
which the in-line amplifiers are operated, as discussed
in [10.104].

10.6 SDM Transmission Experiments

Numerous transmission experiments have been per-
formed over multimode fibers with the numbers of
spatial modes ranging from 3 to 45 [10.14, 18, 19,
105–109]. Also, multicore fibers have been studied
experimentally in detail for many possible core arrange-
ments up to 36 cores and spatial multiplicity (number of
cores � number of modes) larger than 100.

Space-division multiplexed transmission experi-
ments are very equipment-intensive: A typical SDM
transmission experiment for six spatial channels is
shown in Fig. 10.15.

The transmitter consists of a traditional WDM sig-
nal, where odd and even wavelength channels are
modulated separately by two double-nested Mach–
Zehnder (DN-MZM) modulators driven with four in-
dependent signals carrying the underlaying transmis-
sion pattern, like for example QPSK, 16-QAM, or
64-QAM, generated by high-speed digital-to-analog
converters (DACs), where pseudo-random patterns are
chosen such that the cross-correlation peaks between
patterns are significantly smaller than the autocorre-
lation peaks. This is required to properly identify the

timing of the received channels, and to evaluate their
performance using digital signal processing [10.121].
Additional copies of the signal are generated and decor-
related using fiber delays such that each mode and
polarization carries a locally independent signal. The
decorrelated signals are then injected into a six-fold
recirculating loop arrangement, which is used to em-
ulate long-distance experiments (often in SDM exper-
iments only limited lengths of prototype fibers are
available).

The loop arrangement is similar to a traditional
SMF loop, except that it consists of six loops which
have to be adjusted to a path-length difference of typ-
ically within 1 cm, corresponding to a time delay of
50 ps. The loop contains amplifiers to overcome the
fiber loss and the loss of the additional loop compo-
nents, loop switches (that are used to open and close the
loop during the loading and recirculation time, respec-
tively), combiners and splitters (to inject and extract
the light from the loop), and finally programmable gain
equalizing filters (denoted as blockers in Fig. 10.15), to
maintain a flat spectrum after each recirculation.
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Fig. 10.15 Space-division multiplexed transmission experiment supporting six spatial channels. Triangles represent erbium-doped
fiber amplifiers (EDFAs), PBS is a polarizing beam splitter, DSO is a digital storage oscilloscope, ECL is an external-cavity
tunable laser, DFB is a distributed feedback laser, DN-MZM is a double-nested Mach–Zehnder modulator, and PD-CRX is
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Table 10.3 Summary of relevant MIMO-based transmission results in SDM fibers

Fiber type Nr spatial
channels

Spectral efficiency
(.bit=s/=Hz)

Distance
(km)

Spectral efficiency distance
(.bit=s/=.Hzkm/)

Capacity
(Tb=s)

Reference

FMF 45 202 27 5454 101 [10.18]
FMF 36 72 2 144 3.6 [10.18]
FMF 15 43.63 22.8 995 17.5 [10.109]
FMF 10 58 87 5046 67.5 [10.110]
FMF 10 29 125 3625 115.2 [10.108]
FMF 6 36.7 90 3303 266 [10.111]
FMF 6 34.9 590 20 355 138 [10.112]
FMF 6 32 176 5632 24.6 [10.113]
CC-MCF 6 18 1705 30 690 18 [10.114]
FMF 6 16 708 11 328 6.1 [10.115]
FMF 6 10 74 740 41.6 [10.116]
CC-MCF 4 23 4400 101 400 11.5 [10.117]
CC-MCF 4 11.52 10 000 115 200 5.8 [10.117]
FMF 3 28.22 30 846 280 [10.118]
FMF 3 18.82 1045 19 663 159 [10.119]
FMF 3 17.3 2400 41 520 0.58 [10.17]
FMF 3 7.6 1000 7600 13.3 [10.44]
CC-MCF 3 4 4200 16 800 1.0 [10.98]
FMF 3 3 900 2700 9.6 [10.120]

Fiber type Nr spatial
channels

Spectral efficiency
(.bit=s/=Hz)

Distance
(km)

Spectral efficiency distance
(.bit=s/=.Hzkm/)

Capacity
(Tb=s)

Reference

FMF 45 202 27 5454 101 [10.18]
FMF 36 72 2 144 3.6 [10.18]
FMF 15 43.63 22.8 995 17.5 [10.109]
FMF 10 58 87 5046 67.5 [10.110]
FMF 10 29 125 3625 115.2 [10.108]
FMF 6 36.7 90 3303 266 [10.111]
FMF 6 34.9 590 20 355 138 [10.112]
FMF 6 32 176 5632 24.6 [10.113]
CC-MCF 6 18 1705 30 690 18 [10.114]
FMF 6 16 708 11 328 6.1 [10.115]
FMF 6 10 74 740 41.6 [10.116]
CC-MCF 4 23 4400 101 400 11.5 [10.117]
CC-MCF 4 11.52 10 000 115 200 5.8 [10.117]
FMF 3 28.22 30 846 280 [10.118]
FMF 3 18.82 1045 19 663 159 [10.119]
FMF 3 17.3 2400 41 520 0.58 [10.17]
FMF 3 7.6 1000 7600 13.3 [10.44]
CC-MCF 3 4 4200 16 800 1.0 [10.98]
FMF 3 3 900 2700 9.6 [10.120]

The signals extracted from the loops are captured
by an array of polarization-diverse coherent receivers
(PD-CRXs), which extract the amplitude and phase of
all modes and polarizations, so that the optical field
after transmission is fully known. Note that it is nec-
essary to measure all modes and polarization for the
same time windows, therefore a digital storage oscillo-
scope (DSO) with 24 real-time channels is required for
a transmission with 6 spatial modes (alternatively, time-
multiplexed receiver schemes, where subsets of modes

are delayed by single-mode fibers, have been proposed
to reduce the number of ports that are necessary in the
DSO [10.109, 122]).

The resulting signals are stored in the DSO, and
subsequently processed by applying MIMO-DSP tech-
niques, similar to the methods presented in Chap. 6.

Some representative results of MIMO-based trans-
mission in multimode and coupled-core fibers are sum-
marized in Table 10.3. By the terms capacity and
spectral efficiency in the table, and more in general
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Table 10.4 Summary of relevant SDM transmission in uncoupled multicore fibers

Fiber type Nr Spatial
channels

Spectral efficiency
(.bit=s/=Hz)

Distance
(km)

Spectral efficiency distance
(.bit=s/=.Hzkm/)

Capacity
(Tb=s)

Reference

FM-MCF 6� 19 1100 11.3 12 430 10 160 [10.123]
FM-MCF 6� 19 456 9.8 4469 2050 [10.124]
FM-MCF 3� 12 247.9 40 9916 5.1 [10.125]
MCF 22 207 31 6417 2150 [10.126]
MCF 19 30.5 10.1 307 305 [10.127]
MCFa 14 109 3 327 1050 [10.128]
MCF 12 91.4 55 4753 1010 [10.129]
MCFb 12 73.6 1500 110 374 688 [10.130]
MCF 12 58.3 8830 515 000 520 [10.131]
MCF 7 28 7326 205 128 140.7 [10.132]
MCF 7 15 2688 40 320 9 [10.133]
MCF 7 14.4 6160 88 704 28.8 [10.134]
MCF 7 11.2 16.8 188.2 109 [10.135]

Fiber type Nr Spatial
channels

Spectral efficiency
(.bit=s/=Hz)

Distance
(km)

Spectral efficiency distance
(.bit=s/=.Hzkm/)

Capacity
(Tb=s)

Reference

FM-MCF 6� 19 1100 11.3 12 430 10 160 [10.123]
FM-MCF 6� 19 456 9.8 4469 2050 [10.124]
FM-MCF 3� 12 247.9 40 9916 5.1 [10.125]
MCF 22 207 31 6417 2150 [10.126]
MCF 19 30.5 10.1 307 305 [10.127]
MCFa 14 109 3 327 1050 [10.128]
MCF 12 91.4 55 4753 1010 [10.129]
MCFb 12 73.6 1500 110 374 688 [10.130]
MCF 12 58.3 8830 515 000 520 [10.131]
MCF 7 28 7326 205 128 140.7 [10.132]
MCF 7 15 2688 40 320 9 [10.133]
MCF 7 14.4 6160 88 704 28.8 [10.134]
MCF 7 11.2 16.8 188.2 109 [10.135]

MCF: multicore fiber, FM-MCF multicore fiber with few-mode cores; a 12 single-mode cores and 2 few-mode cores with 3 spatial
modes; b Core interleaved bidirectional transmission

in this review of experimental results, we refer to the
largest achieved transmission rate, and to the same
quantity divided by the total transmission bandwidth,
respectively.

The longest transmission distances and high-
est spectral-efficiency-distance products were demon-
strated in CC-MCFs, clearly confirming the advantages
of the strong coupling regime. The maximum exper-
imental capacity demonstrated in MIMO-SDM trans-
mission clearly surpasses the largest reported values
for single-mode fibers. In particular, the largest spec-
tral efficiency demonstrated is as high as 202 .bit=s/Hz
which is well above the nonlinear Shannon limit for
single-mode fibers [10.1, 136] which is 26:5 .bit=s/Hz
for a fiber length of 27 km, indicating that mode-
multiplexed transmission over a few-mode fiber (FMF),

that is, a fiber that supports 10 or fewer modes, has the
technical potential to be considered as a replacement for
single-mode fibers.

Transmission results for some representative multi-
core fiber transmission experiments are summarized in
Table 10.4.

Multicore fibers, especially in combination with
few-mode cores, can achieve spatial multiplicities
larger than 100, providing an impressive transmission
capacity in excess of 10 Pb=s, however only for dis-
tances shorter than 100 km. Longer distances up to
8800 km can be achieved using single-mode cores at
a notable capacity of 520Tb, which is of interest in
particular for submarine transmission, where multiple
parallel paths can achieve superior performance under
a constraint of limited power [10.131].

10.7 Nonlinear Effects in SDM Fibers

In the previous sections we only considered linear ef-
fects in multimode fiber propagation. However, the
transmission capacity of multimode systems, just like
in the single-mode counterpart [10.1], is ultimately lim-
ited by nonlinear effects. The theory of nonlinearities in
multimode fibers is challenging as all possible interac-
tions between all involvedmodes have to be considered.
Nonlinear multimode propagation is described by the
coupled nonlinear Schrödinger equations [10.66, 67,
137]. If, for ease of discussion, we neglect loss and
mode-dependent chromatic dispersion, the equations

can be expressed as follows

@E
@z
D jB0E�B1

@E
@t
� j
ˇ2

2

@2E
@t2

C j�
2NX

h;k;m;nD1
CnhkmE

	
hEkEm Oun ; (10.95)

where B0 D B.z; !0/ and B1 D @B.z; !0/=@! account
for random mode coupling and intermodal walk-off,
respectively, ˇ2 is the mode-averaged chromatic disper-
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sion coefficient, � is the nonlinearity coefficient defined
for single-mode fibers [10.138], and where by Oun we
denote a 2N-dimensional column vector whose n-th
component is equal to one and the others to zero. The
nonlinearity coefficients Cnhkm involve overlap integrals
between the modes, lateral profile functions and their
expressions can be found in [10.66] and references
therein. As can be seen in (10.95), the Kerr nonlin-
earity produces a total of .2N/4 coefficients (.2N/3

coefficients per mode) that have to be considered in
the study of nonlinear effects. This can be a challeng-
ing task, especially when the modal properties vary
strongly between modes, and in general only detailed
numerical simulations will provide representative re-
sults [10.137]. In contrast, when all modal properties
are similar, like in the case of strongly coupled fibers,
theoretical results have indicated a significant advan-
tage for strongly coupled SDM fibers over equivalent
single-mode fibers [10.66, 139]. In the following two
sections we briefly describe nonlinear experimental
work performed in few-mode fibers and coupled-core
multicore fibers.

10.7.1 Impact of Nonlinearities
in the Strong-Coupling Regime

Coupled-core fibers are interesting for the study of
nonlinear effects because all fiber modes have similar
modal properties in terms of effective area and propaga-
tion coefficients, and hence the electric field propagates
in the regime of strong mode coupling described earlier
in this chapter. One important consequence of this situ-
ation is that the nonlinear term that appears in the prop-
agation equation (10.95) can be drastically simplified
by taking into account the fact that the length-scale on
which randommode coupling is effective is by orders of
magnitude smaller than typical nonlinear length-scales.
The simplified propagation equation, which is known
as the multicomponent Manakov equation [10.140], is
in the form

@E
@z
D�ˇ1 @E

@t
� jˇ2

2

@2E
@t2
C j��jEj2E ; (10.96)

where ˇ1 is the inverse group velocity common to all
modes, and where the nonlinearity appears through the
total optical power only, consistent with the fact that
the electric field is isotropically distributed in the 2N-
dimensional hyperpolarization space. As can be seen,
the .2N/4 nonlinearity coefficients Cnhkm are replaced
by a single coefficient �, which is given by [10.140]

� D
X

h;n

CnhhnCCnhnh

2N.2NC 1/
: (10.97)

Equations (10.96) and (10.97) describe nonlinear prop-
agation in the most general case of 2N strongly coupled
modes. In the specific case of coupled-core fibers,
which is considered in this section, (10.97) can be fur-
ther simplified, with the result [10.66]

�� D 1

3

8

2NC 1
�0 ; (10.98)

where �0 is the nonlinearity coefficient of a single-mode
fiber with the same radius and refractive-index pro-
file of the individual cores (for N D 1, (10.98) yields
�� D 8

9�0, the nonlinearity coefficient of the famous
Manakov equation describing nonlinear propagation
in single-mode fibers with random polarization cou-
pling [10.141, 142]).

The scaling of � with the number of modes is key
to understanding the improved tolerance of coupled-
core multicore fibers to nonlinear distortions. This can
be easily seen by expressing the nonlinear term as
��jEj2 � 4�0=3

P
n jEnj2=2N, which shows that the

various modes can be considered as sources of non-
linear noise whose power is proportional to 1=.2N/2.
Since they carry independent signals, the total nonlin-
ear noise power results from the sum of the individual
contributions and hence it scales like� 2N�1=.2N/2D
1=2N, thereby reducing with the number of strongly
coupled modes supported by the fiber [10.66, 139].
A formal characterization of the nonlinear interference
noise can be found in [10.143]. Note that while (10.98)
is an analytical result derived specifically for coupled-
core multicore fibers, the scaling �� � 1=N is a more
general characteristic of fibers operating in the regime
of strong mode mixing. The simple argument under-
pinning this statement is that random mode coupling
distributes the power transmitted in each mode equally
between all modes, with the result that on average the
nonlinearity must be proportional to the mode-averaged
power, which is equal to jEj2=2N.

The superior tolerance of coupled-core multi-
core fibers to nonlinear distortions, as analytically
predicted in [10.66, 139] and seen in early simula-
tion work [10.144], has recently been confirmed in
transmission experiments performed with a four-core
fiber [10.117]. The results of an experimental compar-
ison between a single-mode fiber [10.145] and a four-
core coupled-core fiber [10.146] with nominally iden-
tical cores and the same span length are shown in
Fig. 10.16.

The pure-silica core design realizes an ultralow loss
and larger effective area high-performance fiber typi-
cally utilized in submarine links (see also Chap. 2 for
more detail). Figure 10.16a shows the quality factor
Q as a function of the launch power per wavelength
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Fig. 10.16a,b Transmission performance comparison between a single-mode fiber and a 4-core coupled-core fiber with
identical length and core design for a WDM signal with 15 channels at a baudrate of 30GBd and a channel spacing of
33:33 GHz. (a) Quality factor Q as a function of the launch power for distances of 2200, 4400, and 6600 km, for a 16
QAM signal. (b) Q factor as a function of distance for QPSK, 16 QAM, and 64 QAM modulated signals

channel in a recirculating-loop system with 110-km-
long spans. As can be clearly seen, the optimum launch
power for the coupled-core fiber is about 2 dB larger,
indicating a better tolerance to nonlinearities, which
results in Q factors that are about 0:8 dB larger. Fig-
ure 10.16b compares the launch-power-optimized Q
factors as functions of the propagation distance in the
same recirculating-loop experiment, and for different
modulation formats. The results clearly show that for
all tested formats and distances up to 10 000 km the
coupled-core fiber outperforms the equivalent single-
mode fiber.

10.7.2 Impact of Nonlinearities
in Few-Mode Fibers

Nonlinear effects in few-mode fibers are different than
in single-mode fibers, as the modal properties allow
for phase-matching conditions that are forbidden in
single-mode fibers (see also Chap. 9 for a description of
Kerr nonlinearities in single-mode fibers). For example,
four-wave mixing is strongly suppressed in nonzero-
dispersion single-mode fibers, because of the impact
of chromatic dispersion on the phase-matching condi-
tion. In few-mode fibers, however, modal dispersion
can compensate for chromatic dispersion, and there-
fore strong four-wave mixing can be observed. The
effect can be better understood considering cross-phase
modulation, where the intensity fluctuations of a signal
traveling in one mode can imprint a phase on a second
signal traveling in another mode. If both signals travel
at the same group velocity, the interaction length for

this effect becomes long, and a strong effect can be ob-
served. As the group velocity depends on wavelength
and mode, in low DGD few-mode fibers (like opti-
mized GI fibers) it is possible to find conditions where
two different modes at two different wavelengths have
a matched group delay. This effect was experimentally
observed in a fiber with three spatial modes [10.147]
and a length of 5 km, confirming that the effect does
not degrade significantly even in the presence of per-
turbations along the fiber. Similar experiments were
also reported for fully nondegenerate four-wave mix-
ing [10.148, 149], also confirming that four-wave mix-
ing effects in few-mode fibers are non-negligible and
can provide significant penalties for mode-multiplexed
MIMO-based transmission.

As for the modeling of nonlinear propagation in
few-mode fibers, we note that a similar simplification
of the coupled NLSEs as in the case of coupled-core
multicore fibers is obtained by taking into account the
fact that modes belonging to the same group of quasi-
degenerate modes mix strongly during propagation.
The result is a set of coupled multicomponentManakov
equations, which in the case of two mode groups de-
noted a and b can be expressed in the following form,
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where Ea and Eb are state vectors of dimensions 2Na

and 2Nb, respectively, which describe the electric field
in the two mode groups. The coupled Manakov equa-
tions, derived in [10.150] for arbitrary values of Na and
Nb, and in [10.137] for Na D Nb D 1, can be used for the
analytical study of intergroup nonlinear effects [10.143]

under the assumption of negligible linear coupling be-
tween mode groups. However, if the propagating groups
couple to a non-negligible extent, (10.99) and (10.100)
must be supplementedwith additional terms that account
for linear intermodal crosstalk, which reduces their ana-
lytical tractability significantly [10.66, 95, 151–153].

10.8 Routing in SDM Networks

The signals transmitted over an SDM link, are typically
associated with a spatial channel sn and a wavelength
channel �m, where the indices n and m identify the
respective spatial and wavelength channel. Note that
spatial channels are defined either as modes of an opti-
cal waveguide, as physically separated light-paths using
multiple waveguides, or as a combination of the two.

In conventional wavelength-multiplexed networks,
wavelength is used to optically route signals when
traversing a network node. For each wavelength of
an ingress fiber it is possible to select an egress fiber,
as long as the wavelength channel of the egress fiber
has not been assigned to another incoming signal at the
same wavelength. This limitation is referred to as wave-
length blocking and makes the initial network configu-
ration and the subsequent channel provisioning (adding
new channel routes in a live network) mathematically
more complex, increases the blocking probability, and
therefore reduces the capacity of the network [10.154].

For spatial channels similar limitations may occur,
for example, when spatial channels are implemented by
using distinct spatial modes. In contrast, if the spatial
modes are carried by spatially separated waveguides, or
separated by a spatial mode multiplexer, the individual
spatial channels are all equivalent and can be switched
between each other with no restriction.

In the general case, optical networks can be built
based on nodes that are capable of switching any
wavelength from any spatial channel coming from any
direction, to any wavelength and to any spatial chan-
nel going to any direction (here we define directions
as geographically separate routes and spatial channels
as parallel-running channels, either in a single fiber
like a multicore fiber, or multiple single-mode fibers
hosted in a single conduit or cable). The complexity
of such a node in terms of physical implementation
and dynamic operation (traffic provisioning) is unde-
sirably larger and is not cost-effective. It is therefore
necessary to limit the complexity by forming logi-
cal units of switching, to reduce the logical channel
number to around 100 channels for each direction.
This can be achieved in various ways [10.155], and
in the next sections the three most promising ap-

proaches to the bundling of wavelength/spatial channels
are reviewed.

10.8.1 Parallel Single-Mode Systems

The first approach consists of duplicating conventional
single-mode WDM systems and operating them in par-
allel. This approach in not cost-effective, but represents
the baseline to be considered for alternative approaches.
The most relevant limitation of this approach is that it
is not possible to share resources between the dupli-
cated systems, which may be responsible for significant
blocking probability and under-utilization of resources.

10.8.2 Spatial Superchannels

In this approach the spatial channels are bundled to-
gether in a fixed number N, and components are used
that can perform the equivalent single-mode operation
on all N channels at the same time. The term spatial su-
perchannelwas coined [10.156] in reference to spectral
superchannels where multiple subsequent wavelength
channels are bundled to form a single spectrally wider
transmission channel. Spatial superchannels look sim-
ilar to a traditional single-mode system in terms of
operation, except that the capacity is increased by a fac-
tor of N. This concept is particularly attractive because
wavelength-selective switches supporting spatial super-
channels, can be implemented using the joint switching
architecture, where a single switching element can be
reused to switch N channels in parallel, therefore effec-
tively increasing the switch capacity of the switching
element. This principle is shown in Fig. 10.17, where
a tilt mirror is used to switch light between one in-
put and two output superchannels, by tilting the mirrors
such that the light is reflected from the input to the de-
sired output.

In Fig. 10.17a a groupwise switching arrange-
ment is shown which requires an N-times larger tilt
angle compared to a traditional single-mode switch,
whereas Fig. 10.17b shows the advantageous inter-
leaved switching arrangement, where the superchannels
can be switched by using tilt angles that are comparable
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Fig. 10.17a,b Switching multiple spatial channels with a single switching element: Groupwise switching versus interleaved
switching geometry

to the single-mode switch. Note that the overall switch
size of a spatial superchannel switch is larger than the
single-mode counterpart, as it needs to accommodate
the larger required optical aperture and a more complex
lens design. However, the switch element, which is of-
ten the main factor limiting the number of channels that
can be switched, can stay the same size. Figure 10.17
shows the principle of a simple switch, but the same
idea can also be used to build wavelength-selective
switches, where light is separated in wavelength in the
out-of-plane direction and the single mirror is replaced
with a mirror array [10.155].

Optical networks based on the concept of spatial su-
perchannels can be implemented with multicore fibers,
where the numberN of parallel channels coincides with
the number of cores. The spatial superchannel architec-
ture is of interest also for multimode fibers, where it is
required to transmit all fiber modes in a common link,
so that MIMO processing can be used to compensate
for propagation-induced mode coupling.

Additionally, a spatial superchannel can also be
used to logically bundle multiple single-mode fibers
and therefore constitutes a very promising architecture
for all possible SDM fiber types.

The main drawback of the spatial superchannel ar-
chitecture is that there is no simple way to increase the
number of parallel spatial channelsN composing the su-
perchannel once the network is deployed and operated.

10.8.3 Space-Routed Networks

An alternative way to build SDM optical networks
is to completely drop the wavelength dimension for
the switching domain and utilize pure spatial switch-
ing based on traditional switches that are wavelength
transparent. This solution offers several advantages: All
channels are equivalent and therefore no wavelength
blocking is observed, which can dramatically simplify
the network reconfiguration. Also, space switches are
much easier to build and typically have lower loss com-
pared to wavelength-selective switches. Furthermore,
the local add/drop ports of the nodes become signifi-
cantly simpler, as they are equivalent to ports carrying
traffic from fibers coming from different directions.

The disadvantage of this solution is that it re-
quires fibers with completely uncoupled spatial chan-
nels, and therefore it is not compatible with MIMO-
based multimode transmission. The solution is there-
fore particularly attractive for single-mode and un-
coupled multicore fibers. Space-routed networks also
require transceivers capable of generating signals that
occupy the whole transmission band. Potentially, such
full-band transceivers are expected to be more eco-
nomical as they offer a larger potential for integration.
However, the network can suffer from granularity is-
sues if the desired link capacity is small compared to
the capacity of the full-band receiver.

10.9 Conclusion

Space-division multiplexing addresses the technolo-
gies needed to scale the link and network capacities
of current optical communication systems. The main
proposed solutions include new fiber types, optical am-
plifiers, and optical switches.

Asanalternative to standard single-modefibers,mul-
timode fibers andmulticore fibers offer effective ways to
increase the spatial multiplicity of optical fibers, at the
expense of more complex linear and nonlinear transmis-
sion effects that we reviewed in detail in the chapter. The
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linear transmission effects in a system supportingN spa-
tial modes can be mitigated by using 2N � 2N MIMO
digital signal processing, which is a generalization of
the 2� 2MIMO processing used in conventional single-
mode digital coherent transmission. Nonlinear impair-
ments are typically moderately increased compared to
the single-mode case,when the spatialmodes areweakly
coupled, whereas a reduction of nonlinear effects can be
observed in the regime of strong mode mixing, like for
example in the case of coupled-core multicore fibers.

Cladding- and core-pumped optical multicore and
multimode amplifiers offer a sizeable potential for cost
reduction by significantly reducing the number of re-
quired optical elements per amplified spatial channel.

Optical switches supporting multiple modes or spa-
tial channels can be effectively implemented by using
joint-switching architectures, which dramatically in-
crease the switching capacity of the switching element
by acting on all spatial channels at the same time.

Space-division multiplexing also enables multiple
new network architectures. Even though no single one-
size-fits-all SDM architecture is currently transpiring,
technologies that are currently being investigated, have
the potential to offer a significant advantage in terms of
costs over parallelizing conventional single-mode fiber-
based systems. The optimum solution will depend on
the targeted application and in particular on the required
link capacity and network granularity.
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Optical networks form the high-capacity backbone
of our global Internet. They provide the worldwide
information superhighways that are essential to our
economies and personal lives. Optical networks trans-
port signals encoded onto light over fiber-optic cables
made from glass fibers. These signals are transmit-
ted across a telecommunications network consisting of
various optical switching and processing nodes that
are connected together in appropriate network archi-
tectures. Optical networks can transmit signals at ex-
tremely high bandwidths (in the Tbps regime). Since
the 1980s, these networks have been a key enabling
technology for cloud networks and the Internet, which
are currently used to perform the vast majority of all
human-to-human and machine-to-machine information
data transmission.

Optical networks are used for a huge range of ap-
plications. For example, they are employed to link
continents using submerged optical cables, and to con-
nect different countries and the major cities of each
country with one another using terrestrial cables. They
are also applied in metropolitan area and access net-
works to link to end users and individual homes (i.e.,
fiber-to-the-home or FTTH networks), and optical net-
working has recently been used in datacenters.

This part (B) of the Handbook focuses on optical
core networks, which provide long-distance, wide-area
network coverage. Note that Part A (Optical Subsys-
tems for Transmission and Switching) dealt with the
enabling technologies upon which optical networks are
built, while Part C (Datacenter and Supercomputer Net-
works) focuses on the application of optical networking
in datacenters and supercomputers and Part D (Access
Networks) covers optical access networks that connect
to the core network and provide coverage to individual
homes and businesses.

The material in Part B is organized as described be-
low.

Core (backbone) network architectures as deployed
by telecommunication carriers are studied in Chap-
ter 11. While the focus is on core networks, the chapter
also provides invaluable information on how the core
network interworks with various types of access net-
works, such as FTTH networks, hybrid fiber-coaxial
networks used by cable network operators, and radio
access networks used by cellular network operators.
This chapter also outlines the resilience strategies used
by telecom carriers in their networks to ensure that
network connectivity is rapidly recovered if there is
a network outage. This chapter is a must-read, as it
provides a clear perspective on practical core network
architectures for beginners as well as those experienced
in this field.

In a core network, when a node needs to commu-
nicate with another node, an efficient (and typically
inexpensive) route needs to be selected from among
many possible routes that may be available and then
established. Also, the huge capacity of an optical fiber
is carved up into smaller bandwidth chunks (typically
wavelengths) to address the optoelectronic bandwidth
mismatch, so an electronic transmitter can transit into
a wavelength. This gives rise to the routing and wave-
length assignment (RWA) problem and the light path
concept for connecting two end points through a wave-
length across the optical core network. Recently, to ad-
dress the extensive and diverse bandwidth capabilities
of transmitters and the requirements of applications/ser-
vices, it is has become possible to assign bandwidth
spectra of various sizes, leading to the routing and spec-
trum assignment (RSA) problem. Such networks are
also called elastic optical networks. These topics are
covered in Chapter 12.

As optical networks have matured, their design and
operational standards have also evolved. These issues
are covered in Chapter 13.

Chapter 14 addresses a companion topic: traffic
grooming, where a connection that is set up between
any two end nodes can not only carry a single ser-
vice between the end points but also ‘groom’ (i.e.,
appropriately multiplex, switch at intermediate nodes,
and demultiplex) multiple lower-capacity services onto
higher-capacity light paths.

Chapter 15 investigates automation of the control
and management of optical networks for fast optical
service provisioning, as well as automated recovery
from failures. It covers network discovery, dynamic
service provisioning, and seamless fault recovery for
optical control planes ranging from fully distributed to
more recent software-defined network (SDN) frame-
works.

Chapter 16 consists of two parts: (1) cross-layer
design, focusing on the interactions between the
physical/optical and network layers; (2) design aspects
relating to the interactions between the network and
application layers. Given that optical signals degrade in
quality as they travel through the fiber, it is important to
understand physical-layer impairments (PLIs) so that
the signal can be detected at the destination. PLI-aware
RWA is therefore a key issue. Also, the optical network
should ultimately serve the needs of the application, so
application-aware optical networking is very important
too.

Virtualization is a major topic in networking, as the
vast resources of a physical network can be carved up
into smaller ‘slices,’ where each slice can, for example,
be operated as an independent virtual network, pro-
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vide a different service, or be dedicated to a different
operation/operator. Aspects of optical network virtual-
ization such as methods of isolating network slices from
each other and the roles of SDNs and network func-
tion virtualization (NFV) technologies are discussed in
Chapter 17.

Metropolitan area networks (MANs) span cities, re-
gions, districts, and municipalities, and they connect
core optical networks to access networks as well as
providing broadband networking to enterprises. Chap-
ter 18 describes MAN architectures as well as relevant
technologies such as SONET/SDH, OTN,WDM, IP/M-
PLS, and carrier ethernet from a MAN perspective.

Energy efficiency is very important for the sustain-
ability of our planet. Chapter 19 reviews various aspects
relating to optical network energy efficiency, includ-
ing the energy used by various hardware components,

energy-efficient software control strategies for cross-
layer design and operation, and network survivability
strategies.

Strategies such as RWA, RSA, and traffic grooming
mentioned above are based on optical circuit switch-
ing (OCS), which is very practical and widely deployed,
particularly since OCS can also accommodate the opto-
electronic bandwidth mismatch. However, client traffic
can be highly dynamic and bursty, so the past few
decades have seen significant interest in all-optical
switching of a client’s optical packets or group of
packets (called a burst), giving rise to optical packet
switching (OPS) and optical burst switching (OBS), re-
spectively. While the jury is still out on the practicality
of these methods today, they are included in Chap-
ter 20 of this Handbook, as unforeseen developments
may eventually make these methods more practical.
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11. Carrier Network Architectures and Resiliency

Robert D. Doverspike

In this chapter we investigate carrier network
architectures, and how and where resilience is
provided by commercial telecommunications car-
riers in today’s optical networks. Much of the
content is generally unpublished and we provide
the reader a unique insight into this topic through
our privilege of working for decades on the inside
of different telecommunications carriers. To pro-
vide a fuller understanding of this complex topic,
we first describe the typical partitioning of terres-
trial networks into their metro-access, metro-core,
and intermetro segments and then describe the
multilayered structure within each of these seg-
ments (Sect. 11.2). Within these constructs, we
describe where and how network resiliency is pro-
vided against a modeled set of potential outages
and other network impacting events (Sect. 11.3).
To better understand how the resiliency tech-
niques deployed in various layers and segments
are engineered, we discuss how end-to-end ser-
vices are pieced together across these segments
to provide their needed network quality of service
and availability. Finally, to even better understand
why today’s network resiliency techniques have
been deployed, we take the reader through a his-
torical evolution of how and why key resiliency
technologies and methodologies were developed
and deployed, including why some phased out
(Sect. 11.4).
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There are many published articles about optical net-
works, their architectures, and potential restoration and
resiliency techniques. However, there is a great dis-
parity between the published world and the reality of
installed, commercial networks. One of the reasons for
this disparity is that the exact structure and operation
of networks in a large telecommunication carrier (or
carrier) are generally unpublished. In general, network

planners, architects, provisioners, operations, and main-
tenance personnel do not disclose details about their
business. Furthermore, internal organizations are care-
ful about maintaining the proprietary nature of how they
run their networks. However, to understand restora-
tion methods and operations that are vital to network
resiliency, one must understand both the network archi-
tecture and how it operates. Fortunately, we have had
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the privilege of working in or with some of these orga-
nizations over many decades and, as a result, the reader
will enjoy a realistic development of this topic. In terms
of scope, we will concentrate on terrestrial carrier-based
optical (and their related) networks.

We note that there is a parallel topic of resiliency
within datacenters. Networks inside large datacenters
(intradatacenter networks) transport orders of magni-
tude more traffic than the networks that connect those
datacenters (interdatacenter networks), often via pri-
vately owned and operated networks; therefore, they
have a substantially different set of architectures, tech-
nologies, economics, and quality of service objectives.
As such, the topic of intradatacenter networks is a major
topic unto itself and is beyond the scope of our chapter.
However, there are many private enterprise interdat-
acenter networks. These networks are usually leased
overlays or cutouts from larger commercial networks
and, as such, have some of the same resiliency aspects
as commercial networks. We will discuss these private
networks briefly in Sect. 11.3.6, Large Enterprise Pri-
vate Networks.

Following the script of many historical movies, we
will give a present-day view (snapshot) of architectures
and their resulting network resiliency and then step
backwards in time to discuss how these particular ar-
chitectures came to be:

� Sect. 11.1 broadly discusses today’s network archi-
tectures� Sect. 11.2 examines where and how resiliency is
provided in today’s network architectures� Sect. 11.3 presents why networks evolved to their
present architectural state, plus looks forward to
how they might evolve going forward� Sect. 11.4 provides a summary and future direc-
tions.

As a final introductory comment, we note that there
is a plethora of network restoration and resiliency pa-
pers in the published literature. It is not our objective
to attempt to cover all these different ideas and pro-
posals because there is a large gap between an idea
for network restoration or resiliency applied to an
abstracted, mathematical network model versus a us-
able and cost-effective implementation of that idea in
a commercial network. For, implementing a restora-
tion method in commercial networks that is reliable,
dependable, and cost-effective is technically difficult
and fraught with potential hazards. Implementing even
the simplest restoration method can take many years of
fine-tuning and adaptation and even after years of at-
tempts, some of these ideas never get over the “bar” of
operational reliability and performance. We will illus-
trate some of these real-life experiences as we go along.

11.1 Today’s Network Architectures

We begin by describing how most carrier networks
are architected today. Most publications study optical
network availability and resiliency within a narrow con-
text, often dominated by the abstraction within a con-
tiguous, simplified network model. However, to provide
a broader understanding of how resiliency in optical
networks is related to overall service, it is important to
give a more comprehensive view.

11.1.1 Network Segments and Layer

Figure 11.1 illustrates how we conceptually segment
a large national terrestrial network. As mentioned in the
introduction, this chapter will focus on terrestrial net-
works and therefore we will suppress the term going
forward. We organize the networks of large telecom-
munications carriers into different segments. A national
intermetro segment interconnects many metropolitan
(metro) areas. Each of these metro areas is further
decomposed into a metro-core segment and a metro-
access segment. The intermetro segment directly in-
terfaces to the metro-core segments. In the metro-core
segments and intermetro segments, large carriers place

most of their equipment in buildings called central
offices (COs). Alternatively, smaller carriers (or some-
times large carriers in less dense areas) may instead use
a large hut or lease portions of a larger carrier’s CO
(i.e., they are colocated). Today most central offices in
developed countries are interconnected by optical fiber.
The metro-access segment of the network refers to the
portion of the network between a customer location
and its first (serving) central office. Note that the term
customer could include another carrier who purchases
wholesale services from an incumbent carrier. While
this chapter is focused on optical networks, end-to-end
services must often be transported over mixed media
in the metro-access segment and therefore we will also
consider other media, such as coax and wireless.

The networks in each of these segments are fur-
ther organized into network layers that consist of nodes
(switching or cross-connect equipment) and links (log-
ical adjacencies between the equipment), which we can
visually depict as network graphs vertically stacked on
top of one another. Links (capacity) of a higher layer
network are provided as connections in lower layer
networks (also called traffic, demand, or circuits, de-
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pending on the layer). See [11.1] and [11.2] for more
details about the networking and business context of
this segmentation.

Before we detail how each of these segments is
architected, we provide some background on a sim-
ple graph model of multilayer networking and its
effect on the topic of network resiliency. This graph-
ical network-layering model is shown in Fig. 11.2,
which depicts two layers. This figure and description
is adapted from [11.2]. The abstract units of this graph
model are nodes, edges (aka links), and connections
(aka demands). Nodes represent the cross-connect or
switching equipment of a network technology layer.
Here, Layer-U (upper layer) connects such equipment
to their counterpart nodes in Layer-L (lower layer)

by interlayer links, depicted as lightly dashed vertical
lines. While this model has no specific geographical
correlation, we note that the switching or cross-connect
equipment represented in Layer-U usually are colocated
in the same buildings/locations (e.g., COs) as their
lower layer counterparts in Layer-L. In such represen-
tations, the interlayer links are called intraoffice links.
The links of Layer-U are transported as connections in
lower Layer-L. For example, Fig. 11.2 highlights a link
(edge) between nodes 1 and 6 of layer U. This link is
transported via a connection between nodes 1 and 6 of
Layer-L. The path of this connection is shown through
nodes (1, 2, 3, 4, 5, 6) at Layer-L. Another example
is given by the link between nodes 3 and 5 of Lay-
er-U. This routes over nodes (3,4,5) in Layer-L. From
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the perspective of network resiliency, we identify some
interesting characteristics in Fig. 11.2 that are also com-
mon to real networks:

1. There are more nodes in Layer-L than Layer-U.
2. When viewed as separate abstract graphs, the de-

gree of logical connectivity in Layer-L is less than
Layer-U. For example, there are at most three edge-
diverse paths between nodes 1 and 6 in Layer-U.
However, there are only at most two edge-diverse
paths between that same pair of nodes in Layer-L.

3. When we project the links of Layer-U onto their
paths in Layer-L, we see some overlap. For exam-
ple, the paths of the two logical links highlighted in
Layer U overlap on links (3,4) and (4,5) in Layer-L.
This example highlights the concept of a shared
risk link group (SRLG). For example, if link 3–4 of
Layer-L fails, then both links 1–6 and 3–5 of Layer-
U fail. More generally, failures of links of lower
layer networks often cause multiple link-failures in
higher layer networks. If one applies these concepts
to the segments and multilayer networks that we
will describe, it will help to demonstrate the com-
plexity of providing network resiliency.

Figure 11.3 gives a more detailed (but still sim-
plified) view of the context of network layers and
segmentation for large carriers. This figure is derived
from [11.3]. As one observes, each segment can be

a complex combination of layers and technologies.
Furthermore, as we will see, network resiliency is
achieved differently segment-by-segment and layer-by-
layer. That is why it is important to garner an under-
standing of this abstraction before launching into de-
scriptions of resiliencymethodologies.Wewill describe
the various aspects of Fig. 11.3 in the next few sections.

11.1.2 The Metro-Access Segment

Figure 11.4 expands the metro-access portion of
Fig. 11.3, wherein it shows five different example archi-
tectures. These are still simplified diagrams and many
more complex variations and hybrids of these archi-
tectures can be found in practice. Most carriers further
segment a metro-access segment network into a local
access segment and a feeder or distribution segment.
In most large carriers, fiber is used in the distribution
segment but as mentioned previously, the type of media
is mixed in the local access segment. Furthermore, we
try to avoid some of the common terminology found in
many published articles of Fiber to the X, where X is
curb, street, home, premises etc., because we feel this
unnecessarily stereotypes the architectures.

Residential Broadband Service – PON
The access architecture shown in Fig. 11.4a shows
a residential broadband service for a single dwelling
unit (SDU) connected by a passive optical network
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(PON) architecture, such as GPON [11.4]. There are
different instantiations of the customer premises equip-
ment for a PON architecture. A typical configuration
on the customer premises is one or more set-top boxes
connected to (functionally) a residential gateway and
network interface unit (NIU). The NIU communicates
directly with an optical line terminal (OLT). The inside
wiring (sometimes called inside plant – ISP – however
this term conflicts with other uses of the acronym ISP,
so we avoid it) can be provided by a combination of
coax cable, Ethernet cable, or Wi-Fi. This combination
differs by individual residence and carrier policy. How-
ever, the connection from the outside of the house all
the way to the OLT is provided over optical fiber. The
outside fiber often interconnects with the inside wiring

via a fiber junction box that is installed on the outside of
the house. Often, this box in turn connects via coax or
Ethernet cable to a small, combo black box that serves
as a hub to the set-top boxes.

An outside-hardened form of thin fiber leaves the
house and is routed (either aerially or buried) to a local
cross-connect enclosure, often called a local connec-
tion point (LCP), where the GPON splitter is located.
Some carriers have retrofitted their copper plant to
support PON architectures, in which case this local en-
closure is often colocated in a digital subscriber line
access multiplexer (DSLAM)-type enclosure. Gener-
ally, for this architecture the local access portion of the
plant is provided by a large fiber access cable, from
which individual drops to houses from the access cable
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are implemented by small cross-connect boxes, aerially
mounted or buried. The local enclosure feeds multiple
local access cables and forms the boundary of the lo-
cal access and distribution segments of the metro-access
network.

Note that our figures show, in honored carrier tradi-
tion, that every significant point of cross-connection in
the network will use some form of a patch panel (PP).
A patch panel is equipment that enables concentration
of all physical interfaces of equipment and cable in a lo-
cation (i.e., either fiber, copper, or coax connectors) to
be centrally connected onto ports of the patch panel.
Then, interconnection among equipment interfaces or
interlocational transport cable can be accomplished by
cross-connecting the ports of the patch panel, as needed
for provisioning purposes. We note that most access
patch panel ports are manually cross-connected. This is
an important fact in studying network restoration since
automation for rerouting connections in the network
cannot be achieved at such choke points. By precon-
necting transport fibers and ports of equipment into the
patch panel when they are installed, the patch panel en-
ables rapid reconfiguration of equipment and transport
fibers without impacting the physical interfaces on the
equipment or transport cables themselves. Furthermore,
for provisioning and maintenance purposes, inventory-
ing of equipment cable interconnection can be deduced
by storing a map of the interconnection of the ports
of the patch panels and work orders to add new or re-
configure equipment interconnection can be specified in
terms of port IDs on the patch panels.

The GPON splitter offers usually a 16 W 1 or 32 W 1
wavelength-division multiplexing (WDM) splitting ca-
pability. Let us refer to the direction of transmission
towards the customer as downstream and the reverse as
upstream. The fiber on the upstream side of the splitter
is then routed through the distribution portion of the net-
work, sometimes even cross-connected through other
local enclosures along the way, to the central office or
hut where the fiber terminates on the OLT. One can
think of today’s typical OLT equipment as a PON de-
vice on the downstream side and an Ethernet switch on
the upstream side. Thus, the middle of the OLT forms
the conceptual boundary between the distribution net-
work and metro-core network. Generally, the upstream
side of the OLT equipment connects to a router or
combo router/Ethernet switch that hangs off the metro-
core network.

Notice in Fig. 11.4a or 11.4b that this upstream
switch is dual-connected to other switches in the metro
network. Therefore, this is, generally, the first encounter
of network restoration capability in this metro-access
segment. We discuss network availability later in an
end-to-end context. Note that we display with a red

dashed line the path of transmission between the cus-
tomer premises and the regional datacenter (RDC),
noting that this functional name varies per local carrier,
such as video hub office (VHO), etc. This is because
a residential broadband service is almost always bun-
dled with some form of entertainment or video content
service; therefore, the purpose of the metro-access net-
work in this example is to connect the customer to the
servers and switches in the RDC, where the customer is
provided with his/her various optional contracted ser-
vices, such as broadcast video, video-on-demand, voice
services, and Internet service. The customer can receive
video content in the downstream direction (often via
some form of multicast) or two-way phone service from
circuit switches or two-way Internet service from the
peering Internet service provider(s) (ISPs). Note that in
many carriers this ISP is owned by the same holding
company (corporation) as the access carrier.

Although optical fiber in the local access network
is not highly deployed in general, when optical fiber is
used exclusively to transport residential customer data
and content, the architectures shown in Fig. 11.4a,b are
typically the most pervasive form of access. At this
stage we could go into a lengthy discussion of how the
various PON fiber architectures have penetrated differ-
ent parts of the world, but this would be beyond our
present scope. We instead generalize that because of
its high installation and maintenance cost, architecture
Fig. 11.4a (single family unit) has had little penetration.
In fact, as of the writing of this chapter many US carri-
ers have trimmed back their planned investment in this
architecture (for example [11.5]). In contrast, architec-
ture Fig. 11.4b, the multiple dwelling unit (MDU) or,
more colloquially, apartment building, has fared bet-
ter because of its significantly lower cost per subscriber
and ability to grow the subscriber base more rapidly.
Furthermore, if an apartment building is prewired and
has a standardized configuration, then addition of new
subscribers can be very rapid and efficient. However,
overall adoption of architecture Fig. 11.4b has not fared
comparatively well in the USA compared to other coun-
tries, such as Korea and Japan [11.6], where a higher
proportion of people live in apartment buildings and
there are more nationalized approaches to promote the
MDU PON fiber architecture.

Residential Hybrid COAX/FIBER Access
Hybrid coax/fiber access networks are the far more
prevalent type for residential broadband services in the
USA. This is mostly due to many decades of the amor-
tized cost of cable coax installation and evolution. We
illustrate this in the architecture shown in Fig. 11.4c
via an oversimplified picture, where a cable modem
is connected via inside wiring and then drop cable
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to various sizes of coaxial cable in a local enclosure.
Generally, the outgoing coax cable is of a different
resistance/impedance and connects to the distribution
network at a minihead-end. Note that there are many
different types of coaxial architectures which we do
not attempt to show here. However, today most adhere
to the DOCSIS standards for transmitting content and
encapsulating data packets [11.7]. Like the PON archi-
tectures, for residential broadband service, the purpose
of the access and distribution networks is to connect
the customer with the Regional Datacenter or to the
cable head-end in the case of cable companies (also
called multiple system operators (MSOs). (For brevity
in Fig. 11.4, we show the head-end and RDC architec-
tures sharing the same schematic but, in reality, they
would be distinct locations across different types of
carriers). Note in the figure that the minihead-end is
placed at the boundary of the access/distribution net-
work and that switching equipment connects via fiber
to the metro-core network. At some near point the cus-
tomer packets and signals encounter optical fiber and
stay on a fiber network for the majority of their trip to
their destination. We provide these detailed pictures of
segments and their interconnections because the point
where fiber begins and its type of architecture in that
network segment will be a critical factor of why, where,
and how network resiliency is provided. This is dis-
cussed in Sect. 11.2.4.

Wireless Access
The most widespread residence access architecture to-
day is shown in Fig. 11.4d, which shows a cellular
wireless network. The devices that connect over this
network range over a wide range of devices, includ-
ing phones, tablet computers, PCs, etc. There are also
devices that offer broadband service by providing a mo-
dem in the customer premises with Wi-Fi or Ethernet
connections to other devices. The modem then con-
nects to a broadband carrier over the cellular network.
This type of device is often called a wireless hotspot
and today most data phones and tablets can mimic such
a device, although the pricing for bandwidth on such
devices varies depending on whether such a wireless
broadband service is provided by the carrier.

The wireless modem/device then connects to the
cellular network via a base station, with various vin-
tages of cellular technology depending on location and
wireless carrier. The base station is usually mounted
on a cell tower antenna system, often shared with
a plethora of base stations of different vintages and car-
riers. Typically, the base station consists of an antenna
system mounted at the top of the tower and then ca-
bled to an intelligent access device (IAD) located at the
bottom of the tower. The IAD connects to an Ethernet

switch, usually provided by a metro Ethernet network
(MEN) carrier as some form of network terminating
equipment (NTE). Figure 11.4c shows optical fiber or
coax cable connected to the Ethernet switch. The Metro
Ethernet carrier then provides a pair of unidirectional
Ethernet private lines (often dubbed with various other
Ethernet-related names, such as VLAN, VPN, E-line,
etc.) between the base station NTE Ethernet switch and
a paired NTE in the mobile telephone switching office
(MTSO). Such an Ethernet private line from a base sta-
tion to its MTSO location is typically called cell-site
backhaul or wireless backhaul. These Ethernet services
are provided as Enterprise Services by almost all in-
cumbent local carriers and are usually provided/leased
with various quality of service (QoS) and class of ser-
vice (CoS) features, such as packet loss guarantees and
data rate ranges, e.g., typically between 50-Mb=s and
1-Gb=s committed information rate (CIR). The feasi-
ble QoS features depend strongly on network resiliency
and network availability. The IAD communicates with
a multiservice node (MSN) device in the MTSO where
it separates the voice and data services. Generally (in
4G, LTE architecture) it then forwards the data streams
to a datacenter called the evolved packet core (EPC),
where further service processing and routing occurs.
Note that there are other methods and technologies
to transport the Ethernet private line that we did not
show, mostly line-of-sight (point-to-point) wireless mi-
crowave technologies. However, most of these wireless
technologies are short distance and terminate on a cen-
tral office or other distribution location where fiber is
provided. For example, if the wireless carrier also has
wireline serving central offices in that metro area, then
they may transport the Ethernet private line from the
cell site, which is not in the footprint of the wireless
carrier, to a location that is in the footprint of the wire-
less carrier.

The wireless industry is also deploying variations
to the wireless architecture described above, wherein
the base station and antenna functionality described
above is partitioned ever further. In this case (often des-
ignated within the evolving 5G technology) the base
station equipment is centrally located rather than at each
antenna location. In that case, the cell site locations
become antenna-only locations and then their analog
signals are backhauled (often called fronthaul) to the
central base station via local access fiber. In such an
architecture it is argued that the centralized base sta-
tion can better load balance interference and channels
among its many cell sites and thus significantly improve
throughput over multiple cell sites compared to the
(4G/LTE) architecture described above. However, we
note that this requires a significant reconfiguration of
the local access and cellular network plus richer deploy-
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ment of fiber because of the very high speed required
for fronthaul (usually 10Gb=s or higher per antenna
site). Various options of this idea include installation
of more small cell sites that are centrally managed.
This approach, while studied and promoted intensely
requires significant capital investment by carriers. Thus,
its potential deployment and extent is still under debate.

An interesting observation of architecture Fig. 11.4d
is that the Ethernet backhaul can also be provided by
architectures Fig. 11.4a,c, but in a business services (En-
terprise) context. That is, some fiber and coax carriers
offer enterprise versions of their residential broadband
IP services using similar technology as shown in Ar-
chitectures Fig. 11.4a,c. However, most large incumbent
carriers who provide a fiber PON residential broadband
service do not mix their enterprise Ethernet services (il-
lustrated inFig. 11.4e)with the transport of their residen-
tial PONservices on the samefiber facilities downstream
of the switch in the Metro CO/hut.

Another very important observation of architecture
Fig. 11.4d is the network restoration ability in the lo-
cal access segment of the network. For, while cellular
technology is usually viewed as a poor second cousin
to the previous architecture in terms of performance
and bandwidth, it ironically has some advantages in
terms of network resiliency. This will be discussed in
Sect. 11.2.4.

Enterprise Access
Finally, architecture Fig. 11.4e shows a simplified pic-
ture of the enterprise Ethernet service. Such a service
is most often of the virtual private-line service (VPLS)
type, which connects Ethernet customers to their loca-
tions (or to different enterprise locations) in the same
metro or in far metros. One of the advantages of
a VPLS-type service is that the MEN carrier can make
an enterprise customer’s wide-area network appear to
function as a simple LAN. Furthermore, the MEN car-
rier often provides an enterprise portal (basically a Web
site) where the enterprise customer can configure many
features of his/her wider area Ethernet network, such as
firewalls, VLANs, encryption capabilities, committed
information rates (CIRs), Ethernet private lines, pri-
vate IP addressing, etc. Providing enhanced Ethernet
services is one of the most hotly contested enterprise
services among MEN carriers today.

A final comment about architecture Fig. 11.4e is
that MSOs (cable companies) are also MEN carriers
for enterprise services, hence the designation of ei-
ther fiber or coax in the local access portion of the
network in Fig. 11.4e. In fact, the MSOs are keen to
compete with other incumbent carriers using enhanced
versions of their DOCSIS cable plant. In particular,
for the small to medium business (SMB) enterprise

locations, they often experience an edge in customer
premise self-provisioning of DOCSIS modems because
most business location managers historically have coax
cable preinstalled up risers, across floors/telecom clos-
ets, and into customer locations.

11.1.3 The Metro-Core Segment

Because of the evolution of technologies, regulatory
climate, and economic/business environment, today’s
metro-core networks come in all vintages, types, and ar-
chitectures. To that end, we have shown a prototypical
(and very simplified) version in the middle of Fig. 11.3.
In particular, we only show the metro Ethernet net-
work (MEN) (introduced in the previous section), the
(legacy) SONET, dense wavelength-division multiplex-
ing (DWDM) layer, and fiber layers. We note that while
vintages of layers whose nodes consist of legacy tech-
nologies, such as circuit switches, digital cross-connect
systems (DCSs) and frame relay switches still exist,
virtually all major carriers have plans to cap and re-
tire them. For example, some of these are illustrated
in Fig. 11.5, which is adapted from the presentation
in [11.8]. While the present focus of most metro carriers
is to transport packets over the metro Ethernet network
layer (or a similar packet network), larger carriers also
lease legacy time-division multiplexing (TDM) private
lines to other carriers and large enterprises. The low-
rate private-line market (DS3 and below) uses many of
these legacy networks, shown in Fig. 11.5 but omit-
ted from Fig. 11.3, as described above. In the future,
high-rate private-line circuits will be provided as either
a switched Ethernet permanent virtual circuit (PVC)-
type service over the MEN layer or as a private-line
high-rate circuit over the DWDM layer (but where the
circuit usually encapsulates an Ethernet PVC circuit)
using various forms of muxponders or optical trans-
port network (OTN) switching cards on the DWDM
equipment. (A muxponder is a combination of TDM
multiplexer and optical transponder). Since the tech-
nologies are basically the same as in the intermetro
segment, more detail on these technologies will be de-
scribed in Sect. 11.1.4.

However, in Fig. 11.3 we still show the legacy
SONET/SDH ring layer. We do this for the following
three reasons: (1) large quantities of SONET rings are
still common in most USA networks and in fact, are
carrying many circuit switches and private-line circuits.
Perhaps to the despair of some metro carrier executives,
significant purchasing of SONET equipment continues;
(2) SDH rings are still very common in Europe. This is
mainly because many European countries are roughly
the size of some large USA metros and the resiliency
qualities of SDH rings have certain advantages; and (3)
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Fig. 11.5 Illustrating some legacy technology layers in the metro-core segment

as the optical layers of today’s networks have evolved
away from SONET/SDH, this has implied a significant
strategy shift to where and how restoration capabilities
exist. We will examine that shift in Sect. 11.3.

We make another important observation about
legacy network layers. While most carriers make claims
and issue press releases of advanced packet capability,
old circuit switches are amazingly persistent in the in-
cumbent carriers of the USA and Europe. In fact, one
can state that the likelihood of a large proportion of
one’s voice call being carried over a circuit-switched
network (64Kb=s trunks) is high. Even calls made over
cellular phones get routed at the MTSO onto circuit-
switched networks. The reasons for this are mostly the
legacy and prevalence of world-wide voice standards,
signaling, local penetration, and rules for revenue-
sharing among competing voice carriers.

Metro Ethernet Network (MEN) Layer
The metro Ethernet network (MEN) layer has become
the workhorse of today’s metro-core network. As noted
above, while most voice calls and TDM private lines are
carried over circuit-switched, DCS, and SONET net-
works, the vast growth of demand for bandwidth has
arisen from residential broadband access and enterprise
Ethernet services (such as Internet access, LAN ser-

vices, Ethernet private line, VPLS, and cell-site back-
haul). For example, the residential broadband services
described in Sect. 11.1.2 all intersect the MEN from the
metro-access segment and are carried as some form of
enterprise Ethernet service, often by the same residen-
tial broadband services provider. The nodes in the MEN
layer of Fig. 11.3 represent routers. This dichotomy
in the use of IP routers and Ethernet switching comes
from the fact that Ethernet interfaces have emerged
as the economical interface of choice on virtually all
switches. This was a significant driver for the evolu-
tion of the network and its resiliency methodology, as
will be discussed in Sect. 11.3. In Fig. 11.4 as one goes
downstream towards the edge of the metro-access net-
work, one finds smaller Ethernet switches, i.e., with
limited Layer-3 routing capabilities. Conversely, as one
travels upstream towards the metro-core network, one
encounters larger Ethernet switches with dual IP Layer-
3 routing capability. In fact, most MEN networks are
a hybrid, wherein they appear as Ethernet switches on
the exterior (add/drop side of the switch), but behave
as Layer-3 routers on the interior (network-side of the
switch), mostly through various Internet engineering
task force (IETF) VPLS approaches. The principal rea-
son for this dichotomy is the carrier-grade resiliency
and interoperability of Layer-3 switches. This feature
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is also critical to our chapter goal and will be discussed
later.

ROADM and Fiber Layers
While there are important differences among the techni-
cal characteristics of DWDM technologies between the
metro-core and intermetro segments (e.g., amplifiers,
coherency, need for regeneration, optical impairments,
optical reach, etc.), from the standpoint of resiliency
functionality, the DWDM and fiber layers of the metro-
core segment are similar to that of the intermetro
segment and as such will be discussed in more detail.
However, there are differences in characteristics of out-
ages and outage recovery between the segments and
these also will be discussed later. Therefore, we con-
clude the section on the metro-core segment by noting
that the links of the switches in the MEN today are
mostly 10-Gb=s and 100-Gb=s Ethernet links. These
links are routed as circuit demands over either direct
fiber or the DWDM layer. The nodes of the DWDM
layer are usually some version of reconfigurable opti-
cal add-drop multiplexer (ROADM).

As of this writing, the largest carriers are deploying
(or planning to deploy) 400-Gb=s MEN links between
the hub offices. Various flexi-grid DWDM spectrum ap-
proaches are being considered, if the client interfaces
(in this case from the router links) can interoperate with
the optical layer on the ROADMs [11.9]. Because of the
diversity of traffic sizes at COs (or huts), it is still eco-
nomical to route some packet links over direct fiber at
the smaller demand nodes of the MEN layer. Thus, it is
not uncommon for a MEN link to route over a mixture
of direct fiber and ROADM links. This makes automatic
and universal optical-layer restoration a challenge, as
we will discuss in Sect. 11.3.3.

11.1.4 The Intermetro Segment

The intermetro-network segment is shown in the right-
most section of Fig. 11.3. However, note that Fig. 11.3
is a simplification that does not show the many legacy
network layers that are still in existence today. For,
similarly to the metro-core segment, there are vari-
ous legacy layers, such as circuit-switched, DCS layer,
SONET broadband switching, frame relay and other
layers still in practice. Generally, these legacy layers
mostly still carry TDM voice services and PVC or
TDM/SONET/SDH private-line services. Figure 11.3
shows, most importantly, the Internet protocol over
multiprotocol label switching (IP/MPLS) layer. It then
shows the video backbone layer and the other (lower)
network layers: OTN switching, DWDM, and fiber. We
will describe the architectures of these layers. This will
provide a basis for the resiliency discussion in the next

major section. Before embarking we make the impor-
tant comment that only a limited number of very large
carriers in the world fully deploy all these network
layers, let alone over a large national (or continental,
such as Europe) footprint. Most ISPs deploy only a few
(or none) of these other layers and, instead, lease vari-
ous connections from other carriers who deploy lower
layers. The reader should keep this in mind while we
describe these layers. We will provide some more back-
ground on this limited aspect at the end of this section.

IP/MPLS Layer
As with the MEN of the metro-core segment, the IP/M-
PLS layer has become the modern workhorse for in-
termetro carriers. Thus, when Ethernet services need to
connect across different metros, they can be transported
over MPLS virtual links, often called MPLS labeled
switched paths (LSPs) or pseudowires, for which their
QoS and CoS features can be preserved. The use of
MPLS as a protocol underlayer is critical, as it cre-
ates a Layer-3-free methodology that enables a mix
of different types of traffic. This is an important fea-
ture to guarantee security, segregation, and the ability
to provide different degrees of CoS/QoS to private en-
terprise traffic versus general Internet traffic. It also
enables enterprise private LANs to use their own local,
customized IP addresses that originate at their metro
endpoint locations, yet not conflict with general Internet
addressing in the intermetro network. Because IP rout-
ing and MPLS label switching are such integral parts
of the resiliency of this layer, we will postpone more
discussion about their functionality until Sect. 11.2.2.

Video Backbone Layer
Why do some carriers deploy a separate overlay net-
work for video transport versus combining video traffic
with other Internet and enterprise traffic in the IP/MPLS
layer? The answer boils down to QoS and resiliency of
the video service itself. Providers of residential broad-
band services (as shown in Fig. 11.4) must customize
the design of their intermetro networks to achieve high
network availability. This is because customer per-
ceived quality of video service is very sensitive to
outages, even short ones. And, most importantly, the
intermetro network will distribute much of the same
content to all customers (in multiple metros) and so
disruptions in the intermetro network will impact many
customers. It is generally considered in the industry that
less than five nines (5 9s) availability will be viewed
as poor performance by large quantities of video cus-
tomers. Five nines availability means the service is up
0:99999 of the time, which implies no more than 5min
cumulative downtime per year. We delve into these is-
sues more in later sections.
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OTN Switching Layer and DWDM Layer
The OTN switching layer is shown below that of the
IP/MPLS layer, meaning links of the IP/MPLS packet
layer (router-to-router links) can be transported as con-
nections (circuits) over the OTN layer. The OTN layer
can also transport high-rate private-line traffic for those
carriers who offer to lease circuits to other carriers
and enterprise customers. However, many carriers pre-
fer to route some or all their router links over the
DWDM layer and hence in Fig. 11.4 we show an arrow
from the IP/MPLS layer that routes directly onto the
DWDM layer, thus skipping the OTN switching layer.
As economics and technology have evolved, a com-
mon architecture (or policy) for intermetro carriers is
to carry the smaller (less bandwidth) links or a particu-
lar role of router link on the OTN switching layer. Most
design their intermetro IP/MPLS layer in a hierarchi-
cal method and consequently classify their routers and
switches into various roles. For example, edge routers
are homed onto backbone routers. The links between
the edge and backbone routers are typical candidates to
be carried by the OTN switching layer. We note that
these internal role names differ widely across carriers,
e.g., edge routers are sometimes called access routers
(not to be confused with metro-access segment) and
subcategories of backbone routers are called aggregate
routers. See [11.2] for more detailed examples.

We provide some background on the OTN switch
here, but more will be discussed in the section on net-
work evolution. The OTN switch is an evolution of
the intelligent optical switch (IOS). See [11.10] for
a vendor announcement of an IOS product. The IOS
is a SONET or SDH-based cross-connect system with
automatic restoration capabilities. It was (and still is)
widely used to carry TDM (pre-OTN) private-line traf-
fic, where the basic switching unit is the SONET STS-1
or higher rate SDH STM-1 signal. As the OTN stan-
dards evolved, some of these same ideas and principals
were used to develop the next-generation system. The
OTN switch generally switches constituent channels
of OTN signals at the ODU-1 rate (roughly 2:5Gb=s)
or, with standardized extensions, at the ODU-0 rate
(1:25Gb=s). The ODU-0 rate is especially adapted to
transport and switch 1-Gb=s Ethernet private-line ser-
vices, including those gigabit Ethernet links of a packet
overlay network from the carrier itself.

We need to first make a technical distinction here
between use of OTN signals and OTN switching. Virtu-
ally all DWDM equipment in the DWDM layer use the
data protocols associated with the ITU OTN standards
to channelize their high-speed digital signals. They also
use the overhead data channels, alarm features, forward
error correction (FEC), and other features associated
with the OTN standard. Thus, one also can encapsu-

late, channelize, and transport a variety of different
rate signals, such as 1-, 10-, 40-, or 100-Gb=s Ether-
net, fiber channel, or even TDM signals over a very
high rate wavelength (such as 100Gb=s) by multiplex-
ing these signals into appropriate ODU signals. If OTN
switching is not deployed, the typical implementation
of this capability in ROADMs is via muxponder cards
on the ROADM. The muxponder ports form point-to-
point, channelized signals that are demultiplexed at the
far-end muxponder and vice versa in the opposite direc-
tion. Typically, to cross-connect a lower rate signal (say
from ROADM-A to ROADM-B) the highest rate signal
must be demultiplexed by a muxponder at A and then
manually cross-connected from the add/drop port of
muxponder A to the add/drop port of muxponder B via
a fiber cross-connect device (e.g., fiber patch panel) and
then remultiplexed by muxponder B. This demultiplex-
ing function is common in a large intermetro optical
network. For example, this function is needed if the
carrier deploys ROADMs from different vendors and
a circuit needs to cross different vendor ROADM net-
work domains.

This is illustrated via an example in Fig. 11.6,
adapted from [11.11], where a 10-Gb=s circuit is pro-
visioned between ROADMs A–G. For example, this
circuit might transport a higher layer link between two
routers which generate the client signals at ROADMs
A and G. The ROADMs in this example support 40-
Gb=s channels/wavelengths. To provision our example
10-Gb=s circuit, we must first provision two 40-Gb=s
channelized circuits. Furthermore, because of optical
reach limitations in this example, the 40-Gb=s circuit
must demultiplex at F and thus traverse two light-
paths in the second subnetwork. A lightpath is defined
as a path of optically cross-connected DWDM chan-
nels, i.e., with no intermediate optical-electrical-optical
(OEO) conversion. This need for signal regeneration
requires interconnection between the ports of the two
transponders at ROADM F. Once the two 40-Gb=s
channelized circuits are brought into service, two 10-
Gb=s circuits are provisioned (one is A–C and the other
D–G). The end-to-end client signal is interconnected to
the muxponders at A and G and the two subnetwork
circuits are interconnected via the muxponder ports at
C and D (assume ROADM C and D are in the same
CO). Note that without OTN switching capability, this
example uses a mixture of three different types of cross-
connect technology:manual patch fibering (e.g., at node
F), remote controlled optical cross-connect (e.g., at
node B), and electrical time-division multiplexing (e.g.,
assigning the 10-Gb=s circuit to a channel of the chan-
nelized 40-Gb=s circuit at A).

In contrast, if the carrier deployed the OTN switch-
ing layer, then the high-speed links of the OTN layer
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would be routed as high-speed connections (client sig-
nals) over the ROADM network. Figure 11.7 illustrates
how this might look with an OTN switch at CO A,
CO C/D, and CO G. In terms of the OTN network
layer, this picture represents a topology of two ODU-3
(40Gb=s) OTN links: one between OTN-A and OTN-
C/D and another between OTN-C/D and OTN-G. The
10-Gb=s circuit in the example of Fig. 11.6 enters the
OTN switch at A. In the direction of transmission left
to right, it is encapsulated into the ODU-3 high-speed
signal and then transports over the A–C lightpath. At
ROADM-C, the ODU-3 signal add/drops into the OTN
switch (via the OTs), and then the OTN switch automat-
ically demultiplexes, cross-connects (via its switching
fabric), and then remultiplexes the 10-Gb=s signal into
the ODU-3 link between D and G (via two light-
paths).

The OTN switch has sophisticated automatic
restoration features and so is very relevant to this
chapter. We describe these in Sect. 11.2.2. One final ob-
servation for the intermetro segment is that in contrast
to the metro-core segment, where links of the packet
overlay networks (such as the MEN) often route over
direct fiber, direct fiber routing is very uncommon to-
day in the intermetro segment. Most large intermetro
carriers deploy DWDM equipment in virtually all their
COs. Thus, these carriers who provide the intermetro
segment are well positioned to provide resiliency via
some form of optical restoration method. However, we
find (to the contrary) that this is not the case. This fact
will be described and explained in the next few sections.

Leased Connectivity
As previously mentioned, only a few large ISPs will
fully deploy all the lower network layers. In fact, very
few (if any) ISPs own all the intercity fiber that they
use and many lease all their fiber. Therefore, most ISPs
lease some type of lower layer connectivity. The most
common types of lower layer connection leasing are in
order from top to bottom: Type-1) virtual private line
(a virtual circuit); Type-2) lower layer private line, often
called simply a circuit); and Type-3) dark fiber, often
via a long-term lease called indefeasible right of use
(IRU).

Although Type-1 and Type-2 look similar, they are
quite different. For example, Type-1 is provided over
the IP/MPLS layer of another carrier. Therefore, such
a virtual circuit can indeed route through intermediate
routers via MPLS label switching, which we describe in
more detail later. In fact, a carrier with a more limited
IP/MPLS-layer network might indeed lease Type-1 vir-
tual circuits to connect its routers (or Ethernet switches)
from the IP/MPLS layer of another (usually larger,
more diverse) carrier. In contrast, the Type-2 circuit
lease is generally not considered packet virtual and
does not pass through any intermediate routers. That
is, the circuit is totally provided via lower layer tech-
nologies, such as routed over a sequence of ROADMs,
OTN switching layer, or direct fiber. While many inter-
metro carriers lease connectivity of Type-1 or Type-2,
very few indeed extensively lease Type-3 dark fiber. An
example of such a carrier in the USA is CenturyLink,
who now expanded its leasing of intermetro-segment
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dark fiber through its acquisition of Level-3 Commu-
nications, Inc. [11.12]. Prior to the acquisition, many of
the largest USA commercial ISPs, government entities,
and research and education networks (RENs) leased
intermetro-segment dark fiber from Level-3.

Why domost intermetro carriers who own fiber tend
to not lease dark fiber (Type-3)? A generic (although
not universal) answer is that they make substantially
more revenue per unit of bandwidth by leasing the first
two types of circuits, plus they believe that if they lease
dark fiber that they might negatively impact or canni-
balize their business of leasing connections of Type-1
and Type-2.

We list a few examples of types of carriers who de-
ploy a subset of Fig. 11.3 (not exhaustive). For example,
consider a carrier who:

� Does not deploy an OTN switching layer and
instead relies on the muxponder capability of
ROADMs and manual (or in a few rare cases auto-
mated) fiber patch panels as illustrated in Fig. 11.6.� Deploys the OTN switch layer but uses it solely for
grooming. That is, it uses the OTN switch to cross-
connect circuits, such as shown in Fig. 11.7, but
does not implement its advanced network restora-
tion features.� Does not offer residential broadband service and so
does not deploy a video packet overlay layer.� Offers residential broadband service but transports
its video content over a shared IP/MPLS layer, i.e.,
does not deploy a separate video packet overlay
layer.

� Offers residential broadband service and perhaps
also intermetro private-line services but leases its
intermetro video transport from another carrier.
However, note that the leasing option can occur any-
where and everywhere – that is, every carrier might
lease capacity or IP transport from another carrier
in certain situations.

Enterprise Private Networks
Given our previous discussion of the various parts and
combinations of layers that different carriers might de-
ploy, an analogous discussion can apply to Enterprise
private networks. These networks can be created by
a company leasing various parts of layers in a sim-
ilar fashion to a carrier who sells (leases) network
capacity. However, ignoring those RENs and compa-
nies who lease a few scattered private-line circuits, the
main application of such large private optical networks
is to support interdatacenter communications. The dif-
ference in functionality is that some of the largest
enterprise companies customize and narrow the func-
tionality of their networks. For example, consider an
Internet service enterprise (i.e., this could be a stand-
alone company or a separate business unit of a large
carrier) who deploys servers in datacenters that may of-
fer search services, video/web content, cloud services,
advertising, or social networking. Such an enterprise
usually connects end-customers with their servers by
employing a content distribution network (CDN) car-
rier. A CDN provider has multiple peering connections
with many ISPs and metro-access-segment carriers that
enable it to reach a large percentage of residential
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customers. The traffic between datacenters of the In-
ternet service enterprise is created by its own servers.
This creates a unique advantage in that such an en-
terprise can mold and shape its traffic, CoS, and QoS
in conjunction with the transport of its traffic among
datacenters. Therefore, there are customized, forward-

looking configurations and implementations that arise
with such interdatacenter networks. But, as with the
complex issue of resiliency in intradatacenter networks,
we cannot cover all such private network configurations
here. However, we will discuss a few specific examples
in the last section on potential future extensions.

11.2 Network Resiliency in Today’s Network

We now discuss where and how network resiliency is
provided, but within the context of the architectural de-
scriptions provided previously. As a precursor, we note
that because of the disparate types of network segments,
layers and architectures, plus the varied restoration
techniques that we will describe, the reader will see that
piecing together reliability standards is more art than
science. But, first we give more clarification about net-
work resiliency and how it is measured and evaluated.

11.2.1 Network Resiliency, Availability,
QoS, CoS

By definition the engineered QoS of a service (often
qualified by its specified CoS) must include an expecta-
tion of its network resiliency. Also, measuring network
resiliency requires good traffic models, outage/failure
detection methods, well-modeled restoration methods
and both real-time and predictive outage-quantification
methods. Thus, unfortunately, our characterization be-
comes somewhat theoretical or hypothetical and one
might be surprised to find that most networks in prac-
tice are neither built nor maintained under such a strict
analytical framework. There is no handbook of network
practices that preaches thou shall build your network
thusly and thou shall be rewarded with desired network
resiliency.

Our experience indicates that in practice most net-
works are engineered reactively for resiliency: when
network outages occur network administrators and op-
erations personnel subsequently make network alter-
ations, often resulting in rearchitecting or redesigning
the network, its measurement processes and/or the op-
erations practices. In other words, networks slowly
evolve via experience, practice, and development of
new technologies. The resulting network states balance
the opposing forces of improving network detection and
restoration techniques versus business economics and
organizational realities. Therefore, we will proceed to
analyze network resilience by first defining the types
of outages that can occur and discussing what defenses
have been provided in the networks previously pre-
sented. This might help the reader to recognize where

network resiliency may fall short of desired levels, but
where the business tradeoff is obvious. A high-level di-
agram of the sources of QoS impacts that can degrade
expected network resiliency is shown in Fig. 11.8. At
the highest level, we divide them into two major causes:
(1) un-expected changes in traffic pattern and (2) net-
work outages.

Potential Sources of QoS Degradations:
Changes in Traffic Pattern

Unexpected changes in traffic can be caused by a large
variety of causes and will vary with the type of traffic,
the type of carrier, and depend on type of services, layer
and network segment. For example, an intermetro ISP
often provides (sells) packet transport or customer ac-
cess to CDN providers. For example, CDNs are used to
provide broadband video content to residential broad-
band customers of ISPs. CDN providers often have
multiple points where they interface with such an ISP
(called peering points). It is a practice of CDN suppli-
ers to load-balance transport of their content across their
peering points for different reasons, such as data storage
backup, reconfiguring their own network, load balanc-
ing their servers across different datacenters, lowering
network latency, rebalancing the load on their links at
peering points, reacting to outages in their own net-
work or servers, or balancing spikes in network traffic
(just to name a few). While most of these changes to
the traffic are instigated by the CDN, they appear to the
ISP as randomly generated changes in traffic patterns.
In other words, they are not human-instigated from the
point of view of the ISP operations team. While these
types of changes in traffic pattern and intensity are not
easily modeled and predicted, in most cases they can
be accommodated by adding additional network capac-
ity and/or adding more dynamic routing capability at
the appropriate layer (mostly packet layers). However,
economic/business realities mentioned previously can
generally constrain the methods of reaction by the ISP.

Thus, in most cases a large change in traffic pattern
or intensity causes some loss of QoS and then remedi-
ation, both short and long term, occur. In packet lay-
ers, with newer interior gateway protocol (IGP) traffic
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Fig. 11.8 Example graph of potential source of QoS degradations

routing methods, link congestion and capacity is con-
sidered in routing techniques, such as resource reserva-
tion protocol – traffic engineering (RSVP-TE) [11.13],
open shortest path first – traffic engineering (OSPF-
TE) [11.14], or intermediate system to intermediate
system – traffic engineering (IS-IS-TE) [11.15]. With
these methods, as traffic patterns change, so do the as-
signed virtual tunnels over which the traffic is routed.
Furthermore, as newer software-defined network (SDN)
capabilities emerge, intelligent network controllers or
orchestrators can automatically react to changing traffic
by creating more fundamental changes in underly-
ing capacity at lower layers. We discuss examples in
Sect. 11.3.6.

In virtually all carriers, the last resort for short-term
traffic changes (or if no such auto-routing techniques
are installed) is for the network operation center (NOC)
to instigate changes in traffic routing, such as reweight-
ing network links in packet routing methods or even
shutting down various links or sources of IP traffic to
prevent downstream congestion. This latter technique
is often used to combat a particular human-instigated
type of change in traffic pattern (but not caused by the
carrier itself), namely, cyber-network attacks, such as
distributed denial of service (DDoS). In such an attack,
one does not want to accommodate the routing of more
traffic but, instead, cut-off the source(s) without affect-
ing legitimate traffic in the process.

Longer-term remediation generally includes per-
forming a network planning/design process to antic-
ipate the changes in the traffic matrix over the next
planning period (usually 3–6months) and then planning
network capacity augmentation jobs (often called ca-
pacity provisioning) to add or reconfigure link capacity.
The process of adding/reconfiguring network capac-
ity often has a long lead time because of the need to
install and configure equipment in COs/huts (where, be-
cause of limited installation crews, jobs for each CO/hut
often must be combined and scheduled) and outside
cable construction or rewiring jobs, often called out-
side plant jobs. There are some proposed techniques to
speed up the capacity provisioning process, such as as-
needed or on-time capacity provisioning, but these ideas
usually require some degree of preinstallation of equip-
ment, cards and prewiring (e.g., through a patch panel),
including advanced technologies of equipment that in-
tegrate multiple layers in a given box [11.16]. However,
despite this description, it is always a challenge in the
network planning and design process to differentiate be-
tween the short-term changes in traffic pattern versus
longer term (more permanent) changes.

Network Outages
Following along the right subtree of Fig. 11.8, another
culprit that can reduce expected QoS below the ideal is
network outages. Unfortunately, while most published
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papers tend to define a somewhat simplified list of
sources of outages (usually overabstracting to a node or
link failure), the list of the real sources of such outages
is large. The list can be divided into three basic types,
as shown in Fig. 11.8: (1) human-instigated outages, (2)
system-instigated outages, and (3) environmentally in-
stigated outages.

Human-Instigated Outages
Human-instigated outages are very common and per-
haps the most common, depending on network seg-
ment. Following down the subtree of human-instigated
outages, we see three subtrees: (1) outages caused by
terrorism, war, or civil unrest; (2) outages instigated by
the carrier itself; and (3) outages caused by those exter-
nal to the carrier (excluding outages of the first type).

Carrier-Instigated Outages and Outages
due to Planned Network Activity

Internal, carrier-instigated outages cover a wide variety
of causes. However, we just concentrate on one type, for
which a lone subtree is labeled planned network activity
in Fig. 11.8, which is related to planned maintenance,
network configuration, and operations activity. In any
carrier there is significant daily network activity. Ev-
ery day network equipment somewhere is being tested,
engineered, installed, and reconfigured and interloca-
tion media (fiber, copper, or coax cables) somewhere is
being installed, repaired, or modified. Usually the op-
erations organization (or NOC) produces a daily log
of planned network activity, sometimes called planned
cable intrusions or analogous terminology. If possible,
the NOC tries to prepare the network for these daily
events by rerouting traffic around a link, network node,
or equipment port on nodes that might be affected.
Of course, this requires the ability to reroute traffic,
which we will soon see is not universal. Because of
inability to avoid an outage caused by such planned net-
work activity, we get the further subtrees: (1) software,
firmware upgrade, i.e., that are not fully hitless to QoS;
(2) orchestrated outages, for example where the NOC
schedules the activity at off-hours and hard-moves en-
terprise customer connections to alternate equipment;
and (3) unanticipated errors.

Let us briefly discuss unanticipated errors caused
by planned network activity. These include mis-cross-
connecting circuits and equipment interconnections and
inadvertently taking down a part of the network. These
latter outages are particularly problematic since the
service impacts can be large in the metro-core or
intermetro-core segments. Furthermore, they are hard
to detect, since a network element may not have failed
and therefore the network detection notifications may
be confusing or missing. Examples of this involve

the fiber patch panel in COs/huts. Generally, installers
prewire the ports of switches and DWDM equipment
to the patch panel. Then, links (especially inter-router
links) are installed by cross-connecting the correct ports
on the patch panel. For example, in Fig. 11.6, if the
ports of the muxponders at ROADMs C and D are
mis-cross-connected, it will be difficult and lengthy
to sort out what happened. Another impact of mis-
cross-connection is that a link with live traffic may be
inadvertently disconnected. For example, consider all
the optical directions (i.e., links in the DWDM layer)
associated with the ROADM-A in Fig. 11.6. These
DWDM multiplexed links are enabled by connecting
patch fibers from the ROADM MUX and DEMUX
cards in each direction to the fiber patch panel and
then connecting those patch-panel ports to patch-panel
ports that connect the fibers from the cable vault of
the CO. Figure 11.6 shows one direction/link between
ROADM-A and ROADM-B, but many other directions
(links) can emanate from ROADM-A to other locations
(not shown). The ports associated with all the direc-
tions for ROADM-A will likely be in proximity to one
another on the patch panel. Thus, if operations or pro-
visioning personnel happen to inadvertently interfere
with the patch cord to one of these working ports, an
entire ROADM direction may experience an outage.
For example, the entire link between ROADM-A and
ROADM-B may go down. This could potentially affect
many 100s of gigabits worth (or even terabits worth) of
traffic in metro-core or intermetro networks.

Environmentally Instigated Outages
Looking now at the subtree labeled environmental out-
ages, we note that while the large events generally have
low probability, they have the worst impact. One reason
is that while we illustrate the metro-access, metro-
core, and intermetro segments in a separated fashion,
the infrastructure media containing intermetro cables
always overlap those of metro-core cables (e.g., con-
duit and aerial runs). Thus, such events also can affect
large areas of metro-access networks in addition to the
metro-core locations. There are many examples of large
environmental outages, some of which are shown in
the subtree of Fig. 11.8. We note that we formally cat-
egorize fire as an environmental outage, even though
sometimes fires are human instigated.

Flooding is by far the most pervasive of these envi-
ronmental events. Examples include hurricanes in the
Southeast portion of the USA and monsoon rains in
Brazil. Mud is a secondary effect of flooding from
rain. Mud slides and floods are quite common in many
parts of the world. Earthquakes are not as common as
flooding, but the impacts can be much greater, wherein
a huge number of simultaneous CO and metro-access
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locations are taken out of service. One of the secondary
(and the most common) service-affecting impacts of all
these events is loss of power. Many COs have backup
power generators, but as one travels downstream from
the intermetro network, through the metro-core net-
work and into the metro-access network, one finds
gradually less sites provisioned with backup power.
Generally, as one might anticipate, there are few (if any)
cost-effective methods to maintain network resiliency
against the larger of these events. Fortunately, such
environmental events are less frequent than the other
sources in the tree. We discuss more in the section on
how resiliency is provided. We also refer the reader to
a sequence of papers on this topic in IEEE Communi-
cations Magazine [11.17, 18].

System Component Outages
Finally, we discuss the subtree of outages labeled sys-
tem component. The outages down this subtree repre-
sent failures of network components of the equipment
represented by the nodes of each of the layers, such
as shelf controllers, interface cards, plug-ins (e.g., op-
tical small form-factor pluggable (SFP), 10 gigabit
SFP (XFP)), wavelength selective switch (WSS), split-
ters, multiplexers, etc. These outages represent inherent
failures of these components themselves, rather than
outages not contained in this subtree that cause them
to malfunction, e.g., cable cuts, power outages, etc.
Equipment suppliers often express their estimation of
the frequency of such outages per each major compo-
nent, such as the failures in time (FIT) rate, which is
defined to be the expected number of failures in one
billion hours of operation (the reciprocal times one bil-
lion is the meantime hours between such failures). The
meantime to repair such component failures is deter-
mined by the maintenance policy of each carrier and
can also vary greatly across network segment and layer.

Most publications only examine this subtree plus
the (human-caused subtree of) fiber cuts. They perhaps
reason that all the other sources of outages ultimately
result in outages of system components anyway, so why
not lump all the outage-tree events together and esti-
mate a convolution under this one system-component
subtree. So, why do we show all these other sources
of outage and QoS disruption in Fig. 11.8? The an-
swer lies in the more formalized state space of potential
outages and the associated probabilities associated with
each state, abstractly represented by a distribution with
a mean time between outages and outage repair time.
That is, outages outside of the subtree labeled system
component in the tree of Fig. 11.8 can cause multiple
outages of the components identified within this sub-
tree. For example, a particular potential flood, cable
cut, or an earthquake are all outages that target a set of

links and nodes in specific network segments and layers
of Fig. 11.3. However, the probabilistic characteristics
of the members of the system component outage event
set (basically a type of shared risk group) are basically
defined by the underlying outage, rather than these in-
dividual system components themselves. It would be
impossible to properly model an outage event which
affects a large set of links and nodes of the network
layers if we did not know the basic cause of outage.
While we admit that modeling all the potential events in
Fig. 11.8 is intractable and, thus, some approximation is
needed, having a knowledge of these relationships and
how to model an outage state space properly can give
insight into where and how to approximate the state
space while bounding probabilistic estimation error.

Performance and Availability Assessment
Given our discussion above about modeling the (ab-
stract) outage state space, a rigorous performance and
availability assessment of the network that estimates its
ability for a service to achieve its target QoS (as a func-
tion of each CoS) is complex: the network has to be
designed, engineered, and operated so that this QoS is
maintained under the bombardment of potential traffic
changes and outages summarized in Fig. 11.8. Thus,
in a theoretical sense, to engineer such a network one
must have a traffic model, the probabilities of outages,
including their distributions, expected interarrival and
repair times, the corresponding restoration or rerouting
mechanisms, and metrics that reflect the resulting QoS.

Because of the overwhelming complexity of the
previous statements, designing a network to meet such
a service QoS is more of an art than a science and,
hence, this is the reason for our earlier comments about
why most carriers do this in a reactive rather than
a proactiveway (despite what they may state publicly or
publish from their Research organizations). Lacking all
this intractable modeling sophistication, carrier experi-
ences over many years or decades provide them with
the opportunity to collect statistics on some of these
types of outages (not including the once in a century
outages). The first such event causes a major disruption,
but then the carrier can be ready for the next one. This
readiness includes a business decision about establish-
ing a target network downtime for the next event. That
is, given the frequency and extent of a potential out-
age in Fig. 11.8, plus its impact on expected QoS, is it
worth the cost (if even possible) to make the network
sufficiently resilient – or should the carrier tolerate the
expected drop in QoS? A good example of this type of
decision is given by USA Hurricanes Sandy and Har-
vey [11.19].

If we are to formalize an assessment of performance
and availability, we need to briefly discuss the metrics
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for expressing QoS. Network availability is much eas-
ier to evaluate for private-line services, such as leasing
a 10-Gb=s Ethernet circuit service between two loca-
tions. If the circuit maintains its bit error rate (BER)
below a threshold (a rigidly defined metric), then it is
available. If it goes above for a prescribed amount of
time, it is unavailable. Such a metric provides a simple
0 or 1 binary state. However, virtually all such private-
line circuits are leased to form a link of an overlay
packet network, so the 0/1 state can be deceptive. Typ-
ical metrics of packet networks are packet throughput,
rate of packet loss (as a function of time) and packet
round trip time or packet delay. However, there is ben-
efit to using the simple 0/1 unavailability/availability
model to unify concepts of QoS across all the dif-
ferent layers we have discussed. An example of such
a simplification is quantifying network congestion via
a utilization ratio threshold on a packet link. If utiliza-
tion is below the threshold for a give proportion of time,
then QoS targets of packet loss and delay can be as-
sumed to be met. The simplification is that if the traffic
congestion on any link is above the threshold, then that
link is unavailable. Translating this to packet services,
if the path of a packet service (of a given CoS) routes
over a link that exceeds this threshold, then the service
between the source and destination switches is defined
as unavailable. In addition, if any of the lower layer
links over which a packet link routes is unavailable,
then the service is also defined as unavailable. If any
of the components that comprise the lower layer link
are unavailable, then that lower layer link and hence
the packet link and hence the service is unavailable and
so on. Of course, we then also must introduce rerout-
ing/restorationmethods in these network layers to offset
the unavailability of that service. We will discuss these
methods in the next section.

Given our informal discussion of the 0/1 availability
model above, how then do we express whether an entire
network along with its transported services meets the
collections of target QoS? A network-wide availability
metric can be expressed across the entire network by
assessing the traffic matrix of services, their respective
classes of service (CoS), and their intensity (volume)
over each point-to-point. Two ways to express this are
average availability and worst-case availability. For
example, if any point-to-point service is unavailable,
then the worst-case performance of the overall network
is unavailable. As an example of the importance of
CoS, suppose we wish to express the network avail-
ability objective for a best effort service as three nines
and a premium service as five nines. In this context,
worst-case availability is useful for broadband carriers
to provide service to their metro head-ends (or RDCs
or VHOs) from their national head-end. Every car-

rier would prefer to achieve the magical five nines of
availability to reach every head-end because individual
customer availability will further drop as data crosses
the metro-core and metro-access network. After we
present network resiliency methods, we further discuss
these concepts of availability for residential broadband
and enterprise services in Sect. 11.2.4.

Finally, simply determining the resulting (theoret-
ical) network availability of a given (fixed) network is
itself an intractable problem. If fact, this is an extremely
complex network problem to describe, let alone solve,
especially in multilayered networks. However, a sim-
plified description can be found in [11.1, Sect. 2.2]
and a more detailed multilayered example can be found
in [11.20]. The significantly harder problem is how
to cost-optimize the design/sizing/layering/routing of
a network to achieve a target QoS. Perhaps now the
reader may get a feel for why most network man-
agers perform reactive architecture, design, and net-
work management rather than proactive.

We next discuss the main resiliency capabilities of
the architectures we described earlier. We again exam-
ine Fig. 11.3 and reveal the purpose of the colors in the
figure. A network layer that is colored signifies where
automatic restoration can be provided today. However,
this is qualified by whether a carrier deploys that layer
and enables its restoration features. We discuss this net-
work segment by network segment, but in reverse order
of our earlier descriptions.

11.2.2 Resiliency in the Intermetro-Core
Segment

Figure 11.3 shows restoration capability in three layers
in today’s core intermetro segment: the OTN switch-
ing layer, the video backbone layer, and the IP/MPLS
layer. However, as described previously only a few large
ISPs will deploy all these layers in a comprehensive
way. A key observation is that in all these cases no sig-
nificant, automatic restoration capability occurs at the
DWDM layer. This might seem surprising to some read-
ers given the title of this book and chapter. For this
reason, we provide the later section that discusses the
evolution of resiliency and these architectures.

Restoration Methods in the IP/MPLS Layer
In general, the most common restoration capabilities
in this layer are IGP reconvergence and MPLS fast
reroute (FRR) [11.21]. We mentioned earlier some of
the more capacity-sensitive IGP routing mechanisms,
such as OSPF-TE, ISIS-TE, and RSVP-TE, within the
context of responding to changes in traffic, rather than
network outages specifically. However, these same IGP
mechanisms can be used to respond to outages. In the
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case of a network outage, wherein a packet link goes
down or experiences reduced throughput, all these IGP
protocols reflect this change via broadcast of link state
advertisements (LSAs) and then recompute their paths
between routers based on remaining paths and capaci-
ties. However, IGP reconvergence is slow compared to
legacy SONET rings, which were originally engineered
to restore within 50 to 100ms, with the longer times
for more complex outages, such as node failures (to be
described later). This was one of the motivations to de-
velopMPLS fast reroute. We also make a technical note
that the most common way the IGP topology view sees
a link capacity reduction (rather than the entire link go-
ing down) is with link bundling techniques. Each router
vendor has its own method of bundling router-to-router
links into a larger bandwidth bundle. The IGP proto-
cols then only see the bundle and not each individual
link. Also, the Ethernet protocols allow multiple links
to be bundled into a larger bundle called a link aggrega-
tion group (LAG) and all switches allow an IP address
to be associated with the LAG bundle instead of each
individual link member. Each of these types of link
bundles has its own rule about how packets are load
balanced among its members and how individual fail-
ing links are handled and reported. We refer the reader
to [11.2] and [11.22] for more detail about link bundling
in packet networks.

Figure 11.9 shows the most common method of
howMPLS encapsulates IP packets in an MPLS header
(Figs. 11.9 and 11.10 are adapted from [11.2]). It con-

sists of one or more MPLS labels, known as a label
stack. The first 20 bits are the actual numerical label.
There are three bits for inband signaling of class of ser-
vice, followed by an end-of-stack bit and a time-to-live
field, which serves the same function as an IP packet
time-to-live field (i.e., to prevent infinite cycling of
packets and to enable traceroute-type commands). Fig-
ure 11.10 shows how MPLS is used to define a type of
virtual link in MPLS networks, called a label-switched
path (LSP). To create an LSP, a path of links is pre-
calculated by the routers, for example using a protocol
such as RSVP, or via a centralized controller usingmore
advanced SDN operations (discussed later). At the ori-
gin of that path (the head) a label is pushed onto the
queue shown in Fig. 11.9. Note that in the world of
packet routing, all connections are uni-directional. The
label is generally chosen locally by the router and used
to identify the outgoing port(s) of the desired link in
the MPLS forwarding table (not shown). Intermediate
routers along the path have their MPLS forwarding ta-
ble similarly defined to switch the incoming packets
with the given incoming label to the outgoing ports of
the next link in the path, upon which a new local out-
going label is swapped with the incoming label on the
MPLS stack of the packet. Finally, at the last router (the
tail) of the LSP, the incoming label is removed (popped)
off the queue and the packet virtually exits the LSP.

MPLS-based restoration methods are heavily used
by intermetro- and metro-core-segment carriers to
achieve network resiliency against many of the outages
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identified in Fig. 11.8. Today, a hybrid combination of
MPLS FRR and IGP reconvergence is commonly used
to cover a wider variety of traffic changes and outages
shown in Fig. 11.8. To illustrate, consider a primary
LSP from router A to router D, as shown by the dotted
path A–B–C–D in Fig. 11.11. This path is computed by
a protocol, such as RSVP-TE under the no–outage net-
work state, where there are no outstanding link down
LSAs (that is, any previous ones have been cleared).
Additionally, with the next-hop version of FRR, for
each router link, a backup LSP has been precalculated
and the forwarding tables of all the routers along the
path of the LSP have been calculated and loaded with
these label/port(s) switching rules. Note that this is
a link in the IP/MPLS layer, not a link in the ROADM
or fiber layer. Such a path is shown for the link C-to-D
(C!D) in Fig. 11.11. If link C!D has an outage and
a corresponding alarm is detected at the router at C or if
router C has been notified by an exterior outage notifica-
tion method, such as bidirectional forwarding detection
(BFD) [11.24], then router C instigates the LSP FRR
bypass mechanism that activates the push/swap/pop
process discussed above. This process is instigated sim-
ply by pushing the predefined label of the bypass LSP
onto the stack of any packet that is destined for link
C!D. Since this is all done locally by router C, the by-
pass operation can execute very rapidly. If fact, most
of the restoration time is outage aging and other IP
timer mechanisms to prevent oscillation, false alarms,
and other potentially nasty consequences.

The FRR next-hop link restoration mechanism can
be fast, but it has downsides. A major downside is oc-
currence of a wider outage than just a single router link.
In fact, an entire router could go down or be taken down
for a maintenance event or other issue, i.e., the node la-
beled software/firmware upgrade in Fig. 11.8. Many of
the outage events in Fig. 11.8 would produce multiple

link outages in the IP/MPLS layer and clearly many of
them are not statistical rare events. For example, if in-
termediate router C goes down in Fig. 11.11, then all
the links coincident on it go down. The FRR link by-
pass method will not work and all packets trying to get
from A to D will be lost. We note that there is also
an MPLS FRR next-next-hop mechanism defined in the
standards, wherein a path around router C can be prede-
termined. However, this is a potentially complex mech-
anism with its own additional downsides and we found
through experience that it is generally not deployed.

A better method was found to cover the shortcom-
ings of the MPLS FRR next-hopmechanism, namely by
augmenting the FRR rerouting process with IGP recon-
vergence. The network resilience strategy behind this
idea is as follows: A single link outage has a higher
probability of occurrence than a multiple link outage.
Therefore, a significant portion of probabilistic down-
time (network unavailability) can be remediated with
MPLS FRR next-hope link rerouting. For those lower
probability (but higher impact) outages, such as downed
routers and large-scale outage events, after a time-out
period to complete network reconvergence, all the pri-
mary LSP paths are recomputed. By the virtual magic
of packet/MPLS routing techniques, new paths can be
implemented with virtually no packet loss by simply re-
calculating and reloading the MPLS forwarding tables
and then pushing/swapping/popping labels of incom-
ing packets. So, once the IGP reconvergence process
has been completed and the MPLS forwarding tables
reloaded, the entire network can converge to a new
end-to-end routing scheme that compensates for the
particular outage(s). In Fig. 11.11, the case of A!D
traffic when the entire intermediate router C goes down
is shown by the MPLS secondary LSP tunnel that now
avoids router C. Of course, in this case traffic that
originates or terminates at router C is lost, but this is
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unavoidable for this high impact outage. Generally, the
IGP reconvergence process takes from 1�60 s in large
networks, so the packet loss would be in that range. This
range is wide because each carrier sets its IP timers (for
which there are many) to provide confidence in the pro-
cess and avoid interference problems.

There is yet another downside of FRR next-hop link
restoration, namely inefficient use of spare packet-link
capacity. In fact, in large, highly connected networks,
in many cases MPLS FRR will retrace its route through
the same intermediate routers. To understand this in
Fig. 11.11, consider traffic travelling from H!D along
the path H–G–C–D. When link C–D fails, FRR will
reroute it over path H–G–C–G–H–J–K–L–D. Further-
more, enough link capacity must exist on the links
of the bypass path to accommodate the (now) extra
packet traffic due to the bypass of link C!D. Clearly
this bypass method is inefficient. Therefore, once the
IGP reconvergence process is complete and capacity-
sensitive routing methods are employed (as identified
earlier), the revised end-to-end MPLS primary LSPs
will be more capacity efficient. This can be combined
with a CoS/QoS routing methodology so that the high-
priority traffic will enjoy sufficient capacity on the
bypass next-hop route, but the lower priority (e.g., best
effort) traffic may find some congestion during the most
severe outages. However, once IGP reconvergence is
accomplished, the lower priority traffic will enjoy less
congestion, as more efficient routes are established.

Clearly the above discussion leads us into one of
the most important processes to economically provide
QoS, namely network capacity design and planning.
Abstractly stated, in this process one must engineer/op-
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timize enough network capacity to maintain the objec-
tive QoS (as a function of CoS) under the plethora of
traffic surges and network outages shown in Fig. 11.8,
including how and when network restoration methods
are applied at each potential layer. In fact, as previously
noted, simply determining the resulting (theoretical)
network availability of a given network capacity can be
an intractable problem. This network design and rout-
ing problem in multilayered networks is too complex
to be described here. However, a simplified description
can be found in [11.1, Sect. 2.2].

Restoration Methods
in the OTN Switching Layer

We briefly describe how mesh-network restoration is
implemented in the OTN switch layer. Again, recall
that not every carrier deploys the OTN switch and en-
ables it for mesh-network restoration. A Mesh-network
is one in which there are no architectural constraints
about deploying rigidly structured topologies, such as
hub-clusters, rings and chains. Let us first observe
that since restoration techniques (such as we described
previously) are universally deployed in the IP/MPLS
layer today, there is essentially no ROADM-layer
restoration process deployed. Thus, besides the legacy
SONET/SDH rings, the OTN-layer restoration process
is one of the few remaining (so-called) optical-layer
restoration processes deployed. Figure 11.12 (adapted
from [11.23]) gives a schematic of how the OTN switch
can be deployed to handle network outages, i.e., re-
spond to downed links of the OTN switch layer. Note
the tight coupling between the network planning/design
process and the restoration operation of the OTN switch
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layer. This is highly motivated by our previous discus-
sion on expected service QoS against potential network
outages and how the network is designed and capaci-
tated to meet that expectation. For the OTN layer, one
can simplify by thinking of its connections as demands
for private-line services which have a premium level
CoS.

However, maintaining QoS gets very complex when
the OTN switching layer also transports (as its de-
mands) links of a higher packet layer (think back to
the multilayer example of Fig. 11.2). The links of the
packet layer that route over the same OTN link form
an SRLG. Furthermore, the OTN link routes as a de-
mand (circuit) over the DWDM layer and a DWDM link
in turn routes over the links (spans) of the fiber layer.
Thus, each of these links at lower layers forms an SRLG
of packet-layer links. Describing such a complex net-
work design process is beyond our scope. However, we
will state that even the most complex network planning
systems for this task (some even developed by the au-
thor) use narrowed assumptions about which parts and
aspects of the outage tree given in Fig. 11.8 are mod-
eled. Figure 11.12 shows such a network design tool.
This tool models the parts of the QoS design process
we have described previously to generate a future net-
work design of the OTN Layer. We use the term future
because there is usually a delay (lead time) in deploying
links in this layer via a capacity management process,
which in turn is usually part of a complicated capacity
provisioning process that involves: equipment order-
ing, provisioning systems, network databases of record,
issuance of work orders, management of installation,
deploying testing crews, etc.

To provide network resiliency against link outages
at the OTN switching layer when provisioning a net-
work connection (circuit) over this layer, the network
design tool calculates a primary path plus an end-to-end
diverse backup path. That is, it calculates a secondary
path whose links do not route over any of the lower
layer links of the primary path. Stated alternatively,
the SRLGs containing the links along the primary path
are distinct from those of the backup path. If the car-
rier chooses to deploy a vendor element management
system (EMS), the two paths are downloaded to the
EMS, otherwise downloaded directly to the source OTN
switch by the network design tool. The source node
(OTN switch) of each provisioned connection (circuit)
provisions the connection by sending cross-connect
command messages in the OTN overhead data com-
munications channels along the links of the primary
route. This is a complex handshaking protocol whose
description we omit here. The source node also stores
the path of each of its provisioned connections along
with its backup path. If a link outage occurs, link-down

alarm information is flooded to all source nodes, as de-
picted by the blue dashed arrows in Fig. 11.12. Upon
receipt of the link-down alarm at the source node (OTN-
A), for those connections that route over the downed
link, the source node begins a restoration process that
reroutes those connections to their backup paths. The
signaling to reprovision a connection is similar to the
original path set-up, as shown by the red dashed ar-
rows in Fig. 11.12, except a bridge and roll type of
switch mechanism is often used to complete the con-
nection with no disruption. For a descriptive example
of a bridge-and-roll process see [11.25].

Since the backup path is diversely routed compared
to the primary path, one of the simplifications of the
network design process is that the probability of an out-
age of multiple, simultaneous lower layer links is low
and, therefore, the probability that both the primary
and backup path are simultaneously down is also low.
Of course, glancing at the complexity of our network
outage tree in Fig. 11.8, the probability of a multiple
outage may be small, but not rare. For example, a com-
mon type of dual outage is when a link (or node) is
down for planned network activity, such as capacity
augmentation, rearrangements, software upgrade, etc.
This process might take a long time and thus during this
period a separate link outage might occur.

To accommodate this multiple link outage possi-
bility, the OTN restoration methodology has a second
phase rerouting step, where the source node dynami-
cally computes new routes for those connections that
remain down, i.e., cannot be restored after the initial
rerouting process. There is typically a time-out be-
tween the first phase (using the precalculated backup
path) and the second phase. The first-phase OTN switch
rerouting process operates relatively quickly (but not
universally as quickly as legacy SONET rings), usually
in terms of at most a few seconds, depending on size
of the network. The QoS motivation here is that this
approach provides fast network restoration for a subset
of network outages in the tree of Fig. 11.8 with high-
est probability of occurrence (or shortest mean time
between outages), namely, single OTN card, ROADM
link, or fiber span outages. For those outages beyond
this subset, the restoration time will be longer or in
some cases the connection will not be restored. How-
ever, even though circuits rerouted in the second phase
take longer and the outage can affect larger groups of
circuits, if the probabilities of the occurrence are suf-
ficiently low, then the expected QoS objective can be
achieved. As we mentioned earlier, since the metrics of
such a complex tradeoff are hard to assess, this tradeoff
is usually determined experientially by tracking statis-
tics on circuit downtimes over time caused by actual
network outages.
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The timing and phasing of the OTN restoration pro-
cess interaction can be fine-tuned by each carrier. Also,
the carrier can choose to alternatively use the vendor-
provided EMS or vendor-provided network manage-
ment system (NMS) to provide the functionality of the
network design tool. When a link is brought back into
service (repaired) a clear alarm is distributed and the
source OTN switch can move the connection back to
its primary route, a process which is sometimes called
revertive. However, to leave the rerouted connections
on their secondary paths is generally not recommended
else the network would be left in a un-designed state; if
another outage occurs in such a state, the network might
not meet its expected availability target. To address this
problem and because the network changes over time
from outages and changing traffic and network capacity,
the OTN layer network also provides a rebalancing fea-
ture that reroutes already provisioned circuits to more
efficient paths, enabled via a combination of network
design tool, EMS, NMS.

11.2.3 Resiliency in the Metro-Core Segment

The metro core in Fig. 11.3 shows the metro Ethernet
network (MEN), legacy SONET/SDH rings, DWDM
and fiber layers. Although SONET/SDH is a legacy
layer and most carriers are in the process of capping
and/or retiring it, we provide a brief description to give
perspective on its ability to restore as an optical-layer
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restoration method. However, we point out that this has
been and will likely continue to be a prolonged retire-
ment process in most legacy carriers. We will discuss
both its evolution and de-evolution in the next section.

Figure 11.13 (from [11.1]) shows the two most
popular architectures for the SONET/SDH ring. For
simplicity, we describe the SONET version here, noting
that the SDH version is very similar. See also [11.26].
The 2-fiber unidirectional path-switched ring (UPSR)
(Fig. 11.13a) is configured over two unidirectional fiber
rings, one transmitting in a counterclockwise direction
over the nodes, the add-drop multiplexers (ADMs) of
the ring (shown as the outer ring in Fig. 11.13), and
the other transmitting in the clockwise direction (shown
as the inner ring in Fig. 11.13). A SONET STS-n sig-
nal enters and leaves the ring via add/drop ports of the
ADM at the two ends of the connection (let us call
the nodes A-end and Z-end, respectively). For a ring in
a nonfailed state, it transports the two uni-directional
components of the SONET signal by A transmitting
to Z and Z transmitting to A over the channels of the
ring in the same counterclockwise direction on the outer
ring. A STS-n connection transmits over n consecutive
channels (or time slots), starting at a channel numbered
1C kn (where k is an integer 
 0). It simultaneously
sends duplicate signals from A to Z and Z to A in the
clockwise direction on the inner ring (shown with blue
dotted lines in Fig. 11.13). In a nonfailure state, a port
selector switch at the receiver chooses the normal ser-
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vice signal from one direction (counterclockwise). If
this signal fails, i.e., one of the end ADMs receives an
alarm, then the port selector switches to the alternate
(duplicated) signal shown in blue. It reverts to the orig-
inal signal after receipt of a clear signal or under other
control messages.

In the 2-fiber bidirectional line-switched ring
(BLSR) (Fig. 11.13b), the first half of the channels (time
slots) of the high-speed optical signal of each link (i.e.,
ADM to ADM link) in each direction are used for trans-
mission when the ring is in the nonfailed state. The
second half of the channels is reserved for restoration
shown as shaded in red. When a single link failure oc-
curs, a loop back is executed at the add/drop port of
the nodes surrounding the failed ring segment and the
failed segment is patched with the restoration channels
over the links in the opposite direction of the failed seg-
ment around the ring. In the case of node failures and
multiple failures, complicated procedures using squelch
tables and other mechanisms are standardized to pre-
vent mis-cross-connection for connections whose ends
are in the failed segment. Connectionsmust be assigned
to the same channel numbers on each link of the ring
over which they route. A BLSR has the advantage over
a USPR that the same channels (time slots) on differ-
ent links can be assigned to different add/drop signals
whose routes do not overlap links of the ring.

There was also defined a 4-fiber BLSR (not pic-
tured), plus some other minor versions that were never
deployed and we omit. In the 4-fiber version, one gets
a full channel system on a pair of fibers plus a fully re-
dundant system on another (backup) pair of fibers. This
results in redundancy in the transponders in each di-
rection. To picture the contrast, in the 2-fiber system
of Fig. 11.13 there is a transponder in the (pictorially)
left/west direction and then another transponder in the
right/east direction. (However, note that when one looks
at the physical equipment there is no sense of direction.)
For example, the 2-fiber OC-192 system gets only 96
working (service) channels, whereas the 4-fiber system
enjoys the full 196 working channels. Therefore, if one
of the transponders fails (in one direction) on the 2-fiber
system, then loop back must still occur for all chan-
nels. That is, it performs similarly as a fiber outage.
In the 4-fiber version there is an extra set of (backup)
transponders in each direction. Therefore, a transponder
outage can be treated differently than a fiber outage. For
example, in the case of a transponder outage, the system
can execute a protection switch to the backup transpon-
der and avoid a loop back around the other direction
of the ring. This gives the entire ring higher availabil-
ity since it can recover from dual failures where both
a transponder outage and fiber cut occur. Other major
advantages are that maintenance can be performed on

the electronics on a single link without putting the ring
into a loop back plus the restoration channels on the
backup system can be used for other purposes. How-
ever, a huge disadvantagewith the 4-fiber version is that
it literally doubles the transponder costs compared to
the 2-fiber version. As a result the 4-fiber BLSR was
not widely deployed.

For those SONET subnetworks with more than four
nodes (as shown in Fig. 11.13) and where the demand
(signals) form a more a dense traffic matrix mesh (that
is, the traffic/connections between most of the point-
to-points is nonzero), the BLSR configuration typically
uses optical capacity more efficiently than the UPSR.
Since most connections (demands) in the feeder route
of a metro-access network home on the same serving
CO (such as in Fig. 11.4e), these demands do not form
a dense traffic matrix network and thus the UPSR was
mostly used to connect locations in the metro-access
segment to the metro-core nodes, whereas the BLSRs
were used to interconnect the COs of the metro core.

We note that most references generally label
SONET/SDH rings, the legacy IOS switch, and the
OTN switch with restoration enabled to be categorized
as optical layer restoration. In reality this is a stretch of
terminology since these restoration architectures make
no fundamental changes to the optical components, e.g.,
transponders, lasers, amplifiers, wavelengths, arrayed
waveguide grating (AWG) etc., but instead modify the
payloads within the optical signals by modifying the
signals after they convert to electrical digital signals
at each node. While we described the OTN switch
within the context of the intermetro segment, we note
that some carriers also deploy a limited form of OTN
switching, as well as its precursor legacy IOS switch, in
the metro-core segment. However, it is much less used
in the metro core compared to the intermetro core. Fur-
thermore, if deployed in the metro core, then it tends to
be used mostly for grooming with the restoration fea-
ture disabled. Therefore, we do not focus further on the
OTN switching layer in this section.

That leaves the brunt of restoration capability to
the MEN, which restores very similarly as described
in Sect. 11.2.2 on the IP/MPLS layer. As noted earlier,
the advantage of this architecture in most metro-core-
segment carriers is that the MEN is a VPLS-type
implementation, which is very amenable to enterprise
customers to interface their Ethernet LAN environ-
ments.

11.2.4 Resiliency in the Metro-Access
Segment

Let us examine the first three sample residential ac-
cess architectures given in Fig. 11.4. Because of cost
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and difficulty, in most of the world the metro-access-
network portion has no restoration capability. That is,
if an outage occurs along the path from the customer
premises to the feeder network demarcation point, there
is no installed methodology to reroute the connection.
Many of the last mile infrastructure media in architec-
tures Fig. 11.4a–c are aerial in vast parts of the United
States.

Resiliency of Residential Wireline Access
Architectures

This makes it even more susceptible to the potential
outages on the environmental subtree of Fig. 11.8. Just
one of these type events, such as a wind, ice, snow
storm or a power outage coupled with the fact that it
is unlikely such an outage will be repaired in less than
4 h (240min), increases the yearly downtime almost
halfway to three nines (500min per year). This longer
repair time is because in this part of the metro-access
network a truck roll (maintenance personnel physically
traveling to the site) is typically required to repair the
outage and a large portion of this repair visit involves
physically locating the source of the outage. In fact,
a power outage from a downed or damaged utility line
caused by wind, ice, or snow will usually far exceed
four hours because the telecommunication cables usu-
ally ride on the lower part of poles and are often dam-
aged. Repairs are complex and jobs have to be queued
and are often dependent on power companies. Also,
even if there is no damage to the network, power losses
to the residences usually cause simultaneous outage of
broadband service because the majority of residences
do not have any form of power backup and residential
broadband carriers almost universally do not provide
battery backup for the residential gateways and set-
top boxes for Internet services, although a few provide
battery backup for wireline phone service. All these
outages on the environmental and human/external-to-
carrier part of the tree in Fig. 11.8 are in addition to
the normal equipment outages that might occur to the
PON and MSO equipment in the metro-access part of
the network, such as failure of a PON plug-in on an
OLT. However, many of these also require truck rolls
to repair. Thus, this quick analysis shows that it is very
unlikely that customers of these architectures will re-
ceive better than three nines of availability (and usually
worse) over the long term.

We now illustrate why we left the metro-access seg-
ment to the end of the resiliency discussion. Consider
a point-to-point packet flow, P.A; Z/, from a customer
premises source in a metro-access network, A, to a des-
tination in another (different) metro-access network, Z.
For example, this could be a customer in metro access
network A being served by a web site or server that is

in metro-access network Z. Assume this flow is trans-
ported over the IP/MPLS layer of metro-core network
A1 on the A-end and the IP/MPLS layer of metro-core
network Z1 on the Z-end. Also assume it is transported
between the IP/MPLS layers of metro A1 and metro Z1
via the IP/MPLS layer of intermetro-core network B.
Because of aggregation of different IP flows, the multi-
plexed transport flow in network B could indeed contain
hundreds, thousands, or even tens of thousands of indi-
vidual point-to-point or multipoint connections of the
same path. If we assume that the worst case availability
of node-to-node (router-to-router) packet flows in net-
works A1, Z1, and B is at least five nines (that is, no
more than five minutes of downtime per year for each
of these segments) and then suppose that metro-access
network A has at least three nines of availability (no
more than 500min of downtime per year), then, what
can we conclude about the end-to-end availability of the
flow P.A;Z/?

The answer is that when looking at availability of
paths across multiple segments, one does no better
than the weakest segment; because, assuming statis-
tical independence, the end-to-end availability is the
product of the three availabilities, which is less than
the minimum of the three availabilities. Therefore, in
this example the end-to-end availability of connection
P.A; Z/ is no better than three nines and perhaps worse.
Given our previous discussion about metro-access net-
work availability for architectures Fig. 11.4a–c (that is,
network availability for that segment is on the order of
three nines or worse), why then provide such high avail-
ability in the metro-core and intermetro-core networks?
Unfortunately, alluding back to our earlier comment
about more art than science, we find that there is no
simple, definitive answer.

However, one motivation is that carriers are more
cautious about the potential magnitude of an outage,
e.g., the number of customers affected times the length
of outage. For, as one travels downstream, towards an
end customer in Fig. 11.4, potential outages along the
path generally affect fewer customers. Another motiva-
tion is that networks in the metro-core and intermetro
segments provide transport to multiple types of cus-
tomers. Thus, the residential customer in the access
architecture shown in Fig. 11.4a may share the same
metro-core or intermetro-core network as an enterprise
customer in architecture Fig. 11.4e (Fig. 11.4e to be
described in more detail later). Because of potential
diverse fiber or coaxial routing in the metro-access net-
work, the enterprise customer in Fig. 11.4e could enjoy
much better network availability, hopefully approach-
ing the golden standard of five nines. However, we
admit that in practice such a stringent level of availabil-
ity on an end-to-end basis is very hard to achieve. At
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the minimum, to get close to this golden standard for
the enterprise customer requires the very high availabil-
ity of both the metro core and intermetro core that we
described previously. Furthermore, a large carrier may
lease transport across its metro-core and/or intermetro-
core network to other access carriers, including its own
enterprise business units, and so needs to provide uni-
versally high availability for those segment networks.

Resiliency of Enterprise Wireline Access
Architectures

Let us now examine the architecture in Fig. 11.4e,
which serves enterprise customers. We will discuss the
architecture in Fig. 11.4d afterwards. The main differ-
ence between the architecture in Fig. 11.4e compared to
residential architectures is that residential access in the
USA and much of the developed world is dominated by
coaxial cable. In contrast, this characteristic is less true
in the world of enterprise services, where fiber is more
prevalent, but not dominant because of the large quan-
tity of small-to-medium businesses (SMBs), such as
hotels, motels, small stores, etc. Our main observation
is that the previous analysis of service availability for
residential broadband Internet customers (architectures
in Fig. 11.4a–c) is unacceptable for enterprise services,
especially for larger enterprise services in large urban
buildings.

Carriers handled this situation in the past with
SONET/SDH path-switched rings, such as the stalwart
UPSR. We discuss its downward evolution in the next
section. The availability of the SONET architecture is
much closer to the five nines availability that is typi-
cally characteristic of the intermetro-segment network.
One reason is, whereas residential broadband service
is often provided aerially, architecture Fig. 11.4e is of-
ten buried fiber or coax and it is quite common to
provide an alternate, fiber-diverse path, shown by the
light-colored dotted line. Thus, this dual-path access
architecture is left vulnerable to switch or multiplexer
outages at the building common space (usually in the
basement or other designated closet area on the lower
floors) and at the CO or hut location, but not to the
myriad of other outages in Fig. 11.8, except for mainte-
nance events, larger scope environmental outages, and
other outages already discussed in the core metro and
intermetro segments. Note that, technically speaking,
carriers who lease Ethernet private lines for cell-site
backhaul generally regard these services as enterprise
services (not residential). However, we discuss cell-
site backhaul in the discussion of the architecture in
Fig. 11.4d instead of here in the context of architecture
in Fig. 11.4e because the resulting service availability
(network resilience) is engineered quite differently for
end-to-end cellular services.

We mentioned path-switched SONET/SDN rings
are in the (very long) process of being capped and re-
tired so, then, what technology will be used to provide
the dual-path switching in the metro-access network for
enterprise-services? Many different architectures can be
used. One example is that the carrier can define an Eth-
ernet VPN and then define two packet layer-3 or layer-2
virtual links over which the VPN is routed. These links
originate and terminate between the network terminat-
ing device at the enterprise common space (not shown
in detail) and its network terminating device at the
destination, e.g., in the first Metro CO or at another en-
terprise location on the far end. One virtual link routes
over the primary path and the other link over the sec-
ondary path. Then, an end-to-end detection mechanism,
such as BFD, can detect whether one of the links (paths)
has failed. A simple mechanism, such as OSPF in the
network terminating equipment, can be notified and
perform network reconfiguration to use the secondary
path, assuming it also remains up during the outage. In
this case this simple overlay network consists of two
nodes (i.e., Ethernet ports) and two links, so it operates
very quickly.

Other Ethernet packet-like ring restoration methods
have been developed, such as the ITU-T recommen-
dation Ethernet ring protection switching (ERPS). For
example, see [11.27] and [11.28]. Another example is
IEEE 802.17 resilient packet ring (RPR) [11.29]. How-
ever, it is not clear which of these (if any) will see
widespread adoption among access carriers across the
world. In addition, their adoption will certainly not
achieve the extent of SONET and SDH rings in the
past.

Resiliency of Cellular Access Architectures
We now examine the architecture in Fig. 11.4d. The cel-
lular network architecture and cell-site backhaul was
discussed in Sect. 11.1.2. Although metro-access car-
riers may offer some form of restorable Ethernet PVCs
under expensive enterprise service access options, few
carriers provide fiber-diverse paths between a base sta-
tion and its first metro CO. Also, in general the QoS
of cellular service is worse than wireline service be-
cause of more susceptibility to weather events, traffic
surges, limited spectrum, and interference from other
cell sites. Wireless QoS is an extremely complex topic
that involves more factors than wireline, such as power
issues, distance from a cell site, line of site issues, ge-
ography, protocols, etc. Cell-site backhaul experiences
similar outage impacts as described in the analysis of
availability for architectures in Fig. 11.4a–c and then
in addition the wireless portion of cellular service is
affected by the wireless QoS impacts mentioned. There-
fore, at first glance it appears that cellular service has
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much worse network resiliency than the wireline resi-
dential broadband Internet architectures.

However, there are two differentiating and mitigat-
ing factors that may blunt some of this conclusion. First
there are different QoS metrics between wireline and
wireless. Because of the limited spectrum, substantial
sharing (spectrum reuse), and different received power
signatures of a cell service, the provided bandwidth
(throughput in either direction) of the cell service does
not enjoy the consistency of wireline throughput. Thus,
it depends on how we define availability of cell ser-
vice. Within a serving area, it is rare that one is totally
disconnected from a cell site. Conversely, its QoS can
be significantly reduced because of all the factors de-
scribed above. Thus, like packet services in Sect. 11.2.1,
if we define the availability QoS threshold sufficiently
low (i.e., if QoS is below this threshold, then the ser-
vice is unavailable), this architecture can almost be as
resilient as wireline broadband service. Alternatively, if
we define this threshold high, then resiliency is much
lower because of reduced throughput. However, there is
no universal definition of what such a QoS threshold for
cellular service should be.

The second factor involves overlapping coverage by
multiple base stations. Surprisingly, the second factor
can indeed raise the resiliency of architecture Fig. 11.4d
ABOVE that of architectures in Fig. 11.4a–c. For, the
cell service will not enjoy availability to the SAME
cell tower better than the architectures in Fig. 11.4a–
c because cell-site backhaul experiences similar outage
impacts. So, from this restricted viewpoint this classi-
fies the service with a similar availability, around three
nines, assuming that the threshold QoS defined above
is less than that of its wireline counterpart. However,
almost all cellular devices are within range of multi-
ple cell towers. Since most cell towers (in the USA) are
miles apart, they are likely to have different first gate-
way COs and thus diverse paths over the metro-access
network, including possibly some part of the path rout-
ing over line-of-site microwave radio. Note that this
first CO is not the MTSO, but rather the first point
where the backhaul path intersects the metro-core net-
work. This fact provides a very robust mechanism for
resiliency. For, if an outage causes a cell site to become
disconnected from the network, it is very likely that
a cellular end device can and will switch to an alternate
cell site, which is unaffected by the outage. Ironically,
while this overlapping of cell sites is one of the most
difficult problems in cellular engineering and manage-
ment, namely signal interference-to-noise ratio (SINR),
it also provides a robust methodology against network
outages. If switching an end device to one of the surviv-
ing cell sites does not lower the throughput below the
QoS threshold, then the network is resilient against the

outage for those end devices. One can see an additional
complexity of cellular QoS in that different end devices
will experience different availability; uniform coverage
definitions are difficult. Note that the addition of more
small cell sites, as suggested by 5G, may further en-
hance the network availability, assuming the fiber paths
to the neighboring small cells are diverse.

So can we, in general, claim that the network avail-
ability of a cell service as defined by the architecture in
Fig. 11.4d is superior to the residential wireline broad-
band service architectures of Fig. 11.4a–c? On the basis
of level of sophistication and implementation of cellu-
lar technology in today’s cellular networks the answer is
no. This is because engineering the QoS for cell service
is significantly more complex, requires significantly
more investment than that of wireline services, and has
required decades of emerging wireless technologies,
plus considerable network deployment and investment
to get cellular services to today’s level of widespread
use and expectation of QoS. For example, if we set the
threshold of QoS availability as that which enables un-
interrupted, high-quality video service on data phones
and personal devices, a rate typically in Mb=s, within
a carrier serving area (assuming no service-affecting
network outages, no bad-weather states, and ignoring
video provider server difficulties), then we find that the
level of availability differs widely across geography and
different carriers for the reasons outlined previously.
Another real-life example that can force the availability
of cell service to be less than wireline, is the confu-
sion of end devices to choose between Wi-Fi access
points and cellular base stations. Many of today’s end
devices tend to latch onto Wi-Fi access points that
have little or no throughput and/or get confused be-
tween choosing cellular or Wi-Fi communication links.
This is because there is no reliable TCP-like layer
that sits below TCP (or other streaming protocols) that
can evaluate the availability/QoS between the links and
seamlessly switch to the more reliable of the two. As
an end device moves around, this problem occurs more
frequently. This problem often causes downloads, such
as steaming video content, to hang or drop. This is
a good example of what we meant when we said that
the resiliency of today’s wireless networks even with
the robustness to choose among surviving base stations
is still short of wireline QoS. However, the capability
to choose among different underlying wireless trans-
port is still rapidly evolving and therefore, theoretically,
as these difficulties are surmounted it will be possible
for cell service availability to exceed that of the res-
idential wireline broadband services described above
(as we have defined availability in terms of a packet
service QoS threshold). An example of protocol work
to introduce such a layer is given by multipath TCP
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(MPTCP) [11.30]. This protocol adds a layer below
TCP that maintains multiple paths (lower layer links)
and chooses among them. For example, it could main-
tain a background keep-alive connection over a cellular
network virtual link as well as over a Wi-Fi connec-
tion.

One other outage issue for cellular service in this
context merits discussion. The major environmental
events listed in Fig. 11.8 can bring cell service avail-
ability below that of wireline broadband service. In
particular, those events that cause power outages at the
cell sites are most problematic, whereas this impact is
usually less to the metro-access portions of wireline
residential broadband Internet services (architectures
Fig. 11.4a–c). For example, the PON architectures of
Fig. 11.4a or Fig. 11.4b either see power outages at
the apartment site (in which case all customers have
lost service at that site anyway, regardless of architec-
ture) or at the OLT site or minihead-end in a CO or
hut. The latter generally have backup power. However,
such is not the universal case for cell sites. As men-
tioned earlier, earthquakes and hurricanes have forced

many carriers to think about equipping their cell sites
with automatic back-up generators – and, of course,
this capability in turn requires costly regular main-
tenance and certification of generators and safe fuel
supplies [11.19]. Because the world has evolved so
predominantly into wireless service some of the latest
approaches to mitigate severe environmental disasters
use rapidly deployable equipment and methodologies.
Some of these are called a movable and deployable
resource unit (MDRU). An example is given by the dev-
astating 2011 Japan Tōhoku earthquake and resulting
tsunami that disrupted communication facilities, as well
as severely crippled nuclear power plants [11.31]. Other
examples can be found in [11.17]. Even if these events
only occur once per decade, if we factor in a multiday
outage across an entire coverage area (that is, where
a wireless end device is within range of multiple af-
fected towers) into the yearly downtime calculation it
raises the downtime significantly. For example, a five-
day outage is 7200min of downtime. Divided by 10
years, this is 720min year�1, which forces the availabil-
ity to below three nines per year.

11.3 Evolution of Resiliency in Optical Networks

Looking at the present day view we provided pre-
viously, the inquisitive reader has already asked the
question,would we architect the same end-to-end archi-
tecture if we start from scratch with today’s available
technologies? The answer is usually: No. This is be-
cause the architectures we presented arose from a slow
evolution of competing and emerging forces, such as
new services, new technologies, carrier corporate busi-
ness models, emerging economics, and market realities.
To prove this point, we can look at the types of network
architectures that are quickly installed in emerging
countries. They often look quite different to what we
presented above [11.32].

11.3.1 Early Optical Transport Systems

We will now explore how and why the metro-core
and intermetro-core networks evolved, but still focusing
within our overall goal of network resiliency. This will
explain what may seem at first glance an odd collec-
tion of architectures for network resiliency in Figs. 11.3
and 11.4. The earliest optical transport systems used
nonstandard optical encryption schemes. The capac-
ity of these early systems ranged roughly from 45
to 135Mb=s. They were built to transport DS1 (T1),
n � DS1, and DS3 signals in the USA. There were
other intermediate rates defined, such as DS1C, DS2,

but these rates/formats never played a large role. Ple-
siochronous rates, such as 2Mb=s (E1) and 34Mb=s
(E3), were more common in Europe. These DSn or En
signals were architected mostly to carry voice trunks in
early optical transport systems.

These early optical systemswere generally point-to-
point systems deployed in a two-way coupling, mean-
ing that going in one direction all the constituent (client)
signals were multiplexed into channels at the near-
end terminal, then demultiplexed into drop ports at the
far-end terminal and then vice-versa in the opposite di-
rection. These early systems offered various forms of
link protection/restoration, wherein a parallel pair of
fibers could be connected to the equipment bay and
high-speed switching would switch to the alternate fiber
pair if an outage was detected. Switching was provided
either in a 1:1 fashion (rerouting the channels of the
high-speed system using only one set of high-speed
cards) or 1C1 fashion (also called path protection),
where the high-speed signal is split over a primary and
backup/redundant path and the healthy signal is se-
lected at the end terminal. This path selection could also
be done on the ports of the receiving card of a channel
independently of other channels carried by the opti-
cal transport system. There was also investigation into
various 1:N restoration methods, where a single protec-
tion system covers multiple working systems. However,
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1:N protection was not generally deployed for fiber or
transponder outages and instead evolved mostly to pro-
tect shelf plug-ins and cards. That 1:N card protection
strategy is still employed today.

11.3.2 SONET/SDH Optical Transport Systems

As optical transport systems became more prevalent,
the deployment of many point-to-point systems, each
with its own with line/fiber protection, became un-
wieldy and expensive. To overcome this problem, vari-
ous add/drop features were added to intermediate ter-
minals in these pre-SONET/SDH systems. However,
these early optical transport systems were very limited
in their add/drop capability and the variation in vendor
product capabilities was wide.

To help understand this evolution of optical net-
works and their resiliency capabilities, it is helpful to
study the evolution of the USA intermetro network,
which was dominated in the early years of optical net-
work development by the Bell System and AT&T. The
AT&T Bell System was divested in 1984 following
a USA federal court order called a consent decree into
eight corporations: AT&T and the seven regional Bell
operating companies (RBOCs). In addition, the RBOCs
formed their central R&D arm called Bellcore in that
same year. However, the intermetro (long distance) net-
work remained with AT&T after divestiture and so we
see a consistent evolution of the intermetro architecture
through the 1980s and beyond. AT&T had settled on
a pre-SONET 1:7-Gb=s optical system, called FT se-
ries G, for transporting DS3s through the late 1980s
and middle 1990s [11.33]. The copper-based DS3 (or
T3) signal was its target CO intraoffice cross-connect
signal (i.e., client/constituent add/drop signal to the
optical terminals). They used a Broadband DCS (trade-
name DACS-III) to cross-connect the DS3s in a CO,
analogous in concept to that of the OTN switch in
Fig. 11.7, although more technically primitive. This in-
termetro optical transport network of the era had some
add/drop capability and employed forms of link/fiber
protection for its high-priority private-line traffic. How-
ever, to reduce the cost of expensive 1:1 or 1+1 fiber
system protection, they leveraged the cross-connect
ability of the Broadband DCS to implement a central-
ized DS3 rerouting scheme called FASTAR [11.34].
Because FASTAR used a centralized controller to send
cross-connect commands to the Broadband DCSs, this
restoration scheme was relatively slow for large out-
ages, i.e., slow compared to later SONET ring restora-
tion speeds and IP-layer virtual rerouting. This was
because at the time, their core network mostly trans-
ported voice trunk groups: DS0 trunks multiplexed into
DS1s and then DS1s multiplexed into DS3s. The voice

trunk network was very highly connected and so had
its own form of dynamic (alternate) routing and there-
fore the speed of DS3 restoration was not as critical for
this service. For more detail on AT&T’s dynamic rout-
ing in circuit-switched (mostly voice service) networks
see [11.35].

The reader may have already started to ask the ques-
tion: Why are the topics of FASTAR and pre-SONET
fiber optic systems important to today? The answer
is that while AT&T had settled on (what it thought
at the time was) its long-term transport and resiliency
architecture, the evolution to today’s networks started
leapfrogging rapidly from that point in time. Also, the
metro carriers did not go with the same architecture and
were busy exploring alternative technologies, literally
a technology generation ahead. As mentioned previ-
ously, the point-to-point pre-SONET/SDH fiber optic
systems used in the metro-core network were becom-
ing unwieldy. Note that during this period (1984 to
the middle 1990s), voice trunks were still the predomi-
nant traffic/demand to be transported in the metro-core
networks, excluding the MSO cable companies, who
during that time mostly distributed rebroadcasts of
over-the-air television channels. Bellcore was tasked to
find a better solution to transport the odd collection
of TDM signals (including Europe, Asia, and North
America) and to standardize (even possibly synchro-
nize) the signaling formats in the emerging optical
transport systems. Thus, SONET was developed. The
first accomplishment of SONET (later followed by the
SDH standard in the European-based ITU-T), was to
define the next generation of constituent digital rates
and channels inside optical signals by defining the
basic SONET synchronous transport signal (STS)-1
(SDH STM-1) internal rate. Bellcore decided to make
a synchronous digital encapsulation, wherein as one in-
creased the optical line-rate multiplexing capability, the
bit rate would remain proportional. However, they also
incorporated stuffing bits to accommodate the various
asynchronous subrate signals. This standardization also
enabled easy add/drop capability and the first flexible
ADM. An important side-light of this standardization
activity was the standardization of overhead bits and
signaling bits. This enabled one to rapidly pass alarm
information as signatures within the SONET overhead
along the route of ADMs in a SONET system. Signa-
ture means a repeating bit or symbol code rather than an
explicit protocol message. Once the add/drop standards
were developed, the next step was standardization of
a restoration/protection scheme and, in particular, one
that was more efficient than the overlapping, point-to-
point pre-SONET systems. By efficient, we mean both
more automatic and controllable from a network man-
agement standpoint, as well as more capacity efficient.
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At this point, a well-architected approach to optical-
layer restoration could be adopted. The most deployed
products were the SONET/SDH UPSR and BLSR,
which we described in Sect. 11.2.3. However, we will
find later that this new-found euphoria would soon
run its course. Once the standard was developed and
vendors developed products, the metro-core Telephony
carriers in USA, Japan, Europe, etc., began to install
SONET and SDH systems en masse. Because of the
size and relative proximity of the countries in Europe,
SDH rings could also be used for intermetro-core trans-
port and restoration. In fact, as the Internet began to
rapidly grow in the late 1990s, additional standards
for encapsulating packet links (data transport) inside of
TDM signals (e.g., DS1, DS3, E1, E3, STS-n and STM-
n) enabled the carriers to reuse the same processes they
had already developed for years that provisioned these
TDM signals that transported circuit-switched trunks.
For example, a DS3 signal that carried almost 45Mb=s
of data packets was called a DS3 clear signal. This
enabled rapid growth of a retail and wholesale leas-
ing market for data-carrying private lines (circuits). The
term wholesale applied when a carrier leased such sig-
nals to another carrier and retail otherwise. In addition,
these circuits could be sold as reliable (resilient) cir-
cuits, because the portion of a circuit in a metro-core
network could be transported over SONET/SDH rings.

But what about network resiliency in the intermetro-
core network during this rising period of SONET/SDH
products? Use of the SDH rings for the intermetro-core
segment in Europe, Japan, and other geographically
smaller countries solved some of that question. But
in the USA, as we described previously, the domi-
nant intermetro-core network carrier (at that time) used
pre-SONET optical transport systems and a slow DS3
rerouting scheme for most of its traffic. What occurred
next was a tumultuous and short-lived love affair with
SONET rings. AT&T attempted to cover its vast USA
intermetro-core segment with a series of overlapping
OC-192 BLSR 4-fiber rings. Note that to function as
expected (from a QoS standpoint), the ADM-to-ADM
links of a BLSR ring must be fiber-diverse of one an-
other, else multiple link outages have a much higher
likelihood of occurrence. Multiple link outages can
cause a set of nodes of the ring to become disconnected
from another set, in which case the ring has much less
resiliency.

This was a daunting task to route and develop a se-
ries of massive rings across the country. It was quickly
discovered by researchers that there were far better
approaches for the USA intermetro core. One of the
earliest articles on this can be found in [11.36]. These
early studies showed that SONET rings were, from an
economic standpoint, a bad choice to provide restora-

tion at the optical layer in the intermetro-core segment.
The optimization principal behind this discovery was
that with a well-connected network (e.g., every major
switch location has a topological degree 
 3), rings do
not take advantage of maximal sharing of capacity over
nonsimultaneous, potential fiber-span outages. Further-
more, one of the major shortfalls of SONET rings in
intermetro networks (which is true also in metro-core
networks) is that while they appear attractive when the
entire network can be covered with a few large giant
rings, when the network size and increasing demand
dictates that multiple rings begin to overlap and overlay,
the SONET/SDH network-wide architecture becomes
unwieldy and expensive (plus a BLSR is limited to 16
ADMs). To understand this problem of multiple ring
deployments, consider when a circuit needs to cross
two rings. It needs to demultiplex and be connected
through a fiber patch panel at the CO where the ADMs
from the two rings are colocated, analogous to the
cross-connect at locations C and D in Fig. 11.6. As
the bandwidth requirements of these networks grew,
plus the fact that commercial SONET/SDN rings never
effectively exceeded the 10-Gb=s line rate, it became
necessary to deploy many intersecting or stacked rings.
Stacked rings mean that two or more independent rings
are deployed whose ADMs are located in the same set
of COs. However, there is nothing particularly special
about two stacked rings. They are basically just a spe-
cial case of two rings whose ADMs intersect at one
or more COs. For, if a connection needs to be trans-
ported over the two rings, then it must add/drop at
an ADM of each ring in the same CO and be cross-
connected via a patch panel between the ports of the
two ADMs. Extrapolating this problem over time, as
the size of the Internet and private packet networks
grew, deployment and management of SONET rings
eventually became unwieldy, even in USA metro-core
networks [11.1, Fig. 6]. Some metro networks grew to
literally thousands of SONET rings, making the net-
work virtually impossible to visualize. In fact, as of the
writing of this chapter, many networks still have this sit-
uation. Furthermore, the management of the inter-ADM
circuits via patch panels became a challenge unto itself.

We note that this intersecting ring problem could
potentially have been ameliorated with deployment of
a broadband DCS that internally integrates/connects the
two ADMs. In fact, some vendors did provide potential
solutions for these hybrid architectures by producing
ring cards that could be installed on a broadband DCS.
But this leads to the important question: if a DCS needs
to be used to manage the massively overlapping ring
problem, then why not use a better overall mesh restora-
tion scheme, as potentially provided by the DCS? These
issues plus the restoration optimization analysis work
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of [11.36] led to the advancement and deployment of
the intelligent optical switch (IOS) that we briefly de-
scribed earlier. However, some breakthroughs in optical
and digital multiplexing technology were needed to en-
able this evolution. To understand these breakthroughs,
we digress a bit.

In telecommunications technology, the concept of
multiplexing signals was invented to take advantage
of economy of scale. For, using the same media (cop-
per, radio-frequency-over-air, fiber, coax, etc.), one can
transport more individual signals by multiplexing them
via different technology schemes, such as analog carrier
or digital time-slotting. However, there is a downside
in that to provide the ability to add or drop individual
signals which comprise the channels of the multiplexed
signal, one must figure out an efficient way to demul-
tiplex the signal. As we described previously, prior to
SONET/SDH, one effectively had to demultiplex the
entire signal and, as a result, this economic tradeoff cre-
ated an extremely difficult network design optimization
problem, called themultiplex bundling problem. For ex-
ample, see [11.37], which was the first paper published
in the newly formed Telecommunications Section of
the Operations Research Journal. SONET time syn-
chronous technology was developed to more efficiently
multiplex and add/drop individual channels. However,
SONET optical transport systems were only offered
in very simple architectures, such as linear chains and
rings. The IOS technology offered a breakthrough in
that it found efficient ways to demultiplex the SONET
high-speed signal into its constituent STS-1 channels
at the incoming port on every IOS switch and then re-
assemble the through signals with any newly added or
dropped signals on the outgoing ports of the switch.
This required very high-speed digital processing so
that delay and jitter would not accumulate and exceed
a given tolerance. Thus, IOS technology overcame the
historically difficult, combinatorial multiplex bundling
problem, as well as enabled the deployment of more
practical mesh-network deployments. In addition, an-
other benefit was that it also enabled the development
of rapid restoration methods based on more capacity-
efficient mesh-network topologies. This answers the
question we posed above.

The IOS is basically a progenitor of the OTN
switch and thus the restoration method in the IOS
is very similar to that of the OTN switch (described
in Sect. 11.2.2), except the IOS uses SONET STS-1
(51:84Mb=s) or SDH STM-1 (155:52Mb=s) channel-
ized building blocks versus ODU-0 (1:24Gb=s) build-
ing blocks, as in the OTN switch (however, note that
the internal switching architecture of the OTN switch
may use even smaller data chunks than what we listed).
One final remark in this section is relevant to our

later discussion on the difficulty of implementing ideas
for network resiliency in commercial carrier networks.
The IOS paved a path for mesh-network restoration
in optical networks. Yet, even though some of the
first vendor models were demonstrated at the Optical
Fiber Communications Conference (OFC) in 1999 by
Lightera, and given the attractively simple-sounding
idea of storing single fiber-diverse restoration paths for
each provisioned connection, it took almost a decade
of implementation and a staff of highly qualified an-
alysts, optimization experts, and planners to deploy it
to its full capability and maintain it (Lightera was later
acquired by Ciena who renamed the switch Core Direc-
tor [11.38]). In fact, as of this writing, it is still deployed
and providing network resiliency in the intermetro-
network segment [11.23].

11.3.3 The Decline of the Path-Switched
Ring and the Emergence of IP-layer
Restoration and Ethernet

Concurrent to the widespread deployment of SONET
and SDH rings in the mid-1990s, packet networks
were rapidly deployed. Carriers started by routing their
router-to-router links over SONET/SDH transport sys-
tems or over packet private-line services, such as frame
relay-based PVCs. As described in detail in Sect. 11.2.2
one of the fundamental capabilities of Layer-3 IP con-
trol protocols is their ability to recover and operate
from massive network outages. This distributed sur-
vivability feature was one of the original goals of the
government-sponsored ARPANET, the progenitor of
today’s private-based Internet. Thus, from their origins
packet networks based on IP protocols inherently con-
tained restoration capabilities. During this period an
early technical competition sprung forth about which
network layer would be the ultimate provider of net-
work resiliency. We remark that a lower network layer,
ATM, made a brief appearance during this evolution
and despite its strong endorsement by many significant
parties (including the US federal government, Bellcore,
ITU, some carriers), it soon thereafter made an igno-
minious departure and thus we skip its discussion.

During this period, UPSR rings became the darling
of resiliency to enterprise locations in metro-access net-
works, assuming diverse fiber paths for the ring could
be provided, which is usually the case in dense ur-
ban environments. However, as one can see, we do not
even show a UPSR ring in Fig. 11.4e. With the emer-
gence of ultralow-cost gigabit Ethernet interfaces and
switches, the SONET/SDH UPSR fell out of favor and
is being replaced by the myriad of packet and Ethernet-
based diverse routing technologies. We again highlight
the discussion of Sect. 11.2.4: to approach five nines
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availability for premium Enterprise services, it is crit-
ical to have a media-diverse routing capability in the
last mile of the metro-access network. However, it is
important to note that while the UPSR was the legacy
gold standard for Enterprise access, we cannot yet say
there is a gold standard replacement for the evolution
to Ethernet-based restorable routing or even if a gold
standard will emerge.

One additional observation about the emergence
of Ethernet-based interfaces is that as already men-
tioned, a historical wholesale market developed for
leasing DS1s (T1s) for trunks for voice service and then
later the DS1 was enhanced and standardized to carry
packet data traffic (the un-channelized DS1 clear). This
enabled the T1 to become the workhorse of the private-
line carrier industry. Jumping forward a few decades,
one can now think of the gigabit Ethernet (GigE) sig-
nal as its modern day analog. For, almost all enterprise
services today interface with carriers at n � gigabit Eth-
ernet signal/rates, but usually contract for a smaller CIR
than the maximum gigabit rate of the interface. Cell-site
backhaul is an excellent example of this evolution. Cell
sites used to interface with carriers via the n � DS1 in-
terface. In today’s networks, carriers mostly upgraded
this interface to gigabit Ethernet, as shown in Fig. 11.4e,
but police the traffic to the CIR appropriate for the
traffic on each cell site. Thus, a wholesale market for
leasing private-line GigE signals has arisen.

11.3.4 DARPA CORONET Study

Perhaps the most comprehensive study of the best
combination of technologies to provide resiliency in
an intermetro-core network was undertaken during the
DARPA CORONET program [11.39]. The program be-
gan under the leadership of Saleh and Simmons and
was motivated in part by their earlier history with in-
termetro carriers, optical start-up companies, and their
original ideas about network design, as expressed in
their paper [11.40]. Also see related work in the later

Fig. 11.14 DARPA CORONET
hypothetical intermetro network

book [11.41]. CORONET was a long-running DARPA
program: a total of seven years and three phases, which
by DARPA stringent contract renewal and review stan-
dards would have to be called quite successful. CORO-
NET assembled teams of experts in network design and
optimization from commercial carriers, academia, and
the telecommunications optical and packet vendor com-
munity. We describe some of its findings here.

CORONET Goals
Some of the principal goals of CORONET were to
explore the architecture, operation, and commercial
feasibility of a packet-over-optical intermetro-segment
network with the following features (requirements): (1)
a dynamic optical layer, wherein circuits (either high-
rate private line or links of the IP layer) can be rapidly
provisioned under a highly distributed control plane, in-
cluding bandwidth-on-demand (BoD); (2) high network
availability, provided under a range of CoS for connec-
tion services at each network layer, where each class
is targeted to survive a different severity of network
outage; and (3) rapid connection/circuit provisioning.
The severity of network outage was defined in terms of
increasing combinations of fiber and/or total CO out-
age [11.42, 43]. We discuss later why they chose this
particular outage model.

Because our primary interest in this chapter is
network resiliency, we skip the provisioning and band-
width-on-demand aspects of CORONET and instead
briefly describe the types of solutions that CORONET
recommended to handle its different range of modeled
potential outages. Along with these recommended ar-
chitectures, network capacity and performance studies,
DARPA CORONET developed a nonproprietary, hypo-
thetical (yet quite realistic) optical network topology of
the USA network, shown in Fig. 11.14. Because of the
participation in the project by analysts and network de-
signers associated with large carriers, this hypothetical
optical network has topological characteristics that are
similar to those of the largest USA intermetro carri-
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ers. These include key cities, fiber spans, DWDM links,
node diversity, etc.

CORONET also derived a hypothetical global op-
tical topology. We do not show this expanded global
topology because it was derived mostly to test the
global limits and constraints of the restoration algo-
rithms, latency, and provisioning times, rather than to
represent a realistic commercial, carrier-based network.

Summary of CORONET Results
CORONET defined many aggregate classes of de-
mand/service. These included packet services and
highest-rate private-line services, called wavelength
services. Links between routers in the IP/MPLS layer
that are provisioned to provide packet services were
basically treated as a slow demand for high-rate private-
line services, whereas other private-line services were
classified as either slow or fast/dynamic (bandwidth-
on-demand). The first Phase of CORONET did not
model lower rate private-line services (below wave-
length rate) and tacitly assumed these would be pro-
vided by the packet layer. However, it was found
as the project progressed and through carrier feed-
back that providing private-line demand only via the
IP/MPLS layer was not commercially practical and
as a result an OTN-layer was added in later CORO-
NET Phases. Thus, when this change is incorporated
into later CORONET project progress, the good evo-
lutionary news is that the intermetro-segment picture
of Fig. 11.3 is fundamentally consistent with CORO-
NET findings. [11.42], [11.43], and [11.44] provide
many other important findings and details, such as the
two-phase restoration in the IP/MPLS layers, which is
similar to what we described in Sect. 11.2.2, how to
design restoration in such networks to achieve class-
of-service objectives, such as best-effort and premium
services, how to mitigate router outages in a capacity-
efficient manner compared to dual-homing, how to
provide bandwidth-on-demand, and results on provi-
sioning times.

We will not delve into these details, but instead
briefly mention the results of the CORONET study of
optical-layer restoration and higher layer restoration.
CORONET proposed highest-rate private-line services
defined by different survivable classes, namely, single
(optical) link outage, simultaneous dual link outage,
CO outage (restoration of through traffic only), simul-
taneous link and CO outage, and simultaneous triple
outage. However, to be realistic, as one steps through
the classes-of-service that must survive the more strin-
gent outages, the magnitude of the corresponding traffic
class decreases accordingly. For example, to expect
large amounts of wavelength traffic to survive the

worst-case type of outage, namely a simultaneous triple
outage, is unrealistic because it would require a very
highly connected network with significant spare capac-
ity; therefore, this highly survivable traffic class was
specified to be a small fraction of the total, e.g., no more
than 5%. Furthermore, there were time limits placed
upon how long it took to restore a circuit. CORONET
project requirements required very rapid restoration
times, e.g., approximately 50ms or less for single link
outages within the continental USA.

Before proceeding to further discuss studies/results
on optical and IP/MPLS restoration methods in the
early CORONET phases, we want to ground them
within the commercial context of this chapter, namely
that we are aware of no carrier who sells wavelength-
rate private-line services as defined by the CORONET
survivability classes; consequently, one should think of
the CORONET demand/traffic classes and their net-
work requirements as illustrative and the corresponding
results as helpful to explain how and why network ar-
chitectures evolved to their present state. Extending
beyond commercial carriers, DARPA is a USA De-
partment of Defense (DoD) entity and, as such, its
affiliated federal agencies had interest in the results of
the study of these conceptual outage traffic classes to
help answer generic questions of USA network sur-
vivability and how such outage-stringent private-line
services could potentially be offered within a commer-
cially feasible approach. Furthermore, the USA federal
government participates in and/or supportsmany RENs.
Constructing such advanced services and correspond-
ing network capabilities on a limited basis is more fea-
sible than in large commercial networks. Also, Phase III
of the CORONET project evolved to study such private-
line capabilities using dynamic connection provisioning
(bandwidth on demand), but within a commercial busi-
ness context. We discuss more of this aspect when
we discuss private networks starting in Sect. 11.3.6,
CORONET BoD.

If we now refer to Fig. 11.3 (i.e., the colored net-
work layers) and back to the discussion of resiliency
in today’s intermetro-segment networks in Sect. 11.2.2,
we mentioned that there are no commercially deployed
networks with optical layer restoration other than the
OTN switching layer, legacy SONET/SDH, or legacy
IOS layer. However, we also mentioned that these are
not purely optical restoration methods, wherein optical
lightpaths themselves are reconfigured. To explore why
this situation transpired, it is useful to compare against
a hypothetical, yet practical optical-layer restoration
method. To this end, CORONET researchers decided to
recommend and study a wavelength connection restora-
tion strategy that had the most practical chance of
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Fig. 11.15 Failure detected. ROLEX restoration: Outage detected at both ends (after [11.45])

implementation. They converged on a patented opti-
cal restoration method, colloquially called rapid optical
layer end-to-end X-connection (ROLEX) [11.45, 46].
This restoration method has similar restoration charac-
teristics to that of the OTN switching layer described
previously, in that a secondary path that is fiber-diverse
of the service path is precomputed and stored in the
originating (and possibly terminating) node(s), namely,
ROADM(s) or optical cross-connect(s), of each provi-
sioned circuit.

This method is triggered by detecting a loss of
signal or control-plane notification of an individual
wavelength-rate connection (circuit) at the origin and/or
terminating nodes of that connection. See Fig. 11.15,
borrowed from [11.45]. In the two-ended version of
ROLEX, a message protocol is initiated over the dig-
ital overhead channels of the circuit from both ends and
along the precomputed restoration path. Note that such
data overhead channels are clearly available in OTN
standards. This protocol attempts to reserve the spare
wavelengths (channels) in each node-to-node link along
the restoration path, including algorithms for contention
control as multiple circuits vie for unused wavelengths
(channels) (Fig. 11.16). These messages meet some-
where in the middle of the path. Note that if the source
side message travels faster, it could even meet at the
opposite side of the first link (Fig. 11.17). The cu-
mulative restoration time is minimized by wavelength
(channel) cross-connection being enacted as the pro-
tocol progresses, instead of waiting until the process

reaches the end node. However, if the signaling process
is unsuccessful at any point along the path, the process
is halted and a back-off process is initiated that sends
disconnection messages along the path to clear selected
channels.

Of course, at a minimum the network must be de-
signed with sufficient spare wavelengths and transpon-
ders for the process to restore all high-rate private-line
services against any single fiber link (span) outage.
Fiber spans are shown in blue in the CORONET hy-
pothetical network of Fig. 11.14. If this is so, then the
probability of occurrence of circuit back-off is low. As
in the OTN switching layer, when more complex out-
ages occur, wherein both the primary and secondary
paths fail or there is a high degree of contention for
spare channels, then a second (and slower) dynamic
path selection process is instigated to try and find al-
ternate paths for those connections that could not be
rerouted on the first attempt. We note that CORONET
analysts did study methods to also precalculate and
store multiple alternate paths to handle the more com-
plex outages. However, given the inherent difficulties
in implementing optical-layer restoration, we feel that
these intense precalculation methods are not practical.
Further note that CORONET Phase-1 requirements pro-
vided relaxed restoration time requirements for multiple
simultaneous outages.

Much of the CORONET study investigated how
to optimize the capacity of the network to provide
the required network availability of the wavelength-
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Fig. 11.17 Messages meet at middle node. ROLEX restoration: Signaling messages meet in the middle (after [11.45])

rate private-line services against these types of outages.
Early phases of CORONET investigated simulation of
the ROLEX protocol on the CORONET network with
different sets of demands with varying traffic intensi-
ties. Phase-1 CORONET only evaluated the capability
of the ROLEX control-plane protocol to converge prop-

erly and evaluate convergence times on reasonable con-
troller hardware platforms at each optical node. Surpris-
ingly, Phase I CORONET found that the control-plane
portion of the optical-layer restoration method gener-
ally achieved the restoration time requirements within
the hypothetical USA network. See [11.43, Sect. V.B.].
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11.3.5 The Emergence and Dominance
of IP-layer Restoration

One of the milestones in the evolution of resiliency
in the metro-core and intermetro segments, is the mi-
gration away from lower layer resiliency of the past
(mostly SONET/SDH-based architectures) to the situ-
ation of today where IP/MPLS is the principal layer
where resiliency is provided. In this section, we will ex-
amine some of the motivations and realities that molded
this evolution. But before we list these reasons, let us re-
view a few key observations in the history of metro-core
and intermetro evolution:

� At the time of their development and subsequent
massive deployment around the world, SONET and
SDH transport systems emerged as a standardized
optical technology that solved most of the complex
multiplex bundling problems as well as established
a robust market for low-cost leasing of private-line
circuits that could transport either voice trunks or
links of emerging packet networks, the so-called
clear un-channelized encapsulation protocols, such
as clear DS1, n � DS1, DS3, n � DS3, E1, E3.
In addition, SONET/SDH rings provided a resilient
lower layer transport technology with very rapid
restoration speeds (generally within 50�100ms)
and resulting high network availability.� As data traffic increased, literally many orders of
magnitude over decades, the SONET/SDH-based
IOS switch technology provided a more capacity-
efficient and provisioning-efficient alternative than
SONET/SDH rings, although restoration speeds
were slower.� The OTN switch was a next-generation evolu-
tion of the IOS switch that provided significantly
higher signal-rate capability, was compatible with
the emerging OTN standards, provided the abil-
ity to seamlessly encapsulate multiple packet-based
signal formats, and provided superior restoration
capability than its predecessor IOS switch.� As DWDM technology became common and wave-
lengths achieved higher rates, the DARPA CORO-
NET project suggested a reasonable technology
approach to provide optical-layer restoration.

Then, given all these seemingly attractive points, why
does the intermetro segment of Fig. 11.3 show restora-
tion capability at the IP/MPLS layer, but no restoration
capability in the optical (DWDM) layer, plus a large ar-
row from the IP/MPLS Layer that skips the OTN layer?
Most of the answers to this question lay buried in the
internal decision making, network economics, and op-
erations of large carriers; hence, there is no simple and

quotable outside reference that we can offer to answer
this question. However, we compiled a list of factors
that we have derived from years of analyzing, architect-
ing, and optimizing these networks.

Factor 1: DWDM-layer Restoration Was not
Fully Proven as Viable in CORONET

While the CORONET Phase-1 ROLEX methodology
appears to be a viable and attractive optical layer
restoration alternative, one of the tasks of CORONET
Phase-2 and Phase-3 was to suggest a path to commer-
cialization of the ideas from Phase 1. However, as in
all research projects, along the way new realities and
directions emerged. In particular, while Phase-1 sim-
ulations demonstrated that the ROLEX control plane
can achieve very fast restoration speed, it turned out
harder to prove when the project attempted to introduce
actual hardware devices whose optical cross-connect
(provisioning) capability could match the speeds of
the control plane. Essentially, a CORONET field trial
explored the characteristics of existing ROADM tech-
nology connection (lightpath) provisioning that needed
to be advanced to achieve these very rapid restora-
tion times. These speed roadblocks included amplifier
wavelength power balancing processes, laser tuning,
and methods to filter out optical impairments in the
transponders. Unfortunately, the results of this analy-
sis were unpublished, but the findings were found to
be consistent among most leading DWDM equipment
vendors at the time. Another significant roadblock to
advancing these characteristics was that from the point
of view of carriers, the DWDM lightpath provisioning
process was never developed to be rapid because it was
part of a planning and provisioning process, the so-
called capacity provisioning process, which historically
was (and still is) generally interwoven with operations
support systems (OSS) and human provisioning pro-
cesses – but certainly never envisioned to occur on
the order of a few seconds or less. To modify equip-
ment and provisioning/control systems to solve these
problems and perform subsecond provisioning along
a path of ROADMs or optical switches requires signif-
icant equipment development, as well as streamlining
of the OSS environment. Plus, an accompanying and
convincing business case would be needed to motivate
carriers to consequently push their DWDM vendors to
enable such rapid features. This business model would
have to show (1) business necessity for such rapid
restoration/provisioning; (2) convince carriers that it
could (even technically) be accomplished; and (3) be
accomplished at small additional cost. After establish-
ing these findings, CORONET Phase III determined to
study an alternate path to optical-layer provisioning and
resiliency.
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Factor 2: Centralized Control Re-Emerges
The original CORONET requirement was for a restora-
tion mechanism under distributed control, as evidenced
in Figs. 11.15–11.17. However, before the CORONET
project was initiated in 2006, distributed network con-
trol was in vogue in the Telecom industry, especially
in government; but, during the time of the CORONET
project (2006–2014), distributed control fell out of fa-
vor and yielded to SDN-based centralized control ideas.
Given the above points and the lack of a strong busi-
ness case for rapid, distributed wavelength-rate restora-
tion, CORONET Phase-3 changed course and pursued
a more fruitful approach to use the emerging SDN ca-
pabilities to craft a more attractive business case for
bandwidth-on-demand of wavelength-rate services, as
well as subrate (below wavelength rate) services. This
is discussed again in Sect. 11.3.6.

Factor 3: It is More Efficient and Economical
to Engineer Resilience in the IP/MPLS Layer
than in Lower Layers

Studies at the time showed that it was more efficient
and economical to engineer resilience in the IP/MPLS
layer than in lower layers. This is a complex topic
that requires the analytical techniques we described
previously concerning cost-optimal network design,
CoS/QoS modeling, and characteristics of the outage
probability space complexities. Ultimately these be-
came business decisions inside carriers. But without
delving into mathematical network optimization and
business cases, we list some the reasons:

1. To achieve high network availability, the reliability
experience with router hardware, protocols, and re-
quired maintenance procedures (such as software
upgrades) indicated that routers would have non-
trivial downtime. Therefore, IP backbones are often
designed with sufficient spare capacity to restore
the network (or at least premium services) from
the potential outage of an entire router, whether
due to hardware/software failure, maintenance ac-
tivity, or external event. To better understand this,
note that no amount of the restoration capability
in the lower layers (OTN or DWDM) can protect
against a higher layer node outage (e.g., downed
router). Therefore, as multiple studies showed, the
installation of adequate packet-layer link capacity
to restore against router outages also provides sig-
nificant protection against nonsimultaneous outages
of other types (e.g., router component equipment,
optical-layer failures). Router/node coverage does
not usually protect 100% against (say) single fiber
outages, but optimal placement of a small amount of
additional capacity does the trick. Placing DWDM
layer capacity for this little bit of extra capacity

was not cost-effective compared to placing it in the
IP/MPLS layer.

2. IP/MPLS-layer links have discrete capacities de-
fined by their line rate. Usually only a few critical
links are at maximum QoS-threshold utilization
(where threshold is defined as before to mean the
level of maximum utilization that provides a de-
sired packet QoS for the given classes of ser-
vice); therefore, there is usually a large amount
of such marginal capacity available in most links,
even after potential traffic is rerouted over them to
accommodate the worst-case outage. This effect,
when combined with the above extra capacity for
router outages, made the case against DWDM-layer
restoration even stronger.

3. Finally, one of the strongest reasons is that, as
mentioned, packet services can be prioritized into
classes (CoS), each with its own QoS target. In fact,
one of the key factors in determining the theoret-
ical QoS of the premium class is how that traffic
is treated during potential network outages or un-
expected traffic surges. As an example, a common
business practice in carriers is to allocate no extra
IP/MPLS capacity for restoration of best-effort traf-
fic. However, it is important to note that does this
does NOT mean best-effort traffic gets clobbered
at every outage. To the contrary, the lower class
traffic usually only suffers when hit by one of the
potential worst-case outages and even then some
amount of best-effort traffic will likely not suf-
fer. Without delving into probabilities and maximal
potential link traffic flows, we can state this mathe-
matical phenomenon as follows: to meet the desired
network availability, the outages with the worst ex-
pected loss (probability times magnitude) generally
dictate the main amounts of extra capacity needed
for restoration. Stated (over) simply, the network is
designed for the worst case. Thus, if an outage of
less magnitude occurs, there is usually enough ca-
pacity for most traffic to be rerouted successfully.
And when best effort and premium traffic are be-
ing rerouted over a common router link, priority
queuing allocates the capacity first to the premium
traffic. Thus, the effect is that the best-effort traf-
fic either gets through without QoS degradation or
some of it might experience delay or some loss dur-
ing the worst outages. None of the methodology
and nuances that we just described about the opti-
mum handling of premium versus best-effort traffic
during outages can be equivalenced by providing
DWDM-layer restoration. This is because DWDM-
layer restoration is brute force: it (coarsely) re-
stores entire router links at full wavelength ca-
pacity by rerouting them over alternate DWDM
links.
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In summary, initial packet-layer networks were routed
over SONET rings and then later some carriers routed
them over IOS networks as multitudes of overlapping,
overlaid SONET rings became impractical. But, as In-
ternet bandwidth soared through orders-of-magnitude
growth over the past two decades, the design of
IP/MPLS-layer networks for reconfiguration started to
dominate resiliency planning. MPLS fast reroute and
capacity-sensitive Layer-2, Layer-3 routing were later
installed to further improve this resiliency. Thus, for
the reasons cited above, more IP/MPLS-layer links
were provisioned directly onto the DWDM layer at
the wavelength-rate and with no lower layer restoration
provided.

Optical-Layer Restoration Ideas
in the Literature

There is a plethora of published ideas to provide
optical-layer (or integrated IP-over-optical-layer) re-
siliency, yet very few are implemented in commercial
networks. To give the reader some practical feel for
why this is so, we discuss a once popular idea in the
Academia, p-cycles, pioneered in a paper by Grover
and Stamatelakis [11.47]. Our analysis here is aided
by the DARPA CORONET study, which analyzed it
in Phase-1. P-cycles attempted to address a limita-
tion of SONET/SDH rings. While they perform rapid
restoration, they are closed topologies and cannot share
restoration capacity among one another. This impact is
significant when one considers a metro-core network
with hundreds or even thousands of small ring subnet-
works. Thus, the high-level appeal of a p-cycle is clear:
to achieve the speed of rings, yet mitigate the restora-
tion capacity penalty.

While we will not describe p-cycles in detail, the
p-cycle idea removes the rigid hardware identity of an
ADM-based ring (such as a BLSR). The p-cycle idea
is to precalculate a set of diverse paths and reserved
restoration channels that route over a shared set of fiber
links. A p-cycle identifies a set of reserved, restora-
tion channels that are fully cross-connected in one big,
closed loop. When a link of the cycle (consisting of
many channels, including both in-service/working and
restoration) detects an outage, for each (working) con-
nection that routes over that link, the p-cycle node
breaks (i.e., disconnects or un-cross-connects) its bidi-
rectional cross-connects at the two end nodes of the
link, then breaks the cross-connects of a restoration
channel (on the cycle) at the same end nodes, and then
cross-connects the channels of the working connec-
tion into those of the restoration loop. This implements
a loop-back around the other direction of the p-cycle.
Another feature of the idea is that a more mesh-like
restoration strategy occurs for connections that route

over a straddling span that is not on a p-cycle itself.
This connection can choose to loop-back in either direc-
tion of the p-cycle. In fact, two straddling connections
can be restored on the same numbered channels of the
p-cycle by routing in opposite directions along the p-
cycle.

The inaugural paper on p-cycles launched hundreds
of follow-up papers in a extensive reference tree; con-
sequently, many manifestations of this idea emerged in
the literature [11.48]. Yet, the p-cycle idea was never
implemented in commercial, production equipment. To
help understand why, we temporarily regress to again
examine the SONET/SDH BLSR. Analogously, even
though the BLSR is appealingly simple at a high level,
it took years to overcome operational difficulties. Some
of these include: accurately detecting transitory failure
states, maintaining a consistent topology view among
all ADMs, correctly rerouting connections under mul-
tiple link outages, and reliably handling and reporting
revertive/nonrevertive states.

In a BLSR, each ADM must keep careful track of
the surviving topology. For, when two noncoincident
links fail the ring becomes disconnected and no restora-
tion should occur. However, if two coincident links fail
(e.g., an ADM failure due to a power outage or other se-
rious outage in the Tree in Fig. 11.8), loop-back is still
possible for a limited set of connections. Because each
ADM operates somewhat independently, no restoration
should take place until the alarms have settled, other-
wise mis-cross-connection and contention can occur.
For example, consider the BLSR of Fig. 11.13b. Label
the nodes (ADMs) starting from top left and moving
around the ring clockwise, as A, B, C, D. Consider
two 1-hop (1 link in length) connections: connection #1
routes over A–B and connection #2 routes over A–D.
Since they do not overlap, these two connections can
both be assigned to channels with the same number,
j � .n=2/, where n is the total channels of the high-
speed link (e.g., nD 192 for an OC-192 SONET ring).
However, if node A fails, nodes B and D should not start
restoration loop-back cross-connection procedures, else
the messages will contend for the same restoration
channel, .n=2/C j. Thus, the other nodes must kill all
the connections that originate or terminate at node A,
else two separate connections could either be mis-cross-
connected or experience a channel-contention dead-
lock. To avoid this possibility, the SONET and SDH
standards built in a messy feature called squelch tables.

The reason we described the complexities of a node
outage in a BLSR is to illustrate how difficult it is to
implement restoration ideas in a commercial network,
no matter how seemingly simple, yet maintain the de-
sired high level of resiliency. For, to achieve a five nines
state of BLSR availability, one must carefully analyze,
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handle, and test such corner cases. Turning back to the
p-cycle idea, one problem is that a SONET/SDH BLSR
ring does not precross-connect restoration channels. So,
the idea of a fully cross-connected restoration loop
(ready to be broken into and recross-connected) was
never proven to be feasible in an actual SONET/SDH
environment. Because of the much more complex mesh
network topology of the p-cycle, potential impacts to
connections is far riskier and needs significant error
handling to establish its resiliency in a real network.
Like SONET/SDH rings, a significant operational prob-
lem can occur when multiple links fail. To avoid
mis-cross-connection and channel contention, the p-
cycle idea requires that every possible state of multiple
link outage be precalculated, and the desired path and
restoration channel usage stored. Furthermore, if a net-
work outage condition occurs that is not represented
by one of the precalculated network outage states, bad
network conditions or contention could arise. In addi-
tion, this requires that a complex optimization problem
be run every time a connection is provisioned in the
network. See [11.49] and [11.50] for some of the
CORONET study optimization results.

To further complicate this situation, we note that
links do not necessarily go down in unison. Fibers do
not always break cleanly and complex outage states can
occur if they go through staging, where one link goes
down and then another soon follows upon accumulating
bit errors. Also, a link might be taken down intention-
ally for network maintenance. During this maintenance
window, if another link outage occurs, the network must
transition from the original outage state to a new one
(not just jump to a precalculated multiple link outage
state). In addition, how to detect when an alarm has
cleared and how to reset the network afterwards is
a very complex problem, even with the BLSR. Thus,
when putting all these issues together under a wide
set of realistic network conditions and recovery pro-
cedures, the CORONET project determined that the
p-cycle method is logistically too difficult and risky (or
perhaps even infeasible) to implement and it concluded
not to pursue p-cycles beyond Phase-1.

To emphasize the difficult problem with precalcu-
lating detailed cross-connection responses to potential
complex outage states, let us look back at mesh-
restoration with the OTN switch. The main (again, al-
luringly simple) idea is based on storing a fiber-diverse
backup path for all working connections. However, if
the backup path fails for a set of given connections
due to some of the multiple outage states we dis-
cussed above, once the link-state messages have settled
the nodes revert to a slower dynamic process to cal-
culate and cross-connect new paths on the surviving
network for each downed connection. By falling back

on a dynamic process for the un-restored connections,
the method does not have to rely on precalculated paths
that can foul up under complex outages. Even this took
almost a decade of lab and in-network evaluation and
modification to fully implement and provide confidence
that it could reliably handle all network anomalies and
corner cases.

11.3.6 Emerging Network Resiliency
Architecture and Techniques

Over the many years we have seen the philosophy of
network control vacillate between distributed versus
centralized control. For example, at the beginning of the
Internet (ARPANET), the US government was mostly
interested in a network protocol that was rapidly surviv-
able; consequently, distributed control was emphasized.
Also, early restoration architectures under centralized
control eventually proved too slow, such as [11.34].
Thus, we see the evolution of features of IETF proto-
cols, such as various Interior Gateway Protocols (IGP)
and associated protocols. Controls in an IP packet-
layer network are mostly high-level controls, such as
link weights/costs, timers, flooding mechanisms, and
distributed topology generation. In contrast, Telecom
companies in the past emphasized mostly centralized
control via OSSs, and process-oriented procedures,
such as circuit provisioning. However, many carriers
began to show more interest in distributed mechanisms
with philosophies such as the network is the database or
quasidistributed (i.e., when compared to OSSs) within
vendor control structures, such as element manage-
ment systems, a construct which also arose in ITU-T
telecommunications management network (TMN) con-
cepts [11.51]. However, the tide has recently swung
again in favor of centralized network management con-
cepts. In this section, we explore emerging ideas for
network resiliency while still mostly concentrating on
actual network implementations.

CORONET BoD
The original CORONET Phase 1 requirement was for
a restoration mechanism under distributed control, an
example of which is shown in Fig. 11.15. However,
as previously mentioned, as the project evolved, SDN
concepts began to arise and, thus, centralized control
had come into vogue again in the Telecom indus-
try. Given the above points and the lack of a strong
business case for rapid, distributed wavelength-rate
restoration, CORONET Phase-3 changed course and
pursued a more commercially fruitful approach to use
the emerging SDN capabilities to craft a more attractive
business case for bandwidth-on-demand of wavelength-
rate services. CORONET Phase-3 demonstrated lab
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prototypes with the ability to reroute optical layer
connections upon demand using more modern con-
trol interfaces, SDN controllers, and associated network
orchestration capability [11.52]. This also provided
a more provable carrier business model for a more
dynamically controlled optical layer, which was fo-
cused at private networks connecting large datacenters.
As we noted previously, much of the connectivity for
intermetro-segment private networks is leased, even by
the large Internet enterprises. These customers tend to
lease dark fiber between their massive core datacenters
but then tend to connect their more numerous, periph-
eral datacenters and customer locations with a mixture
of dark fiber and leased lower layer circuits.

The CORONET team found that the most pressing
use-case for such a service was datacenter backup at an-
other (distant) datacenter. For, today’s large datacenters
are so massive that private network overlays with cir-
cuits at rates less than the wavelength rate (e.g., less
than 100, 400Gb=s) cannot practically support data-
center backup. The CORONET BoD architecture and
experiments enable circuits to be setup as needed at
full-wavelength rate for regular backup activities. This
created a more focused (in terms of features and capa-
bility) and tractable form of wavelength provisioning,
rather than the very broad dynamic DWDM layer pro-
posed in CORONET Phase 1. This service is attractive
to many of the private-network Enterprise customers
compared to more primitive existing procedures for
backing up datacenters, such as using portable RAID
(redundant array of independent discs) discs that are
physically transported to another city. In addition, for
some of the major environmental outages described in
Fig. 11.8, bandwidth on demand (BoD) was found to
be a useful resiliency mechanism to backup datacenters
for replication in anticipation of a major environmental
event [11.53].

SDN Integration of IP-over-Optical-Layers
in Large Carriers

Many carriers are studying how to incorporate SDN
ideas into their network management processes. An
example can be found in [11.54–56] where an SDN
controller is being built for an IP/MPLS network
that will eventually work interactively with a more
rapid bandwidth-on-demand provisioning process for
the DWDM-layer (ROADM) network. The IP/MPLS
layer generally follows the two-phase resiliency archi-
tecture we outlined for intermetro-segment networks
in Sect. 11.2.2, wherein MPLS fast reroute (FRR) is
used to achieve rapid restoration for their highest pri-
ority packet flows following a network outage. Then,
after a network settling time, a second phase imple-
ments a form of IGP/MPLS reconfiguration where

capacity-sensitive traffic engineering is used to reroute
the MPLS tunnels to better handle the best-effort traffic
and achieve more efficient routing. Network capacity is
designed in the network planning process to meet the
QoS of each CoS under various outage states. The SDN
controller could possibly provide the following added
advantages to this process:

� By monitoring the traffic changes more efficiently
and providing the opportunity to optimize the rout-
ing of the MPLS LSP tunnels, the SDN controller
can also be used to better adapt the MPLS tunnels to
changing traffic, namely, the unexpected traffic pat-
tern change subtree of Fig. 11.8, but also to a lesser
degree take advantage of various time-of-day load
differences.� By incorporating the actual optical-layer routing
(SRLG) information for each IP/MPLS-layer link,
the SDN controller can also compute and download
the FRR paths more rapidly and more efficiently
than the crude methods current industry router ven-
dors provide to auto-compute them in a distributed
manner. For example, vendor methods usually in-
clude the ability to set via command line interface
(CLI) or other network management protocol for
each packet link a list of link bundling IDs. Then
the FRR paths are computed in a distributed fash-
ion by the routers to avoid certain paths using the
link bundling information. Different vendor prod-
ucts offer other methods to control the FRR paths in
a distributed manner, as well.� As pointed out earlier, most of the extra/spare
capacity in carrier IP/Layer router-router links is
placed to handle worst-case restoration during a net-
work outage or unexpected traffic pattern change.
This amount of extra capacity turns out to be quite
high, sometimes as high as 100% more than the
peak-hour capacity required to meet QoS when the
network is in a nonoutage state. This can be reduced
by better capacitating and routing the resulting
MPLS tunnels after an outage to more accurately
achieve the QoS for each CoS in the second phase
after an outage. For example, most of the sav-
ings can be achieved by carefully optimizing the
best-effort traffic. Without the SDN controller and
its associated traffic measurement modules, these
tunnels are defined based on average traffic mea-
surements and simplified built-in IETF routing and
capacitating algorithms.� By integrating the IP/MPLS tunnel definition pro-
cess with ROADM layer provisioning, the SDN
controller can utilize the large pool of spare wave-
length capacity in the DWDM layer to adapt the
underlying capacity of its router-router links. For
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example, most intermetro ROAD-to-ROADM links
have available 80–100 spare wavelengths upon ini-
tial provisioning. These wavelengths/channels are
slowly put into service over time, thus enabling
on average a large store of spare wavelengths. By
reusing the DWDM-layer transponders on an exist-
ing lightpath or using preinstalled spare transpon-
ders, a rapid lightpath provisioning (or rerouting)
process can be implemented using more advanced,
or open network management interfaces to the
ROADMS, such as using a REST interface with an
information model based on a Yang protocol.

As an example of the last bullet about integrated IP-
over-optical-layer coordination, if a router-router link
between routers at CO A and CO D routes through
ROADM links A–B, B–C, C–D (where A, B, C, D are
COs where ROADMs are installed) and suppose an out-
age occurs along the fiber path of the B–C link (thus
the ROADM B–C link goes down), then by using the
same router interfaces and ROADM transponders on
the ends of the existing lightpath (A and D), the SDN
controller can optically reroute the lightpath on an alter-
nate path of ROADMs between A and D. For example,
it can bypass link B–C by reprovisioning the lightpath
through alternate ROADM nodes E and F, with path =
(A–B, B–E, E–F, F–C, C–D). Assuming no intermedi-
ate transponders are required (a nontrivial assumption),
then the SDN controller can achieve this simply by dis-
connecting the A–D existing lightpath at A and D and
then reconnecting through the alternate path with ba-
sic optical cross-connect commands to each ROADM,
which are implemented in the ROADMs by laser tuning
at the endpoints, WSS optical cross-connect processes
and power balancing (the latter being the more chal-
lenging of the tasks).

This of course assumes that spare wavelengths (with
the same wavelength/channel number) exist on each
link of the alternate route which, as noted above, is
quite likely given on average the large number of spare
wavelengths per ROADM link. However, it is impor-
tant to note that from the previous discussion about
DARPA CORONET studies, this reprovisioning will
not likely occur in subsecond time due to power bal-
ancing, laser tuning, and other optical signal quality
necessities. However, considering that two-phase IP/M-
PLS resiliency is applied, for the example outage FRR
has already occurred and it is now in the second phase
of network reconfiguration. Since the network was
planned for fast restoration of the premium CoS traffic,
the lower priority traffic may be impacted in a worst-
case type of outage. In such a case, the QoS expectation
for that traffic class assumes it will take longer to restore
it to its full throughput. Therefore, a slower reprovision-

ing process for the affected lightpaths may be tolerable.
If so, such an integrated multilayer restoration capa-
bility provides the greatest opportunity to save total
IP/MPLS-layer capacity.

However, with greater advantage often comes
greater complexity. A first step of integrated IP-over-
optical-layer network management is to target rapid ini-
tial lightpath provisioning for new IP/MPLS-layer links
and to avoid OSS cost and complexity. The next step,
to enable coordinated interlayer network restoration
in a functioning commercial network, is a technically
difficult application of SDN and still needs practical
development before it reaches maturity in commercial
carriers.

Large Enterprise Private Networks
As we noted, there are many large enterprises who
own very large datacenters, usually along with a larger
number of smaller, outlying (or remote or peripheral)
datacenters that home on the larger datacenters. Some
of the largest of these enterprises are the Internet-based
corporations, for example, those who sell CDN, search
capability, video content, web content, enterprise-cloud
services, or sell advertising associated with these ser-
vices. Some of these outlying datacenters can be data-
centers owned by (or provided for) their enterprise cus-
tomers (enterprise customer of the large enterprises).
For example, if a large enterprise offers Internet-as-
a-service (IaaS) or computing-as-a-service (CaaS), or
software-defined wide-area network (SD-WAN) from its
portfolio of cloud services, then they may connect to
smaller datacenters owned by (or provided for) their
cloud customers. The large enterprises tend to deploy
large private networks whose major purpose is to trans-
port traffic among their datacenters, called an inter-
datacenter network. Furthermore, they tend to operate
their datacenters themselves, e.g., within a network-
supporting business unit.

Given an outlying datacenter in one of the enterprise
access networks, there is a slim metro-core compo-
nent to connect the datacenter to an intermetro network.
However, we note that as we discussed in Sect. 11.2.4,
to achieve close to the preferred five nines of availability
of the private network, the datacenter has to be diversely
connected to the intermetro point of presence and in
fact is often dual-homed into two different points-of-
presence (here, a point-of-presence is a boundary node
between the metro-core- and intermetro-network seg-
ments). However, ignoring this metro-core component,
most of the interesting aspects of resiliency are in
the intermetro segment. Furthermore, almost all such
Internet-based corporations lease dark fiber from a large
intermetro-segment carrier and install their own lower
layer transport equipment, although such equipment is
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usually installed, provisioned and maintained by a third
party, including sometimes the intermetro carrier it-
self. However, these corporations also deploy leased,
high-bandwidth circuits over a portion of their network,
especially to connect the outlying datacenters to their
larger, core datacenters. In fact, one can think of the or-
ganization within such a large enterprise that runs its
interdatacenter network as a type of internally owned
carrier. Thus, many of the concepts we discussed ear-
lier will apply to this situation.

Because these large Enterprises usually control and
manage both the traffic (typically from their servers),
as well as the interdatacenter network, they can cus-
tomize more forward-looking networking capabilities
than a commercial carrier, who must sell connectivity to
many different customers. This creates a unique advan-
tage in that such an enterprise can mold and shape its
traffic, CoS, and QoS in conjunction with the transport
of that traffic. We note, however, that as intriguing as
these independent capabilities sound, most of them do
not get standardized into the general commercial carrier
world.

There is quite a diversity of implementations in the
published literature of large enterprise private network
implementations. We mention one here to illustrate
this point. Google is an example of one such large
Internet-based enterprise with truly massive core dat-
acenters scattered around the world (at last count, six
in the US alone). Google has adapted some ideas
from the open networking foundation (ONF) [11.57].
In particular, OpenFlow is a centralized method to mi-
crocontrol the routing of IP traffic versus the IETF
distributed IGP that is implemented in most commer-
cial carriers. Google has furthermore developed its own
SDN controller to load-balance its traffic across the
large DWDM links that connect its core datacenter
gateway switches (routers), as well as to provide al-
ternative routing in case of outages. To illustrate how
Google can customize both its traffic and network us-
ing traffic engineering ideas for CoS, at a high level it
roughly classifies its traffic as delay-sensitive and delay-
insensitive, the latter being an extremely large amount
of traffic. The delay-insensitive traffic, such as infor-
mation gathered from background Internet search-bots,
can be queued in case of network congestion, such as
would occur from a network outage. This keeps the
network utilization very high and cost efficient. In con-
trast, commercial carriers cannot implement this type
of tight CoS to control customer traffic in coordina-
tion with generic network control of network routing
and performance. Furthermore, the Google SDN con-
troller can execute extremely rapid and time-sensitive
load balancing across links. These capabilities enable

very rapid restoration with minimal packet loss, perhaps
even better than MPLS Fast Reroute, but with more ef-
ficient implementation. See the following sources for
more detail [11.58–61].

There are major differences among how these large
Internet-based Enterprises manage both their large, core
datacenters and their interdatacenter private networks.
Above is just one example. See [11.62] for another
example. Therefore, it is doubtful that any of these cus-
tomized implementations for large Enterprise networks
will carry over in a general way to large commercial
carriers.

RENs and ON Labs
In this chapter, we have focused mostly on implemen-
tation of resiliency in commercial carriers. In contrast,
Research and Education Networks are networks where
more experimentation and forward-looking ideas can be
trialed and evaluated in a network setting. RENs are
typically fully or partially subsidized by various gov-
ernment entities, for example by direct subsidization or
study grants. They usually also involve heavy collabo-
ration with (or sponsorship by) academic institutions.
However, RENs can serve multiple functions, such as
a testbed for experiments in advanced networking, as
well as small carriers for working, day-to-day traffic
among universities, government agencies, and some
private research groups. This latter function provides
a more realistic environment to experiment and evaluate
with network resiliency ideas than a controlled lab. But,
because of their wide research emphasis, covering the
myriad of restoration and resiliency ideas across hun-
dreds of world-wide RENs is beyond our scope.

ESnet is an example of a larger REN, a network
mostly funded by the US Department of Energy. ES-
net has installed an intermetro network with many
100-Gb=s wavelength-rate links that spans from coast-
to-coast. Part of the task of this REN is not only to
provide a sandbox to try out new networking ideas,
but also to provide very high rate connections that
allow bandwidth-hungry science experiments to ex-
change and process voluminous data that could either
be technically impossible or unaffordable via a purely
commercial carrier. Examples are high-speed collider
experiments, neural networks for brains, and assem-
bling and synthesizing distant astronomical views by
coalescing data from many different telescopes around
the world. Furthermore, RENs from different coun-
tries often link via high-speed links (including under-
sea). For example, ESnet partners (peers) with GEANT
(pan-European backbone R&E network), NORDUnet
(Nordic countries REN), CANARIE (Canada), and
LHCONE (an overlay REN in Europe, North America,
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and Southeast Asia). A key point is that ESnet has an
SDN testbed that implements OpenFlow [11.63]. Open-
Flow is very popular in Academia because it enables
detailed control of packet routing. As we have seen,
routing is integral to network resiliency. Furthermore,
as we illustrated in Sect. 11.3.6, SDN Integration of
IP-over-Optical-Layers in Large Carriers, the ability
to implement integrated control over multiple network
layers can be beneficial to network restoration and po-
tentially enable more efficient use of packet-layer and
DWDM-layer capacity. In fact, as we pointed out nu-
merous times in this chapter, literally every resiliency
technique basically involves some attempt to reroute
traffic/connections around bad things.

We finally note that along with centralization be-
coming more in vogue in the academic world and in
some private networks, the idea of using open net-
working software has also been heavily advertised,
especially in the area of open platforms. In fact, use of
open software, software infrastructure, and more flex-
ible computing environments is also being vigorously
pursued in large carriers. See [11.64] for an example
of open networking in ROADMs. That said, we have
seen many networking ideas come and (mostly) go over
many decades in the Telecom industry (see more about
this in the last section). To what effect these new ideas
stand the test of time in commercial networks is for fu-
ture historical assessment.

11.4 Summary and Future Directions

We help to summarize our chapter via a brief question-
and-answer format.

11.4.1 Summary

We first attempted to answer the principal question
how are today’s terrestrial carrier-based networks ar-
chitected? We then provided a high-level view of the
three major network segments, along with the tech-
nology layers within each segment. The next major
question was: how is resiliency provided in each layer
today? To answer that question, we went into a detailed
analysis of the types of QoS degradations that tend to
confound networks and their services, including a class
of degradations called outages. With those degrada-
tions established, we then described the various types
of remediation provided at each segment and layer. At
that point, someone unfamiliar with the evolution of
the carriers, business climate, and telecommunication
technology, would likely be mystified by the end state
of the seemingly odd combination of network tech-
nologies, network sectoring, and restoration/resiliency
methodologies. Therefore, to help clarify this we asked
the next question: what factors led to the current evo-
lution of network layers, resiliency, and resulting net-
work performance and availability? Potential answers
would be even more befuddling if the reader sought
answers from the publication world in these related
fields. For, very few of the published ideas (many of
which are derived in theoretical/abstract network set-
tings) have been implemented in commercial, carrier
networks. To understand why this is so, we examined
a few restoration methodologies that have been imple-
mented or attempted to be implemented and provided
insight into how difficult it is to successfully implement

these ideas in a large, commercial carrier. Furthermore,
one cannot explain this evolution via telecommuni-
cations technologies, protocols, and restoration ideas
alone. In that regard, we delved into the business side
of commercial networks, especially the metro-access
segment, where business, government, and regulatory
considerations and constraints dominate the networking
architectures that have evolved.

To further help clarify the above answers, we intro-
duced another important question: how do the current
evolved network architectures, restoration methodolo-
gies, and network management practices impact net-
work performance and availability on an end-to-end
service basis. We answered this by carefully examin-
ing how overall network availability is impacted by the
network layers, segments and services (e.g., business
versus residential) and how the weak link is so critical to
understanding the business side of this long evolution.

11.4.2 Key Enablers for Future Work

The Telecommunications industry and academia has
many efforts underway for improving network reliabil-
ity and resiliency in optical and related networks. In
fact, we could devote an entire section/chapter to dis-
cuss all these different directions. In the spirit of this
chapter, we will instead funnel this down to a few key,
practical directions, which are dominated by work in
advanced network control and management. However,
we caution that the network management field has in the
past hailed how it was going to achieve improved net-
work performance and cost via advanced network man-
agement capabilities, only to become awash with mod-
eling complexity, layers of protocols, and bureaucracy.
For example, ITU-T TMN (Sect. 11.3.6) CMISE/CMIP
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is an excellent example of such a failure of expec-
tation [11.65]. To illustrate this over-expectation, we
quote from [11.66]:

Many benefits are expected from standards-based
integrated network management. By making all
internal network management functions available
through standardized interfaces, service providers
will achieve more rapid deployment of new ser-
vices and maximum use of automated functions.
Powerful new service management capabilities
will be offered to customers by the interconnec-
tion of service provider and user management
infrastructures. Vendors of network elements will
offer specialized systems known as element man-
agers which will integrate readily into a service
provider’s larger management hierarchy. Groups
of service providers will enter into ‘business level
agreements’ and deploy resource sharing arrange-
ments which will be administered automatically
through interoperable interfaces.

In all fairness, element management systems did
emerge over this period, but failed to achieve the stan-
dardization or advantages claimed by CMISE/CMIP
modeling. In fact, some claim that the advent of element
management systems stalled the evolution of advanced
network management modeling that is needed today.
There are other examples, such as CORBA (common
object request broker architecture) and distributed net-
work management, that also did not achieve the stated
goals or where the industry changed directions. Further-
more, element management systems and standardized
network/object modeling for packet-layer switches did
not manifest over this period. For example, many sys-
tems still use SNMP (simple network management
protocol) MIBs (management information bases) for
alarm reporting with limited configuration management
capabilities, which are far from achieving the objectives
of the above quote. Still today most hard configurations
(configs) for packet-layer switches are set via vendor-
proprietary CLI (Sect. 11.3.6).

With this dubious networkmanagement background
in mind and to make future directions more meaning-
ful, we will concentrate on the historically persistent
problem areas in network management that must be im-
proved before the plethora of future efforts can make
substantive progress in commercial carrier networks.

11.4.3 Streaming Analytics, Cognitive
Systems, Machine Learning

One of the major areas of pursuit is faster and more
organized reporting of network metrics, followed by
faster and more powerful network state analysis, and

then followed by more rapid and automatic network
remediation. In this regard, when referring to new
protocols, network updates and network management
techniques, Najam Ahmad, VP of Network Engineering
at Facebook said that it used to take them a year to test
and then deploy new network capabilities for their da-
tacenter networks and interdatacenter networks [11.67].
The business logic was that this was needed to prevent
something from going wrong because it is so hard to
detect, analyze, and then remedy network outages and
dysfunctionalities. Furthermore, even when one does so
much extensive pretesting and evaluation against poten-
tial outages and problems, is it possible to predict all
the possible problems in a fully operational network?
Clearly, this previous approach imposed a large cost
to do such long evaluations, plus it delayed important
network reliability and/or new features. However, Ah-
mad claimed recently that now they move to deploy
much more rapidly because Facebook is moving more
towards rapid outage detection and root cause analysis.
And by rapid, he emphasized the ability of the network
management software to automatically detect and re-
act to such outages and then make automatic network
corrections and restoration. This is in contrast to past
practice where personnel in the NOC manually col-
lect data, perform root cause analysis and then override
the network settings to remediate a service-disrupting
event. This new approach gives the NOC and devel-
opers time to instead concentrate on making needed
network, software, and product updates.

Of course, this strategy sounds great in theory, but
it is not so easy to accomplish. One of the peren-
nial impediments has been the classical alarm reporting
and NOC methodologies of filtering through volumi-
nous and mysterious syslogs and alarm reporting to
filter down to critical information, let alone figuring out
how to remedy it. As one can see from the details of
this chapter, given the layering complexity of networks,
figuring out the source of a problem from narrowly
focused equipment logs makes this task difficult, if
not impossible. Older alarm-reporting protocols such as
switch SNMP traps, ITU OTN termination point mod-
els (or even SONET/SDH-based) alarm reporting have
proven inadequate to accomplish the above goal. We
instead need a more sophisticated network modeling ca-
pability and advanced alarm reporting protocol. Work
on streaming analytics and cognitive systems [11.68]
has the goal of modernizing the reporting of network
state in complex networks. For example, some in this
field are pursuing network models and protocols such
as OpenConfig to better represent the different net-
work states in modern network equipment, along with
more straightforward and flexible object-oriented data
structures and interfaces that can better represent the
relationships of network objects. Furthermore, this ap-
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proach supports better focused network metrics to ac-
complish rapid root cause analysis.

To enhance this approach, machine learning and
AI combine with improved data structures for net-
work metrics reporting to more rapidly pin down net-
work/service disruptions and then automatically recom-
mend remediation. Stated more simply, the intent of this
new approach is to put more investment andmuscle into
analysis and remediation and less into costly preventa-
tive measures and overbuilding of the network. We have
already described in the previous section how advanced
network management and control systems, based on ap-
proaches such as SDN, can be used to aid in some of
the remedial phase after the enabling of advanced ana-
lytics. A more recent reference on how to possibly use
machine learning to better perform root cause analysis
can be found in [11.69].

11.4.4 Network Discovery

One of the key failures of the earlier approaches was
abstract (generic, nonspecific) network modeling, pro-
tocols, and data models; but, they missed the inside
knowledge of the real complex interactive structures of
networks, restoration methods, outage characteristics,
and traffic, such as we presented earlier. As one can
discern after reading this chapter, it is difficult to ac-
complish automatic root cause analysis and automatic
remediation in such networks without having a good,
detailed model of their layered structure. For, even the
most sophisticated AI or machine-learning algorithms
will find it impossible to discern the needed detail
and inter-relationships about these network construc-
tions, unless these specific relationships are correctly
and properly modeled. The missing ingredient today is
automatic discovery of these complex, layered network
relationships and restoration mechanisms, as illustrated
in Fig. 11.3. A principal impediment in large commer-
cial carriers has been that the lower layer relationships
must be discerned from operations support systems and
network capacity provisioning data. A further compli-
cating factor is that much of this data is replete with
errors and omissions. For example, the pointers be-
tween higher layer links and lower layer connections
are often incomplete or missing. See [11.11] for a dis-
cussion of some of these issues. We note that although
this reference is a bit dated compared to the present
chapter, unfortunately much of this situation persists in
large carriers (perhaps less in the private networks of
some large Internet service enterprises). We conclude
that having spent a large part of our career developing
network discovery algorithms, the field of network dis-
covery (including discovery of interlayer relationships)
needs to significantly evolve before the future directions
described above can evolve fully.

11.4.5 Predictive Network Availability
and Performance

Finally, we briefly mention the historical problem area
of predictive network availability and performance. As
we have stated, assessing the availability and perfor-
mance of a network under the onslaught of potential
QoS degradations is more art than science. In al-
most all practical cases, networks are fine-tuned to
meet network performance objectives via experience,
i.e., reactive network planning and management. The
largest impediments to doing this more predictively
are the areas of automatic network discovery and bet-
ter alarm reporting and isolation, as described above,
plus the ability to better model the effects of network
restoration. As previously discussed in Sect. 11.2.1,
an example of how to put all these complex pieces
together to perform predictive network availability is
found in [11.20]. We add that this methodology (ap-
plied to a totally different study network than presented
in [11.20]) was used to accurately predict network
availability for extending the national backbone IPTV
network of a commercial carrier to a new area of
the United States. The results were used to fine-tune
the network topology (both IP and optical layers) and
their restoration methods to achieve the predicted net-
work availability. To reenforce our previous points
about the need to advance the fields of network dis-
covery and streaming analytics, the network topology
data for this study was gathered manually from pro-
visioning information and historical statistics. For ex-
ample, mean time to repair (MTTR) and mean time
between failures (MTBF) were gathered from carrier
outage equipment historical data and vendor FIT rates
(Sect. 11.2.1). That is, since automatic network dis-
covery and streaming analytics were not available and
given our comments about the difficulty of acquiring
lower network-layer data and correlations, this aspect
of the study required intense modeling work. However,
given that such advanced capabilities might eventually
exist, the reader will find future predictive approaches
in [11.69].

Finally, harkening back to our initial comments
from the chapter introduction, the results of the above
study remain unpublished. To help the reader under-
stand why carriers keep these sorts of studies propri-
etary, consider if they were published: some people
(not necessarily friendly to the carrier) might claim the
study results are a guarantee of QoS for the given ser-
vice. Given the potential differences that we described
between theoretical QoS predictions versus actual expe-
rience, this might lead to law suits, negative publicity,
and even frivolous claims of IPR (intellectual property
rights) infringement, which are quite prevalent in any
large carrier.
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12. Routing and Wavelength (Spectrum) Assignment

Jane M. Simmons, George N. Rouskas

Routing a connection from its source to its des-
tination is a fundamental component of network
design. The choice of route affects numerous prop-
erties of a connection, most notably cost, latency,
and availability, as well as the resulting level of
congestion in the network. This chapter addresses
various algorithms, strategies, and tradeoffs re-
lated to routing.

At the physical optical layer, connections are
assigned a unique wavelength on a particular
optical fiber, a process known as wavelength
assignment (WA). Together with routing, the com-
bination of these two processes is commonly
referred to as RWA. In networks based on all-
optical technology, WA can be challenging. It
becomes more so when the physical properties
of the optical signal need to be considered. This
chapter covers several WA algorithms and strategies
that have produced efficient designs in practical
networks.

A recent development in the evolution of op-
tical networks is flexible networking, where the
amount of spectrum allocated to a connection can
be variable. Spectrum assignment is analogous to,
though more complex than, wavelength assign-
ment; various heuristics have been proposed as
covered in this chapter. Flexible (or elastic) net-
works are prone to more contention issues as
compared to traditional optical networks. Tomain-
tain a high degree of capacity efficiency, it is likely
that spectral defragmentation will be needed in
these networks; several design choices are dis-
cussed.
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Routing a connection (or circuit) from its source to its
destination is a fundamental component of network de-
sign. The choice of route affects numerous properties
of a connection, most notably cost, latency, and avail-
ability. Furthermore, from a more macro perspective,
routing determines the resulting level of congestion in
a network, which may impact the amount of traffic
that ultimately can be carried. This chapter addresses
various algorithms, strategies, and tradeoffs related to
routing. While much of the discourse applies to net-
works in general, the emphasis is on routing in the
physical optical layer. Relevant network terminology
and some of the fundamentals of optical systems are
introduced in Sect. 12.1.

Network routing is a well-researched topic. Several
commonly used routing algorithms have been devel-
oped to find an optimal path through the network with
respect to a particular property. These algorithms are
reviewed in Sect. 12.2. For a connection of relatively
low criticality, it is sufficient to calculate a single path
from source to destination. However, a failure that oc-
curs along that path will bring the connection down. To
guard against such failures, more critical connections
are established with some level of protection. Some
commonly used protection schemes rely on calculating
two or more diverse paths between the source and des-
tination. Optimal disjoint-path routing algorithms exist
for this purpose as well, as covered in Sect. 12.3.

As noted above, the routing strategy that is uti-
lized affects the congestion level in the network. Poor
routing may lead to unbalanced load in the network,
with some sections heavily utilized whereas others are
lightly loaded. Such imbalances result in premature
blocking in the network where it may not be possible
to accommodate a new connection request due to in-
sufficient capacity in portions of the network. Various
routing strategies and their effect on network load are
discussed in Sect. 12.4.

If multiple connections are being routed at once,
then the order in which they are processed may also af-
fect the blocking level. For example, it may be desirable
to give precedence to geographically longer connec-
tions or connections that must traverse congested areas
of the network, as it is likely more challenging to find
a suitable path for these connections. Selecting the rout-
ing order is, in general, an arbitrary procedure; with
rapid design runtimes, several orderings can be tested
and the best result selected. Routing order is covered in
Sect. 12.5.

Historically, connections in telecommunications
networks have been unicast, with a single source and
a single destination. However, with services such as
video distribution growing in importance, connections
directed from one source to multiple destinations are

desirable. Establishing a multicast tree from the source
to the set of destinations is more capacity efficient
than utilizing multiple unicast connections. Further-
more, the optical layer is well suited for delivering
multicast services. Section 12.6 discusses routing algo-
rithms that find the optimal, or near-optimal, multicast
tree.

The end-to-end path is the high-level view of how
a connection is carried in the network. When examined
more closely at the physical optical layer, it is neces-
sary to assign a portion of the electromagnetic spectrum
to carry the connection at each point along its path.
Optical networks typically employ wavelength-division
multiplexing (WDM) technology, where connections
are assigned a unique wavelength on a particular op-
tical fiber and the various wavelengths are multiplexed
together into a single WDM signal on that fiber. Select-
ing the wavelengths to assign to each connection is the
process known as wavelength assignment; this topic is
introduced in Sect. 12.7. The combination of the rout-
ing and wavelength assignment processes is commonly
referred to as RWA.

The underlying optical system technology deter-
mines the level of difficulty involved with wavelength
assignment. With one class of technology, known as
optical-electrical-optical (O-E-O), where connections
repeatedly go from the optical domain to the electrical
domain and back, the wavelengths assigned to connec-
tions on one link have no impact on the wavelengths
that can be assigned on any other link. With such tech-
nology, wavelength assignment is a simple process.
O-E-O technology, however, does have numerous draw-
backs, as is outlined in Sect. 12.1.

In contrast, optical-optical-optical (O-O-O), or all-
optical, technology potentially enables connections to
remain in the optical domain from source to destination.
While there are many advantages to this technology, it
does lead to challenges in the wavelength assignment
process. In practice, most networks fall somewhere in
between pure O-E-O and O-O-O, where connections
enter the electrical domain at intermediate points of the
path, but do so infrequently. It is common practice to
refer to these networks as all-optical, despite this term
being a misnomer; this chapter makes use of this nam-
ing convention as well. The respective properties of
O-E-O and all-optical networks drive the routing and
wavelength assignment processes and are discussed fur-
ther in Sect. 12.1.

Poor wavelength assignment in all-optical networks
can lead to blocking, where the capacity exists to carry
a new connection but no wavelength is free to assign
to that connection. This is known as wavelength con-
tention. Various wavelength assignment heuristics that
are simple to implement yet effective in minimizing
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wavelength contention have been developed, as out-
lined in Sect. 12.8.

Another important design decision is whether rout-
ing and wavelength assignment should be treated as
separate processes or whether they should be combined
into a single operation. This dichotomy is discussed in
Sect. 12.9.

In an all-optical network, there are numerous prac-
tical challenges of wavelength assignment that are tied
to the physical optical system. Some of the more impor-
tant effects are introduced in Sect. 12.10.

A recent development in the evolution of op-
tical networks is flexible networking, introduced in
Sect. 12.11. In traditional optical networks, there is
a fixed number of wavelengths that can be carried
on each optical fiber, and each such wavelength oc-
cupies a fixed amount of spectrum. In contrast, with
flexible (or elastic) networks, the amount of spectrum
allocated to a connection can be variable, potentially
leading to a more efficient use of the fiber capac-
ity. Selecting the portion of the spectrum to assign to
a given connection is known as spectrum assignment.
As elucidated in Sect. 12.12, spectrum assignment
is analogous to, though more complex than, wave-
length assignment. Various heuristics have been pro-
posed to specifically address the nuances of spectrum
assignment.

Flexible networks tend to lead to more contention
issues as compared to traditional optical networks. This
is especially true if the network is dynamic, such that
connections are frequently established and then torn

down. Dynamism is expected to result in fragmented
spectrum utilization where many small blocks of unuti-
lized spectrum exist as opposed to large contiguous
blocks of free spectrum. To maintain a high degree of
capacity efficiency, it is likely that spectral defragmen-
tation would need to be performed on a periodic basis,
where connections are shifted to different regions of
the spectrum (and possibly rerouted) to create larger
chunks of available spectrum. Defragmentation tech-
niques are discussed in Sect. 12.12.

Network design can be performed on different time
scales. In long-term network planning, there is suf-
ficient time between the planning and provisioning
processes such that any additional equipment required
by the plan can be deployed. The planning emphasis is
on determining the optimal strategy for accommodating
a set of demands; the runtime of the design algorithms is
not critical. In real-time operation, there is little time be-
tween planning and provisioning. It is assumed that the
traffic must be accommodated using whatever equip-
ment is already deployed in the network, even if that
sacrifices optimality. Any design calculations must be
performed quickly (milliseconds to minutes time scale,
depending on the requirements of the network). The
long-term and real-time dichotomy is also referred to in
the literature as offline and online design, respectively.
Methodologies for both time scales are discussed in this
chapter.

A number of algorithms are introduced in this chap-
ter. Implementation of many of these algorithms, using
the C programming language, can be found in [12.1].

12.1 Terminology

Network terminology that is relevant to the topics of
this chapter is defined here. Additionally, a high-level
comparison of O-E-O and all-optical networks is pro-
vided, with an emphasis on the aspects that affect
routing and wavelength assignment.

Network nodes are the sites in the network that
source, terminate, and/or switch traffic. Sites that serve
only to amplify the optical signal are not considered
nodes. Network nodes are depicted as circles in the
figures contained here. Network links are the physical
optical fibers that run between the nodes, with the fibers
typically deployed in pairs. Links are almost always
bidirectional, with one fiber of the pair carrying traf-
fic in one direction and the other fiber carrying traffic
in the opposite direction. Network links are depicted in
figures as a single line. In discussions on routing, links
are often referred to as hops.

The interconnection pattern among the nodes rep-
resents the network topology. The nodal degree is the
number of fiber-pairs incident on a node. The nodal
degree may also be defined as the number of links inci-
dent on a node. A link may be populated with multiple
fiber-pairs, such that the two definitions are not always
equivalent.

In a network that employs O-E-O technology (i.e.,
an O-E-O network), the connection signal is carried
in the optical domain on the links but is converted
to the electrical domain at each node that is traversed
by the connection. An end-to-end path looks as de-
picted in Fig. 12.1a. The process of O-E-O conversion
at each node cleans up the signal; more precisely, the
signal is re-amplified, re-shaped, and re-timed. This is
known as 3R regeneration. (Note that passing a signal
through a line optical-amplifier is considered 1R regen-
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Fig. 12.1a–c The connection path from node A to node Z
is shown by the dotted line. (a) In an O-E-O network,
regeneration occurs at each node along the path of the
connection. (b) In a true all-optical network, there is no
regeneration along the path. The connection remains in the
optical domain from end to end. (c) With an optical reach
of 2000 km and the link distances as shown, two regenera-
tions are required for the connection. (©Monarch Network
Architects LLC)

eration, as it only re-amplifies the signal.) Regeneration
equipment is needed for each individual signal that tra-
verses a node; i.e., the WDM signal is demultiplexed
into its constituent wavelengths and each one of the
wavelengths that is routed through the node is passed
through a regenerator. (Terminal equipment, as opposed
to a regenerator, is used for a wavelength that is destined
for the node as opposed to being routed through the
node; a regenerator often comprises back-to-back ter-
minal equipment, as discussed further in Sect. 12.7.1.)
Thus, a network node may be equipped with hundreds
of regenerators. (Limited multiwavelength regeneration
has been demonstrated but is still in the early stages of
research.)

The large amount of equipment required for re-
generation poses drawbacks in terms of cost, power
consumption, reliability, and space requirements. In O-
E-O networks, regeneration is the major contributor to
these factors in the optical layer. Minimizing the num-
ber of nodes that a signal must traverse is desirable, as
it minimizes the number of regenerations.

Conversely, a true all-optical signal that remains in
the optical domain is illustrated in Fig. 12.1b. No re-

generations are present along the end-to-end path. The
network nodes are equipped with elements such as re-
configurable optical add/drop multiplexers (ROADMs)
that allow the signal to remain in the optical domain.
This is known as optical bypass of the node.

An important property of all-optical networks is
the optical reach, which is the distance that an opti-
cal signal can travel before it needs to be regenerated.
(In practice, there are numerous factors other than dis-
tance that affect where regeneration is required [12.1].
For simplicity, we only consider distance here.) Most
optical-bypass-enabled systems have an optical reach
on the order of 1500�3000 km. If the length of the end-
to-end path is longer than the optical reach, then the
signal needs to be regenerated, possibly more than once,
as illustrated in Fig. 12.1c. This is more often the case
in core networks (also known as backbone networks,
long-haul networks, or cross-country networks), where
some of the end-to-end paths may be a few thousand
kilometers in extent.

Regeneration is almost always performed in a net-
work node as opposed to at an intermediate point along
a link. Thus, regeneration typically occurs prior to the
signal traveling exactly a distance equal to the optical
reach. This may lead to more regeneration being re-
quired than predicted by the connection distance. For
example, in Fig. 12.1c, the total end-to-end path dis-
tance is 3900 km, but with an optical reach of 2000 km,
two regenerations are required, not one. Furthermore,
a study performed on several realistic backbone net-
works indicated that the shortest path was not the path
with the fewest number of required regenerations for
roughly 1% of the source/destination pairs in those net-
works [12.1].

Taking advantage of extended optical reach and
ROADMs to remove all, or at least most, of the required
regeneration provides significant advantages in terms
of cost, power consumption, reliability, and space. The
drawback is that if a signal traverses a node in the
optical domain, then it must be carried on the same
wavelength into and out of the node. This is known
as the wavelength continuity constraint. (Wavelength
conversion in the optical domain is possible; how-
ever, it is costly and complex and has not been widely
commercialized.) Thus, the presence of optical bypass
creates an interdependence among the links of a net-
work, where the wavelength assigned to a connection
on one link affects the wavelengths that can be assigned
to connections on other links. This leads to wavelength
assignment being a critical aspect of network design in
all-optical networks. Note that such an interdependence
does not exist in O-E-O networks where regeneration at
every node along a path allows the wavelengths to be
assigned independently on each link.
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12.2 Shortest-Path Routing Algorithms

We first consider algorithms that find a single path that
is the shortest between a given source and destina-
tion [12.2]. If multiple paths are tied for the shortest,
then one of the paths is found. Depending on the algo-
rithm used, ties may be broken differently.

The class of shortest-path algorithms discussed here
assumes that each link is assigned a cost metric and that
the metric is additive. With an additive metric, the met-
ric for a path equals the sum of the metrics of each link
composing that path. Furthermore, there can be no cy-
cles in the network where the sum of the link metrics
around the cycle is negative. With these assumptions,
a shortest-path algorithm finds the path from source to
destination that minimizes the total cost metric.

These algorithms can be applied whether or not the
links in the network are bidirectional. A link is bidi-
rectional if traffic can be routed in either direction over
the link. Different metrics can be assigned to the two
directions of a bidirectional link. However, if the net-
work is bidirectionally symmetric, such that the traffic
flow is always two-way and such that the cost metric is
the same for the two directions of a link, then a shortest
path from source to destination also represents, in re-
verse, a shortest path from destination to source. In this
scenario, which is typical of telecommunications net-
works, it does not matter which endpoint is designated
as the source and which is designated as the destina-
tion.

There are numerous metrics that are useful for
network routing. If the link metric is the geographic dis-
tance of the link, then the shortest-path algorithm does,
indeed, find the path with the shortest distance. If all
links are assigned a metric of unity (or any constant
positive number), then the shortest-path algorithm finds
the path with the fewest hops. Using the negative of
the logarithm of the link availability as the metric pro-
duces the most reliable path, assuming that the failure
rate of a path is dominated by independent link failures.
(Note that the logarithm function can be used in general
to convert a multiplicative metric to an additive met-
ric.) Other useful metrics for routing in an all-optical
network are the link noise figure and the link optical
signal-to-noise ratio (OSNR) [12.1].

In spite of the link metric not necessarily being as-
sociated with distance, these algorithms are commonly
still referred to as shortest-path algorithms.

12.2.1 Dijkstra Algorithm

The best known shortest-path algorithm is the Dijkstra
algorithm [12.2]. The algorithm works by tracking the
shortest path discovered thus far to a particular node,

starting with a path length of zero for the source node. It
considers the resulting length if the path is extended to
a neighboring node. If the path to the neighboring node
is shorter than any previously discovered paths to that
node, then the path to that neighbor is updated. Dijkstra
is classified as a greedy algorithm because it makes the
optimal decision at each step without looking ahead to
the final outcome. Unlike many greedy algorithms, it is
guaranteed to find the optimal solution; i.e., the shortest
path from source to destination.

12.2.2 Breadth-First-Search Algorithm

An alternative shortest-path algorithm is breadth-first
search (BFS) [12.3]. It works by discovering nodes that
are one hop away from the source, then the nodes that
are two hops away from the source, then the nodes that
are three hops away from the source, etc., until the des-
tination is reached.

As with Dijkstra, BFS produces the shortest path
from source to destination. Additionally, if there are
multiple paths that are tied for the shortest, BFS breaks
the tie by finding the one that has the fewest number of
hops. This can be useful in all-optical networks where
the likelihood of wavelength contention increases with
the number of hops in a path. Note that Dijkstra does not
have a similar tie-breaking property; its tie-breaking is
somewhat more arbitrary (e.g., it may depend on the
order in which the link information is stored in the
database).

12.2.3 Constrained Shortest-Path Routing

A variation of the shortest-path problem arises when
one or more constraints are placed on the desired path;
this is known as the constrained shortest path (CSP)
problem. Some constraints are straightforward to han-
dle. For example, if one is searching for the shortest
path subject to all links of the path having at least N
wavelengths free, then prior to running a shortest-path
algorithm, all links with fewer than N free wavelengths
are removed from the topology.As another example, the
intermediate steps of the BFS shortest-path algorithm
can be readily used to determine the shortest path sub-
ject to the number of path hops being less than H, for
anyH > 0 (similar to [12.4]). However, more generally,
the CSP problem can be difficult to solve; for example,
determining the shortest path subject to the availability
of the path being greater than some threshold, where the
availability is based on factors other than distance. Var-
ious heuristics have been proposed to address the CSP
problem [12.5]. Some heuristics have been developed
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to specifically address the scenario where there is just
a single constraint; this is known as the restricted short-
est path (RSP) problem. Additionally, a simpler version
of the multiconstraint problem arises when any path sat-
isfying all of the constraints is desired, not necessarily
the shortest path; this is known as the multiconstrained
path (MCP) problem. An overview, including a perfor-
mance comparison, of various heuristics that address
the RSP and MCP problems can be found in [12.6].

12.2.4 K-Shortest-Paths
Routing Algorithms

Routing all connection requests between a particular
source and destination over the shortest path can lead
to network congestion, as is discussed more fully in
Sect. 12.4. It is generally advantageous to have a set of
paths to choose from for each source/destination pair.
A class of routing algorithms that is useful for find-
ing a set of K possible paths between a given source
and destination is the K-shortest-paths algorithm. Such
an algorithm finds the shortest path, the second shortest
path, the third shortest path, etc., up until theK-th short-
est path or until no more paths exist. A commonly used
K-shortest-paths algorithm is Yen’s algorithm [12.7].
As with shortest-path algorithms, the link metrics must
be additive along the path.

It is important to note that theK paths that are found
are not necessarily completely diverse with respect to
the links that are traversed; i.e., some links may ap-
pear in more than one of the K paths. K-shortest-paths
routing is typically used for purposes of load balancing,
not for protection against failures. Explicitly routing for
failure protection is covered in Sect. 12.3.

12.2.5 Shortest-Distance Versus
Minimum-Hop Routing

As stated earlier, a variety of link metrics can be used
in a shortest-path algorithm. Two of the most common
metrics in a telecommunications network are link dis-
tance and unity (i.e., 1), producing the path of shortest
geographic distance and the path of fewest hops, respec-
tively. The most effective metric to use depends on the
underlying network technology.

With O-E-O networks, the cost of a connection in
the optical layer is dominated by the number of required
regenerations. Regeneration occurs at every node that
is traversed by the connection. Thus, utilizing 1 as the
metric for all links in order to find the path with the
least number of hops (and hence the fewest traversed
nodes) is advantageous from a cost perspective. This
is illustrated in Fig. 12.2 for a connection between
nodes A and Z. Path 1 is the shortest-distance path at

A

B C
D

E

Z

300 km

200 km
200 km

200 km

600 km 600 km

Path 1

Path 2

Fig. 12.2 Path 1, A–B–C–D–Z, is the shortest-distance
path between nodes A and Z, but Path 2, A–E–Z, is the
fewest-hops path. In an O-E-O network, where the signal
is regenerated at every intermediate node, Path 2 is typi-
cally the lower-cost path (© Monarch Network Architects
LLC)

900 km but includes four hops. Path 2, though it has
a distance of 1200km, is typically lower cost in an O-
E-O network because it has only two hops and, thus,
requires fewer regenerations.

Selecting a metric to use with all-optical networks
is not as straightforward. Assuming that the number
of regenerations required for a connection is dom-
inated by the path distance, then searching for the
shortest-distance path will typically minimize the num-
ber of regenerations. However, wavelength assignment
for a connection becomes more challenging as the num-
ber of path hops increases. For all-optical networks, one
effective strategy is to generate candidate paths by in-
voking a K-shortest-paths algorithm twice, once with
distance as the link metric and once with 1 as the link
metric. Assuming that link load is not a concern, the
most critical factor in selecting one of the candidate
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Fig. 12.3 Assume that this is an all-optical network with
an optical reach of 2000 km. Path 1, A–B–C–Z, has the
fewest hops but requires one regeneration. Path 2, A–D–E–
F–G–Z, and Path 3, A–H–I–J–Z, require no regeneration.
Of these two lowest-cost paths, Path 3 is preferred because
it has fewer hops (© Monarch Network Architects LLC)
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paths is typically cost. Thus, the candidate path that re-
quires the fewest number of regenerations is selected.
If there are multiple paths tied for the fewest regener-
ations, then the one with the fewest number of hops is
selected.

This strategy is illustrated in Fig. 12.3. Three of the
possible paths between nodes A and Z are: Path 1: A–
B–C–Z of distance 2500km and three hops; Path 2:
A–D–E–F–G–Z of distance 1500 km and five hops; and

Path 3: A–H–I–J–Z of distance 1600km and four hops.
Assume that the optical reach is 2000 km, such that
there can be no all-optical segment that is longer than
this distance. With this assumption, Path 1 requires one
regeneration, whereas Paths 2 and 3 do not require any
regeneration. Of the latter two paths, Path 3 has fewer
hops and is, thus, more desirable despite it being longer
than Path 2 (again, assuming that link load is not a fac-
tor).

12.3 Disjoint-Path Routing for Protection

Network customers desire a certain level of availability
for each of their connections. Availability is defined as
the probability of being in a working state at a given
instant of time. The desired availability is typically
specified contractually in the service level agreement
(SLA) with the network provider. A common cause of
connection failure is the failure of one or more links in
the end-to-end path. Link failures are typically caused
by fiber cuts or optical amplifier failures. Being able to
route around the failed link allows the connection to be
restored to the working state.

In some protection schemes, it is necessary to first
identify which link has failed; the detour route around
that failed link is then utilized. Determining the loca-
tion of a failure can be time consuming. To expedite
the restoration process and improve availability, net-
work providers often utilize protection schemes where
the same backup path is utilized regardless of where the
failure has occurred in the original (i.e., primary) path.
This allows the protection process to commence prior
to the completion of the fault location process. In or-
der to implement such a failure-independent protection
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Fig. 12.4a–c The pair of disjoint paths with the fewest number of total hops is desired between nodes A and Z. (a) The
first call to the shortest-path algorithm returns the path shown by the dotted line. (b) The network topology after pruning
the links composing the shortest path. The second call to the shortest-path algorithm finds the path indicated by the
dashed line. The total number of hops in the two paths is ten. (c) The shortest pair of disjoint paths between nodes A
and Z is shown by the dotted and dashed lines; the total number of hops in these two paths is only eight (© Monarch
Network Architects LLC)

scheme, also known as path protection, it is necessary
that the backup path be completely link-disjoint from
the primary path. If a very high level of availability is
desired for a connection, then it may be necessary to
protect against node failures in addition to link failures.
In this scenario, the backup path must be completely
link and node disjoint from the primary path. However,
it should be noted that node failures occur much less
frequently than link failures, such that node disjointness
is often not required.

Shortest-path algorithms find the single shortest
path from source to destination. With path protection, it
is desirable to find two disjoint paths where the overall
sum of the link metrics on the two paths is minimized.
One of the paths is used as the primary path (typically
the shorter one) with the other serving as the backup
path.

It may seem reasonable to find the desired two paths
by invoking a shortest-path algorithm twice. After the
first invocation, the links (and intermediate nodes if
node disjointness is also required) composing the first
path are removed from the network topology that is
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Fig. 12.5a–c The shortest pair of disjoint paths is desired between nodes A and Z. (a) The first call to the shortest-path algorithm
returns the path shown by the dotted line. (b) The network topology after pruning the links composing the shortest path. The
second call to the shortest-path algorithm fails, as no path exists between nodes A and Z in this pruned topology. (c) The shortest
pair of disjoint paths between nodes A and Z, shown by the dotted and dashed lines (© Monarch Network Architects LLC)

used in the second call of the algorithm. Clearly, if
a path is found by the second invocation, then that path
is guaranteed to be disjoint from the first path that was
found.

Although this strategy may appear to be reasonable,
there are potential pitfalls. First, it inherently assumes
that the shortest disjoint pair of paths includes the short-
est path. As shown in Fig. 12.4, this is not always the
case. In this example, the source is nodeA and the desti-
nation is node Z. Assume that this is an O-E-O network,
with all links assigned a metric of 1. The shortest path
(i.e., the fewest-hops path) is A–B–C–Z, as shown in
Fig. 12.4a. If the links of this path are removed and the
shortest-path algorithm is invoked again, then the re-
sulting path is A–F–H–I–J–K–L–Z; see Fig. 12.4b. The
sum of the metrics of these two paths is 10. However,
the shortest disjoint pair of paths is actually A–B–D–
E–Z and A–F–G–C–Z, as illustrated in Fig. 12.4c; this
pair of paths has a total metric of 8. Note that the short-
est path, A–B–C–Z, is not part of the optimal solution.

Not only may the two-invocation method produce
a suboptimal result, it may fail completely. This is il-
lustrated in Fig. 12.5. Assume that this is an all-optical
network, and the metric is the physical distance as
shown next to each link. In this figure, the shortest path
from A to Z is A–D–C–Z, as shown in Fig. 12.5a. If
the links of this path are removed from the topology, as
shown in Fig. 12.5b, then no other paths exist between
nodes A and Z. Thus, the process fails to find a dis-
joint pair of paths despite the existence of such a pair,
as shown in Fig. 12.5c: A–B–C–Z and A–D–E–Z. This
type of scenario, where the two-invocation methodol-
ogy fails despite the existence of disjoint paths, is called
a trap topology.

Rather than using the two-invocation method, it is
recommended that an algorithm specifically designed
to find disjoint paths be used. The two most com-
monly used shortest-disjoint-paths algorithms are the
Suurballe algorithm [12.8, 9] and the Bhandari algo-
rithm [12.3]. Both algorithms make use of a shortest-
path algorithm; however, extensive graph transforma-

tions are performed as well to ensure that the shortest
pair of disjoint paths is found, assuming such a pair
exists. Both algorithms require that the link metric be
additive and both algorithms are guaranteed to produce
the optimal result. They can be utilized to find the short-
est pair of link-disjoint paths or the shortest pair of link-
and-node-disjoint paths. The runtimes of the Suurballe
and Bhandari algorithms are about the same; however,
the latter may be more easily adapted to various net-
work routing applications. We focus on its use here.

The Bhandari algorithm is readily extensible. For
example, a mission-critical connection may require
a high level of availability such that three disjoint paths
are needed, one primary with two backups. If a failure
occurs on the primary path, the first backup path is used.
If a failure occurs on the backup path prior to the pri-
mary path being repaired, then the connection is moved
to the second backup path. The Bhandari algorithm can
be used to find the shortest set of three disjoint paths,
if they exist. More generally, the Bhandari algorithm
can be used to find the shortest set of N disjoint paths,
for any N, assuming N such paths exist. (In most op-
tical networks, however, there are rarely more than just
a small number of disjoint paths between a given source
and destination, especially in a backbone network.)
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Fig. 12.6 There is no completely disjoint pair of paths be-
tween nodes A and Z. The set of paths shown by the dotted
and dashed lines represents the shortest maximally-disjoint
pair of paths. The paths have nodes D and G, and the link
between them, in common (© Monarch Network Archi-
tects LLC)
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Fig. 12.7 (a) A disjoint path is desired between one source (node A) and two destinations (nodes Y and Z). (b) A dummy
node is added to the topology and connected to the two destinations via links that are assigned a metric of zero. A shortest-
disjoint-paths algorithm is run between node A and the dummy node to implicitly generate the desired disjoint paths, as
shown by the dotted line and the dashed line (© Monarch Network Architects LLC)

In some scenarios, completely disjoint paths be-
tween the source and destination do not exist. In such
cases, the Bhandari algorithm can be utilized to find
the shortest maximally-disjoint set of paths. The result-
ing paths minimize the number of links (and optionally
nodes) that are common to multiple paths. This is
illustrated in Fig. 12.6, where the shortest maximally-
disjoint pair of paths is A–C–D–G–H–Z and A–E–F–
D–G–I–J–K–Z. Note that link DG is common to both
paths.

12.3.1 Disjoint-Path Routing
with Multiple Sources
and/or Destinations

An important variation of the shortest-disjoint-paths
routing problem exists when there is more than one
source and/or destination, and each of the source/des-
tination paths must be mutually disjoint for protection
purposes. (Note that this is different from multicast
routing, where the goal is to create a tree from one
source to multiple destinations.) This protection sce-
nario arises, for example, when backhauling traffic
to multiple sites, utilizing redundant data centers in
cloud computing, and routing through multiple gate-
ways in a multidomain topology [12.1]. The example
of Fig. 12.7a is used to illustrate the basic strategy.
We assume that this is a backhauling example, where
node A backhauls its traffic to two diverse sites, Y
and Z. (Backhauling refers to the general process of
transporting traffic from a minor site to a major site for
further distribution.) Additionally, it is required that the
paths from A to these two sites be disjoint.

In order to apply the shortest-disjoint-paths algo-
rithm, a dummy node is added to the network topology
as shown in Fig. 12.7b. Links are added from both Y
and Z to the dummy node, and these links are assigned

a metric of 0. The shortest-disjoint-paths algorithm is
then run with node A as the source and the dummy node
as the destination. This implicitly finds the desired dis-
joint paths as shown in the figure.

A similar strategy is followed if there are D possible
destinations, with D > 2, and disjoint paths are required
from the source to M of the destinations, with M�D.
Each of the D destinations is connected to a dummy
node through a link of metric 0. An extensible shortest-
disjoint-paths algorithm such as the Bhandari algorithm
is invoked between the source and the dummy node to
find the desired M disjoint paths. Note that this pro-
cedure implicitly selects M of the D destinations that
produce the shortest such set of disjoint paths.

If the scenario is such that there are multiple sources
and one destination, then the dummy node is connected
to each of the sources via links with a metric of 0. The
shortest-disjoint-paths algorithm is then run between
the dummy node and the destination. If there are both
multiple sources and multiple destinations, then two
dummy nodes are added, one connected to the sources
and one connected to the destinations. The shortest-
disjoint-paths algorithm is then run between the two
dummy nodes. The algorithm does not allow control
over which source/destination combinations will result.

12.3.2 Shared-Risk Link Groups

One challenge of routing in practical networks is that
the high-level network topology may not reveal inter-
dependencies among the links. Consider the network
topology shown in Fig. 12.8a and assume that it is de-
sired to find the shortest pair of disjoint paths from
node A to node Z. From this figure, it appears that the
paths A–B–Z and A–Z are the optimal solution. How-
ever, the fiber-level depiction of the network, shown in
Fig. 12.8b, indicates that links AB and AZ are not fully
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Fig. 12.8 (a) In the link-level view of the topology, links AB and AZ appear to be disjoint. (b) In the fiber-level view, these
two links lie in the same conduit exiting node A and are, thus, not fully diverse. A single cut to this section of conduit can
cause both links to fail. (c) Graph transformation to account for the SRLG extending from node A (© Monarch Network
Architects LLC)

disjoint. The corresponding fibers partially lie in the
same conduit exiting node A such that a rupture to the
conduit likely causes both links to fail. These two links
are said to constitute a shared-risk link group (SRLG).
Links that are a member of the same SRLG are not
fully disjoint. It is desirable to avoid a solution where
an SRLG link is in the primary path and another link in
that same SRLG is in the backup path.

For the SRLG configuration depicted in Fig. 12.8b,
it is straightforward to find truly disjoint paths. First,
a graph transformation is performed as shown in
Fig. 12.8c, where a dummy node is added and each
link belonging to the SRLG is modified to have this
dummy node as its endpoint instead of node A. A link
of metric 0 is added between node A and the dummy

node. The shortest-disjoint-paths algorithm is run on the
modified topology to find the desired solution: paths A–
B–Z and A–C–D–Z. (While it is not necessary in this
example, for this type of SRLG graph transformation,
the shortest-disjoint-paths algorithm should be run with
both link and node disjointness required [12.1].)

The scenario of Fig. 12.8 is one class of SRLG,
known as the fork configuration. There are several
other SRLG configurations that appear in practical net-
works [12.1, 3]. There are no known computationally
efficient algorithms that are guaranteed to find the op-
timal pair of disjoint paths in the presence of any type
of SRLG. In some cases, it may be necessary to employ
heuristic algorithms that are not guaranteed to find the
optimal (shortest) set of disjoint paths [12.10].

12.4 Routing Strategies

Monitoring network load is an essential aspect of net-
work design. If too much traffic is carried on a small
subset of the links, it may result in an unnecessarily
high blocking rate, where future connections cannot be
accommodated despite the presence of free capacity on
most network links. The routing strategy clearly affects
the network load. We discuss three of the most common
routing strategies here.

12.4.1 Fixed-Path Routing

The simplest routing strategy is known as fixed-path
routing. One path is calculated for each source/destina-
tion pair, and that path is utilized for every connection
request between those two nodes. If any link along that
path has reached its capacity (e.g., 80 connections are
already routed on a link that supports 80 wavelengths),
then further requests between the source/destination
pair are blocked.

This strategy is very simple to implement, as it re-
quires no calculations to be performed on an ongoing

basis; all calculations are performed up front. Rout-
ing is a simple binary decision: either all links of the
precalculated path have available capacity for the new
connection, or they do not.

The drawback to fixed-path routing is that it is
completely nonadaptive. The same path is selected re-
gardless of the load levels of the links along that path.
Such load-blind routing typically leads to uneven load
distribution among the links, which ultimately may lead
to premature blocking.

Despite this drawback, fixed-path routing is em-
ployed by many (if not most) network service providers,
where the shortest-distance path is the one path se-
lected for each source/destination pair. The rationale
for this strategy is that it minimizes the latency of
the connection. (Latency is the propagation delay from
source to destination; in the optical layer, latency is typ-
ically dominated by the distance of the path.) While
there are some network customers where latency dif-
ferences on the order of microseconds can be critical
(e.g., enterprises involved with electronic financial trad-
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ing [12.11]), for most applications, a tolerance of a few
extra milliseconds is acceptable. In most realistic net-
works, it is possible to find alternative paths that are
very close in distance to the shortest path such that the
increase in latency is acceptably small. By not consid-
ering such alternative paths, fixed-path routing is overly
restrictive and can lead to poor blocking performance.

12.4.2 Alternative-Path Routing

A second routing strategy is alternative-path routing. In
contrast to fixed-path routing, a set of candidate paths is
calculated for each source/destination pair. At the time
of a connection request, one of the candidate paths is
selected, typically based on the current load in the net-
work. For example, the candidate path that results in the
lowest load on the most heavily loaded link of the path
is selected. This enables adaptability to the current load
levels in the network.

It is well known that alternative-path routing can
lead to lower blocking levels as compared to fixed-path
routing [12.12, 13]. One study performed by a service
provider on its own large backbone network demon-
strated one to two orders of magnitude lower blocking
probability using alternative-path routing, even when
limiting the length of the alternative paths for purposes
of latency [12.14].

Furthermore, a large number of candidate paths is
not required to achieve significant blocking improve-
ments. Generating on the order of three candidate paths
is often sufficient to provide effective load balancing.
The key to the success of this strategy lies in the choice
of the candidate paths. There is typically a relatively
small set of links in a network that can be considered
the hot links. These are the links that are likely to be in
high demand and, thus, likely to become congested. An
effective strategy to determine the expected hot links is
to perform a design for a typical traffic profile where all
connections in the profile follow the shortest path. The
links that are the most heavily loaded in this exercise
are generally the hot links.

With knowledge of the likely hot links, the candi-
date paths for a given source/destination pair should
be selected such that the paths exhibit diversity with
respect to these links. It is not desirable to have a par-
ticular hot link be included in all of the candidate paths,
if possible, as this will not provide the opportunity to
avoid that link in the routing process. Note that there
is no requirement that the candidate paths for a given
source/destination be completely diverse. While total
path disjointness is necessary for protection, a less se-
vere diversity requirement is sufficient for purposes of
load balancing [12.15].

For completeness, we mention one variation of
alternative-path routing known as fixed alternative-path
routing. In this scheme, a set of candidate paths is gen-
erated and ordered. For each connection request, the
first of the candidate paths (based on the fixed order-
ing) that has free capacity to accommodate the request
is selected. Thus, load balancing is implemented only
after one or more links in the network are full, thereby
providing limited benefit as compared to fixed-path
routing.

12.4.3 Dynamic Routing

With dynamic routing, no routes are precalculated.
Rather, when a connection request is received by the
network, a search is performed for a path at that time.
Typically, path selection is based on cost and/or load.
For example, consider assigning each link in an O-E-
O network a value of LARGECLj, where LARGE is
a very large constant and Lj is a metric that reflects the
current load level on link j. (Any load-related metric
can be used, as long as the metric is additive.) Run-
ning a shortest-path algorithm with these link values
will place the first priority on minimizing the number of
hops in the path, due to the dominance of the LARGE
component. In an O-E-O network, minimizing the num-
ber of hops also minimizes the number of regenerations
required. The second priority is selecting a path of min-
imal load, as defined by the metric. Once the network
contains several full or close-to-full links, the priorities
may shift such that each link j is assigned a metric of
simply Lj. With this assignment, the path of minimal
load is selected regardless of the number of hops.

Dynamic routing clearly provides the most opportu-
nity for the path selection process to adapt to the current
state of the network. This may appear to be the optimal
routing strategy; however, there are important ramifica-
tions in an all-optical network. By allowing any path to
be selected as opposed to limiting the set of candidate
paths to a small set of precalculated paths, connections
between a given source/destination pair will tend to fol-
low different paths. This has the effect of decreasing the
network interference length, which can potentially lead
to more contention in the wavelength assignment pro-
cess. The interference length is the average number of
links shared by two paths that have at least one link in
common [12.16]. In addition, if the all-optical network
makes use of wavebands, where groups of wavelengths
are treated as a single unit, then the diversity of paths
produced by a purely dynamic strategy can be detri-
mental from the viewpoint of efficiently packing the
wavebands. Note that wavebands may be required with
some of the technology that has been proposed for
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achieving large fiber capacity in future networks, as is
discussed in Sect. 12.12.5 [12.17, 18].

Another drawback to dynamic routing is the addi-
tional delay inherent in the scheme. This is especially
true in a centralized architecture where any route re-
quest must be directed to a single network entity (e.g.,
a path computation element (PCE) [12.19, 20]). Delays
incurred due to communication to and from the PCE,
as well as possible queuing delays within the PCE, may
add tens of milliseconds to the route calculation pro-

cess. For dynamic applications that require very fast
connection setup, this additional delay may be unten-
able.

To summarize this section on routing strategies,
studies have shown that alternative-path routing pro-
vides a good compromise between adaptability and
calculation time, and is more amenable to wavelength
assignment in an all-optical network. If all candidate
paths between a source/destination pair are blocked,
then dynamic routing can be invoked.

12.5 Routing Order

In real-time network operation, connection requests are
processed as soon as they are received. Thus, the rout-
ing process typically consists of searching for a path
for just one connection (if batched routing is employed,
then there may be a small number of connections to
be routed at one time). In contrast, with long-term net-
work design, routing is likely to be performed on a large
traffic matrix comprising hundreds of connections. The
order in which the connections are routed may have
a significant impact on the ultimate level of network
loading and blocking.

An effective ordering approach is to give routing
priority to the source/destination pairs for which finding
a path is likely to be more problematic. Thus, fac-
tors such as the relative locations of the two endpoints,
whether or not a disjoint protection path is required for
the connection, and whether or not the candidate paths
for the connection contain a large number of hot links
should be considered when assigning the routing order.
For example, finding a path for a source/destination pair
that is located at opposite ends of a network is likely to
be more difficult than finding a path between an adja-
cent source and destination. It is typically advantageous
to route such a connection early in the process when
the links are relatively lightly loaded to minimize the

constraints. Similarly, requiring disjoint paths for pur-
poses of protection is already a significant constraint on
the possible number of suitable paths. Giving priority
to routing connections that require protection may en-
hance the likelihood that a feasible pair of disjoint paths
can be found.

One enhancement of this strategy is to combine
it with a metaheuristic such as simulated annealing
[12.21]. A baseline solution is first generated based on
the priority orderingmethod described above. The order-
ing that generated the baseline result is passed to the sim-
ulated annealing process. In each step of simulated an-
nealing, the orderings of two connections are swapped,
and the routing process rerun. If the result is better (e.g.,
less blocking or lower levels of resulting load), this new
ordering is accepted. If the result is worse, the new or-
dering is accepted with some probability (this allows
the process to extricate itself from local minima). The
probability threshold becomes lower as the simulated
annealing process progresses. If simulated annealing is
run long enough, the overall results are likely to improve
as compared to the baseline solution.

Other ordering schemes can be found in [12.1].
With rapid design runtimes, several orderings can be
tested and the best result selected.

12.6 Multicast Routing

Video distribution is one of the major drivers of traf-
fic growth in networks. Such services are characterized
by a single source delivering the same traffic to a set
of destinations. One means of delivering these services
is to establish multiple unicast connections between
the source and each of the destinations. Alternatively,
a single multicast tree that includes each of the desti-
nations can be established [12.22]. These two options

are illustrated in Fig. 12.9. The multicast tree eliminates
duplicate routing on various links of the network (e.g.,
link QR in Fig. 12.9) and is thus more capacity efficient.
One study in a realistic backbone network showed that
multicast provides a factor of roughly two to three im-
provement in capacity as compared to multiple unicast
connections, where capacity was measured as the aver-
age number of wavelengths required on a link [12.1].
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Fig. 12.9 (a) Four unicast connections
are established between the source Q
and the destinations W, X, Y and Z.
(b) One multicast connection is
established between node Q and
the four destinations (© Monarch
Network Architects LLC)

A tree that interconnects the source to all of the
destinations is known as a Steiner tree (where it is as-
sumed that all links are bidirectionally symmetric; i.e.,
two-way links with the same metric in both directions).
The weight of the tree is the sum of the metrics of
all links that compose the tree. As with point-to-point
connections, it is often desirable to find the routing
solution that minimizes the weight of the tree. Find-
ing the Steiner tree of minimum weight is, in general,
a difficult problem to solve unless the source is broad-
casting to every node in the network. However, several
heuristics exist to find good approximate solutions to
the problem [12.23]. Two such heuristics are minimum
spanning tree with enhancement (MSTE) [12.24, 25]
and minimum paths (MP) [12.26]. Examples of these
heuristics, along with their C-code implementation, can
be found in [12.1]. Based on studies utilizing real-
istic backbone networks, MP tends to produce better
results, although the relative performance of MSTE im-
proves as the number of destinations increases [12.1].
In the case of broadcast, an algorithm such as Prim’s
or Kruskal’s can be used to optimally find the tree of
minimum weight [12.2].

The multicast algorithms enumerated above provide
a single path from the source to any of the destina-
tions. If a failure occurs along that path, connectivity
with that destination is lost. Furthermore, due to the
tree topology, a link failure along the tree often dis-
connects several destinations. Providing protection for
a multicast tree, where connectivity with all destina-
tions is maintained regardless of any single link failure,
can be cumbersome and may require a large amount of
protection resources.

Various strategies have been devised for providing
multicast protection [12.27–29]. One approach com-
mon to several of these strategies is to make use of
segment-based protection, where the multicast tree is
conceptually partitioned into segments, and each seg-
ment is protected separately. A very different concept
that has been applied to multicast protection is net-
work coding [12.30–32]. With this approach, which
has applications beyond just multicast protection, the

destinations receive independent, typically linear, com-
binations of various optical signals rather than the
individual optical signals that originated at the source.
Processing at one or more nodes is required to create
these signal combinations. The processing is prefer-
ably performed in the optical domain, but electrical
processing may be required to generate more complex
signal combinations. With proper processing of the re-
ceived data, the destination can recreate the original
signals. For protection purposes, the transmissions are
sent over diverse paths and the signal combinations
are such that if one signal is lost due to a failure, it
can be recovered (almost) immediately from the other
signals that are received. To mine the full benefits of
network coding, there must be multiple signals that can
be advantageously combined, as is often the case when
routing a large amount of multicast traffic. Network
coding may result in a more efficient use of network
resources; however, even if the amount of required
capacity is approximately the same as in a more conven-
tional shared-mesh restoration approach, the recovery
time is typically much faster.

Another important design aspect of multicast rout-
ing in an all-optical network is the selection of regen-
eration sites, where judicious use of regeneration may
reduce the cost of the multicast tree. For example, it
may be advantageous to favor the branching points of
a multicast tree for regeneration. Refer to the tree of
Fig. 12.10, where the source is node Q, and the mul-
ticast destinations are nodes W, X, Y, and Z. Assume
that the optical reach is 2000 km. In Fig. 12.10a, the
signal is regenerated at the furthest possible node from
the source without violating the optical reach. This re-
sults in regenerations at nodes S and T. If, however, the
regeneration occurs at the branching point node R as in
Fig. 12.10b, then no other regeneration is needed, re-
sulting in a lower cost solution.

12.6.1 Manycast Routing

In one variation of multicast routing, only N of the
M destinations must be reached by the multicast tree,
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where N <M. The routing goal is still to produce
the lowest-weight multicast tree; however, the routing
algorithm must incorporate the selection of the N desti-
nations as well. This scenario is known as manycast.

Manycast is useful in applications such as dis-
tributed computing. For example, there may be M
processing centers distributed in the network, but an end
user requires the use of only N of the processors. The
goal of the end user is typically to minimize latency; it

does not have a preference as to which N data centers
are utilized. Optimal, or near-optimal, manycast rout-
ing, where the link metric is distance, is useful for such
a scenario.

Various heuristic algorithms have been proposed
for manycast routing, where the goal is to find the
manycast tree of lowest weight. One effective heuristic
in particular is a variation of the MP multicast algo-
rithm [12.33].

12.7 Wavelength Assignment

Routing is one critical aspect of network design. An-
other important component is wavelength assignment,
where each routed connection is assigned to a portion
of the spectrum centered on a particular wavelength.
Each time a connection enters the electrical domain, the
opportunity exists (typically) to change the wavelength
to which the connection has been assigned. The wave-
length assignment process must satisfy the constraint
that no two connections can be assigned the same wave-
length on a given fiber. If this constraint were to be
violated, the connections would occupy the same por-
tion of the spectrum and interfere with each other. Note
that when a link is populated with multiple fiber pairs,
there can be multiple connections carried on the same
wavelength on the link as long as each of the connec-
tions is routed on a different fiber.

12.7.1 Interaction Between Regeneration
and Wavelength Assignment

As discussed in Sect. 12.1, all traffic that is routed
through a node in an O-E-O network is regenerated.
Regeneration is most commonly accomplished through
the use of two back-to-back transponders, as shown
in Fig. 12.11. A signal enters and exits a transponder
in the optical domain but is converted to the electrical

domain internally. The transponders interface to each
other on a common wavelength (typically 1310 nm)
through what is known as the short-reach interface. At
the opposite end, the transponder receives and trans-
mits a WDM-compatible wavelength, where the wave-
length is generally in the 1500 nm range. The WDM-
compatible wavelengths that are received/transmitted
by the two transponders (i.e., �j and �k in Fig. 12.11)
can be selected independently, thereby enabling wave-
length conversion. (Wavelengths are also referred to as
lambdas, with wavelength j represented by �j.)

Because of the flexibility afforded by regeneration,
wavelengths can be assigned arbitrarily in an O-E-
O network as long as each connection on a fiber is

WDM-compatible
signal

Short-reach
interface

WDM-compatible
signal

λj λk

1310 nm
signalTransponder Transponder

Fig. 12.11 Regeneration through the use of back-to-back
transponders. The WDM-compatible signals associated
with the two transponders, �j and �k , do not have to
be the same, thereby enabling wavelength conversion
(© Monarch Network Architects LLC)
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Fig. 12.12 A representative node in
an O-E-O network. Wavelengths can
be assigned independently to the
connections on each link as long as
each wavelength assigned on a fiber
is unique. The lower-most connection
is carried on �1 on the West link
and carried on �4 on the East link
(©Monarch Network Architects LLC)

assigned a unique wavelength. This is illustrated in
Fig. 12.12, where the lower most connection enters the
node from the West link on wavelength 1 and exits the
node on the East link on wavelength 4. In the reverse
direction, wavelength 4 is converted to wavelength 1.
(By convention, the nodal fibers at a degree-two node
are referred to as West and East; it may have no cor-
relation to the actual geography of the node.) There is
no requirement that the wavelength must be changed.
As shown in Fig. 12.12, another connection enters and
exits the node on �2.

In contrast, signals in an all-optical network are not
regenerated at every node along the path. It is only re-
quired that a signal be regenerated prior to it traveling
a distance that is longer than the system’s optical reach.
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If a signal is not regenerated at a node (i.e., it traverses
the node in the optical domain), then it is carried on
the same wavelength into and out of the node. More
generally, if the signal traverses N consecutive nodes
in the optical domain, then it is carried on the same
wavelength on NC1 links. The wavelength assignment
process consists of finding a single wavelength that is
available on each of these links. We use the term all-
optical segment to refer to a portion of a connection
that rides in the optical domain without any conversion
to the electrical domain.

The difficulty of assigning wavelengths clearly de-
pends on two factors: the number of links in an all-
optical segment and the utilization level on those links.
As the number of links in an all-optical segment in-
creases, the difficulty in finding a wavelength that is
free on each one of the links typically increases as well.
Similarly, as the utilization level of a link increases,
fewer wavelengths are available, thus making it less
likely that a free wavelength can be found on the en-
tire all-optical segment.

This presents an interesting tradeoff. Each regen-
eration requires the deployment of two transponders,
adding to the cost, power consumption, and failure rate

Fig. 12.13 (a) The entire end-to-end connection is carried
in the optical domain. The same wavelength must be avail-
able on all seven links traversed by the connection. (b) The
connection is regenerated at node D, creating two all-
optical segments: AD and DZ. These two segments can
be assigned a different wavelength. (c) Assume that an
available wavelength cannot be found from A to D, but
�j is available from A to C, and �k is available from C
to D. An additional regeneration can be added at node C to
make wavelength assignment feasible for this connection
(© Monarch Network Architects LLC) J
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of the associated connection. However, wavelength as-
signment becomes simpler the more regeneration that is
present. This is illustrated in Fig. 12.13. Figure 12.13a
shows a true all-optical connection that remains in the
optical domain from node A to node Z. In order to find
a suitable wavelength to assign to this connection, the
same wavelength must be available on all seven links
that compose this end-to-end path. Figure 12.13b shows
that same connection with an intermediate regenera-
tion at node D. The presence of regeneration simplifies
the wavelength assignment process. One needs to find
a wavelength that is free on the three links from node A
to node D and a wavelength that is free on the four links
from node D to node Z. There is no requirement that
these two wavelengths be the same.

If wavelength assignment fails for a connection,
where a suitable wavelength cannot be found for one
or more of the all-optical segments composing the con-
nection’s path, then at least four design options exist.
First, the connection request can be blocked. Second,
it may be possible to select different regeneration loca-
tions for the connection, thereby producing a different
set of all-optical segments.Wavelength assignment may
be feasible on this alternate set of segments. For exam-
ple, in Fig. 12.1c (this figure appeared in Sect. 12.1), the
two required regenerations are chosen to be at nodes C
and F, producing the all-optical segments AC, CF, and
FZ. Alternatively, the two regenerations could be placed
at nodes B and E without violating the optical-reach
constraint (there are other alternatives as well). This
choice produces a completely different set of all-optical
segments: AB, BE, and EZ. If moving the regenerations
does not produce a feasible wavelength assignment, or
if there are no regenerations for the connection, then
a third option is to route the connection on a different
path and re-attempt the wavelength assignment process
on the new path. As a fourth option, the connection can
remain on the same path, but one or more regenerations
can be added even though they are not required due
to optical-reach concerns, thus incurring greater cost.
This last option is illustrated in Fig. 12.13c. Assume
that a wavelength is available along the DZ segment,
but no single wavelength is available on all of the links
of the AD segment. Furthermore, assume that �j is
available on the links from node A to node C, and �k

is available on the link between node C and node D.
By adding a regeneration at node C (and its attendant
costs), wavelength assignment for this connection be-
comes feasible.

Numerous studies have been performed to study
the level of blocking that results due to a failure of
the wavelength assignment process (assuming extra re-
generations cannot be added to alleviate wavelength
contention). The consensus of the majority of these
studies is that sparse regeneration provides enough
opportunities for wavelength conversion, resulting in
a relatively low level of blocking due to wavelength
contention [12.1, 12, 34, 35]. In a continental-scale net-
work, the regeneration that is required based on optical
reach is minimal (e.g., three regenerations in a con-
nection that extends from the East coast to the West
coast in a United States backbone network) but suffi-
cient to achieve low levels of wavelength contention.
In networks of smaller geographic extent, e.g., metro
networks, the optical reach may be longer than any
end-to-end connection such that regeneration is not re-
quired. However, there are other network functionalities
that limit the extent of any all-optical segment. For ex-
ample, low-data-rate traffic may need to be processed
periodically by a grooming switch or router to make
better use of the fiber capacity. Currently, grooming
devices operate in the electrical domain such that the
grooming process concurrently regenerates the signal.
Thus, sparse grooming translates to sparse regeneration,
which, in turn, allows sparse wavelength conversion.
The net effect is that wavelength contention can remain
low in a range of networks. Furthermore, it has been
shown that just a small amount of extra regeneration ef-
fectively eliminates wavelength contention in a typical
network [12.35].

It should be noted that some studies appear to indi-
cate that wavelength contention is a major problem that
results in excessive blocking. Further investigation of
the details of these studies may reveal flaws in the un-
derlying assumptions. For example, the study may not
take advantage of regeneration as an opportunity to con-
vert the wavelength. Another possible weakness is that
effective wavelength assignment algorithms may not be
employed. Wavelength assignment algorithms are cov-
ered in the next section.

12.8 Wavelength Assignment Algorithms

In this section, we assume that routing and wavelength
assignment are two separate steps; Sect. 12.9 consid-
ers integrated approaches. It is assumed that one or
more new connection requests are passed to the net-

work design process. In the first step, each connection
in the set is routed. Once a path has been selected
for a connection, the required regeneration locations
along that path are determined. This yields a set of
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all-optical segments (i.e., the portions of the paths that
lie between an endpoint and a regeneration or between
two regenerations). The list of all-optical segments is
passed to the wavelength assignment algorithm, which
is responsible for selecting a feasible wavelength for
each segment. In order for a wavelength assignment
to be feasible, any two all-optical segments that are
routed on the same fiber at any point along their re-
spective paths must be assigned different wavelengths.
Furthermore, the wavelength assignment must be com-
patible with the technology of the underlying optical
system. An optical system supports a limited number
of wavelengths on a fiber, thereby placing a bound on
the number of different wavelengths that can be used in
the assignment process. For example, a backbone net-
work system may support 80 wavelengths on a fiber,
whereas a metro network deployment may support only
40 wavelengths (there are typically fewer wavelengths
needed in a metro network and 40-wavelength technol-
ogy is of lower cost than 80-wavelength technology).

The wavelength assignment problem is analogous
to the graph coloring problem, where each node of
a graph must be assigned a color subject to the con-
straint that any two nodes that are adjacent in the graph
topology must be assigned different colors. The objec-
tive is to color the graph using as few colors as possible.
To elucidate the analogy with wavelength assignment,
let each all-optical segment in a network design cor-
respond to a node in the coloring graph. Links are
added between any two nodes of the coloring graph
if the paths of the two corresponding all-optical seg-
ments have any fibers in common. The resulting graph
is known as the conflict graph, which is illustrated
for a small example with four all-optical segments in
Fig. 12.14. (This graph is also called the auxiliary

a) b)
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Fig. 12.14 (a) Four all-optical segments, each one num-
bered, are routed as indicated by the dotted lines. It is
assumed that there is one fiber-pair on each link. (b) The
resulting conflict graph, where each node represents one of
the all-optical segments. A link exists between two nodes
if the corresponding all-optical segments are routed on the
same fiber on any link in the original graph

graph.) Solving the graph coloring problem on this
graph produces the wavelength assignment; i.e., the
color assigned to a node represents the wavelength as-
signed to the all-optical segment corresponding to that
node. The resulting wavelength assignment is such that
the minimum number of wavelengths is used.

There are no known polynomial-time algorithms
for optimally solving the graph coloring problem for
general instances of the problem. This implies that
there are no corresponding efficient algorithms that can
optimally solve general instances of the wavelength
assignment problem. Thus, heuristic algorithms are typ-
ically used. The heuristics encompass two aspects: (1)
generating the order in which the all-optical segments
are assigned a wavelength and (2) selecting a wave-
length for each of the segments. As with routing order,
there are many strategies that can be used for ordering
the all-optical segments. Some of the strategies devel-
oped for ordering the nodes in a graph coloring can
readily be extended to this problem, most notably the
Dsatur strategy [12.36].

Developing heuristics to select which wavelength
to assign to an all-optical segment is a well-researched
topic, and numerous such heuristics have been pro-
posed [12.37]. They differ in factors such as complexity
and the amount of network-state information that needs
to be monitored. In spite of the array of proposals,
two of the simplest heuristics, both proposed in the
very early days of optical-network research, remain
the algorithms most commonly used for wavelength
assignment. These heuristics are first-fit and most-
used [12.38], described in further detail below. Both
of these algorithms are suitable for any network topol-
ogy and provide relatively good performance in realistic
networks. For example, wavelength contention does not
generally become an issue until there are at least a few
links in the network with roughly 85% of the wave-
lengths used. Whether first-fit or most-used performs
better for a particular network design depends on the
network topology and the traffic. In general, the dif-
ferences in performance are small. One advantage of
first-fit is that, in contrast to most-used, it does not re-
quire any global knowledge, making it more suitable for
distributed implementation.

Either of the schemes can be applied whether there
is a single fiber-pair or multiple fiber-pairs on a link.
Note that there are wavelength assignment schemes
specifically designed for the multiple fiber-pair sce-
nario, most notably the least-loaded scheme [12.12].
This has been shown to perform better than first-fit
and most-used when there are several fiber-pairs per
link [12.37]. As fiber capacities have increased, how-
ever, systems with several fiber-pairs on a link have
become a less common occurrence.
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12.8.1 First-Fit Algorithm

In the first-fit algorithm, each wavelength is assigned an
index from 1 to W , where W is the maximum number
of wavelengths supported on a fiber. No correlation is
required between the order in which a wavelength ap-
pears in the spectrum and the index number assigned.
The indices remain fixed as the network design evolves.
Whenever wavelength assignment is needed for an all-
optical segment, the search for an available wavelength
proceeds in an order from the lowest index to the high-
est index. The first wavelength that is available on all
links that compose the all-optical segment is assigned
to the segment. First-fit is simple to implement and re-
quires only that the status of each wavelength on each
link be tracked.

Due to the interdependence of wavelength assign-
ment across links, the presence of failure events, and
the presence of network churn (i.e., the process of con-
nections being established and then later torn down),
the indexing ordering does not guarantee the actual as-
signment order on a particular link. Thus, relying on
the indexing scheme to enforce a particular assignment

ordering on a link for performance purposes is not pru-
dent; for more details, see [12.1].

12.8.2 Most-Used Algorithm

The most-used algorithm is more adaptive than first-fit
but requires more computation. Whenever a wave-
length needs to be assigned to an all-optical segment,
a wavelength order is established based on the num-
ber of link-fibers on which each wavelength has already
been assigned in the network. The wavelength that
has been assigned on the most link-fibers already is
given the lowest index, and the wavelength that has
been assigned on the second-most link-fibers is given
the second lowest index, etc. Thus, the indexing order
changes depending on the current state of the net-
work. After the wavelengths have been indexed, the
assignment process proceeds as in first-fit. The moti-
vation behind this scheme is that a wavelength that has
already been assigned on many fibers will be more dif-
ficult to use again. Thus, if a scenario arises where
a heavily-used wavelength can be used, it should be as-
signed.

12.9 One-Step RWA

When routing and wavelength assignment are treated as
separate steps in network design, it is possible that the
routing process produces a path onwhich thewavelength
assignment process fails (assuming extra regenerations
are not added to alleviate the encountered wavelength
contention). Alternatively, one can consider integrated
routing and wavelength assignmentmethodologies such
that if a path is selected, it is guaranteed to be feasible
from a wavelength assignment perspective as well.

Various one-step RWAmethodologies are discussed
below, all of which impose additional processing and/or
memory burdens. When the network is not heavily
loaded, implementing routing and wavelength assign-
ment as independent steps typically produces feasible
solutions. Thus, under these conditions, the multistep
process is favored, as it is usually faster. However,
under heavy load, using a one-step methodology can
provide a small improvement in performance [12.1].
Furthermore, under heavy load, some of the one-step
methodologies may be more tractable, as the scarcity of
free wavelengths should lead to lower complexity.

12.9.1 Topology Pruning

One of the earliest advocated one-step algorithms starts
with a particular wavelength and reduces the network

topology to only those links on which this wavelength
is available. The routing algorithm (e.g., a shortest-path
algorithm) is run on this pruned topology. If no path can
be found, or if the path is too circuitous, another wave-
length is chosen and the process run through again on
the corresponding pruned topology. The process is re-
peated with successive wavelengths until a suitable path
is found. With this approach, it is guaranteed that there
will be a free wavelength on any route that is found.
If a suitable path cannot be found after repeating the
procedure for all of the wavelengths, the connection re-
quest is blocked.

In a network with regeneration, using this combined
routing and wavelength assignment procedure makes
the problem unnecessarily more difficult because it im-
plicitly searches for a wavelength that is free along
the whole extent of the path. As discussed earlier, it
is necessary to find a free wavelength only along each
all-optical segment, not along the end-to-end connec-
tion. One variation of the scheme is to select ahead
of time where the regenerations are likely to occur for
a connection and apply the combined routing and wave-
length assignment approach to each expected all-optical
segment individually. However, the route that is ulti-
mately found could be somewhat circuitous and require
regeneration at different sites than where was predicted,
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Fig. 12.15 (a) The true network
topology, where it is assumed that
the optical reach is 2000 km. The
wavelengths listed next to each
link are the wavelengths that are
assumed to be free on the link.
(b) The reachability graph, where
a link is added between a node pair
if there is a regeneration-free path
between the nodes with at least one
available wavelength along the path
(©Monarch Network Architects LLC)

so that the process may need to be run through again.
Overall, this strategy is less than ideal.

12.9.2 Reachability-Graph Transformation

A more direct integrated RWA approach is to create
a transformed graph whenever a new connection re-
quest needs to be routed and assigned a wavelength,
where the newly-formed graph represents feasible all-
optical segments; i.e., feasible with respect to both
optical reach and available wavelengths [12.1, 39]. The
process to form this graph, specifically selecting the
nodes that are added to this graph, depends on the
timeframe of the network design. In long-term network
planning, it is assumed that there is time to deploy
any equipment that may be required for a design. Un-
der these planning conditions, every network node of
the real network topology appears in the transformed
graph. In contrast, with real-time network operation,
the required connection setup times do not allow for
equipment to be deployed; only equipment that is al-
ready available in the network can be utilized for the
new traffic. In this scenario, only nodes with available
regeneration equipment, plus the source and the desti-
nation of the new connection request, are added to the
transformed graph.

After adding the nodes to the transformed graph,
a link is added between a pair of nodes in this graph
only if there exists a regeneration-free path between
the nodes in the true topology and there exists at least
one wavelength that is available along the path. Even
if there are multiple regeneration-free paths between
a node pair, or multiple wavelengths free on a path, at
most one link is added between a node pair. This trans-
formed graph is referred to as the reachability graph.

An example of such a graph transformation is
shown in Fig. 12.15. The true topology is shown in

Fig. 12.15a, where the wavelengths that are assumed
to still be available on a link are shown. The connec-
tion request is assumed to be between nodes A and Z,
and the optical reach is assumed to be 2000km. Fur-
thermore, it is assumed that this is a long-term network
design exercise and regeneration is permitted at any
node. Thus, all nodes appear in the reachability graph.
With these assumptions, the corresponding reachability
graph is shown in Fig. 12.15b. All of the original links
appear in this graph, except for link AF, which has no
available wavelengths. In addition, links AC, AD, and
BD are added because the respective associated paths,
A–B–C, A–B–C–D, and B–C–D, are less than 2000 km
and have a free wavelength (i.e., on each of these paths
�6 is free). No link is added to represent the path E–
F–G, even though �4 is available on this path because
the path distance is 2500 km, which is longer than the
optical reach.

In a real network with many nodes and wavelengths,
creating the reachability graph can potentially be time
consuming. A list of all node pairs where the shortest
path between the nodes is less than the optical reach
is maintained. These node pairs represent the possible
all-optical-segment endpoints. At the time of a new con-
nection request, a search is performed for each node
pair in this list to find a regeneration-free path between
the two nodes where some wavelength is available
along the whole path. This determines whether a link is
added between the two nodes in the reachability graph.

One strategy to do this is the topology-pruning ap-
proach described in Sect. 12.9.1, where the true topol-
ogy is reduced to just those links that have a particular
wavelength free. A shortest-path algorithm between the
pair of nodes (i.e., the potential endpoints of an all-
optical segment) is run on the pruned topology. If the
distance of the resulting path is less than the optical
reach, then a suitable regeneration-free path has been
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found, and a link is added in the reachability graph be-
tween the node pair. If the path distance is greater than
the optical reach, or no path can be found, then the pro-
cess must be repeated for another wavelength. Many (if
not all) of the wavelengths may need to be considered.

An alternative strategy is to run a K-shortest-paths
algorithm on the true topology, where K is large enough
such that all regeneration-free paths between a node
pair of interest are found, and the resulting list is stored.
At the time of a new connection request, the paths
are checked for a free wavelength. If any of the paths
have a free wavelength along the whole path, then
a link is added between the node pair in the reachability
graph. (To speed up the process, one could consider just
a subset of the possible regeneration-free paths between
a node pair; there may be some loss of optimality, but it
is likely to be small.)

Once the reachability graph is formed, a shortest-
path algorithm is run from the connection source to the
connection destination to find the path in the reacha-
bility graph with the fewest hops (i.e., all link metrics
are set to 1). Each hop corresponds to an all-optical
segment in the true topology. If a path is found, then
it is guaranteed to have the fewest number of feasible
regenerations, and each resulting all-optical segment
is guaranteed to have an available wavelength. In the
example of Fig. 12.15, path A–D–Z is found, which
corresponds to the all-optical segments A–B–C–D and
D–Z in the true topology. These segments are as-
signed �6 and �7, respectively. Further subtleties of the
reachability-graph methodology can be found in [12.1].

12.9.3 Flow-Based Methods

Global optimization techniques, such as integer lin-
ear programming (ILP), can be applied to the one-step
RWA problem as well. ILPs typically consider the
whole solution space to find the optimal solution. How-
ever, ILP methodologies often have a long runtime and
are impractical except for small networks with little
traffic. A more practical approach is to use efficient
linear programming (LP) techniques (e.g., the Sim-
plex algorithm), combined with strategies that drive
the solution to integer values. Relaxing the integral-
ity constraints enables more rapid convergence. Various
techniques are applied to ultimately produce a (possibly
nonoptimal) integer solution.

For example, routing a set of traffic connections can
be formulated as a multicommodity flow (MCF) prob-
lem, where each source/destination pair in the traffic
set can be considered a different commodity that needs
to be carried by the network [12.40–42]. Additional
variables and constraints are needed to enforce wave-
length continuity. An integer solution to the problem

is typically desired, which corresponds to routing each
connection over just one path, using a single wave-
length on a link. The integrality constraints are relaxed
in the LP approach to make the problem more tractable.
Despite not enforcing integer solutions, the LP can
be combined with various perturbation and rounding
techniques to improve the likelihood that an integer
solution is found [12.41, 42]. However, even with LP re-
laxation techniques, there may be a greater-than-linear
increase in runtime as the number of connections in-
creases [12.42].

One approach to speed up the process is to input
a set of possible paths that can be utilized by a con-
nection between any given source and destination. This
is analogous to calculating a set of candidate paths for
alternative-path routing. Restricting the LP to a set of
candidate paths, as opposed to allowing the LP to freely
select the paths, may result in a less than optimal solu-
tion; however, with a good choice of candidate paths,
the effect should be small. Another benefit to prese-
lecting the paths is that the regeneration sites can be
selected up front. This allows the wavelength continuity
constraint to be specified on a per-all-optical-segment
basis rather than requiring that wavelength continuity
be enforced end-to-end.

Ideally, the cost function that is used in the LP en-
courages load balancing. Also, it is preferable if the cost
function is input as a piecewise linear function with in-
teger breakpoints as another means of pushing the LP
towards an integer solution.

As suggested earlier, using a one-step RWA ap-
proach such as an LP methodology may be more
expedient when adding connections to a highly loaded
network. At that stage, there are few available wave-
lengths on each link, such that the solution space is
much smaller. This should allow the LP to converge
more quickly.

It is interesting to compare the results of the one-
step LP-based RWA approach to those of a multistep
approach, where an LP methodology is used just for the
routing portion and a commonly-used graph coloring
algorithm is used for wavelength assignment. The per-
formances have been shown to be similar (depending on
the cost functions used in the LPs), indicating that good
results can be obtained using the simpler multistep ap-
proach [12.42]. The runtime of the multistep approach
was an order of magnitude faster.

12.9.4 ILP-Based Ring RWA

Although ILP formulations have generally been con-
sidered too slow for practical RWA, a scalable ILP
methodology has been proposed for ring topolo-
gies [12.43]. This methodology includes a decomposi-
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tion approach that is optimal, fast for any reasonably
sized ring, with a runtime that is essentially indepen-
dent of the amount of traffic on the ring. This ILP
methodology is, thus, a scalable one-step RWA ap-

proach for realistic ring problem instances. Further
research is needed to determine whether the decom-
position procedure can be extended to arbitrary mesh
topologies.

12.10 Impairment-Aware Routing and Wavelength Assignment

The transmission of an optical signal is subject to an
array of impairments that affect the signal quality and
where the signal must be regenerated. There has been
a large research effort in the area of impairment-aware
routing and wavelength assignment (IA-RWA), lead-
ing to a number of proposed link metrics and design
methodologies that account for various impairments
during the routing and regeneration processes [12.44,
45].

One of the major impairments that an optical sig-
nal encounters is accumulated noise. The strength of the
signal compared to the level of the noise is captured by
the signal’s OSNR, where signals with lower OSNR are
more difficult to receive without errors. Many other op-
tical impairments arise from the physical properties of
light propagating in a fiber. For example, the propaga-
tion speed of light within a fiber depends on the optical
frequency. This causes the optical signal pulses, which
have a finite spectral width, to be distorted as they
propagate along a fiber. This phenomenon is known as
chromatic dispersion, or simply dispersion. Dispersion
is a linear impairment that can typically be managed
(e.g., through the use of dispersion-compensating fiber
or the use of coherent technology) such that its detri-
mental effect is limited. Furthermore, the presence of
some level of dispersion can be helpful in mitigat-
ing the effect of other optical impairments [12.46–
48].

There are numerous nonlinear optical impairments
that are more difficult to manage [12.49–52]. Several
of these optical effects arise as a result of the fiber
refractive index being dependent on the optical inten-
sity. (The refractive index governs the speed of light
propagation in a fiber.) As the optical signal power is
increased, these nonlinearities becomemore prominent.
One such nonlinearity is self-phase modulation (SPM),
where the intensity of the light causes the phase of
the optical signal to vary with time. This potentially
interacts with the system dispersion to cause signifi-
cant pulse distortion. Cross-phase modulation (XPM)
is a similar effect, except that it arises from the interac-
tion of two signals, which is more likely to occur when
signals are closely packed together in the spectrum. An-
other nonlinear effect is four-wave mixing (FWM). This
arises when signals carried on three particularly spaced

optical frequencies interact to yield a stray signal at
a fourth frequency, or two frequencies interact to gener-
ate two stray signals. These stray signals can potentially
interfere with the desired signals at or near these fre-
quencies.

In many all-optical networks, the transmission sys-
tem is designed such that the power levels are low
enough, or the dispersion levels are high enough, so that
impairments due to adjacently propagating wavelengths
are relatively small. However, there may be transmis-
sion systems where relatively high power levels are
required, leading to scenarios where populating adja-
cent, or nearly adjacent, wavelengths in the spectrum
produces non-negligible nonlinear impairments, most
notably XPM. In such systems, the quality of trans-
mission (QoT) for a given connection may depend on
which other wavelengths are in use on the same fibers.

There are two methods for dealing with this sce-
nario. The first strategy is to ensure that connections
are established with enough system margin to tolerate
the worst-case impairments that could possibly arise
from populating adjacent wavelengths with other con-
nections. This allows wavelengths to be assigned to
connections without concern over interwavelength im-
pairments. If a particular connection is deemed feasible
at the time of its establishment, it should remain feasi-
ble regardless of what other connections may later be
added.

In the second strategy, the effects of interwave-
length impairments are calculated more precisely. The
optical reach of a particular available wavelength along
a given path is determined at the time a connection
request is received, based on the state of the adjacent
wavelengths. Consider assigning wavelength i to a new
connection on a given path. If wavelengths i� 1 and
iC 1 are not being used on the fibers that compose
this path, then wavelength imay have additional optical
reach, as compared to the case where a worst-case reach
assumption is used. This could lead to fewer required
regenerations for the new connection. The drawback
is that if future connections populate wavelength i� 1
and/or iC 1, the performance of wavelength i may de-
grade below an acceptable QoT, forcing the associated
connection to be assigned to a different wavelength or
be rerouted, which is undesirable. If such a modifica-
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tion to an existing connection is not permitted, then the
strategy of maximizing the reach of wavelength i could
result in future connections being blocked from using
wavelengths i� 1 or iC 1.

The decision as to which of the two strategies to use
may depend on how regenerations are handled. If re-
generation is permitted in the network, then the impact
of using a worst-case impairment assumption will likely
be extra regenerations, because the system optical reach
will effectively be reduced. However, as long as the op-
tical reach is still reasonably long, small reductions in
the reach (e.g., 2500km versus 2800km) do not have
a large impact on the amount of regeneration required
and the overall network cost [12.1].

If, however, the system requires that connections
be truly all-optical, with no regeneration, then the pol-
icy for handling impairments may have an impact on
blocking. For example, the end-to-end path distance
of a new connection may be very close to the nomi-
nal optical reach. Establishing the new connection on
a wavelength that is distant from any populated wave-
lengths may allow the connection to be successfully
deployed, whereas the worst-case impairment assump-
tion would dictate that it be blocked. This effect was
examined more fully in [12.53] for a backbone net-
work of relatively small geographic extent, where no
regeneration was permitted. The two strategies outlined
above were compared; i.e., either assume worst-case in-
terwavelength impairments or calculate the interwave-
length impairments more accurately based on the actual
network state. In either strategy, moving an existing
connection to a different path or wavelength was not
permitted. The results indicated that when interwave-
length impairments were more precisely calculated,
the blocking rates were reduced by about an order of
magnitude, due to there being a larger set of feasible
paths from which to choose. However, this type of pure
all-optical scenario would not arise in a network of
large geographic extent, because some regeneration is
needed regardless of how interwavelength impairments
are treated. Interwavelength impairments are also un-
likely to be an issue in a metro network, where the
optical reach, even with worst-case assumptions, is typ-
ically longer than any path. Thus, the benefit of more
precisely calculating interwavelength effects may not
be significant in many practical networks.

Nevertheless, strategies have been developed to
take interwavelength impairments into account when
performing RWA for a new connection request; for ex-
ample, using a cost-vector approach to routing [12.54].
Various per-wavelength components are included in the
cost vector that is used for shortest-path routing, where
the vector captures interwavelength impairments such
as XPM and FWM. For each available wavelength on

a link, the cost component for that wavelength-link
combination is calculated based on the wavelengths that
are already populated on that link. A modified Dijk-
stra routing algorithm is run with the cost vector, using
the principle of dominated paths. (A path between two
nodes that has all of its cost metrics higher than those of
another path between the same two nodes is considered
dominated.) Multiple nondominated paths from source
to intermediate nodes are tracked, and any dominated
paths are eliminated from further consideration. When
the routing algorithm terminates, a scalar-generating
function is applied to the final cost vector for each
remaining feasible path/wavelength combination to de-
termine which one to use.

Machine learning (as part of a cognitive network)
has also been proposed for estimating the QoT of
a new connection [12.55–57]. In one such approach,
a database is maintained for a set of paths for which
the QoT is known (through prior analysis, experimenta-
tion, and/or performance monitoring of live connections
in the network). Each of these paths is character-
ized by a set of metrics (e.g., path distance, assigned
wavelength, modulation format). When a potential new
connection (or all-optical segment) is being evaluated,
the paths in the database that are most similar to it are
used to determine whether the QoT will meet the sys-
tem threshold. Maintaining a proper-sized database is
important to achieve the proper balance between accu-
racy and computation time.

12.10.1 Mixed Line-Rate Systems

An important scenario that may warrant accounting for
interwavelength impairments more precisely is when
multiple line rates co-propagate on a single fiber. For
example, a single fiber may carry wavelengths that have
been assigned to a combination of 10 and 40Gb=s con-
nections. The different modulation formats that are typ-
ically used for these connection rates may have a neg-
ative impact on each other. Experiments have shown
that 10Gb=s signals may have an especially detrimen-
tal effect on near-by co-propagating 40Gb=s signals
due to XPM [12.58, 59]. Furthermore, the performance
penalties are severe enough that leaving enough sys-
tem margin to account for the worst-case XPM would
be too detrimental to the system reach. (The perfor-
mance penalty induced by 10Gb=s signals on near-by
co-propagating 100Gb=s signals is less severe; simi-
larly, co-propagating 40 and 100Gb=s connections are
not problematic.)

To deal with this situation, a soft partitioning can be
enforced in the wavelength assignment process, where
the 40Gb=s wavelengths are assigned from one end
of the spectrum and the 10Gb=s wavelengths are as-
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signed starting at the other end. Additionally, relatively
short 40Gb=s connections, which can tolerate the per-
formance penalty of adjacent 10Gb=s wavelengths, can
be proactively assigned wavelengths from the buffer
area between the two portions of the spectrum. Note
that a fixed partitioning of resources between the line
rates is not advocated, as fixed partitioning generally
leads to more blocking.

This wavelength-assignment strategy will have
a tendency to segregate the conflicting line rates to min-
imize the performance penalties. As the network fill
rate increases, and the high and low spectral ranges
approach each other, the cost-vector RWAapproach dis-
cussed above could be used to capture the penalties
associated with adding a particular wavelength of a par-
ticular rate to a given link.

12.11 Flexible (Elastic) Optical Networks

WDM systems have historically utilized a standard-
ized wavelength grid alignment. For example, since the
2000 timeframe, WDM backbone networks have typi-
cally employed a grid where the wavelengths are spaced
at 50GHz intervals, and each channel is assigned
a fixed 50GHz of spectrum, as shown in Fig. 12.16a.
While the spacing has remained fixed at 50GHz, ad-
vancements in technology have enabled the capacity
of a wavelength (i.e., the line rate) to increase, rising
from 2.5 to 100Gb=s over an approximately 20-year
span.

A fixed wavelength grid in combination with higher
line rates has resulted in a corresponding increase
in network capacity. However, it has also resulted in
a greater disparity between the line rate and the rate
of the client services being carried on the wavelengths.
For example, there may be a significant amount of Gi-
gabit (1Gb=s) Ethernet services that must be carried
in a network that utilizes 100Gb=s wavelengths. In
order to efficiently utilize the bandwidth of each wave-
length, it is necessary to carry multiple services on one
wavelength. The packing of services onto a wavelength
is typically accomplished through a process known
as grooming [12.60, 61]. Grooming is generally per-
formed in the electrical domain using, for example,
synchronous optical network/synchronous digital hier-
archy (SONET/SDH) switches, optical transport net-
work (OTN) switches, or internet protocol (IP) routers.
While effective at packing the wavelengths, electronic
grooming switches and routers pose major challenges
in cost, size, and power consumption.

Fig. 12.16 (a) Fixed grid with 50GHz spectral widths
and spacing. (b) Gridless architecture with arbitrary spec-
tral widths and spacing. In a practical implementation,
the spectrum cannot be partitioned arbitrarily. Rather, the
spectrum is likely to be logically divided into fixed-sized
fine-granularity slots. Each optical channel is allocated the
number of slots that it requires, as opposed to a completely
unquantized amount of spectrum. This minigrid approach
is illustrated in Fig. 12.17 I

In order to eliminate or reduce the need for elec-
tronic grooming, various optical-domain grooming
schemes have been proposed, such as optical packet
switching (OPS) [12.62] and optical burst switching
(OBS) [12.63]. However, these schemes have challenges
of their own that have prevented their widespread
adoption. One optical-domain grooming scheme
that has gained traction is the spectrum-sliced elastic
(SLICE) optical path architecture, originally proposed in
2008 [12.64–66]. In contrast tomost grooming schemes,
SLICE grooms in the frequency domain, not the time
domain, thereby avoiding problematic time-based con-
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tention issues (electronic versus optical, and time versus
frequency are separate dichotomies). The central tenet
of the SLICE approach is that network client services
are allocated the amount of optical spectrum that they
require; i.e., the capacity of a fiber is sliced arbitrarily
to match the requirements of the clients. (Practical
limitations to this vision are discussed below.) For
example, a 40Gb=s client service is assigned 20GHz of
spectrum (assuming a spectral efficiency of 2 b=s=Hz).
This approach eliminates the notion of wavelengthswith
fixed line rate located on a fixed grid. Networks that
adhere to the SLICE approach are considered flexible,
or gridless, networks. An example of this flexibility is
illustrated in Fig. 12.16b, where optical channels of
various spectral widths have been allocated.

Note that while an optical channel may be allo-
cated less than 50GHz worth of spectrum in order to
efficiently carry a low-rate client service, it may also
be allocated more than 50GHz of spectrum. Thus, this
technology can efficiently carry high-rate services as
well, e.g., 400Gb=s or 1 Tb=s clients. (It is expected
that rates of 400Gb=s and greater are likely to require
more than 50GHz of spectrum. Thus, the standardized
wavelength grid was updated in 2012 to offer more flex-
ibility. The grid plan supports any mix of wavelength
spacings on one fiber, as long as each wavelength aligns
with a 6:25GHz grid, and the bandwidth assigned to
each wavelength is a multiple of 12:5GHz [12.67].)

Another component of the SLICE architecture is the
ability to increase or decrease the amount of spectrum
allocated to an optical channel. (An increase in spectral
width requires that there be free spectrum available for
expansion.) For example, a SONET/SDH-based client
may dynamically adjust its service rate through the use
of the link capacity adjustment scheme (LCAS) [12.68].
A SLICE-based network can correspondingly adjust the
amount of spectrum allocated to that service. Overall,
the flexibility engendered by the SLICE approach has
resulted in such networks being referred to as elastic
optical networks (EONs), which is the terminology that
is used in the remainder of this chapter.

Various enabling technologies are needed to im-
plement an EON, as briefly introduced here. First, the
transmission technology must enable the deployment
of tightly-packed, variable-sized optical channels. One
transmission technique that has emerged as a leading
candidate for EONs is the optical analog of orthogonal
frequency-division multiplexing (OFDM) [12.69–73].
With OFDM, the optical signal is carried on a num-
ber of low-rate carriers. By increasing or decreasing the
number of carriers, the bandwidth of the aggregate op-
tical signal is modified accordingly. One advantageous
property of OFDM is that, due to the lower rate of the
constituent carriers, there is a greater tolerance to many

fiber-based impairments. Additionally, the speed of the
underlying electronics can be lower. There are other
possible transmission techniques suitable for EONs, in-
cluding Nyquist-WDM [12.74, 75].

The transmit/receive technology must also be ca-
pable of handling variable-rate, fine-granularity opti-
cal channels [12.76]. Software-controlled bandwidth-
variable transponders (BVTs) have been developed
for this purpose. Additionally, as analyzed in [12.1],
the number of BVTs required in an EON network
is potentially large, especially if there are numerous
narrow-bandwidth optical channels routed in the net-
work. One proposal to address this is a BVT that can be
sliced into several virtual transponders, each of which
serves one optical channel [12.76].

The network switches that route the optical chan-
nels must be compatible with the EON model. More
specifically, the filter technology of such switches must
be compatible with variable-granularity optical chan-
nels, where the filter shape and bandwidth can be set
remotely via software [12.77–79]. This can be imple-
mented with, for example, liquid crystal on silicon
(LCoS) technology [12.80–82].

The limitations of the filtering technology impose
practical implementation restrictions on EONs. First,
the bandwidth of an optical channel cannot be arbitrar-
ily fine. There is a minimum granularity bandwidth on
which filters can efficiently operate (the narrower the
filter, the more it deviates from the ideal sharp-edged
shape). Thus, practical EONs are likely to be quasi-
gridless, not totally gridless. For example, the spectrum
may be divided into 320 frequency slots, where each
slot is 12:5GHz in bandwidth (as opposed to, for exam-
ple, 80 wavelengths, each with 50GHz of bandwidth).
Each optical channel is allocated the number of slots
that it requires, as opposed to a completely unquantized
amount of spectrum. (This type of system is sometimes
referred to as having a mini-grid [12.83].) One implica-
tion is that some amount of electronic grooming is still
required to efficiently fill the slots.

A second limitation is that the optical channels can-
not be immediately adjacent to each other. A guardband
(likely one slot of bandwidth) is needed between the
optical channels to allow the switch filters to operate
on a single channel without affecting the neighboring
channels. The need for guardbands, which represent
wasted bandwidth, negatively impacts the utilization ef-
ficiency of the fiber capacity.

With these two limitations, an EON spectrum as-
signment might look as shown in Fig. 12.17. The
portion of the spectrum shown has been partitioned
into 30 slots. There are 4 allocated optical channels, of
size 5, 3, 8, and 4 slots (left to right). A one-slot guard-
band is assumed.
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Fig. 12.17 In this depiction, the spectrum is divided into 30 spectral slots. Four optical channels are assigned on the fiber,
as indicated by the shaded boxes; G indicates a guardband slot (© Monarch Network Architects LLC)

Even with these practical issues, EONs have the
potential to: reduce, but not eliminate, the amount of
electronic grooming; use bandwidth more efficiently,
assuming the number of required guardbands is not

excessive; and be better suited to carry a wide range
of services; i.e., both low-rate and high-rate services.
EONs are being aggressively pursued as an enabling
technology for future networks.

12.12 Routing and Spectrum Assignment in Elastic Optical Networks

Just as routing and wavelength assignment (RWA) is
a key component of the network design process in tra-
ditional grid-based wavelength networks, routing and
spectrum assignment (RSA) is fundamental to the de-
sign of EONs [12.84, 85]. Spectrum assignment cor-
responds to assigning a particular set of slots to an
optical channel. The restrictions are analogous to those
of wavelength assignment. First, a slot on a fiber can
be assigned to only one optical channel at any point in
time. Second, the slots assigned to an all-optical seg-
ment must be the same along that segment; i.e., there is
a continuity constraint. Additionally, the slots assigned
must be contiguous; this contiguity constraint does not
exist for traditional wavelength assignment (this con-
straint is relaxed when multipath routing is supported
in the EON, as is detailed in Sect. 12.12.6).

Algorithm scalability is of greater concern with
EONs because of the increased complexity. For ex-
ample, there may be 320 slots to track in an EON as
opposed to 80 wavelengths in a grid-based network.
Furthermore, the contiguity constraint poses a signifi-
cant additional challenge. Finding a path with enough
available bandwidth to carry a new optical channel is
not sufficient; the bandwidth must be contiguous (i.e.,
the slots must be consecutive). The notion of spectral
fragmentation becomes an important metric that must
be monitored. Because of the additional complexity,
treating routing, regeneration, and spectrum assignment
as separate steps is likely the approach to be used, al-
though single-step methodologies have been proposed
as well, as noted below.

With long-term network planning in an EON,
a number of connection requests undergo the RSA pro-
cess at one time. As with long-term RWA (Sect. 12.5),
the order in which connections are routed and/or as-
signed spectrum can affect the ultimate network perfor-
mance. For example, it is typically better to start the

routing process with the connections where selecting
a route is more challenging; e.g., connections that re-
quire longer paths and/or more bandwidth, or where the
possible paths for a connection include more hot links.
Furthermore, as in RWA, metaheuristics, such as sim-
ulated annealing, can be used to adjust the ordering to
improve upon the solution [12.86, 87].

12.12.1 Routing

With respect to routing, the same options exist as for
RWA, i.e., fixed-path routing, alternative-path routing,
and dynamic routing. Fixed-path routing is generally
undesirable due to the resulting load imbalances. Dy-
namic routing typically leads to several different paths
being chosen between a given source and destination.
This is especially problematic with spectrum assign-
ment (SA), where greater freedom in selecting paths is
likely to lead to more spectral fragmentation; i.e., it is
preferable to assign spectrum along the same link se-
quences, so that contiguous blocks of spectrum remain
free on the links.

Thus, alternative-path routing is typically favored
for RSA, as it is for RWA. A set of candidate paths
is calculated for each relevant source/destination pair,
where the paths in the set provide diversity with respect
to the expected hot links of a network. With alternative-
path routing in RWA, link load is typically used to select
one of the candidate paths for a new connection request.
With RSA, link load does not tell the whole story. The
amount of fragmentation that results from the selection
of a particular route may be more important [12.88].

Two types of fragmentation arise in EONs: vertical
fragmentation corresponds to the spectral fragmenta-
tion of a single link, whereas horizontal (or spatial)
fragmentation considers the alignment of the available
spectrum on adjacent links [12.89, 90]. In contrast, tra-
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ditional wavelength-based networks suffer from just
horizontal fragmentation.

Various measures have been proposed to capture
both types of fragmentation. One such metric is utiliza-
tion entropy (UE) [12.91]. Let a slot that is occupied
by an existing optical channel be represented by a 1
and an unoccupied slot be represented by a 0. For any
two consecutive slots on a fiber, a status change occurs
when a 1 is followed by a 0, or vice versa. The UE for
a link is defined as (total number of status changes on
the link)=(total number of slots on the link �1) yielding
a normalized value between 0:0 and 1:0. Higher UE in-
dicates a greater degree of fragmentation. UE can also
be calculated for a path, where the average number of
status changes per slot across any two consecutive links
of the path is considered.

UE essentially captures the number of spectral gaps;
however, it does not explicitly consider the size of those
gaps. Larger spectral gaps are more useful as they can
accommodate traffic of higher bandwidth. One met-
ric to address this compares the size of the largest
available gap to the sum of the sizes of all avail-
able gaps [12.92]. To capture available gap size more
formally, a Shannon-entropy fragmentation metric has
been proposed [12.93]

Hfrag D�
NX

iD1

Di

D
ln

Di

D
;

where D is the total number of slots on a link, and Di is
the number of slots in the i-th block (a block is a con-
secutive sequence of slots that are all 1s or all 0s; i.e.,
a block is either fully utilized or fully available). Higher
values of Hfrag indicate more fragmentation. This met-
ric can be extended to paths by performing a bitwise-OR
of the occupancy value of a slot along each link of the
path. Interestingly, simulations showed that considering
the metric for each link of a path produced better results
than the path-basedmetric [12.93]. This is largely due to
the coarse nature of the bitwise-OR operation (i.e., a sin-
gle 1 in a slot along the path results in a 1 for that slot).

Another metric that takes into account horizontal
fragmentation considers the alignment of available slots
across link pairs, where each pair is composed of one
link on the path, and one link that is adjacent to that
link [12.88]. The metric captures how many optical
channels of size S slots can be accommodated on each
such link pair, for all possible S, and weights this count
according to the expected number of optical channels of
that size. Other fragmentation metrics, similar in spirit
to those mentioned above, are proposed in [12.89, 90].

When alternative-path routing is used in a multistep
RSA approach, the candidate path with, for example,
the lowest path-based fragmentation metric could be

selected for a new optical connection. In an exam-
ple of a one-step approach where routing and SA are
handled together, the increase in the fragmentation met-
ric is calculated for each feasible candidate path/SA
combination. The path and assignment that results in
the smallest increase in fragmentation is then chosen.
While likely to produce improved performance as com-
pared to the multistep approach, evaluating the various
route/SA combinations could be time consuming.

12.12.2 Spectrum Assignment

In the multistep RSA approach, once a route has been
selected for an optical channel, the next step is to
determine where regeneration, if any, is required. Re-
generation divides the path of the optical channel into
a set of all-optical segments. Spectrum can be assigned
to each segment independently; i.e., regeneration in
EONs allows spectrum conversion, just as regeneration
in wavelength-based networks allows wavelength con-
version.

The WA problem was mapped to an instance of
graph coloring, as is detailed in Sect. 12.8. This analogy
can be extended to SA as well. As with WA, a conflict
graph is constructed, where each vertex corresponds to
an all-optical segment, and two vertices are connected
by an edge if the corresponding segments have at least
one network fiber in common. Additionally, for SA,
each vertex is weighted by the number of slots that are
required by the optical channel to which the segment
belongs. The graph is colored using a weighted graph
coloring algorithm. Any solution to the weighted graph
coloring problem can be mapped to a solution for the
corresponding SA problem, where the slots assigned to
each vertex must be contiguous in order to enforce the
spectral contiguity constraint [12.94].

Alternatively, SA can be mapped to the problem of
scheduling tasks on a multiprocessor system [12.95].
Consider a set of tasks, each associated with a fixed set
of processors and a required processing time. The task
scheduling problem involves minimizing the schedule
length (i.e., the time by which all tasks have been com-
pleted) subject to the following: a processor can work
on at most one task at any given time; each task must be
processed simultaneously by all processors in its associ-
ated set; and preemptions are not permitted [12.96–98].
By mapping each all-optical segment that needs to be
assigned spectrum to a task and letting the set of links
over which the segment is routed correspond to the
fixed set of processors assigned to each task, the SA
problem becomes an instance of task scheduling. The
assigned start and end times of a task correspond to the
assigned start and end slots of a segment. The objective
of minimizing the schedule length corresponds to min-
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Fig. 12.18 A new optical channel, requiring a total of four slots, is routed all-optically on three links. The solid shaded
slots indicate spectrum that has previously been assigned. Of the three existing gaps, the best-fitting one is gap 1. The
new optical channel, represented by the hatched slots, is shown assigned to this gap. This strands bandwidth on link 1
(slot 3) and on links 2 and 3 (slot 8) (© Monarch Network Architects LLC)

imizing the highest numbered slot needed to carry any
of the optical channels.

Most WA heuristics can be extended for use in
SA. For example, in the first-fit heuristic, the lowest-
numbered spectral gap that is wide enough to accom-
modate the new optical channel (or all-optical segment)
is selected [12.99, 100]. In the most-used heuristic, the
spectral gap that maximizes the usage of the slots in
that gap across the network is selected. Despite the ad-
ditional information that is considered in most-used,
first-fit yielded a slightly lower blocking probability in
various studies [12.86, 101].

In one proposed variation, first-fit is combined with
alternative-path routing, such that the candidate path is
selected that has the lowest-numbered spectral gap of
sufficient width along the whole path [12.102]. This is
a one-step RSA algorithm; i.e., it selects the route and
spectrum assignment together. This scheme is more ap-
propriate for networks that do not require regeneration
because it inherently assumes that the same spectrum
assignment is utilized along the whole end-to-end path.

Variations of first-fit have also been proposed to bet-
ter address fragmentation issues. For example, in first-
last-fit [12.103], optical channels that require an odd
number of slots are assigned spectrum using first-fit,
whereas optical channels that require an even num-
ber of slots are assigned spectrum using last-fit (i.e.,
the highest-indexed spectral gap is selected). This soft
partitioning of odd and even sized optical channels
results in a small improvement in blocking probabil-
ity [12.104].

Another SA heuristic that attempts to minimize
fragmentation is best-fit. It assigns a new optical chan-
nel to the smallest spectral gap that is large enough
to accommodate it. This heuristic is illustrated in
Fig. 12.18, where the new optical channel is routed on
links 1, 2, and 3, and requires four slots, including the
guardband slot. The three existing gaps that span all
three links are as shown. Gap 2 (two slots) is too small.
Of the remaining two gaps, gap 1 (five slots) is selected
over gap 3 (seven slots) because it is closer in size to
the required four slots. The motivation behind best-fit is
appealing, yet it has been shown to yield higher block-
ing as compared to first-fit [12.1]. The drawback of the
scheme is that the residual unused portion of the se-
lected gap (e.g., slot 8 on links 2 and 3) is typically very
small, and effectively becomes stranded bandwidth. If
gap 3 had been selected, starting at slot 18, a three-slot
gap would remain on all three links. (Another potential
advantage of first-fit is that it tends to group the utilized
slots at one end of the spectrum, leaving larger avail-
able gaps at the other end of the spectrum. However,
for a dynamic network, this quasi-orderly assignment
pattern will likely dissipate over time.)

As compared to best-fit, a small performance im-
provement can be attained with exact-fit. This heuristic
preferentially assigns an optical channel to a spectral
gap that is of equal size. If such a gap does not exist,
the scheme reverts to first-fit.

Another challenge that arises with SA is fairness
with respect to blocking. As the spectrum becomes
more fragmented, leaving only relatively small unoc-
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cupied spectral gaps, finding a suitable spectrum as-
signment for high-bandwidth optical channels becomes
increasingly more difficult. One can employ various
partitioning schemes to address SA fairness [12.89]. For
example, the spectrum can be divided into three regions,
one each for low-rate, medium-rate, and high-rate con-
nections. If the amount of traffic that falls within each
one of these classes is not known, better performance
may be obtained with a soft partitioning rather than
a strict fixed partitioning.

Additional SA heuristic algorithms can be found
in [12.84, 85]. Simulation results indicate only small
differences in performance among the various heuris-
tics considered (with the exception of the relatively
poor-performing random assignment strategy, which
assigns any spectral gap of sufficient size with equal
probability) [12.85, 104].

12.12.3 ILP-Based RSA

A number of ILPs have been proposed for the RSA
problem, where optimal (or near-optimal) routing and
spectrum assignment is desired for a set of connection
requests [12.100, 105]. As with RWA, such an approach
is feasible only for small RSA instances. The ILP for-
mulations need to capture the unique assignment of
spectrum on a given fiber, the continuity constraint, and
the contiguity constraint. Various objective functions
can be considered, including: minimizing the maximum
number of slots utilized on any link; minimizing the
highest-numbered slot utilized on any link; and min-
imizing the total number of slots utilized across the
network. If sufficient bandwidth is not available to carry
all of the offered traffic, then the objective is typically
to minimize the amount of requested bandwidth that is
blocked.

Similar to ILPs used for RWA, by restricting the
possible number of paths that can be utilized between
a given source and destination (referred to as a path-
based approach), the computation time can be markedly
reduced with little loss of optimality [12.86, 106]. Fur-
thermore, by inputting the set of possible slots that can
be utilized by a particular connection (referred to as
a channel-based approach), the number of required ILP
constraints can be reduced significantly, thus speeding
up the runtime (although it is still not fast enough to
be able to handle large-sized RSA instances) [12.107].
Most of the proposed ILPs handle routing and spec-
trum assignment in one step. Alternatively, the problem
can be decomposed into two ILPs (R + SA) to improve
runtimes, though sacrificing some amount of optimal-
ity [12.86].

Alternatively, the RSA problem can be formu-
lated as a mixed integer program (MIP). For example,

in [12.108], a MIP that utilizes both the path-based ap-
proach (to limit the number of paths to consider) and
the channel-based approach (to limit the number of pos-
sible spectrum assignment choices) is combined with
a number of advanced optimization techniques (e.g.,
branch-and-bound, column generation). It was shown
that optimal results can be found for networks of mod-
erate size.

12.12.4 Distance-Adaptive RSA

In order to enable higher bit rates, optical transmis-
sion modulation schemes have become more complex,
thereby requiring the use of advanced digital signal
processing (DSP) in the transmit/receive (TxRx) equip-
ment. The presence of the DSP also affords the op-
portunity to provide greater TxRx flexibility, where
transmission characteristics such as modulation format,
error correction coding, and symbol rate can be modi-
fied remotely through software.

This flexibility enables important system de-
sign tradeoffs, including spectral width vs. optical
reach [12.99, 102, 109, 110]. By utilizing a more spec-
trally efficient modulation format, the amount of spec-
trum allocated to a signal can be reduced, while the sig-
nal bit-rate is maintained. The disadvantage is that the
optical reach of the signal is decreased. For example,
a 100Gb=s TxRx could be capable of either 3000km
optical reach with 75GHz bandwidth, or 2000km opti-
cal reach with 50GHz bandwidth. For relatively short
connections (or, more generally, connections that are
afflicted by fewer impairments), the decrease in opti-
cal reach may not lead to any extra regeneration. Even
for longer connections, the tradeoff (i.e., extra regener-
ation) may be worthwhile if capacity is at a premium.
EONs, with their ability to dynamically adjust the spec-
tral width assigned to an optical signal, are especially
well suited to take advantage of this TxRx flexibility.

The selection of the modulation format can be con-
sidered in the network design process in order to better
optimize the network with respect to factors such as cost
or capacity utilization. This has given rise to distance-
adaptive RSA (DA-RSA), also known as the routing,
modulation level, and spectrum-assignment (RMLSA)
problem, where the spectral width is tailored to the path
over which an optical signal is routed. Note that the
presence of a regeneration typically affords the opportu-
nity to change the modulation scheme, just as it allows
spectrum conversion [12.1, 111].

One potential drawback to a flexible modulation
scheme is that there will likely be a mix of modulation
formats co-propagating on one fiber. As discussed in
Sect. 12.10.1, when certain combinations of modulation
formats are used in adjacent regions of the spectrum,
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the performance of the carried optical signals may de-
grade. This may reduce the optical reach or require that
extra guardbands be utilized between optical channels,
where the latter negates some of the spectral benefit
of utilizing a more efficient modulation format. Mixed
modulation formats were investigated in the context of
the tradeoff between bit rate and optical reach, and a re-
duction in spectral benefits was noted [12.112].

Numerous algorithms that address the RMLSA
problem in EONs have been proposed, e.g., [12.99,
102]. Many of these studies consider only true all-
optical networks, where regeneration is not permitted.
Thus, the approach often utilized is to generate a set
of candidate paths and then associate each path with
the most spectrally efficient modulation format that
yields a sufficient optical reach. A slightly more re-
strictive version of this strategy considers only those
candidate paths that can make use of the most spectrally
efficient modulation format suitable for the shortest
possible path [12.113]. This allows some amount of
path diversity without sacrificing spectral utilization.
An RMLSA algorithm that favors higher path OSNR,
greater spectral efficiency, shorter path distance, and
less slot utilization along the path (in order from the
highest-priority criterion to the lowest one) is con-
sidered in [12.114]. ILPs that solve RMLSA in one
step or two steps (RML + SA) have been proposed as
well [12.102]. The MIP approach can also be extended
to the RMSLA problem [12.108].

12.12.5 Routing, Spectrum
and Core Assignment

As the capacity limits of conventional fiber are close
to being reached [12.17, 115], several space-division-
multiplexed (SDM) solutions have been proposed,
where signals are carried on spatially separate chan-
nels. Each signal can still be a WDM signal, thus
yielding a multiplicative effect in capacity. For ex-
ample, in contrast to conventional single-core fiber,
multicore fiber (MCF) supports multiple cores in a sin-
gle fiber [12.116]. With C cores, it is expected that the
capacity of a single fiber would increase by a factor
of C.

Having multiple cores presents interesting tradeoffs
with respect to wavelength and spectrum assignment.
More attention has been given to spectrum assign-
ment, as the presence of multiple cores may ease
some of the challenges. The associated problem has
been termed routing, spectrum and core assignment
(RSCA) [12.117, 118]. Assuming that ROADMs allow
for signals to be routed through a node on any of the
cores, then the presence of multiple cores may improve
the likelihood of finding contiguous available spec-

trum to support a new all-optical segment. Additionally,
some of the cores could be restricted to supporting op-
tical channels of a particular bandwidth. This would
reduce the amount of stranded bandwidth and improve
the alignment of available resources in adjacent links to
provide more opportunity for optical bypass.

One drawback of the MCF approach, however, is
that depending on how closely the cores are packed
in the fiber, crosstalk may be present between signals
in different cores [12.119]. If the crosstalk is severe
enough, the wavelengths in different cores become cou-
pled. For example, with C coupled cores, all C �1s
would need to be routed or added/dropped as a single
block (essentially the C wavelengths form a wave-
band); the individual wavelengths cannot be routed
independently. Thus, algorithms would be needed to
optimize this coarser granularity. Note that coupling oc-
curs (to an even greater degree) with few-mode fiber
(FMF), which is an alternative SDM approach that
parallels MCF (i.e., a small number of modes are sup-
ported on a fiber in contrast to the single mode that is
present in conventional fiber in a long-haul or metro
network) [12.116].

12.12.6 Multipath Routing

In the above discussion, it was assumed that a single
optical channel is established to carry a connection. If
sufficient contiguous spectral slots are not available to
carry a new connection along a particular route, then
either another route must be considered or the new con-
nection request is blocked. EONs offer an alternative
approach, where multiple smaller optical channels are
utilized to carry a single connection [12.92]. For exam-
ple, a new connection may require 45GHz of spectrum,
but no single path from the source to the destination ex-
ists with adequate available spectral gaps. Rather than
blocking the connection request, it is possible to split
it into two or more connections, each with spectral
requirements of less than 45GHz, in order to take ad-
vantage of whatever spectrum is available. Thus, the
45GHz of spectrum required could be provided, for ex-
ample, via three spectral regions of size 20, 15, and
10GHz. The destination must be capable of reconsti-
tuting the original signal.

There are two strategies that can be utilized in
this multiple-optical-channel approach. First, the op-
tical channels can be limited to following the same
path. With this restriction, the latency from source to
destination will be approximately the same for all con-
stituent channels (small variances arise due to slight
differences in the speed of light in fiber as a function
of the spectral frequency utilized), thereby avoiding the
challenge of having to provide large buffers at the des-
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tination in order to synchronize the received signals.
This methodology is especially useful as the spectrum
becomesmore fragmented, where there exists free spec-
trum on a fiber, but it is divided into relatively small
spectral gaps. It also can be advantageous for routing
high-bandwidth connections, where it is more challeng-
ing to find a spectral gap of appropriate size.

A more aggressive approach allows splitting a con-
nection across optical channels that are routed on dif-
ferent paths. This clearly provides greater flexibility.
The drawback is the delay differential among the se-
lected paths, chiefly arising from the differences in the
end-to-end distances of the paths. The greater the dif-
ferential, the larger the required destination buffers that
are used to reconstitute the original signal. Various al-
gorithms exist to find a set of paths where the delay
differential between the shortest and longest paths is
below an acceptable threshold [12.120–124]. In one ap-
proach [12.123], a graph is created, where the nodes
represent possible paths between the source and des-
tination. Links are added between a pair of nodes if
the differential delay between the corresponding two
paths is below the acceptable threshold. A search is per-
formed to find the minimum clique on this graph such
that the total bandwidth that can be carried by the set
of paths represented by the clique nodes is sufficient to
carry the connection.

Regardless of whether the constituent optical chan-
nels are routed along the same path or different paths,
one important drawback stems from the requirement
of needing guardbands between optical channels. Thus,
partitioning a connection across multiple optical chan-
nels results in more guardbands being required. This
effectively limits the usage of this tactic; otherwise
the benefits gained by the greater spectrum-assignment
flexibility will be mitigated by the additional wasted
bandwidth assigned to guardbands. To address this, one
can impose a minimum bandwidth size for each of the
constituent optical channels [12.123]. Another strategy
is to limit multipath routing to those connections re-
quiring a bandwidth greater than some threshold. This
would limit the number of excess guardbands and alle-
viate some of the fairness concerns regarding high-rate
connections.

Another potential drawback is the number of
transponders required to support the constituent opti-
cal channels. For example, a connection that is split
among three optical channels would require at least six
transponders (one transponder at either end of an op-
tical channel), and possibly more for regeneration. As
noted in Sect. 12.11, the challenge of requiring numer-
ous transponders may be addressed by BVTs that can be
sliced into several virtual transponders, each of which
serves one optical channel.

Multipath routing provides benefits beyond just ca-
pacity management. It can also be incorporated as part
of a protection strategy [12.125, 126]. For example,
a connection may ideally require a rate of R but under
failure conditions is satisfied with R0, for some R0 < R.
The connection can be split across N diverse paths,
where the total bandwidth of the paths is R, and the
total bandwidth of any (N � 1) of the paths is R0. If
a failure occurs such that one of the paths is brought
down, the remaining paths provide adequate bandwidth.
This is an example of bandwidth squeezing restora-
tion, where the bandwidth may be reduced under failure
conditions [12.127]. In another scheme, which utilizes
shared restoration, one optical channel is used for the
working path, but multipath routing is permitted for
the backup resources. The added flexibility in routing
the backup traffic typically results in a greater amount
of sharing of the restoration resources, thus reducing
the amount of required spare capacity in the network.
Note that most multipath-based protection/restoration
schemes rely on algorithms that specifically find diverse
paths that satisfy the maximum acceptable differential
delay [12.128].

Multipath routing is supported in many standards,
e.g., virtual concatenation (VCAT) in SONET/SDH
and OTN [12.129, 130].

12.12.7 Defragmentation

The quasi-gridless nature of EONs, combined with
increasing network dynamism where connections are
established and torn down on shorter time scales,
produces significant spectral fragmentation. As indi-
cated in Sect. 12.12.1, fragmentation can be present
on a single link, where the available spectrum con-
sists of narrow, noncontiguous spectral gaps. Larger
gaps are preferable, as they offer the opportunity to
carry a greater range of new traffic (it is assumed here
that single-path routing is employed). Fragmentation
can also be problematic across links, where two con-
secutive links in a path may have spectral gaps of
sufficient size to carry new traffic, but the gaps do not
align. This necessitates regeneration of the optical con-
nection for purposes of spectrum conversion. This is
illustrated in Fig. 12.19a, where it is desired to route
a new 25GHz optical channel over links 1 and 2 (ex-
plicit guardbands are not shown). While both links have
an available 25GHz gap, the gaps are not spectrally
aligned. Thus, regeneration would be required at the
ROADM. In a network where regeneration is not sup-
ported, the new connection would be blocked (unless
another route is utilized).

Fragmentation is likely to occur in EONs even if
fragmentation-aware RSA policies are utilized. This
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Fig. 12.19a,b Assume that a new optical channel requiring 25GHz of spectrum needs to be routed across links 1 and 2.
(a) Both links have an available 25 GHz gap; however, the gaps are not aligned. The optical channel cannot be routed
all-optically through the ROADM, but instead would be regenerated to accomplish spectrum conversion. (b) After de-
fragmentation, the assigned spectrum forms a contiguous block, leaving the available spectrum aligned (© Monarch
Network Architects LLC)

mandates that defragmentation be implemented in such
networks for purposes of efficient capacity management
and reduced cost (less regeneration). Defragmentation
involves the shifting or moving of spectrum that has
already been assigned in order to aggregate the free
spectrum into larger contiguous blocks on a link and
align the free spectrum on adjacent links. This is shown
in Fig. 12.19b, where the spectrum utilized on both
links 1 and 2 is pushed into one contiguous region, leav-
ing the available spectrum aligned at the high end of the
spectrum. A new 25GHz-channel can now be routed
all-optically through the ROADM.

It should be noted that most defragmentation tech-
niques have a tendency to realign the spectrum assign-
ment such that the spectral slots utilized on a fiber
are contiguous. However, this impedes the ability of
an optical channel to increase its assigned bandwidth.
Thus, defragmentation that leaves small spectral gaps
between optical channels that exhibit elastic behavior
may be desirable [12.131]. These small gaps could po-
tentially be used in a time-based multiplexing scheme.
For example, an optical channel on one side of the
gap may expand its spectral allotment during daytime
hours, whereas the optical channel on the other side of
the gap expands at night. If there are times when nei-
ther optical channel is expanded, that spectrum can be
assigned to low-priority traffic that may eventually be
bumped.

Defragmentation is a challenging operation, as it re-
quires the adjustment of numerous network elements;
furthermore, it is operating on live traffic. Careful tim-
ing is needed to effect hitless (or close to hitless)
defragmentation. The TxRx equipment at either end
of the optical channel being shifted needs to be si-

multaneously retuned to the new spectral region. At
the same time, the filters of any ROADMs along the
path of the optical channel must be reconfigured to
accommodate the newly-assigned spectral region, with-
out disrupting any other existing traffic that passes
through the ROADM. To ease the timing requirements,
many schemes advocate the use of a make-before-break
mechanism, where the new optical channel is estab-
lished prior to the original one being removed. This
depends on there being extra TxRx equipment to tem-
porarily support an extra optical channel (or virtual or
multiflow TxRx’s can be used that support multiple op-
tical channels [12.76, 132, 133]).

There are several approaches that can be taken
with respect to defragmentation. In a reactive approach,
defragmentation is performed only when new connec-
tion requests are blocked due to spectral fragmenta-
tion [12.134] (or when too much excess regeneration
is required to accommodate a new path). The selection
of the route for the new channel can, at least in part,
be based on minimizing the number of conflicts with
existing channels [12.135, 136].

In a proactive approach, defragmentation is per-
formed periodically, e.g., as part of routine network
maintenance, or when a network-wide fragmentation
metric rises above a set threshold. One implicit peri-
odic approach to defragmentation takes advantage of
the growth/contraction cycle of the optical channels
that exhibit elastic behavior. Growth is accomplished by
preferentially adding slots at the lower end of the chan-
nel, whereas contraction is performed from the upper
end of the channel [12.1]. This has a tendency to shift
the channels to the lower end of the spectrum, resulting
in more closely packed channels.
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Fig. 12.20a–c Push–pull defragmentation. (a) The original spectral partitioning. Assume that it is desired to shift the
optical channel on slots 9 and 10 to slots 4 and 5 on that same link. (b) In the first phase, the channel is extended to
encompass the original slots, the new slots, and any slots in between. (c) In the second phase, the channel is contracted
to encompass just the new slots, 4 and 5

Another bifurcation relates to the aggressiveness of
the approach. In one class of strategies, rerouting is
permitted, such that both the path and the spectrum
assignment may be modified for an existing optical
connection. In a less aggressive approach, rerouting of
existing connections is not permitted; defragmentation
is limited to shifting spectrum on a link. An exam-
ple of this is a defragmentation mechanism that takes
advantage of channel elasticity [12.76, 137]. This push–
pull mechanism is illustrated in Fig. 12.20. Assume that
the channel to be moved is initially assigned to slots 9
and 10, as shown in Fig. 12.20a. The objective of the
defragmentation is to move the channel to slots 4 and 5.
To accomplish this, the channel is first expanded to en-
compass both the original slots and the new slots, and
all slots in between, as shown in Fig. 12.20b. The chan-
nel is then contracted to occupy only the desired new
slots, as is shown in Fig. 12.20c. These expansion and
contraction operations must be performed concurrently
on each ROADM along the path of the optical channel,
as well as at the TxRxs at the endpoints, so that end-
to-end connectivity is never lost. Hitless operation of
push–pull has been demonstrated [12.137].

While push–pull supports only a limited amount
of defragmentation; i.e., spectrum can only be shifted

along the same fiber, and all slots between the old
and new spectrum assignments must be unassigned,
it can provide a notable improvement in performance.
For example, simulations have shown that it can poten-
tially reduce the level of blocking by one to two orders
of magnitude when used reactively to avoid block-
ing [12.138].

A third design decision is whether the defragmenta-
tion process is limited to sequential moves, where no
more than one optical channel is adjusted at a given
time. Or, defragmentation can involve parallel opera-
tions, where multiple optical channels are spectrally
shifted and/or rerouted at one time [12.139]. Parallel
operation provides more flexibility and faster operation
time, although it requires accurate time synchronization
across the network.

While defragmentation of an EON has been the
focus here, fragmentation may also arise in the
wavelength-based flexible-grid architecture supported
by the new standard [12.67]. However, due to the rel-
atively small number of bandwidths that are likely to
be utilized on one fiber (e.g., perhaps 50, 62.5, and
75GHz), the level of fragmentation should not be as
severe as in an EON. Nevertheless, it is possible that
defragmentation could be warranted [12.140].

12.13 Conclusion

As illustrated in this chapter, algorithms are a funda-
mental component of network design. Efficient utiliza-
tion of network resources, which is tightly coupled to

the economics of the network, relies on efficient algo-
rithms. Furthermore, as new technologies are developed
to improve network performance, new algorithms must
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be developed to take full advantage of these advances.
By extending previously developed design algorithms,
relying to some extent on graph theory, and utilizing

common sense in design decisions, the growing com-
plexity of managing an optical network has thus far
been met.
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13. Standards for Optical Transport Networks

Stephen J. Trowbridge

Most larger optical networks are built using
a combination of standardized and proprietary
technology.

This chapter provides information on how
a combination of complete and functionally stan-
dardized optical interfaces are used to build an
optical transport network OTN.
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Ultra-long haul (1000s of km), subsea, and advanced
high-bit rate (> 100Gb=s per �) coherent links in
optical networks are generally bookended by single
vendor equipment that may involve methods such as
constellation-shaping and high-gain, usually propri-
etary, soft-decision forward error correction (FEC) to
achieve the reach or signaling rates required. For these
kinds of links, it is important to optimize link perfor-
mance without incurring the interoperability penalty
that generally arises from accommodating a variety of
implementations in transmitter and receiver designs that
have to work with each other. Burying a new fiber over
thousands of km or laying a subsea cable is so costly,
that it is important to squeeze every possible bit through
the fiber that is already in place before incurring the cost
of new fiber installations over these distances.

Even for implementations using proprietary tech-
nology to achieve maximum performance, a certain
amount of standardization is required. This is referred
to as functional standardization, which includes:

� A consistent set of mappings of client signals into
the frame format of OTN. This allows for a client
that is mapped into OTN using the equipment of one

vendor to be demapped by the equipment of another
vendor after the signal has been forwarded over an
inter-domain handoff interface.� A consistent equipment functional model is pro-
vided, including the information content (but not
necessarily the format) of the signal overhead and
how it is processed. This assures that equipment of
different vendors can be managed or controlled in
the same way to provide a consistent approach to
configuration, connection establishment, fault de-
tection, fault isolation, and measurement of network
performance.

There are also fully standardized interfaces in the OTN,
including:

� The interfaces for the client signals carried over
the optical network (e.g., Ethernet, SONET (syn-
chronous optical network)/SDH (synchronous dig-
ital hierarchy), fibre-channel, etc.)� OTN line interfaces for shorter reaches or lower
signaling rates where technology is more mature,
market deployment volumes are higher, and the
technology is not being pushed to the limits of its
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capability (e.g., metro and some data-center inter-
connect applications).� Inter-domain handoff interfaces. OTN frame for-
mats are defined to be carried over Ethernet plug-

gable optical interfaces for interconnection between
equipment of different vendors or between networks
of different operators.

13.1 Optical Network History

Over the last 40 years, there has been remarkable trans-
formation in the architectures, technologies, and the
services carried over networks.

In the 1970s, traffic carried over networks consisted
primarily of 64 kb=s services including voice, FAX, and
modem data. Interconnect and switching were primar-
ily the domain of telecom network operators. There
was a clear delineation between a line (service inter-
face, generally to an end user or computer host) and
a trunk (a switch-to-switch interface). Aggregation to
higher rates generally occurred on the trunk interfaces
only. Transmission networks generally employed cop-
per and microwave links. The digital frame formats
for aggregate trunk interfaces were referred to as the
plesiochronous digital hierarchy (PDH). There were
two distinct hierarchies built from similar technolo-
gies that evolved in North America and in Europe.
The North American (24-channel) hierarchy was based
on DS1 (1:5Mbit=s) and DS3 (45Mbit=s) interfaces,
while the European (30-channel) hierarchy included E1
(2Mbit=s), E3 (34Mbit=s), and E4 (140Mbit=s) inter-
faces, with the higher-rate interfaces generally carried
over coaxial cables.

Initial lightwave systems started to emerge around
1975 based on GaAs semiconductor lasers (850 nm)
over multimode fiber. The first ITU-T Recommenda-
tions were G.651 (Characteristics of multimode fiber)
and G.955 (originally G.956) (Characteristics of op-
tical systems operating at 850 nm suitable for the
transport of PDH signals of 34–45Mbit/s). These
early technologies provided point-to-point trunks be-
tween service switches, which generally implemented
a switching granularity of 64 kb=s.

Synchronous optical transport networks (SONET
and SDH) began emerging in the mid-1980s. This was
enabled by several key technologies:

� Single-mode fiber operating initially at 1300 nm,
later at 1550nm, with fiber types documented
in ITU-T Recommendations G.652, G.653, and
G.655.� Improved clock and PLL (phase-locked loop) tech-
nology enabled a fully synchronous network with
timing of all nodes traceable to the same primary
reference clock (PRC).

These technologies, together with the fact that the trans-
mission rate of 50Mb=s grew eventually to 40Gb=s
were much greater than the (initial) service rates of
64 kb=s enabled the birth of what has become known
as the transport network. This is a network that al-
lows the trunks between service switches to be flexibly
and dynamically configured rather than being point-to-
point physical links. The initial clients of the transport
networks were PDH services ranging from 1.5/2Mb=s
to 140Mb=s. As with PDH, there were initially dif-
fering standards for North American and European
networks. SONET, initially described in Bellcore (now
Telcordia, part of Ericsson) GR-253 and ATIS T1.105
(now ATIS-0900105.2008), describes the North Ameri-
can implementation building from the 24-channel North
American interfaces. ETSI EN 300 417 described
the European implementation building from the 30-
channel European interfaces. ITU-T Recommendation
G.707 [13.1] later described a superset of the North
American and European hierarchies based on common
physical interfaces. This was primarily intended to al-
low equipment vendors to produce common products
to sell into both markets with the appropriate configu-
ration. Cases where the same network element would
support some interfaces configured using the North
American hierarchy and some interfaces configured us-
ing the European hierarchy were rare.

This split between transport network and service
network gave telecom network operators planning in-
dependence between service network capacity and of-
ferings and the transmission capacity they built into
their networks. Operators could also offer private line
services to enterprise customers delivered across their
transport networks; e.g., they could sell a dedicated
DS1 service from San Francisco to New York to an
enterprise customer, who might use this as a trunk
in a company internal network between PBX (private
branch exchange) switches, or as a dedicated data inter-
connect pipe.

The North American implementation began some-
what earlier, starting from a basic building block of
a 51:84Mbit=s frame structure referred to as STS-1,
while the European implementation began with a ba-
sic building block of a 155:52Mbit=s frame structure
referred to as STM-1. The two hierarchies evolved to
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Table 13.1 Common signaling rates for SONET/SDH

SONET SDH Bit rate (kbit=s)
STS-1 STM-0 51 840
OC-3 STM-1 155 520
OC-12 STM-4 622 080
OC-48 STM-16 2 488 320
OC-192 STM-64 9 953 280
OC-768 STM-256 39 813 120

SONET SDH Bit rate (kbit=s)
STS-1 STM-0 51 840
OC-3 STM-1 155 520
OC-12 STM-4 622 080
OC-48 STM-16 2 488 320
OC-192 STM-64 9 953 280
OC-768 STM-256 39 813 120

use a common set of physical layer interfaces (even
though the naming of the hierarchal levels was a factor
of three different ones). The European hierarchy later
added a hierarchal level known as STM-0 to match the
lowest transmission rate in the North American hier-
archy. The common physical layer signaling rates for
SONET and SDH are indicated in Table 13.1.

The 1990s featured an evolution of SONET and
SDH not only to higher signaling rates, but to sup-
porting a wider variety of client data streams. The
aggregated services were no longer just voice/FAX/mo-
dem over PDH signals aggregating 64 kbit=s channels.
The key features to make SONET and SDH more data
friendly included:

� Virtual concatenation (VCAT), which enabled cre-
ating larger client containers by logically gluing
together multiple smaller containers to form a con-
tainer that was right sized for a given client.� The link capacity adjustment scheme (LCAS) al-
lowed adding or removing members of a VCAT
group in service without creating a hit to packet-
based traffic.� The generic framing procedure (GFP) [13.2] was
introduced for mapping of non-PDH clients. Frame-
based GFP-F is used for mapping of Ethernet
frames, asynchronous transfer mode (ATM) cells,
and IP/PPP packets. Transparent GFP-T is used for
mapping of constant bit-rate clients (full-rate Ether-
net, enterprise systems connection (ESCON), fibre
connection (FICON), fibre channel, etc.).

Across a similar time frame in data local area net-
working, Ethernet evolved to become the dominant
technology. This was introduced with a signaling rate
of 10Mb=s in 1980, growing to 100Mb=s in 1995,
1Gb=s in 1998, and 10Gb=s in 2003. More is dis-
cussed about Ethernet rate evolution later. When there
was a desire to extend Ethernet reach across a trans-
port network, most initial deployments were subrate,
as transport network capacity was relatively expensive.
The transport network connection would have an Eth-
ernet bridge at each end and a smaller transport link
in the middle. A 10Mb=s Ethernet signal bridged over
a DS1 private line connection would be able to carry

all of the packet traffic from that DS1 up to about 15%
link occupancy. Gigabit Ethernet could be carried full
rate over an SDH network by transcoding the 8B/10B
encoded Ethernet signal to a GFP-T mapped 64B/65B
signal and then mapping over a V4C-7V, virtually con-
catenating seven VC4 (155Mb=s) SDH containers to
carry the 1Gb=s payload. For 10GbE, IEEE 802.3 de-
fined a special 10GBASE-W signal with a frame-format
compatible with SONET OC-192. But until an accident
of arithmetic from the historical 4� evolution of trans-
port networks and the historical 10� evolution of data
networks brought Ethernet rates and transport rates very
close together, the market had never really considered
that there was a reason for Ethernet rates and transport
network rates to be the same, or that bridging together
of local-area networks over wide-area networks needed
to occur using the same transmission speeds as used
within the local area network. One advantage of hav-
ing an Ethernet rate and a transport rate at 10Gb=s
was that the transport network client optics and Eth-
ernet optics could use common components, e.g., the
same SFP pluggable module might support 10GBASE-
R, OC-192/STM-64, and later OTU3 client interfaces.

The next evolutionary step in optical networking
occurred with the introduction of wavelength division
multiplexing (WDM). This enabled increasing fiber
capacity by putting multiple signals on different wave-
lengths (colors) of light on the same fiber. This de-
creased the cost of long-haul optical spans by using
optical amplification (initially EDFA (erbium-doped
fiber amplifiers)) for multiple-wavelength signals.

Initial WDM systems operated by multiplexing dif-
ferent clients (at the time, primarily SONET/SDH) in
their native formats over different wavelengths of light.
WDM for SDH signals was specified in ITU-T Recom-
mendation G.692 (1998).

OTN standardization was driven by the fact that
optical multiplexing fell short of the robustness nor-
mally expected in transport networking layers (e.g.,
error monitoring, path trace, fault isolation, and protec-
tion switching). Inherent monitoring of the clients at the
network edge could not isolate faults. Client specific
nonintrusive monitoring is cumbersome, expensive,
and impractical. A variety of proprietary approaches
emerged using techniques including pilot tones, nonas-
sociated overhead, and digital wrappers to manage
wavelengths on vendor specific WDM systems.

The goals of OTN standardization for the first ver-
sion of ITU-T recommendation G.709 (2001) included:

� Carrier grade transport networking layer for opti-
cally multiplexed signals on a fiber� Service transparency for SDH/SONET, Ethernet,
ATM, IP, MPLS, and future clients
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� Enhanced client-independent OAM and networking
functionality for all services� Gigabit/multigigabit level bandwidth granularity re-
quired to scale and manage multiterabit networks� Wavelength level switching maximizing nodal
switching capacity, the gating factor for reconfig-
urable network capacity� Avoiding large numbers of fine granularity pipes
that stress network planning, administration, surviv-
ability, and management� First transmission technology in which each stake-
holder gets its own connection monitoring (tandem
connection monitoring)� First transmission technology initially developed
as a global standard: ATIS and ETSI explicitly
deferred to ITU-T, so that a standard could be
developed without North American and European
regional variants� The initial vision was one wavelength (�) per client.
But as �s evolve from 10 to 40 to 100Gbit=s, effi-
ciency dictates that you do not spend an entire � on
a low-rate client, and it is easier to build equipment
with known physical layer bit rates. Therefore, OTN
also includes TDM multiplexing.

The first version of G.709 in 2001 was optimized
around transport of SONET/SDH, focusing on the
higher-rate signals predominately used in long-haul
transmission systems at the time (2:5, 10, and 40Gb=s,
corresponding to SONET OC-48, OC-192, and OC-768
or SDH STM-16, STM-64, and STM-256) [13.3].

The second major evolutionary step in OTN
standardization occurred around 2010. This occurred
concurrently with the IEEE P802.3ba 40Gb=s and
100Gb=s Ethernet project. Several market forces com-
bined to shift the evolution of OTN standards away
from the historical focus on telecom network clients and
applications and away from the historical 4� steps for
bandwidth growth.

Several factors affected this next phase of OTN
standards development:

� While 10G transport networking was being de-
ployed in large volumes, the market for 40G
transport networking was challenging. In contrast
to 10G, where the client interfaces were simply
reuse of Ethernet optics, 40G client interfaces used
a transport-unique VSR2000-3R2 interface that was
relatively expensive. On the line side, nonreturn-
to-zero (NRZ) modulation became challenging, of-
ten requiring complex link design with dispersion
accommodation. A variety of new modulation for-
mats evolved to make 40G transmission easier, but
largely this just fragmented the market and made it

even more difficult to achieve economies of scale.
There was initially no Ethernet client at 40G, al-
though there was a limited amount of proprietary
40G POS (packet-over-SONET, essentially PPP
(point-to-point protocol) mapping of packets over
a SONET OC-768 frame). By the time that coher-
ent modulation formats (initially dual-polarization
quadrature phase-shift keying (DP-QPSK) emerged
to make 40G link planning easier, 100G links were
nearly as easy.� There were no plans or proposals to evolve
SONET/SDH transmission rates beyond 40Gb=s,
whereas Ethernet was actively standardizing a new
rate of 100Gb=s.� While Ethernet was rapidly supplanting SONET/
SDH as the most important client of optical net-
works, there was significant diversification of uses
for optical networks. Storage-area networking, of-
ten provided by fibre-channel over OTN, became
important, with a big surge after September 11,
2001, when many companies realized it might not
be a good idea to have all copies of their data
within a small geographical area, e.g., concentrated
in lower Manhattan (New York City). Video dis-
tribution and mobile fronthaul/backhaul were also
important markets.

The next OTN evolutionary step included a new top-
end line rate of 100Gb=s (OTU4), rather than what
might have been a more historically consistent 4� next
step to 160Gb=s [13.4]. A new ODU0 container was
added optimized for transport of 1GbE using half the
amount of network capacity as OC-48/STM-16. A gen-
eralized ODUflex container was added to be able to
support virtually any client signal rate for any applica-
tion within a set of fully standardized line rates. This
set of steps, together with coherent DP-QPSK modu-
lation becoming an efficient way to transmit 100Gb=s
per � in a 50GHz grid all the way from metro reaches
(a few hundred km) to as much as 4000 km, resulted
in almost ubiquitous 100Gb=s networking for new
network deployments. Up to about 12 000 km (trans-
Pacific undersea cable reaches), each 100Gb=s is gen-
erally carried using two 50Gb=s wavelengths of binary-
phase-shift-keying (BPSK) modulation, but the digital
frame formats used were generally 100Gb=s inversely
multiplexed over two subcarriers, so from a network
management perspective, it appeared as though every-
thing was carried at 100Gb=s.

Unfortunately, this nice uniformity in network de-
sign breaks beyond 100Gb=s due to the Shannon limit.
It is possible to carry more than 100Gb=s per � by
increasing the baud rate, and by increasing the constel-
lation complexity. For example, one can carry 200Gb=s
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per wavelength using DP-16QAM modulation at the
same baud rate as 100Gb=s DP-QPSK, but the maxi-
mum optical reach is reduced from around 4000km to
around 1000km. How much information can be carried
on a wavelength varies depending on how far the infor-
mation needs to be carried, and there is no single next
line rate beyond 100G. This drove a different paradigm
for OTN beyond 100G:

� The digital frame format is decoupled from the bit
rate per �. While in many cases a single digital
frame is carried over a wavelength, in the general
formulation, a digital frame is carried by what is
called an optical tributary signal group (OTSiG)
with one or more group members. The same digital
information might be carried over groups of dif-
ferent sizes depending on the distance it needs to
be carried. For example, a 400Gb=s digital frame
might be carried over a single � up to about 200 km,
or carried over two �s up to about 1000 km, or over
four �s up to about 4000km.� The digital frame can be created in virtually any
size to meet network needs. As many of the clients
to be carried over optical networks are multiples of
100G (e.g., higher-speed Ethernet interfaces include
100G, 200G, and 400G), the primary formulation is
describedwith a frame structure calledOTUCn (CD
100), of approximately n� 100Gb=s in bit rate. The
payload and the overhead scale with themultiplier n.
The contents of the digital frame may be a single
client (e.g., an OTUC4 carrying a 400GBASE-R
Ethernet client), or multiple clients, TDM multi-

plexed. The internal structure of the OTUCn frame
consists of 20� n tributary slots of approximately
5Gb=s capacity, which can be flexibly allocated to
the clients carried in the OTUCn. But frame formats
that are not multiples of 100G can also be defined,
reflecting the fact that not all coherent modulation
formats result in � rates that are multiples of 100G.
Some nonmultiple of 100G � rates may occur natu-
rally based on the constellation chosen. For example,
if DP-QPSK supports 100G per �, then DP-16QAM
at the same baud rate supports 200G per �. So, DP-
8QAMat that same baud rate (whichwould likely go
further than 1000 km but less than 4000km) would
support 150G.Techniques like probabilistic constel-
lation shaping allow for even finer granularities of bit
rates supported per�.While in some cases, it may be
possible to support multiple of 100G digital frame
formats without multiple of 100G � rates (e.g., an
OTSiG composed of two 150G �s could carry an
OTUC3), this is not always possible or practical. As
a result, the beyond 100G OTN formulation allows
creating a container OTUCn-M, where n is the num-
ber of 100G equivalent units of overhead, and M is
the number of 5G tributary slots supported in the
frame, whereM < n�20. For example, a 150G con-
tainer could be described as an OTUC2-30, with the
same amount of overhead as a 200G container, but
supporting only 30 of the possible 40 tributary slots
of payload capacity. Flex Ethernet, described later in
this chapter, is one technique for efficiently using the
bandwidth of these kinds of odd-sized digital con-
tainers.

13.2 OTN Signal Format

Optical transport networking (OTN) is a network tech-
nology that was originally developed for Telco network
applications as part of the transport network providing
configurable trunks between service network switches.
This began as an extension of the existing SONET/SDH
transport networks into WDM infrastructure, managing
the network capacity in terms of digital frames carry-
ing network clients and managing wavelengths in the
network.

OTN has since been applied to many differ-
ent network applications, including internet back-
bones, data center interconnect, storage-area network-
ing, video distribution, and mobile network fronthaul/
backhaul.

OTN has an unfortunate reputation as being com-
plex, as features have been designed and incorporated
for a wide range of network applications. Indeed, a net-

work element designed to implement all of the features
for the superset of all possible network applications
would be quite complex. While large OTN crosscon-
nect systems with a rich feature set are available, it is
not necessary to build networks for simple applications
out of god boxes. OTN is better thought of as a tool box,
where simple tools can be used for simple network ap-
plications, and the more complex features are used only
where necessary to address complex network scenar-
ios. Many smaller, simpler OTN network elements are
available, from pluggable transponders in small form
factors to pizza boxes, with many vendors providing
targeted offerings for specialized network applications.
There would be no need, for example, to use a large
OTN crossconnect system in a network for data-center
interconnect over a point-to-point amplified WDM line
system.
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Fig. 13.1 Digital wrapper (ODUk) for
an OTN client signal

13.2.1 Digital Wrapper

A key concept for understanding OTN is the digital
wrapper. This wrapper, or frame format is used for two
purposes: to add overhead for the purpose of managing
a client signal carried over the network and to manage
a wavelength in the network (or group of wavelengths
carrying a single digital signal).

The wrapper carrying a client signal is illustrated
in Fig. 13.1. In the standard, this wrapper is referred
to as an ODUk (optical data unit of order k, where
a numeric value of k refers to one of several specific,
discrete container sizes, and flex refers to a container of
an arbitrary size, generally tailored to the transport of
a specific client).

The row, column format is used to assignmeaning to
particular bytes according to their position in the frame,
but when transmitting across a fiber, the 15 286 bytes
of the frame are transmitted left to right across the
3824 columns, then top to bottom across the four rows,
followed by transmission of the next frame in the se-
quence.

The client signal is mapped into the payload area of
this frame. There are a variety of mapping procedures
that are used for different clients, but for illustration,
we will first assume a bit-synchronous mapping, where
1 bit of the client signal fills 1 bit of the payload area
of the OTN frame, and the entire payload area is filled.
The bit rate of the wrapped signal in this case is the bit
rate of the client signal multiplied by a ratio of 239=238.
The added overhead occupies about 0:42% of the nec-
essary bits to transmit the signal.

Conceptually, what we are trying to do is to send
a client signal across a network. This can be envisioned
as shown in Fig. 13.2. For ease of explanation, one
direction of transmission is shown, although normally
connections across an OTN network are bidirectional
and symmetric.

The network may be simple or complex. It may be
just a point-to-point WDM line system or it may be
a cascade of mesh networks of different network oper-
ators. Within the network, the client may be carried on
its own wavelength or it may be multiplexed with other
traffic on wavelengths throughout the network. The ser-
vice provided by the network may be a simplex service
(e.g., the service is down if any of the network links

carrying it fail) or it may be a protected service with al-
ternate, geographically diverse routes. The underlying
complexity of the network is largely hidden from the
view of the client service being supported, although at-
tributes such as whether the service is protected may
be reflected in availability parameters in a service level
agreement between a network operator and their cus-
tomer.

In Fig. 13.1, the mapper function of the network
ingress port maps (or fills in) the client signal into the
payload area of the digital wrapper and inserts the path
overhead. The demapper in the network egress port pro-
cesses the path overhead and extracts the client signal
from the frame.

13.2.2 Signal Monitoring Overhead

Figure 13.3 provides more detail on different areas of
the overhead. Not all of the overhead is used for all ap-
plications.

The alignment overhead has the format shown in
Fig. 13.4. This consists of a 6 byte fixed bit pattern that
allows finding the start of the frame and a multiframe
alignment signal (MFAS) that is simply a single byte
counter that cycles from 0�255 to allow putting multi-
byte values into single-byte overhead fields.

The overhead used for nearly all applications is
called the path monitoring overhead (PM). The location
of this overhead is illustrated in Fig. 13.5.

The path monitoring information consists of 3 bytes
intended to answer two questions about the service
across the network: is the information connected to the
correct (intended) place in the network and is the in-
formation delivered without errors? The first of these

OTN

Mapper Demapper

Client
signal

Client
signal

Fig. 13.2 Illustration of a client signal carried across a net-
work
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Fig. 13.4 OTN frame alignment

questions is answered using the trail trace identifier
(TTI). This is a 64 byte character string that identi-
fies the signal in the network. This character string is
inserted into the first byte of the path monitoring over-
head across a sequence of 64 OTN frames, using the
lower-order 6 bit of the multiframe alignment counter to
identify the byte positions. In Telco networks, this char-
acter string has a standardized format, including source
and destination identifiers including country codes and
network identifiers plus operator-specific information.
But for non-Telco applications, it is just a 64 byte identi-
fier that can be used by the management system or SDN
controller to verify correct connectivity and to prevent,
for example, accidentally delivering the data from one
customer to the wrong customer at the other end of the
connection.

The second byte is used for verifying the integrity
of the information sent in the direction of transmission
and contains a bit-interleaved parity (BIP) calculation
across the previous OTN frame. This can be used to
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from the far end of the path or send forward information like AIS

Fig. 13.5 Path monitoring information

collect performance monitoring information by count-
ing errors over time, or simply to expect that this value
should be zero in the normal case of error-free trans-
mission.

The third byte is used predominately for sending
information in the backward direction from the demap-
per toward the mapper. The backward defect indication
(BDI) bit is used to indicate a signal fail condition de-
tected from the far end of the network. The backward
error indication (BEI) bits are used to indicate how
many BIP errors are being experienced by the far end
(so the near end is able to count far-end errors). The
STAT bits are used for a few other maintenance sig-
nals like the alarm indication signal (AIS) used to avoid
a cascade of alarms resulting from a single failure early
in a multihop connection.

This digitally wrapped client now needs to be car-
ried across the network. Physically, the network con-
sists of a set of optical fibers interconnecting network
elements. A network element may or may not have
switching flexibility; for example, an inline optical am-
plifier would not have any switching flexibility, whereas
an add/drop multiplexer or crossconnect system would.
Switching can be done in the digital (or electrical) lay-
ers or in the optical layers (switching of wavelengths).
We will examine first the simpler case where any
switching happens in the digital layers, so for now, we
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Fig. 13.6 OTUk frame format
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Fig. 13.7 Illustration of section and
path

will assume that any network element in the middle of
the path with switching flexibility has O-E-O (optical-
electrical-optical) kind of processing, and the switching
happens electrically.

A larger client (e.g., 100Gb=s Ethernet) might be
carried on its own wavelength, and a smaller client (e.g.,
1 Gb=s Ethernet) might be multiplexed with other traf-
fic on a wavelength. We will first discuss the case for
wavelength signaling rates up to 100G, and cover be-
yond 100G a bit later.

Up to 100G, wavelengths could use one of sev-
eral discrete signaling rates (Sect. 13.1). The initially
standardized rates of 2:5G, 10G, and 40G were cho-
sen around the most important SONET/SDH clients
of the time. Transport of Ethernet clients reused the
10G and 40G signaling rates, and a signaling rate of
100G was added for transport of Ethernet 100GBASE-
R (no SONET/SDH client at this rate). These four
signaling rates were named hierarchical transmission
rates using a digital frame format called the optical
transmission unit of order k (OTUk), with OTU1 rep-
resenting a 2:5Gb=s signal and OTU4 representing
a 100Gb=s signal. The frame format for the OTUk is
exactly the same wrapper format we have already seen,
augmented with some physical layer transmission as-
pects like space for a forward error correcting (FEC)
code as illustrated in Fig. 13.6. Note that some (vendor
specific) soft-decision FEC codes may be framed inde-
pendently of the OTUk rather than just framed as extra
columns in the OTUk frame.

In the simple case, a single client is carried on the
wavelength; the wrapper to manage the client and the
wrapper to manage the wavelength are exactly the same
wrapper, just extended with the FEC bytes and using
some more fields in the overhead.

To further drill into the internals of the network,
consider the case where the service is carried over a cas-

cade of links and network elements as illustrated in
Fig. 13.7.

In this case, it is no longer sufficient to know
whether the service is up or down, or whether bit errors
are occurring, but we would also like to know where
along the path the failure has occurred, or if bit errors
are being introduced, and which one of the sections is
the poorly performing link responsible for the errors.
For this, we can use the section monitoring overhead,
whose location is indicated in Fig. 13.8.

The format and semantics of the section monitoring
information is exactly the same as that of the path moni-
toring information, but the span is a single link between
OEO points in the network. The TTI now identifies the
internal points in the network where the link is con-
nected. The BIP is calculated across the digital frame
transmitted from a network element without consider-
ing any possible errors that may have been introduced
upstream of that network element. Note that the section
monitoring does not need to be used in the case that the
service is only carried over a single optical span (e.g.,
in a point-to-point WDM line system).

Now consider a more complex network: for exam-
ple, where the service is carried across the networks
of multiple network operators, and you would like to
isolate in which operator’s network a failure or degra-
dation occurs, or where there is a protected service with
diversely routed working and protection paths, and a de-
sire to independently monitor the service status and

1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 MF
2
3
4

FAS SM

Fig. 13.8 Location of section monitoring (SM) overhead
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Fig. 13.10 Location of TCM overhead bytes

quality of the working and protection paths. OTN can
address this as well, with a feature called tandem con-
nection monitoring (TCM). Maintenance entities can
be instantiated at any physical point in the network
where monitoring of the connection is desired. An ex-
ample of tandem connection monitoring is illustrated in
Fig. 13.9.

Space for up to six sets of TCM overhead bytes is
provided in the overhead area of the OTN frame as illus-
trated in Fig. 13.10, and each TCM level has 3 overhead
bytes that have exactly the same format and semantics
as the 3 bytes of path monitoring or 3 bytes of section
monitoring that we are already familiar with.

Of course, if the network is simple and is managed
within a single administrative domain, tandem connec-

tion monitoring is not required at all, but the feature
is available if the complexity of the network requires
it.

13.2.3 Other Overhead

Additional overhead is defined for various purposes, not
used in all network scenarios. There are 6 bytes allo-
cated for communication channels with the extent of the
section or path that may be used when there is in-band
management and control plane (e.g., SDN controller)
communications to the network elements. There is one
byte that may be used for a round-trip delay measure-
ment feature to assure that a path is suitable for latency
sensitive traffic. There are 4 bytes that may be used for
protection switching, for example, SONET/SDH style
linear or ring protection for operators that need 50ms
protection switching times. And there is one byte for
a synchronization messaging channel that may be used
in the case that an OTN interface is used for transport of
time or frequency, and it is necessary to carry precision
time protocol (PTP) or synchronization status message
(SSM) messages over the interface.
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13.3 Digital Multiplexing

The next case to consider is where the network clients
are smaller than the wavelengths on which they are car-
ried, and multiple clients are carried on wavelengths
in the network. This multiplexing may happen only
at the endpoints (e.g., muxponder applications, such
as mapping ten Ethernet 10GBASE-R signals over
a 100Gb=s wavelength), or intermediate nodes such
as OTN cross-connect systems may groom lower-order
traffic by demultiplexing clients from one interface and
remultiplexing them onto another. This latter applica-
tion is often what people mean when they use the term
OTN switching, although switching can occur at several
different layers (digital or optical) in the OTN hierar-
chy.

When multiplexing is used in the OTN, the wave-
length frame format is precisely what we saw earlier
in Fig. 13.6 and is referred to as the higher-order
OTUk/ODUk, but the payload area contains a multi-
plex structure rather than a single client. The wrapped
clients that are multiplexed inside of the higher-order
container are referred to as lower-order ODUk. In this
section, only the cases of higher-order OTUk/ODUk
for kD 1; 2; 3; 4 (from 2:5G through 100G per wave-
length) are discussed, while the beyond 100G extension
for OTN is discussed later.

The payload area of the higher-order ODUk is di-
vided into several discrete units of bandwidth referred
to as tributary slots (TS). One TS carries approximately
1:25G of bandwidth. Any number of tributary slots may
be assigned to a given lower-order ODUk depending
on the bandwidth requirements. Table 13.2 indicates
the number of 1:25G tributary slots contained in each
of the defined discrete wavelength rates. The tributary
slots are organized within the payload area by alternat-

ing columns of the payload area across the number of
tributaries into which the higher-order container is di-
vided.

For example, to carry a 10G client multiplexed in-
side of a 40G wavelength, one would assign 8 of the
available 32 tributary slots to that client. The client itself
is contained in its own wrapper according to the for-
mat of Fig. 13.1, and that wrapped signal (including the
lower-order frame alignment, overhead, and payload)
is inserted into the tributary slots of the higher-order
ODUk. The frame alignment signal of the lower-order
ODUk is used to find the frame position of the client,
which effectively floats and is not locked to the frame
position of the higher-order ODUk. Note that the pay-
load area of the higher-order ODUk is scrambled using
a frame-synchronous scrambler, and the byte positions
assigned to the lower-order ODUk are not generally
adjacent in the higher-order frame, so the frame align-
ment signal for the lower-order ODUk will not spoof
the frame alignment for the higher-order ODUk. Either
an asynchronous or generic mapping procedure (GMP)
mapping is used to insert stuff bytes as necessary to ac-
commodate the difference between the space available
in the tributary slots and the size of the wrapped lower-
order container (Sect. 13.4).

Table 13.2 Number of 1:25G tributary slots per wave-
length

Higher order ODUk # of 1:25G TS
ODU1 (2:5G) 2
ODU2 (10G) 8
ODU3 (40G) 32
ODU4 (100G) 80

Higher order ODUk # of 1:25G TS
ODU1 (2:5G) 2
ODU2 (10G) 8
ODU3 (40G) 32
ODU4 (100G) 80

13.4 Client Mapping Methods, Tributary Slot Mappings, and Justification

The example of the wrapper described in Sect. 13.2.1
was a simple bit-synchronous wrapper, where 1 byte of
the client filled 1 byte of the payload area of the OTN
frame, and every byte of the payload area was filled.
A consequence of this kind of mapping is that the phys-
ical layer clock of the ODUk is locked to the physical
layer clock of the client, and the clock of the client must
be at least as good as the clock required for OTN inter-
faces (˙20 ppm from nominal).

But there are many cases of optical network clients
where not every byte of the payload area is filled:

� The client may be smaller than the chosen discrete
wavelength rate that has been selected to carry it.

� There may be performance or architectural reasons
that the OTN container clock cannot be locked to
the client clock; for example, most Ethernet clients
have a˙100 ppm clock tolerance, so you would not
be able to derive an OTN container clock within
˙20 ppm of a nominal rate from the Ethernet clock.� The client may not even be a constant bit-rate
signal–packet traffic needs to have the space in the
frame between packets filled with some kind of idle
characters to distinguish the packets from what sur-
rounds them.

Different mapping procedures are defined to address
these various cases for different clients. Columns
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15�16 in the OTN frame are used for any informa-
tion that is needed about the way in which the client
is mapped for the demapper to properly extract it from
the frame.

The byte in row 4 of column 15 is referred to as the
payload structure indicator (PSI). This is organized as
256 bytes that are sent repeatedly according to the index
provided by themultiframe alignment signal (Fig. 13.4).
The byte that is sent when MFASD 00000000 is re-
ferred to as the payload type (PT). The payload type is
used to indicate what kind of client is mapped into the
OTN frame. It is important to assign a different payload
type value whenever two different clients might be car-
ried in the same size frame. For example, there is no
need to have a different payload type for SDH STM-
16 and SDH STM-64, as the containers are of different
sizes and cannot be interconnected. But it would be nec-
essary to distinguish whether an ODU0 carries 1GbE,
FC-100, STM-1, or STM-4, which are fundamentally
different clients that are possible to map into the same
size container. The remaining 255 bytes are available,
when necessary, to describe the structure of the client (or
of the payload). These bytes are currently defined for the
case of digital multiplexing to convey how the different
lower-order signals are mapped into the tributary slots
of the higher-order signal.

13.4.1 Mapping Mechanisms
for Constant Bit-Rate Signals

Bit-Synchronous and Asynchronous Mapping
Procedures (BMP and AMP)

Bit-synchronous or asynchronous mapping may be
used when the clock of the client is constrained to
a very narrow range, and the difference between the
size of the client and the size of the OTN payload area
is not large. This is largely a legacy mapping proce-
dure used for some initial OTN applications, but largely
replaced by the generic mapping procedure (GMP) de-
scribed in the next section for most newer mappings.
The uses of AMP and BMP include the client map-
pings of STM-16/OC-48 into ODU1, STM-64/OC-192
into ODU2, and STM-256/OC-768 into ODU3. AMP is
also used for the tributary slot mappings of lower-order
ODU0 into higher-order ODU1, lower-order ODU1
into higher-order ODU2 or ODU3, and lower-order
ODU2 into higher-order ODU3.

15 16 17 18 19 3824
1 RES JC
2 RES JC
3 RES JC
4 PSI NJO PJO1 PJO2

Fixed
stuff if

necessary
Fig. 13.11 Overhead locations for
bit-synchronous and asynchronous
mapping

Fixed stuff bytes may be prescribed in certain ex-
act positions in the payload frame to compensate (all or
most) of the difference between the size of the client
and the payload area.

In the case of bit-synchronous mapping, other than
any defined fixed stuff bytes, the client fills all other
bytes of the payload area, and the clock for the OTN
container is derived from, and locked to, the frequency
of the client by a fixed ratio. Asynchronous mapping
decouples the clock of the client from the clock of the
OTN container, and justification bytes are inserted to
compensate the variable difference between the client
and the OTN container clock.

Both bit-synchronous and asynchronous mappings
use the same definition of the mapping overhead, and
both can use the same demapper. The mapping over-
head locations are illustrated in Fig. 13.11.

The bytes NJO, PJO1, and PJO2 are called (neg-
ative and positive) justification opportunity bytes, and
they may contain client data or contain a stuff byte to
make adjustments to account for the variation between
the client and OTN container clocks. If the client clock
is temporarily running above nominal, or the OTN con-
tainer clock is temporarily running below nominal, it
may be necessary to occasionally insert an extra pay-
load byte into the negative justification opportunity
(NJO) byte position to absorb the excess payload bytes.
If the reverse occurs (the client is temporarily run-
ning below nominal, or the OTN container temporarily
above nominal), the occasional shortage of payload
bytes to fill the frame is compensated by sending stuff
bytes rather than payload bytes into one or both of
the positive justification opportunity (PJO) bytes. The
PJO2 byte is not needed for all mappings.

The justification control (JC) bytes provide justi-
fication control; all three of these bytes are encoded
the same way, and error correction for the justification
information is provided through majority vote across
the three copies of the information. The encoding of
the justification control information is as shown in
Fig. 13.12.

Bit-synchronous mapping is encoded identically to
asynchronous mapping but with the JC bytes fixed to
zero, which means that the NJO byte is always a stuff
byte, and the PJO1 and PJO2 bytes are always data
bytes. A common demapper can recover the client
mapped using either of these mechanisms.
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7 8 NJO PJO1 PJO2
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Not used 
for BMP

0 1 Data byte Data byte Data byte
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JC   bits

} 

Fig. 13.12 Justification control for
bit-synchronous and asynchronous
mappings

Generic Mapping Procedure (GMP)
While AMP and BMPwere simple in concept, they suf-
fered a few shortcomings. Where there was a more sig-
nificant difference between the size of the client and the
size of the payload area, it required each mapping to cal-
culate an appropriate number of stuff columns. When
used for tributary slot mappings of clients occupying
more than one tributary slot, AMP provided irregularly
spaced justification opportunities across a multiframe
that were difficult tomanage and staywithin required jit-
ter performance. If the client had a wide clock tolerance
(e.g., Ethernet signals are generally ˙100 ppm, where
OTN is˙20 ppm and SONET/SDH is˙4:6 ppm), more
than a few stuff opportunity bytes may have been re-
quired to accommodate the variation between the client
clock and the clock of the OTN frame.

As a result, GMP was designed as a single mech-
anism used to accommodate both the nominal bit-rate
difference between the client and the payload area of
the OTN frame, and the clock variations that may occur
between the client and the OTN frame. There is no dis-
tinction between fixed and variable stuff byte locations.

The GMP mechanism operates by dividing the pay-
load area (an OTN frame or a multiframe) into a certain
number of GMP words, where each word may con-
tain data or stuff. The words containing data are dis-
tributed as evenly as possible across the OTN frame
or multiframe using a sigma/delta distribution algo-
rithm. Correct operation depends only on the mapper
and demapper knowing the number of data words that
are filled in each frame or multiframe. Larger GMP
word sizes are used for higher bit-rate clients and OTN
frames to avoid the need for large barrel shifters in
the implementation. If necessary, to meet the timing
requirements of a particular client, additional timing
information may also be transmitted from the mapper

Table 13.3 GMP word sizes for client mappings

OTN
container

GMP
word size

Organization of OTN frame

ODU0 1 byte 15 232 GMP words of 1 byte
ODU1 2 bytes 7616 GMP words of 2 bytes
ODU2 8 bytes 1904 GMP words of 8 bytes
ODU3 32 bytes 476 GMP words of 32 bytes
ODU4 80 bytes 190 GMP words of 80 bytes

plus 8 fixed-stuff columns

OTN
container

GMP
word size

Organization of OTN frame

ODU0 1 byte 15 232 GMP words of 1 byte
ODU1 2 bytes 7616 GMP words of 2 bytes
ODU2 8 bytes 1904 GMP words of 8 bytes
ODU3 32 bytes 476 GMP words of 32 bytes
ODU4 80 bytes 190 GMP words of 80 bytes

plus 8 fixed-stuff columns

to the demapper, which allows the demapper to know
how many client bytes (or bits) are to be emitted by
the demapper during each OTN frame or multiframe
period. In certain cases, the GMP word size may be
as large as 80 bytes, which could produce significant
mapping jitter without the mitigation provided by the
additional timing information.

Table 13.3 describes the GMP word sizes for clients
mapped into ODUk containers.

The GMP justification overhead is carried in the JC
overhead in rows 1�3 of column 16 in the mapping spe-
cific overhead; the coding for the overhead is illustrated
in Fig. 13.13. The information is a 14 bit binary value
that indicates how many GMP words are to be filled
in the next frame or multiframe. While GMP accom-
modates a relatively large difference between the client
clock and the OTN frame size, the number of changes
in words filled from one frame to the next is generally
quite small. So, a coding is selected (similar to what
was done for SDH pointers) to provide a coding that is
robust against errors, given that an error in this informa-
tion might result in demapping a client from the wrong
byte positions in the frame or might result in a timing
glitch for the client.

GMP is used for the mappings of lower-order
ODU0 or ODUflex into tributary slots of higher-order
ODU2, and for all lower-order tributaries mapped into
tributary slots of ODU4. The payload area of the
OTN frame (columns 17�3824) are divided into TS
of approximately 1:25G of bandwidth capacity. The
assignment of byte positions to TS alternates through
the payload area. Higher-order ODU4 designates the
eight rightmost columns of the payload area (columns
3817�3824) as fixed stuff, as the number of bytes in
the frame is not evenly divisible by 80 (the number of
TS in a higher-order ODU4). GMP distribution is done
over a multiframe that consists of the same number of
higher-order ODUk frames as the number of tributary
slots in the frame. Table 13.4 describes the tributary slot
structure for each rate of higher-order ODUk.

The GMP word size is a number of bytes equal to
the number of tributary slots occupied by the client.
A consequence of this rule is that every lower-order
tributary is filled into an area of a fixed number of GMP
words across the multiframe (15 232 for higher-order
ODU2 or ODU3, 15 200 for higher-order ODU4) no
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Fig. 13.13 GMP justification overhead. J1–J3 contain Cm, the number of m-bit GMP words in the next frame or multi-
frame which contain data. The other GMP words in the frame (in excess of Cm) contain stuff. The encoding of Cm uses
tricks from the encoding of SDH pointers to be resilient against bit errors, which could not only result in demapping
client data from the wrong positions in the frame, but could create a client timing glitch if the demapper is trying to
extract an incorrect number of GMP words of client data from a frame

matter the size of the lower-order tributary. The size of
the GMP words varies with the lower-order tributary,
but the number of GMP words across a multiframe does
not. When a lower-order ODUj is mapped into multiple
tributary slots of a higher-order ODUk, the GMP jus-
tification overhead is carried in columns 15�16 of the
frame within the multiframe corresponding to the high-
est numbered tributary slot, and describes the number
of GMP words to be filled by the lower-order tributary
in the next multiframe.

In certain cases, there may be a need for fine-grain
control of the timing of the mapping of a client signal.
This may be challenging to do with just PLL control
when the GMP word size is large (e.g., as large as
80 bytes). As a result, the GMP mechanism has the
facility to, when necessary, provide additional timing
information from the mapper to the demapper to allow
retaining as far as possible the bit-level timing of the
client.

In general, Ethernet mappings do not require this
additional timing information because Ethernet jitter
requirements are quite coarse (˙100 ppm), but for pur-
poses of illustration, we will describe how bit-level
timing of a 100GBASE-R Ethernet signal mapped over

Table 13.4 Organization of higher-order ODUk into tributary slots

Higher-order
ODUk

# TS Multiframe
length

Bytes/TS/
frame

Bytes/TS/
multiframe

ODU2 8 8 1904 15 232
ODU3 32 32 476 15 232
ODU4 80 80 190 15 200

Higher-order
ODUk

# TS Multiframe
length

Bytes/TS/
frame

Bytes/TS/
multiframe

ODU2 8 8 1904 15 232
ODU3 32 32 476 15 232
ODU4 80 80 190 15 200

a 100G line-side ODU4 could be achieved if it were
required.

100GBASE-R has a client bit rate of 103:125Gb=s
˙100 ppm. The bit rate of the payload area of the OPU4
frame (not including eight fixed-stuff columns when
GMP mapping is used) is � 104:137Gb=s˙ 20 ppm.
The 100GBASE-R will be mapped into an integral
number of the 190 available 80 byte GMP words in
each OPU4 frame. Based on the relative clock tol-
erances, the average number of GMP words filled in
each frame could vary between � 188:1314777 and
� 188:176634. But since an integral number of GMP
words must be filled in each frame, a given frame will
have either 188 or 189 filled GMP words to arrive at
that average.

Some clients may require 1 byte (C8) or 1 bit (C1)
timing granularity instead of the granularity of the GMP
word size. In an actual implementation, there will be
an elastic store (first in, first out FIFO) in the map-
per that accumulates the extra client bits during the
transmission of an OPU4 frame with 188 of the 640 bit
GMP words filled, and the number of extra bits in that
FIFO is reduced each time a frame is sent with 189
filled GMP words. Similarly, there is an elastic store
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Table 13.5 Example of extra timing information – 100G client

Frame number
t

Client bits
C1.t/ received

GMP words
C640.t/ transmitted

Bits transmitted in GMP words
640�C640.t/

Excess bits in ingress FIFO
†C1D.t/

1 120 419 188 120 320 99
2 120 419 188 120 320 198
3 120 419 188 120 320 297
4 120 419 188 120 320 396
5 120 419 188 120 320 495
6 120 419 188 120 320 594
7 120 419 189 120 960 53
8 120 419 188 120 320 152
9 120 419 188 120 320 251

Frame number
t

Client bits
C1.t/ received

GMP words
C640.t/ transmitted

Bits transmitted in GMP words
640�C640.t/

Excess bits in ingress FIFO
†C1D.t/

1 120 419 188 120 320 99
2 120 419 188 120 320 198
3 120 419 188 120 320 297
4 120 419 188 120 320 396
5 120 419 188 120 320 495
6 120 419 188 120 320 594
7 120 419 189 120 960 53
8 120 419 188 120 320 152
9 120 419 188 120 320 251
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Fig. 13.14 Encoding for extra timing information (where
applicable)

in the demapper, which tries to smooth the clock of the
client from the data received across the network, and
since the demapper tries to play out the client data at
a constant bit rate, this egress FIFO absorbs the extra
bits when an OTN frame arrives containing 189 filled
GMP words, and gradually reduces its fill level while
playing out the client bits at a constant bit rate when
receiving an OTN frame with only 188 filled words.
If both the client and the ODU4 are running at nom-
inal frequency, the mapper will receive 120 419 bit per
ODU4 frame period, and due to sending a discrete num-
ber of GMP words in each frame period, will either
send 120 320 or 120 960 bit in each ODU4 frame. The
extra timing information is essentially the number of
excess bits held in the ingress FIFO, and is referred to
as†C1D.t/. Table 13.5 provides an example of how this
timing information is used to allow the mapper to in-
form the demapper of the fill level in the ingress FIFO,
which provides the demapper with sufficient informa-
tion to play out exactly 120 419 bit of the client from its
FIFO in each ODU4 frame period.

The extra timing overhead for †CnD.t/, where nD
1 for bit-level timing or nD 8 for byte-level timing (de-
pending on the requirements of the particular client for
which the mapping is used) is shown in Fig. 13.14.
These bytes are carried in rows 1�3 of column 15.

Transparent Generic Framing Procedure
(GFP-T)

The more common GFP-F used for mapping of packet
clients is described later, but several constant bit rate,

character-oriented clients are mapped by encapsulating
specific numbers of characters in a GFP frame, and if
necessary, filling the space between GFP frames with
GFP idles. This is particularly useful for clients such
as gigabit Ethernet (1000BASE-X), where the bit rate
of what is carried over the transport network can be re-
duced by taking advantage of specific characteristics of
the client line coding.

Gigabit Ethernet uses 8B/10B line coding, so it has
a physical interface signaling rate of 10=8 times the
media access control (MAC) data rate, or 1:25Gb=s.
But the 10B coding is highly redundant, and not every
sequence of 10 bit is a valid 10B codeword; the 10B
coding includes tagging of which characters are data
and which are control, and two alternate 10B encodings
are available for each logical character to allow com-
pensating for the running disparity between 0 and 1 s
to provide DC balance in the overall signal. By trans-
porting every valid character of the 8B/10B encoded
stream rather than carrying every bit of an arbitrary
1:25Gb=s signal, the transport capacity needed to carry
a gigabit Ethernet signal is reduced. The mapping for
gigabit Ethernet transcodes eight 10B characters from
the Ethernet signal into a 65 bit block, and the demapper
translates the 65 bit block back to eight 10B characters.
Over SONET/SDH networks, the compression allowed
gigabit Ethernet to be carried over a VC4-7v (approxi-
mately 1:052352Gb=s of payload capacity) rather than
the VC4-9v (approximately 1:353024Gb=s of payload
capacity) which would have been required without the
compression. Over OTN networks, the compression al-
lows mapping into the OTN ODU0 container, which is
efficiently transported over all OTN wavelength rates.
Figure 13.15 illustrates the mapping of gigabit Ethernet
over ODU0.

This particular mapping does not do any Ether-
net idle insertion/deletion during transcoding. The GFP
frames are GMP mapped into the ODU0 container, so
there is no need for the use of GFP idles or the 65B
pad character. The demapper generates the equivalent
stream of 10B characters at the network egress, result-
ing in a signal with the same average clock frequency as
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that at the network ingress, so the transport is suitable
for synchronous Ethernet.

Mapping for Packet-based Clients
Frame-based Generic Framing Procedure (GFP-F).
Initially, packet clients such as Ethernet packet flows,
IP, and MPLS, were carried using the generic fram-
ing procedure originally developed for carrying packet
clients in SDH networks. This is a simple mapping,
where each packet is encapsulated in a GFP frame
and GFP idles are inserted between the GFP frames
as necessary to fill the payload area of the ODUk
into which it is mapped. This mapping is illustrated in
Fig. 13.16.

Idle Mapping Procedure (IMP). During the time
frame of development of the Beyond 100G OTN ex-
tension (Sect. 13.5) the possibility was considered to

develop a wide word version of GFP-F taking into
account that modern systems supporting high bit-rate
interfaces generally use very wide data busses. But in
a similar time frame, the trend was toward the majority
of packet clients being Ethernet (particularly high bit-
rate clients). Flex Ethernet was emerging (Sect. 13.5.2),
and it was considered simpler to reuse the Ethernet ver-
sion of 66B coding for mapping of future packet clients
into the OTN. Ethernet interfaces at 40Gb=s and higher
all use the [13.5] clause 82 encoding, which aligns the
start of packet to an 8 byte boundary, always implicitly
encoding the packet <start> character at the beginning
of a 66B block. As a result, most packet clients in
B100G networks and FlexE clients are mapped, gener-
ally into ODUflex, by delineating the packets using 66B
coding per [13.5] clause 82, and by adapting the packet
client flow into the ODUflex container using Ethernet
idle insertion/deletion.
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13.5 OTN Clients

Mappings of numerous clients have been defined
over OTN. As mentioned earlier, not all equipment
will support every mapping; for example, early gen-
eration Telco equipment may only have supported
SONET/SDH clients, while modern data center inter-
connect may support only Ethernet. A few important
clients are described in detail in this section, followed
by a summary of many of the clients that can be carried
using OTN networks and technology.

13.5.1 High-Speed Ethernet

Beginning with the introduction of 10GBASE-R Eth-
ernet in 2003, Ethernet has been steadily replacing
SONET/SDH as the most important client of optical
networks.

From the introduction of 40 and 100Gb=s Ethernet
in 2010, high-speed Ethernet interfaces have gener-
ally been developed with the expectation that these
interfaces would be composed of lower-speed parallel
lanes, where a serial interface at those rates was not
expected to be feasible or economic for some years
after the introduction of an Ethernet speed. 40Gb=s
Ethernet was developed as a 4� 10Gb=s interface,
and 100Gb=s Ethernet was developed to support some
initial 10�10Gb=s variants, with an architecture to sup-
port the longer-term 4� 25Gb=s architecture. In order
to support both 4-lane and 10-lane variants of 100Gb=s
Ethernet, a logical physical coding sublayer(PCS)-lane
architecture was defined, with the number of PCS lanes
being the least common multiple of all of the envi-
sioned numbers of physical lanes. 100Gb=s Ethernet
is structured as twenty 5Gb=s PCS lanes. Two PCS
lanes are bit-multiplexed onto each physical 10Gb=s
lane, and five PCS lanes are bit-multiplexed onto each
physical 25Gb=s lane. Periodic lane alignment markers
are inserted onto each PCS lane to allow the receiver
to properly identify, deskew, and re-interleave the data
from each of the PCS lanes.

When mapping a parallel Ethernet interface over
OTN, it is necessary to define a canonical serialized
and deskewed version of the Ethernet information to
map into the OTN frame. The amount of skew that can
be tolerated by an Ethernet receiver is limited to the
maximum skew expected over relatively short Ethernet
link distances. An Ethernet receiver would not be able
to deskew a signal where the lanes have been carried
independently over thousands of kilometers. Even the
cascaded skew from an OTN ingress link and the OTN
egress link may exceed what is expected over a point-
to-point Ethernet link. As a result, the OTN mapper
has been defined in a way to remove the skew between

PCS lanes, so that when the PCS lanes are redistributed
to physical lanes by the demapper at the OTN egress,
the Ethernet receiver sees only the skew across the
egress link, which is exactly the skew as might be ex-
perienced over a point-to-point Ethernet link. Another
motivation for defining canonical formats for the OTN
mappings of Ethernet signals is to provide indepen-
dence of Ethernet interface types at the OTN ingress
and egress.

Another development in high-speed Ethernet was
the introduction of forward error correction (FEC). This
was initially introduced for 100Gb=s backplane Ether-
net in 2014, but was found to be useful also for 25Gb=s
lanes over multimode fiber. Several 100G MSAs took
advantage of the FEC coding gain for single-mode
fiber (e.g., CWDM4, and ER4-lite), as the FEC cod-
ing was becoming more universally available in 100G
MAC/PCS implementations. While this was an option
for certain 100Gb=s Ethernet interfaces, FEC became
mandatory as IEEE began to develop 200 and 400Gb=s
Ethernet using 50 and 100Gb=s PAM4 encoded lanes.
IEEE has used Reed–Solomon codes based on a 10 bit
symbol size, which provides the necessary coding gain
with low-latency and low-power implementations. An
RS(528; 514) FEC code is used for most 100Gb=s
Ethernet implementations, where the FEC parity occu-
pies precisely the amount of space saved by transcod-
ing 64B/66B codewords to a 256B/257B format. An
RS(544; 514) FEC code is used for interfaces with 50 or
100Gb=s PAM4 encoded lanes. Together with the 257B
transcoding, this amounts to about 3:03% overclocking
of the lanes as compared to what would be required for
66B coding without FEC.

When mapping an Ethernet interface with FEC
over OTN, another consideration is that the Ethernet
FEC has been chosen to correct the number of errors
expected over a single point-to-point Ethernet link be-
tween an Ethernet transmitter and an Ethernet receiver.
It was not designed to correct double-link errors that
would accrue across the cascade of the ingress link, the
OTN network itself, and the egress link. As a result, the
OTN mapper will correct errors and remove the FEC
code, and transcode the signal back to a 66B format for
OTN transport. Across the OTN, the links are protected
by an OTN FEC. At the demapper, the signal is again
transcoded to 257B format and a new Ethernet FEC is
calculated, which at this point only needs to be able to
correct the errors that occur in the egress link.

Another trend in Ethernet standardization is to lever-
age the physical lane rates of one rate of Ethernet to cre-
ate another. Ethernet evolution is coming to be viewed
both in terms of the top-line MAC data rate as well as
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the physical lane rate(s) that are used, which are reflec-
tive of the underlying technology. For example, 25Gb=s
lane rates were developed as part of 100Gb=s standard-
ization, but there followed an interest to use 25Gb=s
per lane technology in single-lane variants for 25Gb=s
Ethernet. The initial interest was for short-reach data
center applications (e.g., server to top-of-rack), but this
also became appealing as an upgrade path for single-
lane 10GBASE-R interfaces to move to 25Gb=s sig-
naling over the same cabling without having to move
to a multilane interface. Similarly, when 50Gb=s per
lane PAM4 signaling was developed as part of 200 and
400Gb=s Ethernet standardization, there was interest
to use the 50Gb=s signaling in single lane variants as
50Gb=s Ethernet. So, 25Gb=s Ethernet was developed
and standardized after 100Gb=s Ethernet, leveraging
some of the same technology, and 50Gb=s Ethernet
was developed and standardized after 200 and 400Gb=s
Ethernet, leveraging some of the same technology.

Until recently, Ethernet evolution followed a path
of supporting steadily increasing MAC data rates in
powers of 10: 10Mb=s Ethernet emerged in 1980, fol-
lowed by 100Mb=s Ethernet in 1995, 1Gb=s Ethernet
in 1998, and 10Gb=s Ethernet in 2003. The power of
10 paradigm was broken in 2010 when IEEE 802.3
standardized both 40 and 100Gb=s Ethernet. While the
headline 802.3 projects continue to increase MAC data
rates with 200 and 400Gb=s Ethernet emerging in late
2017, the attractiveness of leveraging physical lane rate
technologies has spawned another set of MAC rates,
with 25Gb=s Ethernet emerging in 2016 and 50Gb=s
Ethernet emerging in 2018. Other specialized applica-
tions have spawned even more data rates, with 2:5 and
5Gb=s Ethernet being introduced to connect 802.1ac
wireless access points over legacy cabling or for stor-
age applications. So, as many new Ethernet MAC rates
have been introduced after 2010 as were introduced in
the previous 30 years.

13.5.2 Flex Ethernet

After a period of speed convergence between Ethernet
and transport networks, with (approximately) aligned
rates of 10, 40, and 100Gb=s, the flexibility of coher-
ent modulation formats and encountering the Shannon
limit so that wavelength rates in transport networks start
to vary with reach rather than a regular, monotonic
increase creates a situation where more technical ap-
proaches are necessary to efficiently use network capac-
ity. If the transport network uses 100Gb=s wavelengths,
you could interconnect data centers with 100Gb=s
Ethernet using transponders. But as the coherent mod-
ulation and reach constraints create more interesting
wavelength rates like 150 or 250Gb=s, it becomes

a challenge to efficiently fill these wavelengths with
Ethernet traffic.

One approach would be to aggregate these wave-
lengths in the transport network to the next logical
multiple of 100Gb=s, as discussed earlier. For example,
an OTUC3 (300Gb=s) could be inversely multiplexed
over an OTSiG composed of two 150Gb=s wave-
lengths, or an OTUC5 (500Gb=s) could be inversely
multiplexed over an OTSiG composed of two 250Gb=s
wavelengths. But this was not felt to be general-purpose
enough to cover all use cases.

As a result, flex Ethernet (FlexE) [13.6] was devel-
oped, initially to address some of the speed differences
between Ethernet rates and transport network rates.
This technology allows for a decoupling of Ethernet
MAC rates from Ethernet PHY (physical layer device)
rates. The first version of the flex Ethernet implemen-
tation agreement supports groups composed of from 1
to n 100GBASE-R Ethernet PHYs (with n � 100Gb=s
of capacity). There is work underway to be able to cre-
ate FlexE groups of 200GBASE-R or 400GBASE-R
Ethernet PHYs. FlexE MAC client(s) can be created at
rates of 10, 40, or multiples of 25Gb=s. The capacity
of the FlexE group is divided into twenty 5G calendar
slots per PHY according to a round-robin allocation of
66B block positions, and FlexE clients are inserted into
the 66B block positions to which they are assigned.

For example, the situation of wanting to efficiently
use a 150Gb=s wavelength in a transport network with
Ethernet traffic could be addressed by creating a FlexE
group of two 100GBASE-R Ethernet PHYs, and as-
signing a 150Gb=s FlexE MAC client to 30 of the
available 40 calendar slots across the two PHYs.

Besides the ability to create interesting virtual
Ethernet rates to match flexible coherent line inter-
face formats, the flex Ethernet mechanism can be used
for simple non-LAG (link aggregation group) bond-
ing [13.7], and for channelization to support multiple
smaller Ethernet virtual PHYs across a group of phys-
ical PHYs. Together with transport networking, chan-
nelization can be used in a way that not every FlexE
client carried over a FlexE group between a router and
transport equipment needs to be connected to the same
place in the transport network.

The FlexE group structure is illustrated in
Fig. 13.17.

The FlexE structure creates a logical stream of 66B
blocks on each PHY that conforms to Ethernet rules—
each 66B block is a legal 66B block, even though the
sequence of blocks on a PHY does not constitute a le-
gal 66B block stream. Since each 66B block is a legal
block, all of the lower layers of the IEEE 802.3 stack
can be used, which might include 257B transcoding of
those blocks and addition of FEC.
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Fig. 13.17 FlexE group structure

The sequence of 66B blocks on each PHY is illus-
trated in Fig. 13.18.

The FlexE overhead is used to convey information
from the FlexE mux to the FlexE demux concerning the
group configuration and how clients are mapped into
calendar slots, so that it can be assured that the FlexE
demux is properly demapping FlexE clients from the
slots into which they are mapped. The position of the
FlexE overhead blocks is also used as a kind of a marker
to allow deskewing of the PHYs of a FlexE group, so
that clients that span more than one PHY can be prop-
erly reconstructed. Figure 13.19 illustrates the structure
of a master calendar that runs across all PHYs of the
group. The 66B block positions of the master calendar
are distributed round-robin, twenty 66B blocks at a time
(one calendar cycle) to each of the FlexE PHYs, with
periodic insertion of the FlexE overhead in the same
position on each of the PHYs.

Figure 13.20 illustrates how the calendars of each
PHY of the FlexE group are re-interleaved by the FlexE
demux, using the position of the FlexE overhead block
as a marker to remove skew between the PHYs to keep
the block order correct for FlexE clients that span more
than one PHY.

Besides simple non-LAG bonding, FlexE can be
used in several router to transport use cases.

The simplest use case is referred to as FlexE Un-
aware. In this use case, an end device such as a router
creates the FlexE group. The PHYs of the FlexE group
are carried over the transport network as if they were
100Gb=s Ethernet clients using a PCS codeword trans-
parent mapping. The transport network is unaware that
the PHYs belong to a FlexE group. However, to min-
imize skew, all of the PHYs of the FlexE group must

Slot 19

1023 repetitions of calendar between FlexE overhead blocks

FlexE overhead FlexE overhead

20 blocks20 blocks 20 blocks

•••

20 blocks

Slot 0 Slot 19 Slot 0 Slot 0 Slot 0Slot 19 Slot 19

Transmission order

Fig. 13.18 Sequence of 66B blocks carried on each PHY of a FlexE group

be carried over the same fiber route. Even with that
routing restriction, the FlexE implementation must be
able to tolerate skew between the PHYs of the group
that are significantly greater than Ethernet inter-lane
skew, since the propagation of each wavelength is af-
fected by chromatic dispersion. For the cases where
the wavelengths are significantly separated on the fiber
(e.g., one wavelength is at the short end of the S band,
and another wavelength is at the long end of the L
band), and the link distances are long (trans-Pacific
links could be as long as 12 000 km), a skew budget of
10�s is recommended to address these kinds of appli-
cations.

Another use case is referred to as FlexE terminating,
where the extent of the FlexE group is created by the
router and terminated by the transport network equip-
ment which extracts and carries the clients. A FlexE
terminating configuration could be used to efficiently
fill flexible coherent line interfaces; for example, if the
wavelength is 150G, a FlexE group composed of two
100GBASE-R PHYs could carry a single 150G FlexE
client in 30 of the available 40 calendar slots. The map-
ping of this client over the transport network maps
the stream of 66B blocks of the FlexE client into an
ODUflex container. Idle insertion and deletion per usual
Ethernet processing is used to convert from the FlexE
clock domain to the ODUflex clock domain. In addition
to efficient filling of coherent wavelengths that do not
correspond to Ethernet PHY rates, a FlexE terminating
configuration may be used together with channeliza-
tion where not all of the FlexE clients in the group are
intended to be connected to the same place in the net-
work. An illustration of this channelization flexibility is
shown in Fig. 13.21.
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A final router to transport use case is referred to
as FlexE aware. An example of where this configura-
tion might be useful is wanting to carry 300G over
two 150G wavelengths. In the case of modern OTN
equipment with the right granularity implementing the
beyond 100G extensions (as was discussed earlier), this
might be addressed by creating an OTUC3 OTN con-
tainer that is carried over an OTSiG consisting of the
two 150G wavelengths, and to carry the 300G ODU-
flex over the OTUC3. But if the two 150G wavelengths
are not on the same transponder line card, and there is

no hardware in the right place to be able to terminate
the entire FlexE group, this can be addressed by cre-
ating a FlexE group consisting of four 100GBASE-R
PHYs. The four PHYs are organized into two 2-PHY
subgroups, and each subgroup is configured marking
some (10, in this example) of the calendar slots as un-
available. The transport network uses a special mapper
to interleave the PHYs of the FlexE subgroup while
discarding the unavailable calendar slot positions. The
demapper will restore the full rate for each of the PHYs
by inserting Ethernet error control blocks into the (not
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Fig. 13.22 FlexE aware configuration

carried) unavailable calendar slot positions. This con-
figuration is illustrated in Fig. 13.22.

13.5.3 OTN Client Mapping Summary

Tables 13.6–13.10 list major clients that can be sup-
ported by OTN.

13.5.4 Mobile Network Applications of OTN

Since OTN has served as a general Telco network in-
terface, it has naturally found widespread application
for mobile backhaul. But with evolution of the ar-

Table 13.6 Telco network client mappings into OTN

Client Bit rate Mapping
STM-256/OC768 39:81312Gb=s˙ 20 ppm AMP or BMP into ODU3
STM-64/OC192 9:95328Gb=s˙ 20 ppm AMP or BMP into ODU2
STM-16/OC48 2:48832Gb=s˙ 20 ppm AMP or BMP into ODU1
STM-4/OC12 622:08Mb=s˙ 20 ppm GMPa into ODU0
STM-1/OC3 155:52Mb=s˙ 20 ppm GMPa into ODU0
CM-GPON 2:48832Gb=s˙ 20 ppm AMP into ODU1
CM-XGPON 9:95328Gb=s˙ 20 ppm AMP into ODU2

Client Bit rate Mapping
STM-256/OC768 39:81312Gb=s˙ 20 ppm AMP or BMP into ODU3
STM-64/OC192 9:95328Gb=s˙ 20 ppm AMP or BMP into ODU2
STM-16/OC48 2:48832Gb=s˙ 20 ppm AMP or BMP into ODU1
STM-4/OC12 622:08Mb=s˙ 20 ppm GMPa into ODU0
STM-1/OC3 155:52Mb=s˙ 20 ppm GMPa into ODU0
CM-GPON 2:48832Gb=s˙ 20 ppm AMP into ODU1
CM-XGPON 9:95328Gb=s˙ 20 ppm AMP into ODU2

a GMP additional timing information with 1 bit granularity needed to meet SDH jitter requirements

Table 13.7 Ethernet mappings into OTN

Client Bit rate Mapping
1000BASE-X
(Gb Ethernet)

1:25Gb=s˙ 100 ppm 65B transcoded, GFP-T/GMP into ODU0

10GBASE-R 10:3125Gb=s˙ 100 ppm Numerous: most common are BMP into ODU2e or GFP-T into ODU2
25GBASE-R 25:78125Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, BMP into ODUflex
40GBASE-R 41:25Gb=s˙ 100 ppm 1024B/1027B transcoded, GMP mapped into ODU3
50GBASE-R 53:125Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, BMP into ODUflex
100GBASE-R 103:125Gb=s˙ 100 ppm FEC corrected with trans-decode 257B to 66B if necessary, GMP into ODU4
200GBASE-R 212:5Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, remove AMs, add rate compensation

blocks, BMP into ODUflex
400GBASE-R 425Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, remove AMs, add rate compensation

blocks, BMP into ODUflex

Client Bit rate Mapping
1000BASE-X
(Gb Ethernet)

1:25Gb=s˙ 100 ppm 65B transcoded, GFP-T/GMP into ODU0

10GBASE-R 10:3125Gb=s˙ 100 ppm Numerous: most common are BMP into ODU2e or GFP-T into ODU2
25GBASE-R 25:78125Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, BMP into ODUflex
40GBASE-R 41:25Gb=s˙ 100 ppm 1024B/1027B transcoded, GMP mapped into ODU3
50GBASE-R 53:125Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, BMP into ODUflex
100GBASE-R 103:125Gb=s˙ 100 ppm FEC corrected with trans-decode 257B to 66B if necessary, GMP into ODU4
200GBASE-R 212:5Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, remove AMs, add rate compensation

blocks, BMP into ODUflex
400GBASE-R 425Gb=s˙ 100 ppm FEC corrected, trans-decode 257B to 66B, remove AMs, add rate compensation

blocks, BMP into ODUflex

chitecture of the radio access network (RAN), OTN
technologies have been used ever closer to the network
edge. Many 4Gmobile networks use an interface called
CPRI (common public radio interface) between the
baseband unit (BBU) and the remote radio unit (RRU).
CPRI options 1 through 10 are defined with signaling
rates ranging from 614:4Mb=s through 24:33024Gb=s.
Initially, these were very short-reach interfaces, for ex-
ample from the bottom to the top of a cell tower. But
a trend has emerged where some operators would like
to centralize the BBU functionality serving a number
of towers and extend the CPRI interface over a WDM
network.
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Table 13.8 Storage/data center interfaces

Client Bit rate Mapping
SBCON/ESCON 200Mb=s˙ 100 ppm GMP into ODU0
FC-100 1:06525 Gb=s˙ 100 ppm GMP into ODU0
FC-200 2:125Gb=s˙ 100 ppm GMP into ODU1
FC-400 4:25Gb=s˙ 100 ppm BMP into ODUflex
FC-800 8:5Gb=s˙ 100 ppm BMP into ODUflex
FC-1200 10:51875 Gb=s˙ 100 ppm 1024B/1027B transcoded, BMP mapped into ODU2e
FC-1600 14:025Gb=s˙ 100 ppm BMP into ODUflex
FC-3200 28:025Gb=s˙ 100 ppm

(after trans-decoding and removal of FEC)
BMP into ODUflex

Client Bit rate Mapping
SBCON/ESCON 200Mb=s˙ 100 ppm GMP into ODU0
FC-100 1:06525 Gb=s˙ 100 ppm GMP into ODU0
FC-200 2:125Gb=s˙ 100 ppm GMP into ODU1
FC-400 4:25Gb=s˙ 100 ppm BMP into ODUflex
FC-800 8:5Gb=s˙ 100 ppm BMP into ODUflex
FC-1200 10:51875 Gb=s˙ 100 ppm 1024B/1027B transcoded, BMP mapped into ODU2e
FC-1600 14:025Gb=s˙ 100 ppm BMP into ODUflex
FC-3200 28:025Gb=s˙ 100 ppm

(after trans-decoding and removal of FEC)
BMP into ODUflex

Table 13.9 High-performance computing interfaces
mapped over OTN

Client Bit rate Mapping
Infiniband SDR 2:5G˙ 10 ppm BMP into ODUflex
Infiniband DDR 5G˙ 10 ppm BMP into ODUflex
Infiniband QDR 10G˙ 10 ppm BMP into ODUflex

Client Bit rate Mapping
Infiniband SDR 2:5G˙ 10 ppm BMP into ODUflex
Infiniband DDR 5G˙ 10 ppm BMP into ODUflex
Infiniband QDR 10G˙ 10 ppm BMP into ODUflex

Table 13.10 Video distribution interfaces mapped over
OTN

Client Bit rate Mapping
DVB_ASI 270Mb=s˙ 100 ppm GMP into ODU0
SDI 270Mb=s˙ 100 ppm GMP into ODU0
1:5G SDI 1:485Gb=s˙ 10 ppm

1.485/1:001Gb=s˙10 ppma
GMP into ODU1

3G SDI 2:97Gb=s˙ 10 ppm
2.97/1:001Gb=s˙ 10 ppma

BMP into ODUflex

6G SDI 6Gb=s˙ 10 ppm BMP into ODUflex
12G SDI 12Gb=s˙ 10 ppm BMP into ODUflex
24G SDI Under development

Client Bit rate Mapping
DVB_ASI 270Mb=s˙ 100 ppm GMP into ODU0
SDI 270Mb=s˙ 100 ppm GMP into ODU0
1:5G SDI 1:485Gb=s˙ 10 ppm

1.485/1:001Gb=s˙10 ppma
GMP into ODU1

3G SDI 2:97Gb=s˙ 10 ppm
2.97/1:001Gb=s˙ 10 ppma

BMP into ODUflex

6G SDI 6Gb=s˙ 10 ppm BMP into ODUflex
12G SDI 12Gb=s˙ 10 ppm BMP into ODUflex
24G SDI Under development

a NTSC variants supporting different frame rates

Since CPRI was designed as a very short-reach in-
terface, the performance requirements are very strict.
Jitter is limited to 2 ppb. The latency limits are very
tight, so propagation delay limits the maximum reach
to 10�12 km. In addition to overall latency limits, the
asymmetry in the latency is strictly limited. There are
several CPRI reach-extension products in the market,

and while some use OTN frame formats with OTN
mapping methods, including BMP, GFP-T, and GMP,
the methods used to meet the CPRI performance re-
quirements are all currently single vendor. While CPRI
extension links may be carried over relatively short
distances over metro reconfigurable optical add-drop
multiplexer (ROADM) networks, they are all single-
vendor bookended links and single optical spans from
a transmitter to a receiver without electrical regenera-
tion. Some of the mapping methods that use OTN frame
formats and mapping techniques are described in an in-
formative document [13.8].

Architectures and technologies for 5G radio access
networks are still a matter of discussion and debate.
The functional split points are likely to be different,
with a fronthaul segment between a distributed unit
(DU) and the remote radio unit (RRU), a middle-
haul segment between a centralized unit (CU) and
the DU, and backhaul behind the DU. Different la-
tency requirements apply to the fronthaul, middle-haul,
and backhaul. A new eCPRI specification has been
developed for use over Ethernet networks, with less
challenging performance requirements than the CPRI
interfaces used in 4G networks, and new time-sensitive
networking (TSN) techniques are being developed as
part of the IEEE 802.1CM project to address 5G
fronthaul requirements. Other technologies including
PON (passive optical networking) are under consid-
eration by some operators for 5G fronthaul applica-
tions.

13.6 OTN Beyond 100G

As described earlier, up through 100G, the practice was
to evolve OTN through the addition of larger hierarchal
layer containers, e.g., when ODU4 was added to reflect
a new 100G container which was capable of carrying
100GBASE-R Ethernet as well as a multiplex of other,
smaller traffic (e.g., 10G, 40G). Each time a hierarchal
level was added, the signaling rate per wavelength was
increased, generally with similar reach to the lower-rate

previous generation technology. Coherent DP-QPSK
with 100G per wavelength was able to achieve about
4000 km reach in a 50GHz dense wavelength division
multiplexing (DWDM) grid, so there was an immediate
increase of 2.5� in spectral efficiency. Initial thinking
was that the next step beyond 100G would be a new,
higher-rate container, likely called ODU5, with a sig-
naling rate expected to be around 400G per wavelength.
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Fig. 13.23 OTUCn structure

Unfortunately, the Shannon limit interfered with
that idea, as even going to 200G per wavelength
would reduce maximum reach from 4000 km to around
1000km, and 400G per wavelength would reduce reach
further, perhaps to no more than about 200km without
electrical regeneration. This led to the current paradigm
of trading off modulation complexity, baud rate, and
the amount of spectrum allocated in a flex-grid net-
work against the desired reach in network design. The
flexibility provided by digital signal processor (DSP)-
driven coherent modulators and demodulators, together
with interesting techniques like probabilistic constel-
lation shaping to get ever closer to the Shannon limit
has resulted in an environment where there is no sin-
gle next wavelength rate beyond 100G. However, the
services that need to be supported keep growing in size
(e.g., with IEEE 802.3 defining 200 and 400Gb=s Eth-
ernet) creating the need for increasing digital container
sizes to carry these network clients, while dealing with
a physical layer infrastructure that has moved away
from a paradigm where wavelengths operate at a small
number of discrete signaling rates.

A key step in resolving this conflict was to decouple
the digital container from the wavelength(s) that might
carry it. A 400G digital container to transport 400GbE
might be transported via a single wavelength over very
short distances, but may require two wavelengths or
subcarriers to go 1000km, or four wavelengths or sub-
carriers to go 4000 km. But the digital container is the
same in all cases. The group of wavelengths that carries
a single digital container is referred to as an optical trib-
utary signal group (OTSiG), and the digital container is
designed without worrying about how many members
are in that group. The addition of FEC (hard or soft de-
cision) is considered to be part of the adaptation of the
digital container to the OTSiG, and the FEC parity is
no longer considered to be extra columns locked to the
OTN frame.

As higher-rate services to be carried are generally
multiple of 100G services, the formulation of the con-
tainer is something called an OTUCn, where CD 100
and n indicates the number of 100G instances that form
the container (e.g., OTUC3D 300G). This is a general-
purpose container for interfaces with a digital frame

format with a size greater than 100G, although de-
pending on desired reach, the wavelength rate may not
exceed 100G. This is based on n interleaved instances
of a 100G frame format, as shown in Fig. 13.23.

The characteristics of the OTUCn/ODUCn structure
are as follows:

� It is formed of n logically interleaved instances
of a 100G frame format. The 100G frame for-
mat is similar to the OTU4 format without FEC,
and slightly larger than OTU4, as it is expected
to be able to carry at least n lower-order ODU4
(e.g., carrying 100GBASE-R Ethernet) inside of an
ODUCn.� This is a higher-order (section) container only. No
clients are mapped directly into the ODUCn. Clients
are always mapped first into a lower-order con-
tainer, which is then carried in the tributary slots of
the ODUCn. For example, 400GBASE-R Ethernet
will be mapped into a 400G ODUflex, which then
might be mapped into all of the tributary slots of an
ODUC4.� To reduce the complexity of these framer devices,
a coarser tributary slot granularity has been adopted
than for ODUk where k � 4. The tributary slot
granularity is 5G (with 20 TS supported per 100G
slice), but the number of tributaries is limited to 10
per 100G slice. The purpose of this granularity is to
allow for efficient transport of both 10G tributaries
and 25G tributaries, not that there is any important
client expected at 5G.� For efficient transport of much smaller clients (e.g.,
1GbE, STM-1, STM-4), an intermediate layer of
multiplexing will be used (e.g., ODU2 or ODU4).

A consequence of the interleaved structure is that
growing to larger container sizes also increases the
number of overhead bytes per frame. The allocation
of these overhead bytes is nearly identical to that for
OTUk/ODUk for k � 4, with the following modifica-
tions:

� The frame alignment overhead appears in every
100G slice.
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� Certain overhead bytes are only carried in the first
100G slice of the ODUCn container: in particular,
the management channels, the synchronizationmes-
saging channel, the protection switching bytes, and
delay measurement.� Within the path, section, and TCM monitoring
bytes, the trail trace identifier (TTI) is only car-
ried in the first 100G slice. The BIP is calculated

on a per-100G slice basis, with the backward error
counters also on a per-100G slice.� Note that tandem connection monitoring for
ODUCn has less applicability than for ODUk.
This will support regenerators and carrier’s car-
rier configurations. ODUCn is not considered to be
a switchable entity.

13.7 Optical Media Layer Management

The sections above describe the digital aspects of what
is carried on an individual wavelength (or wavelength
group, in the case of OTN beyond 100G). But an impor-
tant part of managing an optical network is managing
and configuring the optical media layer network over
which those wavelengths are carried. The optical media
itself has no inherent structure; unlike digital multiplex-
ing, wavelengths on a fiber are unaware of the existence
of, or their relationships to, other wavelengths on the
same fiber. But a hierarchy of maintenance entities is
created that allows the optical media to be managed us-
ing a similar paradigm used for managing the digital
layers. Figure 13.24 gives an overview of the optical
maintenance entities.

Just as with the digital layers, an optical wave-
length (or wavelength group, in the case of beyond
100G) may be carried across a network composed of
a series of network elements and fibers between the op-
tical modulator (transmitter) and optical demodulator
(receiver). The network elements can consist of opti-
cal multiplexers and demultiplexers, network elements
such as amplifiers or equalizers that have no wavelength
routing flexibility, or network elements like ROADMs

OTS#1 OTS#2 OTS#3

OTS#4

OMS#1 OMS#2

OMS#3

OSC#1 OSC#2

OSC#3

OSC#3

OSC – optical supervisory channel
OTS – optical transmission section (maintenance entity)
OMS – optical multiplex section (maintenance entity)

OSCs carry the overhead for the OTS, OMS, and OTSiG

OSCs are functionally standardized, specifying the
(common) overhead information carried while allowing
the exact physical format to be vendor specific

Fig. 13.24
Overview of
optical media layer
maintenance entities

or WSSs that have wavelength routing flexibility. The
legacy term for a wavelength that carries an OTUk for
k � 4 is OCh. This once stood for optical channel, but it
was later evident this was an unfortunate term as what
it referred to was actually a signal rather than a chan-
nel, so the expansion of the acronym was later dropped.
For beyond 100G signals, the group of (one or more)
wavelengths that carries an OTUCn is referred to as an
optical tributary signal group (OTSiG).

An optical transmission section (OTS) is a mainte-
nance entity that is used across something like a single
fiber span between adjacent points of visibility in the
network. There may be unmanaged elements internal
to the OTS (e.g., a length of dispersion compensating
fiber), but all signals inserted at one end of the OTS are
expected to emerge from the other end of the OTS.

An optical multiplex section (OMS) is a mainte-
nance entity that is used across a series of network
elements that have no routing flexibility for payload
wavelengths, so all payload wavelengths inserted at one
end are expected to emerge from the other end. There
may be intermediate network elements that are visible
and manageable, such as amplifiers.
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Each wavelength or group of wavelengths carrying a digital signal (OTUk/OTUCn)

OCh-O OTSiG-O
FDI-P
FDI-O
OCI
BDI-P
BDI-O
TTI

FDI-P
FDI-O
BDI-P
BDI-O
PMI
MSI

TSI

TTI
BDI-P
BDI-O
PMI

OTS-O OMS-ODescription Description

Description
Forward defect indicator – payload
Forward defect indicator –  overhead
Open connection indication
Backward defect indication – payload
Backward defect indication – overhead
Trail trace identifier
Transmitter structure identifier 

Trail trace identifier
Backward defect indication – payload
Backward defect indication – overhead
Payload missing indication

Forward defect indicator – payload
Forward defect indicator –  overhead
Backward defect indication – payload
Backward defect indication – overhead
Payload missing indication
Multiplex structure identifier 

Indicates which
wavelengths are part
of the group carrying
the digital signal

Optical path carrying the same group of 
client wavelengths across its entire extent

Optical section between points of visibility
(e. g., terminal equipment to nearest amplifier)

Indicates which client wave-
lengths are present on the fiber

Fig. 13.25 Optical
media layer over-
head carried in the
OSC

An optical supervisory channel (OSC) is present
across each OTS in the optical media network to con-
vey maintenance overhead related to the signals and
OTS/OMS maintenance entities that traverse the partic-
ular OTS. This is generally carried on its own wave-
length in a vendor-specific format. The information
content of the OSC is functionally standardized, al-
lowing a common management information view of
a network composed of multiple single-vendor subnet-
works.

Each of the client signals and maintenance entities
can be considered to have a payload part (carried by
the payload wavelengths) and an overhead part, which
is nonassociated overhead carried in the OSC and re-
layed through each network element to the terminating
point of the relevant maintenance entity. For example,
in Fig. 13.24, the OCh overhead for the red wavelength
is generated at the multiplexer on the left, is relayed
through the amplifier and the ROADM, and is termi-

nated at the multiplexer on the right. The overhead for
OMS#1 that is composed of the red, blue, green, and
yellow wavelengths between the multiplexer on the left
and the ROADM is generated at the multiplexer on the
left, relayed through the amplifier, and is terminated at
the ROADM.

The physical layer defects detectable in the optical
media layer may include loss of signal (LOS) on the
OSC, LOS, on an OMS or OTS maintenance entity ba-
sis based on a measurement of received optical power,
or LOS on an OCh or OTSiG payload based on received
optical power on a per-wavelength basis. The overhead
carried in the OSC for each of the maintenance entities
described is illustrated in Fig. 13.25. The semantics is
similar to that for digital layer overhead, intended to en-
sure proper interconnection of the optical fibers in the
network via the trail trace identifiers, and a way for the
near end to determine that the far end is receiving the
transmitted signal correctly.

13.8 OTN Client Interfaces

In some cases, the client interfaces for the OTN net-
work (e.g., Ethernet interfaces) appear directly on the
OTN network elements themselves, and the line side
interfaces are colored, DWDM interfaces. However, in
some cases, it is useful to be able to have a single OTN
signal on a fiber, so that the OTN signal monitoring,
management, and perhaps features such as network pro-
tection, can be extended, perhaps across a user-network
interface (UNI) all the way to the customer edge. These
are sometimes called grey optics interfaces as a casual

name for the case where there is a single OTUk carried
over a fiber that cannot be optically multiplexed with
other OTN signals. There must be an O-E-O conversion
from the grey client signal to a colored line signal be-
fore optical multiplexing could be done.

13.8.1 Serial OTN Client Interfaces

At 10Gb=s, the fact that SONET/SDH OC-192/STM-
64, OTN OTU2, and Ethernet 10GBASE-R all had
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similar rates of operation allowed OTN client interfaces
to use the same optical components as those developed
for Ethernet, creating a situation where for many years,
the least expensive OTN interfaces were operating at
10G.

40Gb=s emerged much earlier in transport net-
works than in Ethernet (SONET/SDH around 1998,
OTN in 2002, and Ethernet not until 2010). The
first multivendor 40Gb=s client interface was [13.9]
VSR2000-3R2, which was a serial, C-band interface
operating at up to 2 km reach, which remained stub-
bornly expensive, partly due to not sharing any com-
ponent manufacturing volumes with Ethernet.

13.8.2 Parallel OTN Client Interfaces

Inspired by the cost-disparity between 10G and 40G
OTN client interfaces, when the IEEE P802.3bs project
developed 40 and 100Gb=s Ethernet based on paral-
lel interfaces, the industry undertook to design an OTN
frame format that could reuse Ethernet 40G and 100G
parallel interface modules for OTN client interfaces.
What was required was to stripe the OTN frame into
a number of optical transport lanes (OTLs) equal to
the number of PCS lanes used for Ethernet operating
at the same approximate rate (the OTN rate of op-
eration for these modules is slightly higher). OTU3
(40G) signals are striped into four OTLs, and OTU4
(100G) signals are striped into 20 OTLs, which can
then be bit-multiplexed as necessary onto the appropri-
ate number of physical lanes. For example, 5 of the 20
OTLs of an OTU4 are bit-multiplexed onto each phys-
ical lane of a 4� 25G pluggable module designed for
100GBASE-R. The nomenclature for a multiple lane
interface for an OTUk is OTLk.x, where x represents
the number of physical lanes over which the OTUk is
striped. For example, OTL4.4 represents an interface of
four physical lanes (using a 4� 25G Ethernet module),

0

Lane

Lane

1
2
3

1:16(FAS) 65:80
17:32 81:96
33:48 97:112
49:64 113:128
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Fig. 13.26 Distribution of OTU3 and OTU4 frames to parallel lanes

where each physical lane carries five bit-multiplexed
OTLs.

The way the OTUk frame is striped across multi-
ple lanes is by distributing the OTUk frame to the lanes
round robin in 16 byte increments. At each OTUk frame
boundary, the lanes are rotated so that the bytes that
were sent to lane 1 on the previous frame are sent to
lane 2, the bytes that were sent to lane 2 on the previous
frame are sent to lane 3, and so forth. This produces the
pattern shown in Fig. 13.26 for the OTU3 and OTU4
frames.

A consequence of this striping method is that bytes
1�16 of each OTUk frame will appear on each OTL
once per 4� 3824 bytes (exactly the size of an OTUk
frame), and the receiver can use a frame alignment
method that is nearly identical to that used for recover-
ing any OTUk frame from a line interface. The relative
position of the frame alignment signal on each lane
allows the receiver to reconstruct the original OTUk
frame.

While the OTN bit rate of operation for 40GBASE-
R and 100GBASE-R modules is slightly higher than
the Ethernet bit rate of operation, the performance is
maintained from the fact that the initially standard-
ized 40GBASE-R and 100GBASE-R interfaces op-
erated without FEC, whereas the OTN frames used
RS(255;239) error correction.

ITU-T optical specifications corresponding to the
use of Ethernet pluggable optical modules for OTL3.4
(40G OTU3) and OTL4.4 (100G OTU4) can be found
in [13.10] and [13.9].

13.8.3 Flexible OTN Client Interfaces (FlexO)

As described in Sect. 13.5, OTN evolution beyond
100G did not continue the track of defining a new hi-
erarchal level with a new discrete line interface rate
every time technology enabled a higher speed. The
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Fig. 13.27 FlexO frame and multi-
frame format

OTUCn formulation permitted creation of a variety of
line interface rates to meet the service rate and reach
requirements of a particular application. IEEE 802.3
Ethernet has continued the trend of specifying new, dis-
crete interface rates, with the next two beyond 100G
being 200G and 400G. The issue became how to cre-
ate OTN client interfaces at greater than 100G rates,
taking advantage of Ethernet pluggable optics, where
the line interfaces exist at an increasing variety of rates.
The answer was to define an OTN frame format for
an OTUCn that could be distributed across n 100G
Ethernet interfaces, much in the style of flex Ethernet
(Sect. 13.5.2).

For FlexO over 100GBASE-R Ethernet modules,
the n 100G slices of the OTUCn are dis-interleaved,
and each 100G slice is encapsulated in a FlexO frame.
The FlexO frame is designed based on a 100GBASE-R
Ethernet frame with FEC, using Ethernet-style align-
ment markers to stripe each 100G interface over four
FEC lanes on a 10 bit Reed–Solomon symbol basis. The
FlexO frame, illustrated in Fig. 13.27, is organized as
a 5440bit by 128-row structure, repeating in an 8-frame
multiframe. Each frame has Ethernet-style alignment
markers, FlexO overhead, and an RS(544;514) FEC

(the same one used by Ethernet) based on 10 bit sym-
bols. The first seven frames of each 8-frame multiframe
contain 1280 bit of fixed stuff (indicated by FS in the
diagram). The amount of fixed stuff is calculated such
that each 100G PHY operates at nearly the same bit
rate as the OTL4.4 interface for OTU4 described in
Sect. 13.8.2. This allows module vendors to design and
test 100G pluggable modules for support of only two
bit rates of operation (Ethernet and OTN), with the
OTL4.4 format used for OTU4 and the FlexO format
used for each 100G slice of an OTUCn.

A 2018 update of [13.11] adds formats for FlexO
over 200G and 400G Ethernet pluggable modules.
These modules are supported by interleaving two or
four of the 100G FlexO Instances used over a 100G
module over a 200G or 400G module. Also introduced
is the possibility on higher rate modules to leave some
of the 100G FlexO Instances as unequipped. For ex-
ample, it is possible to support a 300G OTUC3 client
interface over two 200G optical modules with one un-
equipped FlexO instance. As mentioned with 100G
above, ITU-T optical interfaces corresponding to the
use of 200G and 400G pluggable Ethernet modules can
be found in [13.10] and [13.9].
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13.9 Conclusions

OTN and related standards for Ethernet and flex Eth-
ernet provide a rich toolset to address a wide range of
network applications.

Simple network applications (e.g., point-to-point
data center interconnect) require only a few of these
tools, e.g., a single mapping of an Ethernet client over
a line interface with path monitoring. Simple imple-
mentations, e.g., pluggable transponders, are available
to serve these simple network applications.

Larger, more complex networks, e.g., multiservice
networks spanning the administrative domains of mul-
tiple network operators, may require using additional
capabilities defined within the OTN suite of standards

to perform traffic management, service assurance, and
fault isolation. Equipment used in these types of net-
works may range from pizza box type network elements
at the network edge to collect traffic, to ROADMs, to
large OTN crossconnect systems where digital groom-
ing of traffic may be required.

OTN is not inherently complex, but some of the net-
works in which it is used are. OTN can be as simple
or as complex as it needs to be for any given network
application. A summary of specifications enabling the
use of the same commonly available pluggable mod-
ules for Ethernet or OTN client interfaces is provided in
Table 13.11.

Table 13.11 Use of ethernet pluggable modules for OTN client interfaces

Ethernet interface [13.5] ITU-T optical specification ITU-T frame format
40GBASE-LR4 (clause 87) [13.10] C4S1-2D1 [13.1] STL256.4

[13.12] OTL3_440GBASE-ER4 (clause 87) [13.10] C4L1-2D1
100GBASE-LR4 (clause 88) [13.9] 4I1-9D1F [13.12] OTL4.4

[13.11] FOIC1.4100GBASE-ER4 (clause 88) [13.9] 4L1-9C1F
CWDM4 MSA [13.10] C4S1-9D1F
4WDM MSA 40 km [13.9] 4L1-9D1F
200GBASE-FR4 (clause 122) [13.10] C4S1-4D1F [13.11] FOIC2.4
200GBASE-LR4 (clause 122) [13.9] 4I1-4D1F
400GBASE-FR8 (clause 122) [13.9] 8R1-4D1F [13.11] FOIC4.8
400GBASE-LR8 (clause 122) [13.9] 8I1-4D1F

Ethernet interface [13.5] ITU-T optical specification ITU-T frame format
40GBASE-LR4 (clause 87) [13.10] C4S1-2D1 [13.1] STL256.4

[13.12] OTL3_440GBASE-ER4 (clause 87) [13.10] C4L1-2D1
100GBASE-LR4 (clause 88) [13.9] 4I1-9D1F [13.12] OTL4.4

[13.11] FOIC1.4100GBASE-ER4 (clause 88) [13.9] 4L1-9C1F
CWDM4 MSA [13.10] C4S1-9D1F
4WDM MSA 40 km [13.9] 4L1-9D1F
200GBASE-FR4 (clause 122) [13.10] C4S1-4D1F [13.11] FOIC2.4
200GBASE-LR4 (clause 122) [13.9] 4I1-4D1F
400GBASE-FR8 (clause 122) [13.9] 8R1-4D1F [13.11] FOIC4.8
400GBASE-LR8 (clause 122) [13.9] 8I1-4D1F

13.10 Interoperable OTN Line Interfaces

As observed earlier in the chapter, optical networks may
be constructed using a combination of fully standard-
ized interfaces, and functionally standardized propri-
etary interfaces. Longer reach (1000s of km or subsea)
and higher signaling rate interfaces (given the current
state of the art, greater than 100G) are normally propri-
etary interfaces, where there is a need not to sacrifice
any performance by including extra margin to account
for different vendor designs of the transmitter and re-
ceiver.

Shorter reach, lower signaling rate interfaces are
feasible to be fully standardized. The current state of
technology development is that 10G NRZ or 100G
DP-DQPSK (dual-polarization differential quadrature
phase-shift keying) optical signals carried over an am-
plified metro ROADM network with reaches up to ap-
proximately 450 km using 50 or 100GHz grid spacing.

The black link methodology is used for specifications
of these interfaces, as it is impractical to exhaustively
specify the performance of every piece of equipment
that may appear between the transmitter and receiver,
and while real network configurations have been used
to help establish parameter values, the standard only
specifies the transfer function that is expected to be
supported between the transmitter and the receiver at
a single-channel reference point. The optical specifica-
tions for these interfaces can be found in [13.13].

The digital frame formats for 10G NRZ are speci-
fied in [13.12]. As 100G DP-DQPSK requires a higher-
gain FEC, the format to carry an OTU4 over a single
100G wavelength using a G.698.2 application code is
specified in [13.14]. The format for carrying an OTUCn
over n 100G single-channel interfaces using G.698.2
application codes is specified in [13.15].
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14. Traffic Grooming

Rudra Dutta , Hiroaki Harai

A particular thread of research in optical network-
ing that is concerned with the efficient assignment
of traffic demands to available network band-
width became known as traffic grooming in the
mid-1990s. Initially motivated by the distinctly
different network characteristics of optical and
electronic communication channels, the area fo-
cused on how subwavelength traffic components
were to be mapped to wavelength communication
channels, such that the need to convert traffic back
to the electronic domain at intermediate network
nodes, for the purpose of differential routing, was
minimized. Over time, it broadened to include
joint considerations with other network design
goals and constraints. It was influenced in turn
by existing technology limitations, and in turn
served to influence continuing technology trends.
Traffic grooming has had a significant effect on
both the research and practice of transport net-
working. It continues to be a meaningful area not
just in historical terms, but as a wealth of tech-
niques that can be called upon for considering the
traffic engineering problem afresh as each new
development at the optical layer, or change in
economic realities of networking equipment or
traffic requirements, redefines the conditions of
that problem.
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14.1 Factors Motivating Traffic Grooming

In the few years after its inception, research on the
original traffic grooming problem grew very quickly to
a significant volume. This indicates that the time was
right for such studies, and in retrospect, a confluence
of a number of factors can be seen to have brought
this about. Before describing the original or classi-
cal grooming problem in Sect. 14.2, we briefly outline
these factors in Sect. 14.1, to provide understanding of
the context in which that problem was posed. It is nec-

essary, for this perspective, to retrace some commonly
known network history of this period of emergence.

The development of Internet traffic that was in-
strumental in introducing the traffic grooming problem
occurred at similar times, but not precisely the same
times, in various parts of the world; the rest of this
section is written from a typical perspective, since sim-
ilar trends were generally obtained over time across the
world.
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a) b)

Fig. 14.1a,b The last-mile problem: (a) an extreme solution, (b) a more balanced solution

14.1.1 The Last-Mile Problem
and Multicommodity Flow

In designing and dimensioning any capacitated net-
work, be it a network of communication channels,
fluid flow pipes, road transport, or any other, the so-
called last-mile problem is a ubiquitous one. Consider
a city water distribution system, where a single pump-
ing station pumps water into distribution pipes, which
eventually supply water to individual households. The
last-mile problem refers to the fact that for any such dis-
tribution system, the complexity of the pipe system, and
the number of individual pipe segments, will be domi-
nated by the final stage of the distribution, the so-called
last mile on the way to individual houses. Figure 14.1
shows the basic dilemma. In Fig. 14.1a, we show an
extreme possibility of what the pipe system may look
like. In this solution, individual small pipes are laid di-
rect from the central pumping station to each individual
house. This solution is clearly untenable from a scala-
bility point of view. However, even if it were practicable
for a given scale, it still might not be the most cost-
effective solution, depending on the cost of lengths of
pipe (and laying them), and the cost of junctions that
would be required to allow a large-bore pipe to feed
multiple smaller-bore pipes. Fig. 14.1b shows a more
general solution, in which a combination of pipes of
different bores, together with junction boxes, is used to
perform the same distribution. Typically, one would as-
sume that larger-bore pipes cost more per unit of length,
but that the cost increases less rapidly than the capac-
ity of the pipe (i.e., a double capacity pipe costs less
than twice as much per meter); this is likely to be true
of both the pipe itself and ancillary (sometimes larger)
costs such as laying the pipe. Thus, cost savings are ob-
tained by introducing aggregation of the commodity to

be distributed (water, in this example) at the larger-scale
end. On the other hand, such a solution requires pipe
junctions. Obviously, similar problems can be posed for
collection systems rather than distribution systems, as
when wastewater is gathered from households for trans-
port to one central wastewater treatment plant. Lastly,
the essential nature of the problem remains unchanged
if the number of pumping stations (or wastewater treat-
ment plants) is a few, rather than one.

In every real-world problem, there are other costs
and constraints on possible implementations, but most
if not all of them may be abstracted into (i) constraints
regarding the points at which branching (disaggrega-
tion) or aggregation is possible, (ii) costs of lengths,
and (iii) costs of junctions. This is amenable for abstrac-
tion into a graph problem. An optimal solution may be
found to this abstract problem for any combination of
these costs; for many natural cost measures, the scala-
bility considerations will cause an optimal solution to
employ some degree of aggregation.

In practice, the locations at which branching is pos-
sible, and which pairs of locations are feasible to lay
a pipe between, may often be constrained by other is-
sues such as zoning, real-estate prices, availability of
utilities, etc. In such a case, it is often more meaning-
ful to consider those locations and adjacencies as being
given parameters for a particular problem instance, and
the only problem to be solved is how much capacity to
provision for each possible pipe, so that sufficient water
may flow from the pumping stations to each consumer
(or from each consumer to the wastewater treatment
plants). As is obvious, this is equivalent to the graph
problem of flow maximization of a single commod-
ity, a problem of polynomial complexity that is readily
solvable optimally by algorithms such as the Ford–
Fulkerson method [14.1]. (As we have stated it above,



Traffic Grooming 14.1 Factors Motivating Traffic Grooming 515
Part

B
|14.1

Fig. 14.2 The multicommodity flow problem

the problem is the decision version of deciding whether
given flow demands can be satisfied, rather than the
corresponding optimization version of discovering the
maximum possible flow. But as with most problems, the
two versions are readily interconvertible.) This remains
true even if the last-mile problem is on both the pro-
duction and the consumption side, i.e., there are many
small sources as well as many small destinations, and
if the demand/supply of each destination/source are al-
lowed to be independent parameters. Such a problem
is a single-commodity flow problem, since all the com-
modity (water) is of a single type, and any unit of it,
wherever produced and however routed, will equally
well satisfy any unit of consumption demand by any
consumer. Further, with a single-commodity problem,
there are hopes that a large network instance can ef-
fectively be decomposed into multiple smaller network
instances, by imposing locality constraints (so that con-
sumers are fed by producers that are local to them,
rather than ones far off).

However, the essential difficulty of the problem
changes drastically if there are multiple commodities
that are distinct, so that the demand for one commod-
ity cannot be satisfied by any quantity of a different
commodity. With the same formulation as above, max-
imizing flows or satisfying each consumer’s demands
for each commodity, the multicommodity flow (MCF)
problem, is well known to be NP-complete, even with
nomore than two commodities [14.2]. Figure 14.2 illus-
trates a solution to an instance of a two-commodity flow
problem, and it is readily apparent that it is far more
difficult, even intuitively, to judge the relative quality of
two such solutions.

In practice, for a small number of commodities,
approaches based on single-commodity solutions fol-
lowed by reconciliation of flow capacities can yield
reasonably good solutions at no more than polynomial
cost. However, this is precisely the aspect in which
a large-scale entity-to-entity messaging system, such as
a communication network, is particularly at a disadvan-
tage. When every endpoint (source or producer) expects
to be able to address messages to any other endpoint
(destination or consumer), every such ordered pair of
nodes in the network gives rise to a unique commod-
ity. Thus, in a network that connects N endpoints, the
number of distinct commodities is N.N � 1/. The idea
of locality also disappears, since many more source-
destination pairs are far off from each other than pairs
that are close. Hopes for simple solutions that approach
optimality are increasingly misplaced as N increases. It
is for this reason that the last-mile problem is particu-
larly vicious in increasing the complexity of the design
task for any-to-any communication networks, such as
the telephone system, postal system, and the Internet.

14.1.2 Synchronous Optical Network/
Synchronous Digital Hierarchy
Optical Transport

The synchronous optical network (SONET) and syn-
chronous digital hierarchy (SDH) are related standards,
resembling each other so closely as to be essentially
the same, especially for the purpose of our current dis-
cussion. The former was advanced from an industry
consortium, standardized jointly with the International
Telecommunication Union (ITU), and gained more
ground in the United States; the latter was more a Eu-
ropean standard, largely standardized by the ITU. In
what follows, we shall refer to SONET/SDH, or simply
SONET, to indicate their common characteristics. Orig-
inally defined exclusively for ring networks, SONET
transport was generalized later to be capable of serv-
ing networks of general topologies. They are more fully
described in previous literature such as [14.3]. In this
section, we merely refer to the specific characteristics
that motivate our discussion.

From the grooming point of view, SONET/SDH is
a rather important entity. Starting with the introduc-
tion of the T-carrier system in the United States in
1961 (and other similar hierarchies in other parts of the
world), the originally analog transmission systems for
telephony adopted digital systems. This transition nat-
urally defined the adoption, from the very beginning,
of a base rate defined as the digitization of a sin-
gle voice line. Successively higher rates were naturally
formed by multiplexing an increasingly larger num-
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ber of lower-rate channels, thanks to the hierarchical
nature of the telephony architecture; this is the origin
of the term digital hierarchy. All such digital stan-
dards, until the emergence of SONET, were designated
plesiochronous digital hierarchies (PDHs), which indi-
cates that all components of a system have the same
clock rate (within a bounded delay), but may have
different phases. The technological inability of such
systems to guarantee a phase synchronized system-wide
clock implied that at every interface between commu-
nicating network elements there was need for potential
synchronizing activity at the beginning of every trans-
mission, utilizing a preamble or hunting phase, and
consequent buffering. Such systems might employ op-
tical transmission, but it could only be for short spans;
between points of such resynchronization requirements.

SONET/SDH represented a move into a synchro-
nous architecture, for the first time, in the mid-1980s.
This meant that SONET/SDH was able to perform mul-
tiplexing in a strictly time division multiplexed manner.
At every network element, input and output clocks
were synchronized; thus tight synchronization of all the
channels at all the different rates was possible across
an entire SONET network. Jitter and phase difference
could certainly occur at the ingress to the SONET net-
work, but this could be taken care of by introducing
the appropriate amount of buffer delay at the ingress.
However, once they had entered the network, the pay-
loads and frames remained synchronized throughout.
This approach made it possible for the network designer
to consider the issue of hierarchical multiplexing (of
lower-rate traffic streams into higher-rate channels) as
one that was well and truly abstracted by the network.
Further, SONET introduced the concept of concate-
nation to efficiently carry higher rates than the base
rate, as well as virtual tributaries to efficiently carry
subrate payloads. Together, these mechanisms provided
virtual concatenation (VCAT) capability. In this sense,
in SONET/SDH it was possible for the first time to
consider multirate capability as a service that the net-
work provided. Later, developments in next-generation
SONET (NG-SONET) would introduce mechanisms
naturally built over these capabilities, such as the link
capacity adjustment scheme (LCAS), which allows
VCAT channels to be resized to higher or lower rates
without requiring stopping and starting traffic flows,
and thus provides additional powerful abstractions to
the network designer.

Most importantly, in an essential sense, synchro-
nization allowed networking in a true optical sense even
with aggregated traffic. Prior to SONET, an optical
communication signal arriving via a fiber at an interme-
diate node could be forwarded optically to an outgoing
fiber only if it was an analog signal; for digital sig-

nals such as in a PDH, the requirements of reacquiring
synchronization to the digital signal implied the need
to process and buffer the bits in such a signal, thus
requiring so-called opto–electro–optic (OEO) conver-
sion: the incoming optical signal would be converted
to electronic form, processed by an electronic part of
the network element capable of recognizing bits and
bytes, and reconverted to optical form for transmission
on an outgoing fiber. In SONET, if the constituent bits
of a frame did not need to be changed at an intermediate
node, that frame could be passed through the node as an
optical signal, without OEO conversion, since it would
remain synchronized. This would not only eliminate
latency, but electronic switching equipment incompara-
bly costlier than simple optical forwarding. Of course,
such a potentiality was not possible to realize in the
original single-wavelength SONET networks, in which
each fiber carried only a single optical signal. It had to
wait until the advent of multiwavelength SONET rings,
utilizing wavelength divisionmultiplexing (WDM), and
the further development of standards such as optical
transport networking (OTN) to fully utilize the capa-
bility of such optical bypass.

It is interesting to note that at the time, this feature
of SONET was not seen as a capability of the network
to provide variable rate service to customers, since all
customers were considered to have a unique single-rate
device—the telephone. The flexible aggregation/disag-
gregation capability represented by SONET’s virtual
tributaries, and all-optical forwarding, enabled by syn-
chronous operation, were seen as internal features of
the network. Nevertheless, the potential of an optical
network to groom traffic can be traced back to this de-
velopment.

14.1.3 Transport Networks, DWDM
and Virtual Topology

As we have previously pointed out, the last-mile prob-
lem is an expression of the simple truth of large distribu-
tion networks; for scalability, a hierarchy of aggregation
is inevitable in such networks. This in turn implies that
higher capacity is required for the links higher up in
the hierarchy, since in general more traffic is aggregated
onto those links. As long as the same basic technology
is used for the transmission of bits at various levels of
the hierarchy, the only way to obtain higher capacity at
higher levels of the hierarchy is to lay multiple links,
or cables, of the type that make up the lowest levels of
the hierarchy. This, coupled with the much larger dis-
tances that such links would have to span (hundreds
of miles as opposed to hundreds of feet), made the
links by far the larger fraction of the cost of the net-
work at these higher levels of hierarchy, as compared
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to the intermediate nodes. This was the state of the
network at the time of the inception of the network,
when the telephone network was the unique commu-
nication network that achieved nearly planetary span;
this continued to be the case even after the emergence
of the Internet (after the successive experimental and
gestational phases of ARPANET and NSFNet), before
the use of optical fiber communication became prac-
tical and commercially available. Accordingly, at the
time a clear split in the network business was perceived
by all concerned—network operators and engineers,
equipment manufacturers, and researchers. This split
has been characterized as that of the transport network
and the traffic network by [14.4], and for the present
discussion we adopt these terms.

On the one hand, network service providers with
large networks of national footprint, or backbone net-
works, dealt with networks composed of these very
costly, high-level links. In consequence, bandwidth was
scarce, and every unit of bandwidth was precious. In the
early days of planetary data networking, the proprietary
telephone networks were the only real at-scale band-
width providers at national and international scales, and
a model of paying for bandwidth at this level very natu-
rally came into being, since the bandwidth to be used for
Internet traffic was bandwidth that required significant
capital expenditure to install and operating expenditure
to maintain and operate, and could otherwise profitably
be used in carrying voice traffic. Data networking over
leased telephone lines consisted of leased lines operated
by business customers to run their organizational net-
works, using protocols such asX.25 or switched network
access (SNA), and later TCP/IP (Transmission Control
Protocol/Internet Protocol). Such sizable business cus-
tomers used leased lines for their Internet access, and
individual customers soon followed with modem access
(through second- and third-tier service providers). Traf-
fic on these transport networks was, therefore, consoli-
dated traffic, and could be consideredmore or less stable,
if only because the total trafficwas likely to be limited by
some part of the backbone network.

On the other hand, the local networks that served in-
dividual customer premises were composed of a larger
number of endpoints, distributed over a comparatively
tiny geographical span. Installing bandwidth was nei-
ther costly nor difficult—often consisting of nothing
more than patching a few more cables in some closet.
Accordingly, in these traffic networks, bandwidth was
nearly free, and almost always overprovisioned; con-
sequently, the network links were typically sparsely
utilized, and traffic was very bursty.

Traffic engineering, or the attempt to control traf-
fic by the use of routing as well as other mechanisms
such as timing, shaping, policing, etc., is clearly more

appropriate for the transport networks, since traffic is
more predictable (thus traffic engineering is possible),
and bandwidth a costly resource that must be well
utilized (thus traffic engineering is necessary). Accord-
ingly, a good deal of attention, in both the research
and practitioner communities, went into traffic engi-
neering for backbone networks. This line of work was
the natural successor for traffic engineering and rout-
ing in telecommunications networks. For the purpose
of engineering traffic for transport networks, or plan-
ning future deployments or resource provisioning, it
was not useful to consider the traffic volumes offered by
the traffic networks explicitly—rather, it was natural to
model the aggregated traffic offered to the transport net-
works as essentially stationary distributions, in which
the variations and burstiness of individual traffic net-
works had been smoothed out by superposition of many
such traffic streams, as well as shaping/smoothing due
to admission control and the long-haul bottleneck.

This situation exhibited only a special case of a gen-
eral truth in any large, complex, distributed system:
such a system, unless very precisely designed andmain-
tained, is going to have one or more bottlenecks at any
time, although such bottlenecks can move over time.
The introduction of optical communication introduced
precisely such a move. The bitrate capacity of even the
earliest commercial fiber-optic transmission systems
represented a jump of more than an order of magnitude
over that of the largest bundle of long-haul electronic
transmission channels, and kept improving frequently
and significantly, a trend that is still continuing with-
out much abatement at the time of writing. Further,
while the manufacturing needs for increasingly more
sophisticated fiber were very exacting, after the original
installed capacity of manufacturing plants, the mass-
production cost of fibers quickly shrank to very low val-
ues, and bundles of fibers were laid even for links where
the bandwidth of a single fiber was already more than
the traffic projected to be carried by the link for current
conditions. One of the most significant jumps in fiber
bandwidth was the development of dense wavelength
division multiplexing (DWDM) technology, allowing
the use of many simultaneous independent communica-
tion channels to be realized over a single optical fiber,
by the use of multiple transmitting lasers and receiv-
ing photodetectors operating at slightly different center
frequencies, or wavelengths. The term dense was ap-
plied only to distinguish such systems from predecessor
systems that multiplexed two (or a few) such wave-
lengths on a single fiber, typically to achieve duplex
communication. DWDM systems, in contrast, achieved
16 wavelength channels on a fiber early on, and 40 or 80
soon thereafter; currently so-called ultradense systems
can achieve over 300 channels.
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Almost overnight, the transport networks had
shifted to a regime where the bandwidth of the long-
haul links were no longer the bottleneck—the band-
width capability of the backbone suddenly outstripped
the current demand by far. On the one hand, to some ex-
tent this weakened the position that backbone networks
were inevitably bandwidth constrained, and that care-
ful resource constrained dimensioning and design was
necessary for these networks. On the other hand, there
were several factors that tended to reinforce the existing
view. Obviously, the very increase in transport network
bandwidth made the gulf between the magnitude of in-
dividual traffic flows and backbone network capacity
even higher, making it truer than ever that the individual
flows of traffic contributed to by traffic networks were
insignificant with respect to the transport network de-
sign, and were only important in aggregate. Secondly,
despite the eventual low price of fiber, backbone net-
work operators were initially faced with a large capital
expenditure to install fiber, as well as the costly optical
switching equipment. Thus the transport network be-
came a costlier resource than ever, and the need to use
it most efficiently so as to maximize revenue remained
paramount.

One of the reasons that a DWDM optical switch is
costlier is that every fiber carries W wavelengths, and
each such wavelength channel on each incoming (and
outgoing) fiber needs its own optoelectronic line ter-
minating equipment, analogous to SONET’s add-drop
multiplexer (ADM), not to mention the multiplexer/de-
multiplexer that each outgoing/incoming fiber requires
to separate the signals on different wavelength chan-
nels. Even a single wavelength channel on a single fiber
was quite a high-speed channel by the standards of the
time, and the corresponding electronic equipment to
cross-connect these electronic channels of traffic (anal-
ogous to SONET’s digital cross-connect) was costly.
In contrast, if all the traffic on a particular incoming
wavelength channel were bound for the same outgo-
ing wavelength channel on some outgoing fiber, then
the entire wavelength channel could be forwarded as an
optical channel in the switch, eliminating a large num-
ber of ADMs, and using only comparatively cheaper
optical devices. This gave rise to the research area of
logical topology or virtual topology design, which pro-
duced a rich literature of its own, starting with early
work such as [14.5, 6]. This body of research has been
extensively reviewed in the literature, and is dealt with
elsewhere in this handbook as well. Below we provide
a minimal definition, purely in order to be able to mark
the contrast with the traffic grooming problem, in a later
section of this chapter.

The essential problem is shown schematically in
Fig. 14.3. Given a set of lightpaths, or optically con-

Virtual topology
Gv = (N, EL)

(given)

Routing RL
(each lightpath
in EL onto Gp)

(output)

λ-assign L
(each lightpath

in EL onto {1..W})
(output)

Physical topology
Gp = (N, EF), 

wavelength limit W
(given)

Fig. 14.3 The virtual topology problem

tinuous wavelength channels, that were desired to be
established between node pairs of the given backbone
network, the task was to realize them by picking a route
for each, as well as the wavelength it would be real-
ized on, so that the solution could be feasibly achieved
by the optical switches the nodes were equipped with.
For this reason, the problem is also known as routing
and wavelength assignment, and is described more fully
elsewhere in this handbook. Both Gp and Gv are al-
lowed to be multigraphs, since more than one fiber link
may be laid, or more than one lightpath may be desired,
between the same pair or nodes. Each lightpath acted
like an end-to-end physical circuit, being implemented
by optical equipment that operated at the subbit level,
and offered essentially constant end-to-end latency;
hence the terms of logical/virtual topology. Indeed,
backbone network providers looked to such topologies
to leverage their costly new DWDM optical network to
provide higher revenue by essentially providing multi-
ple customers with networking service, each with their
own virtual, customized network topology.

With the virtual topology problem, the design view
thus continues to be that for transport networks, the de-
sign input is aggregated (and stable) traffic demands
(the lightpaths); no explicit representation of lower-
level traffic is attempted.

The gains represented by an efficient virtual topol-
ogy design (that minimized the need for OEO conver-
sion of traffic, ideally eliminating it by routing each
lightpath in the demand completely optically end-to-
end) would be only fully realized if the large number
of ADMs potentially saved by virtualizing the topology
could be actually eliminated from the optical switches,
thus making it possible for much simpler and cheaper
switches to realize the network. However, with such
hardware switches it is only practical to customize
a network with such nodes if the traffic demand (de-
sired lightpath graph Gv) is very nearly static, and
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a network solution put in place in hardware can be
expected to serve the demand for a long enough time
to make the investment worthwhile. With the contin-
uing assumption that the aggregate traffic demand at
the backbone was stable, this seemed practical, but it
is obvious that for dynamic virtual topologies to be in-
stantiated, it would be necessary to flexibly utilize the
limited number of ADMs at the switch. The develop-
ment of reconfigurable optical ADMs (ROADMs) a few
years later represented precisely this capability, so that
each of a limited number of ADMs could be used to ter-
minate or passthrough any wavelength channel between
incoming and outgoing fibers, and thus virtual topolo-
gies could be modified on demand. As we will see later,
this provided a required piece of the grooming problem.

14.1.4 Access Networks
and the Rise of Traffic

As we previously mentioned, the early data networks of
national or international scale were provided largely by
telecommunications operators (except for ARPANET
created on an experimental basis), and the early users
of data communications obtained services from them
either on an individual basis, using modem calls, or
organizationally in bulk, using leased lines, and later,
leased topologies. Individually, the modem calls repre-
sented a vanishing fraction of both the network usage
in total number of calls, and the total data network us-
age. (Some individual users were privileged to have
T1 connections to their organizational network access;
we count them among the organizational use model.)
However, this evolved very quickly, powered by the
growth of the cheaper, more powerful, ubiquitous per-
sonal computer (PC). It is at this time that the open,
publicly available and realizable suite of Internet proto-
cols began to first catch up with, then far outstrip, closed
proprietary data network protocols.

Holding times for the fictitious telephone calls (ac-
tually representing dial-in by individual users to their
providers for their data communication needs) were
orders of magnitude higher than true voice calls, and
with growing numbers, upset the model of network
traffic demand that telecommunications operators had
depended on for decades. The number of individual
users, and hence traffic flows (commodities in terms of

the MCF problem we introduced in Sect. 14.1.1), ex-
ploded from dozens to a few hundred, and quickly to
millions and beyond (until now it stands at billions).
With increasingly faster computing available in PCs,
a large variety of applications capable of producing
and consuming data at an increasing rate sprang up.
Through the mechanisms of dial-up, Internet traffic (of-
ten referred to as packet traffic, to distinguish from the
classical circuit traffic of voice calls) started account-
ing for a nonnegligible amount of the traffic on the
backbone, but on the backbone itself Internet traffic re-
ceived its share of the bandwidth only on lines leased by
Internet service providers (ISPs), who typically leased
such bandwidth conservatively. The need for intermedi-
ate network scales, between typical local area networks
and the wide area (national or international) networks,
became paramount, and it became a rewarding business
model to provide such networks.

There is another factor related to the reprovisioning
of backbone networks with optical equipment, as we
mentioned in Sect. 14.1.3. Providers able to make the
transition became capable of much faster networking,
while those that decided against it took on the man-
tle of a lower-tier network, capable of consolidating
less of the exploding traffic demand. There was also
a natural correlation with the locality of such network
providers; networks that were limited in geographical
span naturally took on the mantle of regional networks.
This created a hierarchy of network operators, or tiers,
typically indicated by terms such as tier 1, tier 2, etc.
networks, with the tier 1 operators providing the widest
backbones, and representing the highest level of traffic
aggregation. Networks at the lowest level of consolida-
tion and aggregation became known as access networks.

Although the access networks consolidated far less
traffic than the backbone networks they were feeding
that traffic into, this volume of traffic was significantly
higher than the traffic flows of the individual, or small
business, user. Thus, the traffic demands on the back-
bone networks underwent a fundamental change; they
were still too small to be considered individual units of
traffic to be routed by individual wavelength channels
on the optical networks, but not small enough that they
could be considered an undifferentiated fluid of pack-
ets. Such subwavelength traffic demands provided the
final piece of the traffic grooming puzzle.

14.2 The Original Traffic Grooming Problem

In this mix of the state of technology, the promise
of technology to come, the prospect of exponentially
growing traffic, and the available traffic engineering al-
gorithms, arose the concept of traffic grooming. The

underlying observation of traffic grooming is that with
the advent of DWDM, there was a mismatch in the cost
of the equipment and operations necessary to serve the
traffic flows in a large network with communication
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utilizing optical transmission. Bit for bit, optical fiber,
optical transmission, optical switching, and even fiber
installation could be considered cheap—but only if con-
sidered in bulk. Conversely, electronic processing of the
data for the purpose of making the forwarding decision
loomed as a large cost, if it was to be accomplished
even at a fraction of the data speeds made possible by
the optical communication technology. Thus the last-
mile problem reappeared with a vengeance, and with
a two-fold aspect: the meteoric rise of electronic traf-
fic endpoints and volumes, coupled with the extreme
contrast of the costs of electronic versus optical pro-
cessing. Without an efficient and practical solution of
the problem, the only choice was between the follow-
ing two extreme scenarios:

1. Perform minimal or no multiplexing of low-speed
electronic traffic into optical wavelength channels.
The cost of optical equipment, bit-for-bit, would be-
come very high in this solution; it would severely
underutilize the optical bandwidth, and use of op-
tical transmission systems would simply not be
justified.

2. Perform as much multiplexing as possible, packing
each wavelength, but at each intermediate rout-
ing node, reconvert traffic into electronic form,
suitable for traditional routing and forwarding pro-
cessing. Optical channels could still be used for
transmissions along individual links, but the band-
width of such channels would become a double-
edged sword—the increased bandwidth would re-
quire very high capacity of electronic routing at
each intermediate node. Any cost savings due to
the use of optical transmission (as opposed to tra-
ditional electronic) would become negligible in
comparison. The use of optical channels would be
irrelevant to the cost of the network.

Thus, the very future of optical transport in enabling
the envisioned future planetary data communication
network seemed threatened. Consciously or otherwise,
many optical networking researchers converged toward
answering this challenge, and for a time, traffic groom-
ing enjoyed a somewhat large proportion of the atten-
tion among optical network design problems.

In the mid-1990s, research work addressing the ef-
ficient use of wavelength resources as well as electronic
routing resources in multiplexing electronic traffic onto
optical wavelength channels started appearing in litera-
ture, and by the end of the 1990s, the term grooming
became generally accepted and used to refer to this
problem. The decade that followed saw quite exhaus-
tive research into this area, and focused on descriptions
of the problem that were variations on the same basic

problem. This literature has been adequately surveyed
and described elsewhere [14.7–11], and we do not at-
tempt another complete description here. In the rest of
this section, we describe the essential grooming prob-
lem, as originally studied.

14.2.1 Essential Grooming
Problem Description

In this original form, the traffic grooming problem can
be seen as the problem of aggregating subwavelength
traffic onto high-speed lightpaths, minimizing the op-
toelectronic equipment cost of the network. It can be
considered an optimization problem, and simply de-
scribed as in Fig. 14.4. Contrasting this with Fig. 14.3,
which describes the virtual topology problem men-
tioned in the previous section, we can see that while
the virtual topology design problem may start with the
number of lightpaths between every source and desti-
nation (the lightpath demand matrix) as a given input,
in the grooming problem the corresponding input is the
subwavelength traffic demandmatrix, and the grooming
problem extends the virtual topology design problem
by requiring (i) that the lightpath demand matrix itself
be computed, and (ii) that the subwavelength traffic de-
mands be mapped onto the lightpath demand matrix.
Thus, traffic grooming is a joint two-layer routing prob-
lem; however, in optimization terms, the constraints of

Virtual topology
Gv = (N, EL)

(output)

Routing RL
(each lightpath
in EL onto Gp)

(output)

λ-assign L
(each lightpath

in EL onto {1..W})
(output)

Physical topology
Gp = (N, EF), 

wavelength limit W
(given)

Subwavelength
traffic demand

matrix TN×N
(given)

Routing RG

(each demand
in T onto Gv)

(output)

Fig. 14.4 Traffic grooming problem
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Fig. 14.5 Schematic switch architecture for optical and electronic switching

the two layers are different (the wavelength routing
layer has the same wavelength continuity requirement
as before). In the simplest form of the grooming prob-
lem, the impact on the objective function comes from
only one of the routing layers—the cost is assumed
to be proportional to the amount of traffic that has to
be electronically forwarded from one lightpath onto
another, whenever a subwavelength traffic component
traverses a sequence of multiple lightpaths in its jour-
ney from source to destination. The virtual topology
problem (routing as well as wavelength assignment)
thus turns out to be subproblems of the traffic groom-
ing problem. This can be seen as the mathematical
reflection of the observation we made above—that with
traffic grooming research, optical network design re-
searchers subsumed the responsibility of addressing the
needs of the end-to-end traffic, not just the needs of the
transport network.

The schematic structure of a generic optoelectronic
switch that embodies the two-layer routing capability,
and hence is suitable for use in a traffic grooming net-
work, is shown in Fig. 14.5. We hasten to point out that
this is merely a schematic representation of the capa-
bilities of any such switch, not necessarily the physical
architecture of such a switch. The middle of Fig. 14.5
shows the individual grooming switch, while on the
right we see its use in the broader networking context,
and the left shows (schematically) the details of only
the optical part of the switch.

The grooming switch can be seen to be a combi-
nation of two cross-connecting fabrics. The top part
of the switch as diagrammed is an optical cross-

connect (OXC), capable of demultiplexing each of the
W wavelengths from each incoming fiber, and switch-
ing each wavelength independently to some outgoing
fiber. This independent switching capability is repre-
sented in Fig. 14.5 by W separate optical switches that
are colorless (such equipments provide the same func-
tionality independent of the wavelength of the optical
signals injected into them, and do not modify the wave-
length of the signals they process), each devoted to the
switching of all the lightpaths of a given wavelength at
that network node. Any of the wavelength channels may
also be dropped to a digital cross-connect (DXC) that
forms the lower part of the grooming switch. Similarly
traffic from the DXC can be added and transmitted out
on some wavelength channel on some outgoing fiber as
desired.

The lower part of the grooming switch represents
the DXC, and therefore all the OEO conversion capa-
bility at this network node. It can similarly demultiplex
subwavelength traffic streams digitally, and switch in-
dividual traffic flows (analogous to timeslots, or virtual
tributaries, of SONET) from different dropped wave-
length channels independently of outgoing subwave-
length traffic flows multiplexed into outgoing wave-
length channels. Individual subwavelength traffic flows
can be added from the access networks served by this
backbone network node, or dropped into those access
networks.

The key observation is that the cost of this grooming
switch is disproportionately accounted for by the digital
part of the switch, although it handles traffic at a much
lower rate, and (with good design) a much lower total
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volume of traffic, than the optical part, due to the asym-
metry in cost between optical switching and electronic
processing/switching capabilities.

14.2.2 Mathematical Programming
Formulation—Static Problem

From consideration of the multicommodity flow prob-
lem, it is easy to see that both the virtual topology
problem, and the traffic grooming problem independent
of the virtual topology subproblem, are NP-complete.
Precise formulations of the problem are thus not gen-
erally useful in the sense that they do not practicably
yield optimal solutions by automatic solving. Neverthe-
less, such formulations of the problem are essential,
not only in obtaining a precise mathematical descrip-
tion of the problem, and to distinguish between specific
variants, but also in yielding insights toward specific
heuristic or approximation approaches. Further, gener-
ally available techniques for approximate solutions of
large mathematical programming problems can be ap-
plied if such formulations are available. Many such for-
mulations have been provided in the literature, and dif-
ferent formulations have differing advantages in terms
of amenability to automatic solution, or to relaxation
techniques, or other techniques such as the introduction
of cutting planes. Typically, such formulations are ei-
ther posed as integer linear programs (ILPs) or mixed
integer linear programs (MILPs). Here, we simply pro-
vide one formulation, for the sake of completeness; it is
crafted for ease of exposition rather than computational
efficiency. It follows the classic formulation of the basic
communication networking problem of [14.12], and the
previous formulation of the grooming problem of [14.8].

In this formulation of the problem, we represent
both physical fiber links, and lightpaths, to be directed.
This is the more general representation; an undirected
representation is in essence a constraint for fiber links
and lightpaths to exist only in bidirected (and simi-
larly routed) pairs, and possibly also a requirement for
traffic demands to be similarly symmetric. We also as-
sume each link of the physical topology to be a single
fiber link. The parameters include the physical topol-
ogy, specifically, plm is the physical link indicator; it
indicates whether a link exists in the physical topology
from node l to m. We use the following notation for
lightpaths:

bij is the lightpath count, i.e., the number of
lightpaths established in the solution, from
node i to j

bij.l;m/ is the number of such lightpaths whose phys-
ical routing traverses the physical link from
node l to m

c.k/ij .l;m/ is the link lightpath wavelength indicator; it
is 1 if such a lightpath uses the wavelength k
over the physical link from l tom, 0 otherwise.

All of the above variables are integers, and the last
set binary integers. The remaining variables relate to
traffic, they are also all represented as integers since we
assume that traffic demands, as well as allocated flows,
are all expressed as multiples of some basic rate (and
therefore quantized). C denotes the bandwidth of a sin-
gle wavelength channel in terms of that basic rate. Input
parameters of the form t.sd/ embody the demands of
various source-destination node pairs on the network;
t.sd/ is the amount of traffic that needs to flow from
node s to d. Collectively, these form the traffic matrix
TD Œt.sd/	. All such traffic demands must be carried by
lightpaths of the virtual topology in the solution.We use
the variable tij to denote the aggregate traffic carried by

the lightpath (or lightpaths) from node i to j, and t.sd/ij
denotes the amount of this traffic that is due to the de-
mand t.sd/. With N denoting the number of nodes in the
physical topology, the domain for each of i; j; s; d; l;m
is f0; : : : ;N � 1g. The number of wavelength channels
W supported by each directional physical link is as-
sumed to be given as a parameter. The domain for k is
f0; : : : ;W�1g. Accordingly, we can formulate the traf-
fic grooming problem as follows. The constraints are
separated into subsets that embody the different sub-
problems (SP) in the grooming problem as described
before.

Minimize (one of the following functions):
Total number of lightpaths

X

i;j

bij ; (14.1)

total amount of electronic switching

X

s;d;i;j

t.sd/ij �
X

s;d

t.sd/ ; (14.2)

maximum number of lightpaths at a node

max
i

2

4max

0

@
X

j

bji;
X

j

bij

1

A

3

5 : (14.3)

Subject to:
Physical topology constraints

bij.l;m/ � bijplm ; 8i; j; l;m ; (14.4)

c.k/ij .l;m/� plm ; 8i; j; k; l;m : (14.5)
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Lightpath routing SP constraints

N�1X

lD0
bij.m; l/�

N�1X

lD0
bij.l;m/

D
8
<

:

bij; mD i
�bij; mD j
0; m¤ i; m¤ j

9
=

;
8m; i; j ; (14.6)

X

i;j

bij.l;m/�W ; 8l;m : (14.7)

Lightpath wavelength assignment SP constraints

W�1X

kD0
c.k/ij .l;m/D bij.l;m/ ; 8i; j; l;m ; (14.8)

X

i;j

c.k/ij .l;m/ � 1 ; 8k; l;m ; (14.9)

N�1X

lD0
c.k/ij .m; l/�

N�1X

lD0
c.k/ij .l;m/

8
<

:

� bij; mD i

�bij; mD j
D 0; m¤ i; m¤ j

9
=

;
8i; j; k;m :

(14.10)

Traffic routing SP constraints

tij D
X

s;d

t.sd/ij ; 8i; j ; (14.11)

tij � bijC ; 8i; j ; (14.12)

N�1X

jD0
t.sd/ij �

N�1X

jD0
t.sd/ji D

8
<

:

t.sd/; iD s
�t.sd/; iD d
0; i¤ s; i¤ d

9
=

;
8m; i; j : (14.13)

Most of the constraints are self-explanatory. The
physical topology constraints ensure that lightpaths can
only traverse physical fiber links that exist, and that
each wavelength on each fiber can only be used by at
most one lightpath. Constraint (14.6) is a flow-balance
equation of lightpaths on the fiber topology, and (14.7)
ensures that no more lightpaths attempt to traverse
a fiber link than the number of wavelengths available
on that link. (It may be noted that (14.7) is redun-
dant; we discuss this later.) Constraints (14.8), (14.9),
and (14.10) together express the wavelength assignment
problem; (14.9) enforces that at most one lightpath can
be assigned a given wavelength on each fiber link; and
(14.8) reconciles these assigned wavelengths with the

total number of lightpaths traversing a given physi-
cal link on a per-source-destination basis. Constraint
(14.10) is in effect the wavelength continuity constraint:
at each node m, if this is an intermediate node, the
number of lightpaths entering the node on any given
wavelength must be balanced by those exiting the node
on the same wavelength, on a per-source-destination ba-
sis. Finally, (14.11) and (14.12) enforce the capacity
constraints, and (14.13) enforces the flow balance con-
straints, for the routing of subwavelength traffic on the
topology of lightpaths.

14.2.3 Variants of the Traffic
Grooming Problem

Many variants of the problem may be conceived of that
differ in specific details, while falling under the general
description of reducing the electronic routing over-
head while most gainfully using the optical switching
and transport capabilities of the network, given traffic
requirements. Different variants may be more represen-
tative of the problem under various problem scenarios
differing by envisioned switching equipment capabili-
ties, expected network or traffic characteristics, or re-
quirements or expectations posed by end-to-end traffic.

The three alternate objective functions given above
in (14.1), (14.2), and (14.3) are examples of differences
in representing and envisioning switch architecture and
network resource provisioning. Objective (14.1) is sim-
ply the number of times a lightpath is terminated
(source or sink) in the entire network: this is the num-
ber of optoelectronic ports that will be needed in all
the switches combined. Some or all of the traffic in
each such lightpath may be electronically switched to
another lightpath, while the rest is exchanged with the
access network, and not all lightpaths may carry a full
load of traffic. But the cost of electronic equipment is
likely to increase with the number of optoelectronic
provisioned ports, whether such a port switches elec-
tronic traffic from/to another optical channel or to/from
an access channel, and even if such a port is underuti-
lized. Thus (14.1) tries to capture the realistic cost of
optoelectronic equipment.

Objective (14.2), on the other hand, takes the po-
sition that the exact cost of each optoelectronic port
may not be a fundamental quantity; it may change from
network to network, and the per-port cost of a 48-port
switch may not be the same as that of a four-port switch;
so this representation attempts to focus on the unquan-
tized number of bits that were OEO switched over the
entire network, considering that all other things being
equal, a network that requires less overall OEO switch-
ing will be possible to provision with less optoelec-
tronic equipment. Objective (14.2) abstracts the prob-
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lem to a higher degree than (14.1), and assumes less
about the details of network provisioning and design.

Conversely, (14.3) attempts to assume more about
how a network might be realistically provisioned by
OEO switches. It attempts to minimize the maximum
number of optoelectronic ports that a switch at any net-
work node will need; this is in effect an assumption that
all nodes will be provisioned with the same model of
switch, with the same OEO switching capability—in
this model, minimizing the OEO switching at some or
most nodes is useless if this creates a very high burden
of OEO switching at some node.

Other differential node capabilities could also be as-
sumed, such as full or partial wavelength conversion
capability. We remarked above that constraint (14.7)
is redundant; in fact it is implicit in constraints (14.6),
(14.8), and (14.9). However, this assumes that none of
the nodes have any wavelength conversion capability.
If, instead, we assumed full wavelength conversion ca-
pability to be available at each node of the network,
the entire wavelength assignment SP, i.e., (14.8), (14.9),
and (14.10), would be eliminated; in that case (14.7)
would become operative in enforcing the number of
wavelength channels supported on a fiber link by the
transmission system. Similarly, a version of (14.10)
(summing over all wavelengths k rather than individ-
ually for each) could be written that would make (14.6)
redundant as well, but a feature of the formulation as
presented is that the wavelength continuity constraint
(14.10) can be relaxed on a per-node basis, making it
easy to model the more realistic situation whereby some
nodes possess wavelength conversion capability while
others do not.

14.2.4 Dynamic Traffic Grooming Problem

In the above, we have assumed that all the traffic
demands are stable, and can be represented by time-
invariant quantities. As we have remarked above, this is
a reasonable assumption for the virtual topology prob-
lem; aggregated demands at the level of wavelength
bandwidths are unlikely to undergo significant changes
rapidly. For the grooming problem, it was also ini-
tially considered reasonable, since the subwavelength
traffic demands were themselves assumed to be aggre-
gated traffic, perhaps at granularities of the OC-3 (about
155Mb=s) level of SONET—a level that was unlikely
to be produced by individual traffic flows subject to
rapid variation. However, over time, individual traffic
components grew in size, and emerging applications
such as online video conferencing introduced traffic de-
mands subject to short-term variations in rate that were
comparatively heavy by existing standards. Considering
the grooming problem under the model of subwave-

length traffic demands that changed significantly over
short timescales became a meaningful problem to ad-
dress.

In terms of the formulation provided above for the
static traffic grooming problem, it is reasonable to at-
tempt to model the dynamic grooming problem by
allowing the traffic matrix T to represent time-varying
traffic. A class of problems can be conceived in which
a problem instance is defined by providing a set of
specific time epochs ftig, and one version of the traf-
fic matrix Ti that is operative between each successive
pair of epochs. Potentially, the set of matrices repeats
cyclically, indicating periodic traffic sources—that is,
the changes in traffic demand arise from periodic un-
derlying phenomena that produce changes in the traffic
demand. Such a problem provides a complete future
history of the traffic, and requires a plan for the entire
period of interest. It is possible to see such a prob-
lem as simply a combination of several separate static
grooming problems, which can be solved separately,
one solution per epoch. However, it is likely that in
such a problem, additional constraints (or components
of the objective function) will reflect the consequences
of the fact that these solutions will need to be realized
one after the other on the same network. For example,
changing virtual topology typically incurs a reconfig-
uration cost, reflecting energy expenditure as well as
latency during which traffic is not serviced. A particular
version of the dynamic grooming problem of this class
might require jointly minimizing OEO routing and re-
configuration cost—a single virtual topology that is not
optimal for either of two traffic matrices in the sequence
of input matrices might be the optimal one when the
savings in avoiding reconfiguration are factored in.

A different class of dynamic grooming problem is
obtained when instead of a certain future history, a ran-
dom process is specified for some or all of the subwave-
length traffic demands. For example, the magnitude of
subwavelength traffic demands could be modeled as
randomly varying with some specified distribution, and
their lifetime could be modeled by a similar process,
such as a Poisson process. It is also possible that there
is no uncertainty in the actual traffic matrices, and a set
of them fTig is provided as in the previous paragraph,
but the epochs ftig at which traffic changes are random.

The grooming problem could be formulated to
require actions from different action spaces. The tra-
ditional call admission control model could be used,
so that the network accepts or rejects each new sub-
wavelength traffic demand, and has to find appropriate
routing for accepted demands in the current virtual
topology, without rearrangement of currently resident
lightpaths or subwavelength traffic. Alternatively, the
action space can include actions to rearrange and mod-
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ify the virtual topology, or subwavelength traffic routing
over the virtual topology. A formulation might even
allow elimination of resident traffic, if some traffic de-
mands are deemed more critical than others.

For dynamic grooming problems (especially the lat-
ter class, where the nature of the variation is only
known statistically rather than exactly), the objective
of grooming is likely to be different from that of static
grooming (although OEO minimization may continue
to be a component of the objective function). Some pos-
sible objectives could be to minimize:

(i) The blocking probability, over all traffic demands
(ii) The provisioning time (time to setup a connection

for an arrival, traffic delay, etc.)
(iii) The disruption to traffic already being carried
(iv) The unfairness (e.g., traffic demands having dif-

ferent bandwidth requests should have approxi-
mately the same blocking probability), or other
similar goals.

Further variations in the definition of the problem
are possible; scheduled demands might specify win-
dows during which they can be satisfied (carried), rather
than requiring immediate transport, or demands might
change using an increment–decrement model, rather
than an arrival–departure model, and so on. A some-
what more detailed discussion, and survey of some
relevant literature, can be found in [14.13].

14.2.5 Further Evolution of Grooming

Many other variants were commended to researchers’
attention by specific needs or envisioned characteris-
tics of emerging or future network scenarios. Over time,
three kinds of evolution can be seen to have occurred in
the literature:

1. Continued consideration of the traffic engineering
problem under opportunities or limitations posed
by evolving switching and transmission systems. As
optical communication and switching systems con-
tinue to evolve and improve, through advances such
as higher speeds, wavebands, elastic or flexible-grid
wavelengths, this research area continues to address
the challenge of showing how well a network com-
posed of such advanced optical systems can serve
in carrying the traffic generated by the edge of the
network, which in turn gets further away from the
core with the continued growth of the untethered
edge of the Internet, mobile devices, and machine-
to-machine (M2M) traffic (all of which are even
finer grained and even more dynamic than tradi-
tional Internet traffic before their introduction).

2. Finer or better traffic engineering, based on various
specific requirements or expectations of traffic. This
includes considering impairment-aware grooming,
survivable grooming (described in more detail in
Sect. 14.5), grooming for differentiated quality of
experience (QoE), and other such topics. It also
subsumes the general issue of grooming for time-
varying traffic demands we mentioned above. As we
mentioned, many different models of time-varying
traffic demands exist; for example an incremental
model where traffic demands suffer random bulk
increase or decrease at random (or predetermined)
epochs of time, or a scheduled model where traffic
demands can declare their arrival well in advance of
proposed network occupancy. Under such different
models, the QoE of users can be very different with
the same network provisioning of their traffic flows.

3. Better, or more novel traffic engineering, based on
design objectives that reflect in whole or in part
considerations that were not previously or tradition-
ally considered the purview of traffic engineering,
or even networking. Such studies have addressed
green grooming (to minimize energy usage of the
network), grooming as an economic tool, integra-
tion of grooming and software-defined networking,
and similar such topics.

However, in general quite a large variety of grooming
research has been driven by a basic sequence of consid-
erations that are surprisingly similar to its original in-
ception: (i) The demands of ever more bandwidth spurs
innovation in transmission and transport systems for in-
creasingly larger bitrate capabilities. (ii) As soon as such
an advance happens, a straightforward scaling up of ex-
isting switching methods becomes unscalable and in-
supportable due to the increased port counts, energy ex-
penditure, latency, or other metrics that would be in-
curred. (iii) Innovative switchingmethods are developed
to switch traffic at larger bulk, or better efficiency, etc.,
but (iv) switching at the finest granularities continues
to be necessary to interface the network with the lower-
speed access and tributary networks, requiring thedesign
of innovative approaches to selectively combinebulkand
fine-grained switching—in other words, grooming.

A good fraction of recent grooming research has
been focused toward grooming to address both the lim-
itations and opportunities represented by the develop-
ment of waveband transmission and switching systems,
and multicore fiber, which fall in the first of the three
directions we articulate above. In the next two sections,
we review these areas, before concluding the chapter by
indicating some other recent directions and horizons of
grooming research, although we do not discuss those at
similar length.
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14.3 Wavelength-Waveband Grooming

As we have seen before, the basic need for grooming
arises from the fact that there are multiple natural granu-
larities of traffic and capacity in optical networks, which
need to be mapped to each other. In classical groom-
ing, as we have discussed above, the multiple granular-
ities arise from the fact that transports that are appro-
priate for aggregating electronic traffic at higher layers
have a very different (smaller) typical speed than prim-
itives for optical communication (fibers, or even indi-
vidual wavelength channels). However, multiple granu-
larities can arise from different varieties of optical tech-
nology also. We have previously mentioned colorless
equipment,which behave the sameway regardless of the
wavelength of the optical signal fed into them (within
operating limits). To encode multiple signals into the
different wavelengths that can be carried by an optical
fiber, a different laser and other transmission equipment
is needed for each such wavelength channel. The lasers
can thus be considered colored, as in operating only onor
with optical signals of specific center wavelengths. Sim-
ilarly, to separate out the signals multiplexed onto the
fiber bymultiple such lasers, it is necessary to use optical
filters and receivers, each of which select only specific
wavelength channels. This is the process of wavelength
division multiplexing (WDM), described in more detail
elsewhere in this handbook.

The idea of wavebands arises from the observation
that filters can be designed to select frequency ranges
that do not necessarily have to match the precise ranges
that were used by the transmission lasers. It is not use-
ful to design filters that have finer granularity than the
corresponding transmission lasers, since the resulting
output signal will not correspond to any sensible sig-
nal injected by the transmitter. However, it is possible
to use filters that have somewhat coarser granularity
than the transmitting lasers. That is, such a filter would
have a broader bandpass than the band of individual
transmitting lasers. Such filters would have the effect of
partially demultiplexing the wavelength channels multi-
plexed on the fiber. Consider the upper part of Fig. 14.6,
which represents a possible spectral use of a fiber. Each
peak corresponds to a separate optical signal injected
by the transmitter, using 32 different lasers each tuned

Fig. 14.6 Wavelength and waveband

to a specific center frequency. To extract the signals in
the wavelength channel, it would be necessary to em-
ploy 32 filters at the receiver that are similarly tuned.
However, as the colors show, it is also possible to em-
ploy four filters of coarser granularity: that is, tuned
to be less frequency selective. The first would filter
through all of the wavelengths used by the first (low-
est wavelength) eight lasers, the second would filter
through the wavelengths for the next eight, and so on.
Thus, the four filters partially demultiplex the incoming
signal into four subsets of the actual wavelength chan-
nels used. Naturally, to extract the actual wavelength
channels, it would be subsequently necessary to further
demultiplex each such partially demultiplexed signal
using finer filters; this process can be generalized into
multiple such partial demultiplexing steps, ultimately
using filters whose granularity matches the transmis-
sion lasers in order to extract the actual transmitted
wavelength signals. Different combinations of coarse
and fine-grained filters can obviously be used; the bot-
tom half of the same figure shows how the same set of
four broader bandpass filters partially demultiplex an
optical signal that actually consists of 64 fine-grained
wavelength channels.

It may appear that this is not practically useful, since
we are only adding coarse-grained filters, without being
able to eliminate any of the fine-grained filters that are
necessary to ultimately extract the wavelength channel
signals. However, this can pose considerable savings
for an optical switch that needs to switch such wave-
length channels rather than terminate them, when it so
happens (or is achieved by design) that many of the
wavelength channels coming in on the same incoming
fiber need to be switched onto the same outgoing fiber.
In that case, the use of a single coarse filter may suf-
fice to separate out the part of the optical signal that is
composed of these channels and no others. The result-
ing optical signal can then be switched by a colorless
optical cross-connect, and multiplexed back into the
target outgoing fiber. This not only creates a saving
in the number of filters, but also in cross-connect fab-
ric. The collection, or band, of fine-grained wavelength
channels that can be separated out by such a coarse
filter is called a waveband, and this type of switching
is called waveband switching. Figure 14.7 illustrates
waveband switching; Fig. 14.7a shows how some wave-
bands may be directly switched from an incoming fiber
onto an outgoing fiber, while other wavebands have to
be terminated so that their component lightpaths may be
extracted (for differential routing, or terminating). Fig-
ure 14.7b shows the architecture of a switch that can
enable systematic waveband and wavelength switching;
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Fig. 14.7 (a) Wavelength, waveband, their lightpaths, and (b) optical node architecture

contrasting this with Fig. 14.5 is instructive, as it shows
that the single level of optical cross-connect that we
previously considered (composed of multiple identical
optical switches for individual wavelengths) is now it-
self a hierarchy—into one or more (the figure shows
only one) levels of waveband cross-connects (BXC),
and a final level of wavelength cross-connect (WXC)
as before. Together, the BXC and WXCmake up a two-
level OXC.

A waveband-based approach has become more at-
tractive as optical technology has provided ever nar-
rower wavelength channels. Currently, multiplexing 80
wavelength channels on commercial fiber with 50GHz
interval is very common. Even finer ones are already
in use commercially, and likely to become increasingly
common in the near future. Waveband switching pro-
vides an alternative to the increasing optical switch
fabric size that would otherwise be needed, reducing the
size of OXCs and the number of maintained lightpaths.

Some earlier optical network research, such as lin-
ear lightwave networks (LLNs) [14.14, 15], can be seen
as a precursor of wavebands due to their use of a two-
layer optical hierarchy. In LLNs, optical components
called linear divider/combiners (LDCs) couple and
split optical signals. Unlike passive optical networks
(PONs), the coupling and splitting are on WDM basis
(not TDM as in traditional PONs), and both splitting
and combining can occur in a traffic flow. LDCs are col-
lections of passive, colorless optical devices. In order
to avoid coupling and splitting all wavelengths, wave-
band demultiplexers and multiplexers are introduced.
Figure 14.8 shows an example with two wavebands,
each with two wavelengths.

Waveband switching can be considered a general-
ization of this concept, with optical switches replacing
LDCs. Such an approach, using space-divided opti-

LDC1
(WB1)

LDC2
(WB2)

WB1 WB2 Wavelength

a)

b)

Fig. 14.8 (a) Waveband (de)multiplexing and linear di-
vide/combine, an example with (b) two wavebands with
two wavelengths each

cal switches instead of LDCs, and using fiber grat-
ings for waveband demultiplexers, provided one of the
early practical demonstrations of waveband-wavelength
optical switching [14.16]. Later demonstrations have
used arrayed waveguide gratings (AWG), bandpass fil-
ters with optical couplers, and wavelength selective
switches (WSSs). Waveband conversion (simultaneous
conversion of a set of wavelengths) has been demon-
strated with field optical fibers in [14.17].

The best assignment of wavelengths to wavebands,
to attain some engineering or economic objective such
as minimum cost of switching, is obviously a design
problem similar to the classical grooming problem we
considered before, and we refer to it as wavelength-
waveband grooming. Research has focused on minimiz-
ing network cost, or maximizing carried traffic. Cost
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Fig. 14.9 FXC, BXC, and WXC in fiber, waveband, and
wavelength layered architecture

can be defined narrowly, at the scope of each individual
switch, by focusing on the number of ports and num-
ber of elemental switches. Alternatively, we can adopt
a network-wide definition of cost, to include the number
or distance of fiber links, the number of optical ampli-
fiers, and so on. The study of [14.18] addresses port
minimization by using wavelength conversion to put
channels to be routed to the same destination on wave-
lengths that are suitable for grouping into wavebands.
Conversely, [14.19, 20] does not assume wavelength
conversion capability, and addresses the cost minimiza-
tion problem in a three-layer hierarchy (where the fiber
is considered a final level of aggregation, with mul-
tiple fiber links between node pairs) as in Fig. 14.9.
Another interesting switch architecture is a hybrid of
waveband switching and TDM (electronic) switching,
where the wavelengths in a single waveband are de-
multiplexed into different digital lines, providing a wide
range of granularity, from waveband through subwave-
length [14.21].

In [14.22], an alternative waveband scheme and cor-
responding switch architecture is presented and demon-
strated. In this scheme, the wavelength channels that
make up any given waveband are not contiguous in fre-
quency, but are interleaved, as shown in the right-hand
side of Fig. 14.10. Such wavebands can be imple-
mented by cyclic AWGs, which have a periodic trans-

… … …

11 12 13 14 21 22 23 24 31 32 33 34

WB1 WB2 WB3 …

Wavelength

… … …

11 21 31 41 12 22 32 42 13 23 33 43

WB1 WB2 WB3 …

Wavelength

a)

b)

Fig. 14.10a,b Wavelength and waveband allocation:
(a) continuous, (b) interleave/cyclic

WB1

WB2

WB3

WB4

WB5

WB 1 × 5 switch

Cyclic AWG

λ1–λ40

WB1: λ1 λ6 λ11 λ16 λ21 λ26 λ31 λ36
WB2: λ2 λ7 λ12 λ17 λ22 λ27 λ32 λ37
WB3: λ3 λ8 λ13 λ18 λ23 λ28 λ33 λ38
WB4: λ4 λ9 λ14 λ19 λ24 λ29 λ34 λ39
WB5: λ5 λ10 λ15 λ20 λ25 λ30 λ35 λ40

Fig. 14.11 A waveband–wavelength switch architecture
with cyclic AWGs

mission response, and the resulting wavebands have
the advantage of highly isolated wavelength channels.
Figure 14.11 shows an example of this architecture
for five wavebands-per-fiber, eight wavelengths-per-
waveband. At the first stage of the cyclic AWG, in-
put wavelengths are divided into separate wavebands
(e.g., WB1D �1 �6 �11 �16 �21 �26 �31 �36). At the
waveband switches, each waveband can be switched to
an output multiplexer (or dropped into a WXC if de-
sired). At the set of output cyclic AWGs, all wavebands
are multiplexed onto corresponding outgoing fibers.
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14.4 Grooming for SDM Networks

Multicore fibers (MCFs) are a comparatively recent de-
velopment at this writing. In such fibers, multiple paths
exist for light to traverse, that can be used simulta-
neously by different optical signals; each such signal
may be composed of multiple multiplexed wavelength
channels [14.23]. In effect, a multicore fiber can be
thought of as multiple fibers that are available at a single
physical port, and with the same physical routing. Al-
ternatively, we can see a multicore fiber as a fiber with
a larger number of wavelength channels, with the added
opportunity of wavelength reuse (that is, subsets of the
channels can be on the same wavelengths), and can be
switched optically to other cores of the same fiber at
an intermediate optical switch. Figure 14.12 represents
MCFs with seven cores each, three of which are shown
as carrying lightpaths on the same set of five different
wavelengths. Since the same wavelength can be reused
multiple times on the same fiber by injecting different
instances into different cores, this is called space di-
vision multiplexing (SDM), and is discussed at greater

MCF MCF

Core 1

Core 2

Core 3

Wavelength

Fig. 14.12 Space division multiplexing and multicore fiber

Switch

Demux

Demux

Mux

Mux Fig. 14.13 A node
in a no-grooming
SDM network

length elsewhere in this handbook. Such transmission
systems and associated switching have been described
in detail elsewhere, such as [14.24, 25]. With the devel-
opment of multicore optical amplifiers [14.26], multiple
wavelength paths in an optical core can be maintained
and switched collectively.

As with wavebands, grooming in such networks
is desirable in order to prevent the huge increase of
bandwidth from causing a similar increase in required
switching capacity. This can be appreciated by referring
to Figures 14.13 and 14.14. The former shows a case
where multiple cores are treated effectively as multi-
ple fibers, leading to a very large number of wavelength
channels that must be switched by the cross-connect,
requiring a very large fabric. In the latter figure, we indi-
cate a joint spatial-optical switch, capable of switching
the signals from some cores as a whole to other out-
going cores on outgoing fibers (similar to switching
entire wavebands without demultiplexing into compo-
nent wavelength channels), while extracting individual
wavelength channels from other cores. The structure of
such a switch would be a further generalization of the
switch structures shown in Figs. 14.5 and 14.7.

Another recent development in spectral use in
fibers, called elastic optical networking, or flexible grid,
allows different channels to occupy different amounts
of the spectral range of the fiber’s transmission capa-
bility. This allows provisioning lightpaths of different
rates. Although this seems conceptually similar to in-
verse multiplexing lightpaths on a uniform grid, in
fact using some lightpaths of variable capacity allows
more flexibility, and being able to provision lightpaths
of larger capacity (broader spectrum) allows elimi-
nation of wasteful guard bands. Different modulation
methods may be chosen appropriately for channels of
different bandwidth (or intended to traverse different
distances), as shown in Fig. 14.15. The granularity of
the lightpaths allowed is determined by the minimum
width of the wavelength slot. ITU-T Recommenda-
tion G.694.1 specifies a frequency grid anchored to
193:1THz for dense wavelength division multiplex-
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Fig. 14.16 Spatial and spectral super channels

ing (DWDM) applications, and supports a variety of
channel spacing ranging from a minimum of 12:5GHz
to 100GHz and wider. Elastic optical networking has
been considered in more detail elsewhere in this hand-
book.

The idea of elasticity in spectral bands can be com-
bined with multiple cores, as shown in Fig. 14.16.
So-called super channels are formed by combining the
corresponding spectrum in multiple bands and/or cores
into the same logical channel. In this example, logi-
cal Channels 1 and 2 are each super channels in the
spectrum domain, since each consists of two individ-
ual wavelength channels. Logical Channel 4 is a spatial

1 1

2
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1

4

5

3 2

6
7

1

4

6

5 3

2

Crosstalk-aware predefined rule First fit Fig. 14.17 Crosstalk-aware core
selection

super channel, while Channel 3 is a spectral-spatial su-
per channel, in which individual componentwavelength
channels are themselves channels broader than the min-
imum bandwidth.

Grooming in such networks can encompass any
part or all parts of the design decisions involved in
mapping traffic to the available transport primitives,
while keeping the switching needs (switch sizes, ports
of various types, the total number of logical channel
terminations, etc.) within scalable limits. Such prob-
lems can be formulated as integer linear programs,
more complex versions of the formulations presented
in Sect. 14.2. A formulation for the static case, encom-
passing spatial and spectral super channels, is available
in [14.27]. A formulation for minimization of the num-
ber of switching modules (with a specific switching
architecture) can be found in [14.28].

As before, such precise formulations are even more
likely to be difficult to optimally solve in practice, and
heuristic approaches using the insights provided by the
formulations, and considering the specific network sce-
narios of the problem, are likely to be more realistic.
For example, the study in [14.29] addresses the rout-
ing, spectrum, and core assignment (RSCA) problem.
(The authors actually refer to core/mode, since their
formulation can equally well handle multiple spatial
cores or the modes of multimode fibers.) In this study,
lightpath assignment also takes into account intercore
crosstalk. One of their approaches, called predefined
core prioritization, selects subsequent cores after the
first one by considering adjacency, always selecting the
core with least projected interference; they show that
this results in better selection than first-fit in rotation
order. Figure 14.17 shows an example of this approach
(the right-hand side shows the solution that would be
produced by first-fit).
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Optical packet switching, a comparatively recent
technological development that is currently becoming
realistic (multiwavelength optical packet switching has
been demonstrated at 12:8 Tb=s [14.30]), provides yet
another flavor of grooming in SDM networks. Fig-
ure 14.18 illustrates grooming packets onto spectral-
spatial super channels. Logical Channel 4 carries op-
tical packets. Contrast this with Fig. 14.16; we see
the added time dimension allows us to distinguish be-
tween long-lasting circuits, and short optical packets (or
packet trains). Optical packet switching has been con-
sidered in more detail elsewhere in this handbook.

Figure 14.19 summarizes the design alternatives
available to the architect of an SDM network. Any or
all of these alternatives may be encompassed into the
same overall network, and therefore can form the basis
of a grooming problem.

14.5 Conclusion: Traffic Grooming—Other Arenas

As we remarked before, traffic grooming studies have
encompassed issues that have extended the scope of
the field into areas that can be broadly considered in
three categories. In the previous section, we focused on
specific recently active research topics that fall in the
first of those categories, namely keeping up grooming
techniques with recent advances in optical networking
advances.

In this last section, we briefly mention some of these
research directions.

14.5.1 Grooming for Specific
Traffic Requirements

One of the earliest ways in which grooming techniques
were extended was in considering time-varying traffic.
Although, as remarked before, the growth of Internet
or packet-network traffic was one of the instrumental

factors in bringing about the study of grooming, initial
work in the grooming area had focused on the tradi-
tional paradigm that such traffic, when aggregated for
injection into the backbone or transport network, varies
with time comparatively slowly. Hence initial studies
proceeded with a model of stationary traffic demand
matrices, with the assumption that occasional recom-
putation with fresh traffic matrices would be sufficient
to track the slow and gradual change in traffic. How-
ever, as the effect noted in Sect. 14.1.4 proceeded to
previously unimagined levels, it became clear that such
recomputation would be required quite frequently. This
provided impetus for research studies that focus not
only on near-optimality of a traffic engineering solution
for a particular snapshot (matrix) of traffic, but its ease
of reconfiguration into new solutions for likely evolu-
tion of traffic. We have described the main ideas of
dynamic grooming in Sect. 14.2.4.
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Beyond this, network application scenarios such as
e-science, or high-quality (and more recently immer-
sive) interactive video also motivates further expansion
into an even more dynamic model, as the heaviest of
subwavelength traffic components, while still subwave-
length, become large enough that explicitly considering
their arrival and departure models can present an op-
portunity to significantly improve the quality of the
grooming solution. Finally, it is plausible that some
traffic demands may be heavy enough in magnitude to
merit entire wavelength channels, but retain the tran-
siency of end-to-end traffic rather than the stability of
aggregated traffic. Accommodating such demands in
the same network would require dynamic resource pro-
visioning algorithms that are a hybrid between the clas-
sical grooming algorithms of yesteryears, and the even
older user-controlled lightpaths (UCLP) paradigm.

Other specific requirements of traffic that create
novel aspects of the grooming problem have to do with
finer awareness of factors affecting the quality of ser-
vice or experience (QoS/QoE) received by a groomed
traffic flow. Impairment-aware grooming attempts to
take into account known or discovered fiber and trans-
mission impairments in optical links when routing
subwavelength traffic, and ensure that traffic demand
components with particularly sensitive QoE require-
ments do not have them violated through being routed
over the network of optical links. Similarly the reach of
lightpaths may be taken into account.

Significant research attention has gone into sur-
vivable grooming, ensuring that a grooming solution
guarantees given measures of continuity to groomed
traffic flows, whether in terms of redundancy, failover
time, reliability, or any other metric [14.31]. This is
a particularly important current and future thread of
traffic grooming, since an increasing fraction of traffic
demands expect, or even depend on, service continuity
through network disruption events. It is possible that in
the near future, every traffic flow will do so. While net-
work survivability has been well addressed in research,
there are potential benefits that can be reaped only by
jointly considering grooming and survivability aspects.
As an example, a popular approach in network sur-
vivability is shared protection—designating the same
network resources as protection for multiple resident
lightpaths that cannot fail together according to the as-
sumed failure model. It is obvious that greater benefit
can be obtained by considering such traffic flows at
the subwavelength level. More recently, such studies
have also branched out into considering advancing opti-
cal technology; for example [14.32] considers the joint
problem in the light of elastic optical networks.

Finally, some research has focused on additional in-
novative primitives of transport, beyond the traditional

lightpaths and digital switching. Above we have already
mentioned optical packet switching. Another novel idea
worth mention is the use of the light-tree primitive:
a one-to-manymodel of communication, usingmulticast
at the optical signal level [14.33]. Such a light tree can be
used for grooming in the same way as broadcast-and-se-
lect communication media of an earlier age: the source
node designs a light tree to reach a number of destina-
tion nodes, and injects traffic bound for all of these nodes
into the wavelength channel, and each destination node
extracts the subwavelength part that is addressed to it. In
such an approach, the source node chooses the combina-
tion of subwavelength traffic to groom together, for this
reason, it can be considered source-node grooming.

14.5.2 Grooming Beyond Traffic Engineering

Finally, some grooming studies have focused on emer-
gent issues that are not typically the purview traffic
engineering. They may be considered either the appli-
cation of traffic grooming techniques to problems other
than that of traffic engineering, or grooming for traffic
engineering goals as usual but with integrated consider-
ation of other problems. Green grooming, or grooming
to minimize energy usage of a network (rather than
more traditional network figures of merit) is such an
example. Grooming has also been used in network
economy research, where grooming can be used as an
economic tool by either the provider of the customer
of networking services, and the value (OpEx, deprecia-
tion cost) of networking resources can be used to decide
relative desirability of various network-wide grooming
solutions—or to communicate, between provider and
customer, such relative desirability for various groom-
ing alternatives for specific traffic components. The
newly emerged paradigm of software-defined network-
ing (SDN) has multiple facets, and more than one has
intersections with traffic grooming. SDN approaches
can be seen purely as realizing a network administra-
tion/management channel, and thus a vehicle for coor-
dinated grooming action, especially dynamic grooming.
Agility and policy flexibility is another of the hallmarks
of SDN approaches, and grooming solutions can be
used to complement such agility by seamlessly switch-
ing between multiple alternatives for the same resident
traffic demand utilizing different grooming solutions,
involving different choices of OEO conversion, without
any perceived changes for the end-to-end customer.

14.5.3 The Future of Traffic Grooming

Overall, traffic grooming is an important research area
that is at the heart of bringing the benefits of optical
communication and networking to the rich variety of
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evolving traffic needs for new networking applications.
By its very nature, grooming continues to be an exciting
research area, as the needs and nature of traffic produces
new surprises every year, and optical communication
and switching techniques advance apace.

Even as new grooming research is published regu-
larly, the core body of original traffic grooming liter-

ature continues to be a valuable resource—not just in
historical terms, but in providing a wealth of histori-
cal techniques that can be called upon for considering
new traffic engineering problem afresh as they arise, as
well as other network design problems, through devel-
opments of technology that were unsuspected when the
classical grooming problem was originally formulated.
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15. Dynamic Control of Optical Networks

Mohit Chamania , Admela Jukan

Significant developments in technologies such as
distributed/cloud computing, mobile applications
and the Internet of things (IoT) are driving de-
mands for lower costs and higher throughput
from the underlying network infrastructure. Optical
networks have evolved accordingly (flex-grid, all-
optical switching, etc.) to accommodate increasing
demand and reduce capital expenditure (CAPEX). In
order to further lower costs, automation of control
and management processes is essential to reduce
human intervention over the service lifecycle. The
need for automation has driven the development
of optical control planes, which attempt to au-
tomate operations associated with provisioning
and recovery from failures (service restoration).
This chapter introduces the core functions in-
volved in the control of optical networks, including
network discovery, wavelength routing, dynamic
service provisioning and seamless fault recovery.
We chart the evolution from the inception of fully
distributed control plane architectures to the more
recent software-defined networking architectures
and outline the already visible future trends in
the dynamic control of optical networks, includ-
ing intent-based networking and applications of
artificial intelligence (AI).

This chapter is structured as follows. Section 15.1
introduces the background of optical control and
management planes in legacy optical networks,
and introduces control plane standards. Section 15.2
illustrates one of the first software-defined control
andmanagement plane artifacts, called path com-
putation element (PCE). Section 15.3 analyses the
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applications of software-defined networking (SDN)
in optical networks. Section 15.4 presents some
emerging trends in optical control planes, such
as intent-based networking and applications of
AI. Section 15.5 gives a summary and a few final
remarks.

Network control is a subset of network management op-
erations associated with the provisioning and lifecycle
management of services. In networks, the term control
plane (often abbreviated as CP) is generally used to de-
scribe a set of (typically distributed) control processes
that can automate functions associated with network
control. The term plane specifically originates from

voice networks, for it was often illustrated by a plane
above the physical devices over which specific control
functions are located to indicate its distributed nature
and independence from the underlying physical net-
work. Today, almost all telecommunication networks,
including the Internet, cellular networks and content
distribution networks, use the notion of a control plane
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to refer to the infrastructure created to carry signaling
traffic such as protocols for routing, resource reserva-
tion and failure detection, as well as the infrastructure
that hosts the key networking functions, such as path
computation—all of which are associated with the dy-
namic control of these networks.

Configuration of optical services in particular re-
quires orchestration of numerous operations on de-
vices, such as configuration of optical cross-connects in
ROADMs (reconfigurable optical add-drop multiplex-
ers), reconfiguration of gains from optical amplifiers,
and power equalization of existing wavelengths that
span the device to minimize induced noise. As oper-
ations on any individual device can have an effect on
the end-to-end service, manual orchestration of these
operations is known to be complex and error-prone.
Furthermore, the mechanisms associated with these
operations on individual devices are mostly vendor-
specific. Vendor-specific environments make it harder
to deploy services that spanmultiple vendor devices and
introduce additional configuration and human-resource
related challenges, as network administrators need to be
trained to master control on different vendor systems,
which is expensive and time consuming. Control planes
have therefore been designed to abstract and automate
multiple device-level operations in an effort to simplify
distributed service provisioning, and potentially deliver
both multivendor and multicarrier interoperability.

Control planes host critical network functions and
operations so that the infrastructure remains resilient
to failures. Traditional network management systems
(NMS) were the primary source of error monitoring and
correction, and were designed as a centralized entity
responsible for delivering FCAPS (fault identification,
configuration, accounting, performance, security) op-
erations. However, a centralized network management
system also presented a single point of failure. As
a result, specific functions such as service monitoring

and restoration were moved to the control plane. Con-
trol planes were designed as a distributed architecture,
which allowed the control plane to automatically re-
cover from failures on one or more sites. However,
the distributed architecture is inherently more complex
to implement, and also presents scalability challenges
for managing networks with a large number of nodes,
devices and/or services. These restrictions, and trade-
offs between the centralized and distributed control
and management architectures, coupled with recent ad-
vances in high-availability software architectures, have
driven the conceptualization and design of innova-
tive optical control planes, primarily in the context of
SDN.

SDN proposes the separation of control functions,
with node-specific control operations such as forward-
ing functions implemented on individual devices, while
global functions such as topology discovery and path
computation are implemented on a logically centralized
SDN controller. In order to orchestrate network-wide
operations such as service provisioning, the central
controller can compute and push rules for individual de-
vices using standardized protocols. Efforts to integrate
SDN-based control in optical networks are still ongo-
ing, but it has already emerged as a preferred standard
for the joint management of multilayer (Internet proto-
col (IP)/optical) networks.

The development of SDN architectures and stan-
dards have now been integrated within a larger push to
deliver concepts such as data analytics, machine learn-
ing, intent-based networking, and network function
virtualization (NFV) that are essential for intelligent au-
tomation of optical networks. Control frameworks for
optical networks are undoubtedly witnessing a rapid
evolution alongside developments in AI and comput-
ing in general. All these trends in combination are soon
expected to yield a true innovation in future optical net-
works.

15.1 Background and Evolution of Control Planes

Before all-optical networks became the technology
of choice for transport of high-bandwidth services
in the physical layer, end-to-end connections were
multiplexed and switched at the electronic layer us-
ing SONET/SDH (synchronous optical network/syn-
chronous digital hierarchy), which in turn operated
over point-to-point WDM (wavelength division multi-
plexing) links. Switching at the electrical layer, while
simpler, also required optical-electrical conversions at
each node and was not cost efficient. The introduction
of all-optical transport in telecommunication networks

required accompanying control functions that could
provide the basic feature set for managing services,
namely service provisioning and automatic recovery
from failures.

The common consensus to achieve these goals was
to have a distributed control function that would be
present on all devices participating in the optical net-
work. Two standardization bodies, the International
Telecommunication Union-Telecommunications (ITU-
T) and Internet Engineering Task Force (IETF) came
up with complimentary proposals for the same goals.
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The ITU-T proposed the automatic switched transport
network (ASTN) or automatic switched optical net-
works (ASON) that defined the requirements on the
interfaces for communication between the different ac-
tors participating in the control plane. The generalized
multiprotocol label switching (GMPLS) framework,
proposed by the IETF, was a collection of protocols that
could fulfill the functional requirements to setup and
monitor end-to-end optical connections as outlined in
ASON [15.1].

This chapter presents a brief overview of the ASON
and GMPLS protocols.

15.1.1 Automatic Switched Optical Networks
(ASON)

The ASTN/ASON standards proposed a reference net-
work presentation as shown in Fig. 15.1. As shown in
the figure, control domains indicate a distributed infra-
structure to manage the underlying physical network
infrastructure. Control domains are further classified
based on the entity owning the underlying infrastruc-
ture. As seen in the figure, user domains are established
for the infrastructure managed by the end-user, and
a service can be requested from the transport net-
work to interconnect entities in different user domains.
A provider domain represents a logical control domain
for the transport network infrastructure. As seen in the
figure, a provider domain can either directly control
the optical transport network infrastructure, or can be
composed of multiple distinct control domains. The
hierarchical control infrastructure is typical for large
networks, where lower-level control domains can be or-
ganized to manage a subset of the network classified
(for example) by the vendor or by the geographical area.

Using this reference network presentation, the
ASTN/ASON standards identified three primary func-
tions essential for controlling optical networks, namely:

� Topology discovery [15.2]� Path control [15.3]� Call and connection control [15.4].

In order to facilitate distributed network control, the
control plane must have the capability to discover the

actual network topology. The topology discovery pro-
cess outlines a mechanism for devices to advertise link
adjacencies in a heterogeneous multilayer, multiven-
dor network in order to generate the complete network
topology.

Path control functions focus on dissemination of
network state information, and combined with the
topology information can calculate routes for new ser-
vice requests or can be used to calculate alternate routes
for existing requests in case of failures in the network.

Finally, the call and connection control function is
responsible for validating the authenticity and integrity
of an incoming request, and for the setup of one or more
optical connections to serve the request. The function is
also responsible for communicating the status of a con-
nection to the user, and provide detailed information in
case of failures during connection provisioning or oper-
ation.

The ASTN/ASON standards address important is-
sues faced by telecommunications (telecom) providers
operating across multiple administrative domains and
highlight the restrictions on each of these functions
while operating across control domain boundaries. For
example, topology discovery functions must restrict
network visibility so that the user domain is not aware
of the detailed provider topology, as this can be an in-
herent security risk. While some topology information
must be exchanged between different provider control
domains, the amount of information must be limited
in order to improve the scalability of the control in-
frastructure. Topology information exchanged between
different control domains must also hide specifics of
the underlying topology, especially when exchanging
information between domains controlled by competing
providers.

In order to address these requirements, the ASTN/
ASON standards identify three different types of inter-
faces between different control domains, namely:

� User-to-network interface (UNI)� Internal network-to-network interface (I-NNI)� External network-to-network interface (E-NNI).

The UNI is responsible for signaling operations be-
tween an end-user and a telecom provider domain. The
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UNI interface allows an ASON user/client to initiate
signaling to create, modify, and terminate a connec-
tion. The I-NNI defines the interface between adjacent
optical nodes within the same control domain, which
can share information with minimal restrictions to per-
form full topology discovery, routing and signaling
(path setup) inside a control domain. Finally, the E-NNI
demarcates administrative domain operations, either in-
side a single service provider or between different
service providers. The E-NNI allows the exchange of
network reachability information between different do-
mains for routing, but limits the amount of information
disseminated as compared to the I-NNI to preserve do-
main confidentiality.

As previously mentioned, the ASTN/ASON con-
trol plane does not specify a particular set of protocols,
which means that any protocol that satisfies the require-
ments and operations specified in the ASTN/ASON
architecture (defined in ITU-T G.8080 [15.5]) could be
a candidate protocol. The IETF GMPLS protocol suite
defines a set of protocols to address the requirements as
defined in ASTN/ASON, and is discussed in the next
section.

15.1.2 Generalized Multiprotocol
Label Switching (GMPLS)

The popularity of the Internet and the rapid growth
of capacity and network speed motivated the Internet
community to start an IETF group in 1996 to focus
on developing a new switching protocol standard. Tra-
ditional IP routers employ lookup tables (or a list of
forwarding rules) that classify and forward packets
based on the destination IP address and subnet. Sub-
net matching is an expensive operation, and destination
address-based forwarding forces traffic to the same des-
tination to follow the same path, inherently restricting
the capability to distribute traffic across different poten-
tial paths in the network.

The IETF multiprotocol label switching (MPLS)
group was established to standardize routing and signal-
ing protocols that could operate over different underly-
ing network infrastructures, with the primary objective
of reducing the lookup complexity in order to support
faster switching and facilitate efficient routing of traffic
across the network, commonly known as traffic engi-
neering (TE) [15.6, 7]. In contrast to the destination-
based IP forwarding, MPLS was based on the so-called
label switching. In an MPLS network, a data packet
is tagged with a label at the ingress of the network,
and subsequent forwarding of the packet is based on
the label assigned to the packet. At each intermediate
hop, a router inspects the packet and uses a label-based
lookup table to forward the packet to the next hop.
MPLS labels have a fixed size (20 bits) and use exact

label matches, which makes it significantly faster than
subnet-based lookups. MPLS also supports label swap-
ping at intermediate hops, which means that labels can
be reused. This functionality reduces the number of la-
bels employed in the lookup tables, further reducing
switching complexity and increasing the size of net-
works that can be controlled via MPLS.

MPLS employs the label distribution protocol
(LDP) [15.8, 9], which is a distributed protocol to es-
tablish label-switching rules along multiple routers to
create label-switched paths (LSP) for an application
flow. The capability to dynamically establish a label-
switched path on a per-application basis also made
MPLS an excellent candidate to perform traffic engi-
neering on the network.

With the emergence of all-optical networking, it
was envisioned that label switching could be extended
to also support switching across multiple transport net-
work layers. The generalized MPLS (GMPLS) was an
extension of the MPLS control plane architecture for
different technology domains. This extension would not
only enable optical networks to employ a more efficient
control plane, but also would enable the creation of
a unified control plane for Internet (packet) and optical
(circuit-switched) networks [15.10]. GMPLS consisted
of a suite of protocols extending the main MPLS sig-
naling protocols to provide functions for topology dis-
covery, service provisioning and automatic restoration
in accordance with the ASON/ASTN specifications.

Topology discovery in GMPLS is performed using
a combination of two protocols. The link-management
protocol (LMP) runs between a pair of nodes or label-
switched routers (LSRs) and is used to manage and
maintain connectivity (or TE link information) be-
tween adjacent (peer) optical nodes [15.11]. LMP is
used to maintain control-channel connectivity, verify
the physical connectivity of data channels, and local-
ize link failures for protection/restoration purposes in
networks that include both optical and packet switch-
ing technologies. Information about LSRs and TE links
is then distributed in the network using routing proto-
cols (OSPF-TE (open shortest path first with traffic en-
gineering) [15.12], ISIS-TE (intermediate system with
traffic engineering) [15.13]) with extensions to to ac-
commodate the circuit-switched characteristics of SD-
H/SONET and optical networks. Finally, protocols like
the resource reservation with traffic engineering (RSVP-
TE) [15.14] and constraint-based routing LDP (CR-
LDP) [15.15] are used to make per-hop routing deci-
sions to establish label-switched paths at different tech-
nology layers in order to create an end-to-end service.

GMPLS was developed to control both the Internet
layer and optical layer in a unified fashion. As such, it
is designed to setup an LSP (connection) across packet-
switched (e.g., IP networks) and circuit-switched net-
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works (e.g., SONET/SDH, wavelength-routed optical
network). To this end, there are five interfaces stan-
dardized for a GMPLS-capable LSR: packet-switch
capable (PSC), layer-2-switch capable (L2SC), time-
division multiplex capable (TDM), lambda-switch ca-
pable (LSC) and fiber-switch capable (FSC). Packet-
switch capable (PSC) interfaces have the capability
to recognize packet boundaries and switch data based
on (IP) packet header and MPLS labels. Layer-2-
switch capable (L2SC) interfaces recognize frame (e.g.,
Ethernet) or cell (ATM (asynchronous transfer mode))
boundaries and can switch data based on the content
of frame/cell header. Time-division multiplex capable
(TDM) interfaces can switch data based on (SONET/
SDH/OTN (optical transfer protocol)) assigned time
slots. Lambda-switch capable (LSC) interfaces can
switch data based on the received wavelength. The last
one, fiber-switch capable (FSC) interfaces switch data
based on their position in the physical fibers or ports.
In each case, the unique resource used by a service was
represented as a label, which was then used in the sig-
naling processes, similar to MPLS.

Figure 15.2 illustrates various switching domains in
a heterogeneous (packet and circuit-switched) network
based on [15.16]. For routing, signaling and link man-
agement, the GMPLS control plane is installed in each
node (routers, TDM switches and optical switches).
Once the topology-related information is disseminated
by TE capable IP routing protocols (OSPF-TE, ISIS-
TE), a LSP can be established across various switching
domains. Consider the setup of a connection (LSP)
from node 1 to 8. It is important to note that only a sin-
gle LSP can be established between the same interfaces,

e.g., LSC. Thus, in a heterogeneous environment, the
RSVP-TE signaling mechanism allows the provision-
ing of LSP hierarchies (PSC as the lowest level, and
FSC as the highest level). In Fig. 15.2, node 1 sends
a Path message to node 2 to set up LSP1, which trig-
gers a setup of LSP2 at node 2. Note that LSP2 acts as
a link for LSP1 at node 2, which is an ingress node for
higher-order LSPs. Similarly, higher-order LSPs are set
up sequentially between node pairs (4–5), (3–6), which
is only possible if the higher-order LSPs (here LSP3
and LSP4) have sufficient bandwidth, as requested by
the end node. When node 2 receives a Resv message
(confirmation for an LSP3 creation) from node 7, then
a Path message is sent from node 2 to node 8 to es-
tablish LSP1 between nodes 1 and 8. Finally, node 1
receives a Resv message from node 8, completing the
provisioning of LSP1.

The GMPLS protocol suite can facilitate automated
fault management in multilayer networks. In case of
failures in the control or data plane (such as fiber cut)
or due to software exceptions in a LSR, protocols in
GMPLS can automatically recover from failures. For
instance, loss of light can be used for fault detection,
and fault localization can be achieved via monitoring
loss of LMP hello messages. RSVP-TE can be used
to communicate fault notifications, and protection and
restoration mechanisms can be used to recover the
connection in question. Finally, GMPLS protocols can
maintain the original state of the service, and can re-
vert the connection to the normal path from recovery
LSP. These salient features of GMPLS constitute the
foundation of the optical network control plane used in
telecommunication networks today.
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15.2 Path Computation Element (PCE)

Optimal path computation is a key component to enable
dynamic provisioning of services in optical networks.
As described in the previous section, distributed routing
protocols in conjunction with reservation protocols like
RSVP-TE can make per-hop routing decisions and per-
form path computation and reservation in one step. This
mechanism however only allows for a single end-to-end
path in the network. Applications requesting connec-
tions can have varied demands from the network and
require specialized path computation. Furthermore, the
setup of a new service can also affect the quality of
service (QoS) of existing services sharing the same
physical resources (links, wavelength cross-connects).

The IETF path computation element (PCE) [15.17]
was envisioned as a centralized third-party management
entity to perform constrained path computation. As
shown in Fig. 15.3, entities or path computation clients
(PCCs) can request a PCE server to perform constrained
path computation using the PCEP [15.18] protocol. The
logical separation of the path computation functions
from the provisioning functions empowers operators
to employ different path computation algorithms with
no impact on the other control plane functions in the
network. Constrained path computation, especially in
optical networks, is computationally expensive and this
logical separation also enables operators to move path
computation logic away from the devices where com-
putation resources are limited. Finally, the PCE enables
network operators to have common algorithms govern-
ing path computation in multivendor networks, which
is nontrivial in legacy systems.
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PCE TED
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path information

Path in PCEP response included in 
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PCEP 
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RSVP 
signaling

PCC

Fig. 15.3 Path
computation
element architecture

The PCE architecture distinguishes between the
PCE server and the traffic engineering database (TED).
The PCE was envisioned as a complimentary control
plane entity, with standardized interfaces for communi-
cation with other devices in the control plane. The TED
is responsible for maintaining the global network topol-
ogy and traffic engineering state, as is used by the PCE
for path computation. The TED couldmonitor the traffic
engineering information disseminated by control plane
routing protocols. However, the PCE architecture can
theoretically be used for path computation in any net-
work, and the population andmaintenance of the TED is
intentionally abstract to support operations in networks
operating without and underlying control plane.

15.2.1 Optimal Path Computation
in Multidomain Networks

Under the ASON architecture, domain boundaries in
networks represent technology, vendor or administra-
tive separation, and topology visibility is restricted
across domain boundaries. In order to perform optimal
path computation in multidomain networks, PCEs in
different domains share limited information with each
other to compute paths spanning multiple domains.
PCE-based routing architectures used in multidomain
networks can be classified into two major groups:
(a) peer-to-peer and (b) hierarchical.

In a peer-to-peer model, PCEs of neighboring do-
mains create peering relationships and interact with
each other to compute optimal multidomain paths.
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Fig. 15.4 Optimal multidomain path computation in a peering PCE model

A reference example is the backward recursive path
computation (BRPC) [15.19], which, as shown in
Fig. 15.4, can compute an optimal multidomain path
along a prespecified sequence of domains between the
source and destination. In this mechanism, a service
request with endpoints in different domains is routed
along a predetermined sequence of provider domains
(or a domain chain). In order to compute the multido-
main path, the PCEP protocol is used to contact domain
PCEs in a sequential manner from the source to the
destination, as determined by the domain chain. On
reaching the destination domain, the destination domain
PCE returns a set of path segments from the destination
to all border nodes connecting the destination domain
to the previous domain in the domain chain. Each do-
main extends these path segments within their domain
boundaries to the border nodes connected to the pre-
vious domain in the domain chain, and sends it to the
preceding domain PCE. On reaching the source do-
main, the source domain PCE uses the domain topology
information and the path segments as computed by the
domains along the domain chain to compute the optimal
end-to-end path for the given domain sequence.

In the hierarchical PCE [15.20] architecture, do-
main PCEs for each domain interact with a centralized
global PCE as shown in Fig. 15.5. The central PCE
can be owned by the operator when operating across
multiple control domains belonging to the same opera-
tor, or can be managed by a third party in the case of

a multioperator system. Domain PCEs provide aggre-
gate topology information to the central PCE, which
uses this information to generate an abstract global
topology. Interdomain path computation requests are
forwarded to the central PCE, which computes a path
on its abstract multidomain network view. Based on this
path, the central PCE then communicates with each of
the PCEs along the end-to-end path to compute the op-
timal path inside the domain boundaries to generate an
optimal end-to-end path.

When operating in a multidomain environment, it
is critical to preserve topology confidentiality. To this
end, path-key-based mechanisms have been proposed
in [15.21] to ensure that optimal path metrics can be
transmitted to other domains without exposing the in-
ternals of the domain topology. In this mechanism, the
path computed by a domain PCE for a multidomain
path computation request is represented by a confiden-
tial path segment (CPS) and is identified by a path
key. Messages exchanged between PCEs of different
domains identify intradomain path segments using the
domain border router pairs and the path key. Once path
computation is completed, this path key is then included
in the RSVP-TE explicit route object (ERO) during
service provisioning. During provisioning, the domain
ingress LSR extracts the path key associated with the
domain, and queries the PCE to identify the associated
CPS in order to route the provisioning request inside the
domain, thereby supporting optimal multidomain path
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Fig. 15.5 Optimal multidomain path computation in a hierarchical PCE model

computation and provisioning, while ensuring topology
confidentiality.

15.2.2 Multilayer PCE Architectures

The ability of the PCE architecture to perform path
computation in multilayer networks is especially impor-
tant in the current technological environment. Architec-
tures proposed to perform multilayer PCE-based path
computation [15.22, 23] differ in the scope of topology
information available across the technological domain
boundaries.

The integrated multilayer PCE solution, as the
name suggests, has full multilayer topology visibility
(a common TED) and uses this information to compute
optimal paths. There are obvious advantages to having
a complete view of the network for path computation,
and the approach is quite popular with upcoming SDN
frameworks. However, there are limitations to central-
izing path computation, especially when operating with
optical networks. The analog nature of optical transmis-
sion makes it very sensitive to the components used in
a transport system, and optical vendors invest heavily in
engineering their systems to achieve high optical trans-
mission performance. As a result, multivendor optical
networks still consist of vendor-specific domain islands,
with interconnections between the domains typically

established at the electrical (OTN/Ethernet) layer. As
a result, there is little incentive for operators to imple-
ment a centralized PCE, and most commercial solutions
to date defer path computation in the optical domain to
vendor-specific PCE implementations.

In a coordinated PCE approach, each network layer
is treated as a separate control domainwith its own PCE.
To serve a request, the client (IP/MPLS) network re-
quests resources from the server (WDM) network. In
its simplest form, a configuration like that assumes no
direct communication between the PCEs. Instead, the
IP/MPLS-PCE identifies a pair of entry points (ingress
and egress routers) between the Internet and the optical
network, and computes the path assuming that an optical
circuit can be always be established between them.After
selecting the abstract entry points, the client PCE com-
municates with the server PCE to compute the detailed
path in the server layer to extract the completemultilayer
path. Thismechanism however has no information about
the cost associated with establishing a circuit in the op-
tical network, and can therefore be inefficient.

Exchange of information between the PCEs prior
to path computation exposes additional information re-
lated to cost of establishing connections between a pair
of endpoints, which enables the client IP/MPLS PCE
to choose a pair of entry points to the optical net-
work. To this end, extensions have been proposed to
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GMPLS standards [15.24] and their SDN-centric im-
plementation [15.25] to advertise virtual links to higher
(client) network layers, which represent potential paths
between a pair of LSRs in the lower (server) network
layers. These links are used by the client PCE to com-
pute an end-to-end path. In the case where a virtual link
is used during service provisioning, the ingress LSR
queries the server PCE to resolve the path associated

with the virtual link, and initiates signaling to establish
the associated circuit in the server network layer, be-
fore proceeding with the establishment of the LSP in
the client network layer. Such mechanisms can signifi-
cantly improve the quality of the computed path, but do
not scale very efficiently to large networks due to the
large number of virtual links that must be managed and
exposed to the client network’s PCEs.

15.3 Software-defined Networking (SDN)

The growing size, complexity and heterogeneity of
networks requires novel approaches for network con-
trol and management, which has led to innovation in
control plane architectures and protocols in all net-
works [15.26]. One of these recent innovations was
SDN, a recent Internet control plane concept. The nov-
elty of SDN as compared to the traditional Internet can
be summed up with three major principles:

1. The separation of control plane and data plane
(which are traditionally integrated in IP networks)

2. The logical centralization of control plane functions
(which are traditionally distributed)

3. Programmability of network functions (which are
traditionally nonprogrammable and static).

The three principles are related; for instance, the sep-
aration of control and data planes enables the network
control to become programmable, and the network con-
trol is logically centralized, thus enabling a consistent
view of that separation. A logically centralized control
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SDN controller
Control plane

Central controller
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Fig. 15.6 Simplified SDN architecture proposed by ONF, with northbound interfaces (NBIs) to applications, southbound
interfaces (SBIs) to devices and management interfaces (MIs) at different layers

system also inherently improves programmability. In
such a system, new functions are tested and deployed on
a centralized location, which is inherently simpler than
developing, testing and deploying distributed control
functions, potentially across different vendor platforms,
in a coordinated fashion.

Such a conceptual setting enables dynamic, auto-
mated SDN applications that are independent from the
underlying hardware and can be written by any net-
work operator based on their requirements. The latter is
of significant business importance, since it allows any
network and its resources to quickly adapt to changing
business and market demands.

The Open Networking Foundation (ONF) consor-
tium was one of the first forums to propose a reference
architecture for SDN, and this architecture, with a num-
ber of variations, was widely adopted [15.27]. In a nut-
shell, the SDN architecture includes three planes: the
data, control and application planes. As illustrated in
Fig. 15.6, these planes are also connected to the man-
agement plane for configurations. As is commonly the
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case, the data plane processes and forwards the pack-
ets, based on the rules created by the control plane.
The control plane uses the southbound data-controller
plane interface (D-CPI) to interact and configure the
elements in the data plane. The first protocol used for
D-CPI was OpenFlow [15.28], though also other proto-
cols, such as PCEP and transport application program
interface (T-API) [15.29] can also be used. The control
plane consists of the so-called SDN controllers. SDN
controllers are software applications with the capability
to store and maintain network-wide network topology
and state information, and intelligence to define and
configure rules to configure the data plane functions on
network elements. The control plane also connects to
the application plane, through the application-controller
plane interface (A-CPI), also called northbound inter-
faces. The A-CPIs allow applications to be developed
and tailored to the actual needs of the network systems,
realizing advanced networking functions ranging from
specialized routing to data analytics and special security
mechanisms.

The salient feature of this architecture is its abil-
ity to separate the innovation, development and de-
ployment in various planes and hide the details of
vendor-specific hardware and software solutions. These
features ensure that various applications can be imple-
mented by software developers without a deep knowl-
edge of network hardware. An example of such an
application is the security application or the applica-
tion to interconnect data centers. A security specialist,
for instance, can write a security application on top of
the control plane without deep understanding of the
routing hardware, which can speed up innovation and
development cycles. Similarly, a data center specialist
can request extra capacity in a remote data center infra-
structure without knowing the details of intercenter net-
working. Based on the application characteristics, the
SDN controller translates the requirements and makes
decisions that can be further translated into specific
commands to the router. This capability to orchestrate
(via software) network-wide operations in a logically
centralized vendor-agnostic fashion is also commonly
referred as network programmability.

As shown in Fig. 15.6, the management plane con-
figures and manages the entire ecosystem of these three
different planes through what is simply defined as the
management interface (MI). There is a rather broad
choice of protocols that can be used to implement
the MI, and protocols like the Network Configura-
tion (NETCONF) Protocol, the Open vSwitch Database
(OVSDB) management protocol and the OpenFlow
Configuration (OF-CONFIG) management protocol are
some of the popular choices [15.26, 30, 31]. Manage-
ment plane is a centralized component used for basic

configurations and initialization of the system, such as
configuring associations between SDN controllers and
the data plane devices. For applications, the manage-
ment plane can configure important parameters of user
authorization or the so-called service-level agreements
(SLAs), which are basically contractual obligations for
the network to provide resources for applications, ex-
pressed in bandwidth, delay or other service-related
parameters [15.32]. The architecture in Fig. 15.6 illus-
trates only one of the many variations of SDN archi-
tectures, and related efforts such as by the Software-
Defined Networking Research Group (SDNRG) created
by the Internet Engineering Task Force (IETF) [15.30,
33] define some variations of the functions and layers
in the SDN architecture.

Given these developments in the Internet and con-
sidering that the optical control plane has been tradi-
tionally separated from the data plane, and as such had
adopted the SDN philosophy much before the term was
invented, the question is what the new paradigm of SDN
today can do for the optical control plane. Fortunately,
SDN can help optical networks solve a number of im-
portant problems, including:

i) Multilayer dynamic service provisioning
ii) Dynamic multilayer service restoration
iii) Dynamic traffic aggregation with optimizations

applied jointly in multiple layers
iv) Network automation and intelligence, including

enabling concepts of artificial intelligence [15.34–
36].

Most of these features rely on the ability of the SDN-
enabled Internet layer and the SDN-enabled optical
layer to seamlessly interoperate by developing coor-
dination functions in a centralized multilayer SDN
controller [15.37, 38]. With SDN, services such as dy-
namic bandwidth-on-demand and restoration can now
make use of capacity in multiple layers and are easy to
implement and deploy in large and diverse production
networks.

The introduction of SDN also paves the way for
service orchestration, which in this context is a pro-
cess of creating a service over multiple domains, layers
and technologies. One way to orchestrate services to
this end is to create a centralized SDN controller, and
control all domains, technologies and layers in a cen-
tralized fashion [15.39]. Another way is to operate
multiple controllers, and have them communicate ei-
ther in a peer-to-peer or hierarchical fashion. At the
heart of any solution is the orchestration process that
is able to deal with a variety of technologies, network
architectures and ownership models [15.40]. As of to-
day, there is no consensus on the best solution, as all
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of them have significant advantages and disadvantages.
As in the case with path computation in the context of
the PCE, a centralized architecture is simpler to man-
age and can efficiently orchestrate operations inside the
domain, while an architecture with multiple controllers
provides administrative separation and is more scalable.

Figure 15.7 illustrates an example of a hierarchical
SDN architecture over multiple control areas based on
the previous concept of application, control and data
planes. The optical network (data plane) is clustered
into two control areas, whereby every area is a multi-
layer domain itself, as is practically always the case.
The control plane is arranged hierarchically, but the
SDN controllers are logically centralized. Individual
area controllers (children, in the hierarchy parlance) are
responsible for controlling the devices/resources within
their corresponding segments and they also implement
multilayer operation with SDN. A higher-level (par-
ent) SDN controller includes the orchestration function,
which not only gathers all the data relevant to ser-
vice provisioning from all network domains, but it also
actually optimizes the service path computation and
guarantees its quality [15.41].

15.3.1 SDN Deployment Trends
in Optical Transport Networks

The primary challenge in introducing SDN control
for optical networks stems from the system complex-
ity. Optical transport networks today involve control
of photonic (fixed/flex-grid) media, multiple packet
technologies (Ethernet, MPLS and MPLS-TP (mul-
tiprotocol label switching/transport profile)), as well
as circuit-switching networking technologies (SDH/

SONET, OTN). Packet technologies already support
SDN control and the integration of SDN to manage
OTN and its predecessor SONET/SDH appears fea-
sible, as they involve electronic switching. However,
implementing SDN in networks composed of fixed and
flex-grid optical wavelength switching technologies is
still a major challenge. Optical switching systems typ-
ically have constraints on switching capabilities, and
have to take into account numerous physical layer
impairments that can affect the end-to-end path. As
a result, SDN-centric systems will need to come up
with enhancements for devices to expose their switch-
ing restrictions and quantify penalties. This complexity
is further increased when taking into account different
switching granularities that can be seen in flex-grid op-
tical network systems.

The next generation of SDN interfaces have differ-
ent capabilities and control granularities [15.42], and
are evolving around three distinct philosophies, namely
aggregated, partially disaggregated, and fully disag-
gregated SDN control. Figure 15.8 outlines the scope
of individual SDN control domains in each of these
philosophies. Under the aggregated control philosophy,
the complete optical network is presented as a sin-
gle SDN domain, and only exposes UNI ports (client
interfaces on transponders) and limited domain topol-
ogy information. Provisioning requests to the SDN
controller involve the creation of end-to-end circuits
between two UNI ports, without specific control in-
structions for the other equipment in the optical domain,
and the SDN controller is responsible for orchestrat-
ing operations across all nodes in the optical network.
This control philosophy is similar to the existing con-
trol plane philosophy, and is preferred for its simplicity.
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However, control domains in these paradigms are still
vendor-specific, and operators do not have the option to
mix and match vendor infrastructures in the same con-
trol domain.

In the fully disaggregated model, each individual
optical component, such as transponders, optical re-
configurable add-drop multiplexers (ROADMs), and
amplifiers are represented as a distinct network control
entity. Each of these entities can be controlled individ-
ually via the SDN interface, and a central third-party
orchestrator is responsible for orchestrating network-
wide configuration operations. This approach has the
clear advantage of reducing vendor lock-in, as any com-
ponent can be replaced by a variant from a different
vendor as long as the appropriate SDN interfaces are
supported. However, such a system would require that
measurement and qualification of penalties and perfor-
mance of individual components be standardized across
vendors. Additionally, the complexity associated with
orchestrating network-wide operations such as provi-
sioning is nontrivial and third-party systems need to
be developed to deliver these functions in a multiven-
dor environment. The associated complexity makes the
wide adoption of fully disaggregated optical systems
unlikely in the short term.

An achievable compromise, especially in the case
of a network with brown-field deployments are the so-
called partially disaggregated optical systems. Here,
only the transponders are represented as individual con-
trol entities, while the rest of the optical network is
exposed as a single control domain. The rationale be-
hind this strategy is the significantly long life of the
installed optical systems. Transponders, on the other

hand, are upgraded frequently and have significant in-
novation and application customization associated with
them. As a result, operators would like to employ
transponders from different vendors while reusing the
installed optical infrastructure, also called the open line
system (OLS), in the context of disaggregated optical
networks. In such deployments, all optical equipment
would belong to the same vendor, who can use their en-
gineering rules to estimate penalties effectively in the
optical domain. Transponders, on the other hand, can
provide feedback on the performance of the optical sys-
tem, and in the case of coherent/flex-grid systems, can
also be configured to operate according to the available
optical performance in the network. The OLS provides
an evolutionary path to disaggregated control of optical
networks, especially in brown-field deployments, but
suffers from operational issues such as topology dis-
covery (transponder OLS interconnects), which need to
be addressed, especially when operating in multivendor
environments.

Irrespective of the approach adopted, implement-
ing SDN in optical networks will require upgrades
of the network equipment as well as the manage-
ment software [15.39]. Network components designed
for a more static environment will need to be re-
placed or enhanced with software that is SDN en-
abled [15.26, 27]. While the vertical (interlayer) inter-
operability can be addressed with the introduction of
the SDN paradigm in the Internet, Ethernet and OTN,
WDM architectures need to evolve further to support
horizontal (intertechnology, interdomain) service provi-
sioning. Optical SDN adoption not only requires seam-
less control across various technology or ownership
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domains [15.43], but also the integration of a SDN-
enabled network with non-SDN enabled (legacy) opti-
cal networks [15.40], which is still an open issue.

An evolutionary approach to introducing SDN con-
trol in optical networks involves the introduction of an
adaptation or middleware subsystem to expose the net-
work as a SDN capable domain while utilizing under-
lying control plane functions. For instance, an optical
network can run a proprietary version of GMPLS and
implement an abstraction layer that translates network
state and configuration requests between the GMPLS
control plane and the SDN controller. This approach
provides an evolutionary path to prototype and evalu-
ate SDN interfaces, and has been used extensively to
prototype the first versions of SDN control interfaces.
The use of the middleware approach is also important
to bring legacy network infrastructure under SDN con-
trol, which is essential for deployments in brown-field
networks. This approach however, can not be the de
facto mechanism for future carrier-grade installations,
as it is limited by the same scalability and timing chal-
lenges associated with the traditional distributed control
planes. In order to scale SDN control for large optical
transport network installations (5000+ nodes), vertical
signaling or direct communication with the central con-
troller is necessary to reduce overheads in computing
and in maintaining the TED. Furthermore, the use of
a control plane as the provisioning system also im-

plies that SDN interfaces can only be used to make
network-wide configurations, and cannot deliver fine-
grained node-level control that may be expected by
some SDN interfaces. As the carriers move to adopt
SDN control, we can expect new network installations
to be controlled by carrier-grade SDN controllers and
legacy optical network domains to be integrated into the
SDN control over time using the middleware approach.

15.3.2 PCE in the Context
of Software-defined Networks

During the emergence of SDN control architectures,
proposals were made to extend the PCE architecture
to provide the capability to provision and maintain ser-
vices over their lifetimes [15.44]. However, the stateful
PCE specifications were significantly dependent on ei-
ther the existence of a control plane in the network, or
the presence of a entity capable of provisioning and
maintaining connections in the network, which were
replaced by SDN controllers. While the PCE protocol
itself is not extensively used as is, the concepts devel-
oped in the PCE architecture have been incorporated
into the current generation of SDN controllers, which
have clean separation of functions for path computation
and provisioning, and support the delegation of path
computation to a third party or vendor-specific imple-
mentations.

15.4 Emerging Trends for Optical Network Operation

Control plane architectures, and recently SDN-based
solutions, have been very successful in automating
provisioning operations, driving down costs across all
network technologies. As telecommunication operators
converge on an IP-optical network architecture, nu-
merous synergies in terms of common features (e.g.,
protection/restoration) as well as dependencies between
the two network layers provide an opportunity for min-
imizing redundancies and optimizing operations across
the multiple layers by introducing multilayer network
control. However, coordination of operations across
multiple network technologies is nontrivial. The fun-
damental separation between routing (IP) and transport
networking has led to the organizational separation
and fragmentation of technical competencies within
an operator’s ecosystem. Operations in carrier network
ecosystems also involve numerous operations such as
inventory management, reporting and alerting, in con-
junction with the actual control and monitoring of
the network infrastructure. These operations are tightly
coupled to the tools and processes used in various or-

ganizations, and can differ significantly even within the
same carrier ecosystem. The emergence of new applica-
tions with demanding requirements from the network,
as well as architectures where network functions are
virtualized and moved into cloud infrastructures, also
imply that control operations are tightly coupled with
applications/virtualized infrastructures associated with
it.

Numerous extensions to control plane architectures
have been proposed to address the issue of operating
multilayer networks, which typically build upon the
multilayer PCE [15.22] and application-based network
operations (ABNO) [15.45] architectures. These archi-
tectures however limit their scope to control operations,
and operators are looking towards solutions that have
the capability of automating operations beyond tradi-
tional network control boundaries. The next generation
of SDN architectures are designed with the inherent
capability to program operations to suit the operator
requirements, and this section discusses some of the no-
table trends in this area.
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15.4.1 Software-defined Networks
as Enablers of Network
Function Virtualization (NFV)

The increasing cost pressure in managing networks
has led to a softwarization and cloudification of net-
work functions in general, especially in packet-based
mobile networks. Network operators already deploy en-
tities in clouds, such as the mobility management entity
(MME), the IP multimedia subsystem (IMS) and the
home subscriber server (HSS). This evolution will no
doubt also happen in dynamic control of optical net-
works, since operations remain a significant portion of
carrier network control expenses. To this end, SDN
can be an enabler for network functions virtualiza-
tion (NFV) and eventually be used to control network
clouds. NFV is a remarkable trend in networking as it
enables basic network functions to run on commodity
hardware, and provides easy and extensible implemen-
tations of network functions through software-based
solutions. NFV provides a replacement of the network
middleboxes and dedicated network hardware, such as
load balancers, and implements the same functions in
the commodity hardware and clouds. Another impor-
tant feature of NFV is the concept of a service function
chain (SFC), a concatenated series of network functions
to provide a dynamic network control service, such as
combined security, fault tolerance and routing. In com-
bination with programmable optics, the usage of optical
technologies in an NFV setting will prove particularly
promising in the future [15.46].

15.4.2 Workflow Orchestration
and Intent-based Networking

Workflow orchestration is a standard technique that was
primarily used to automate processes involvingmultiple
third-party systems. In an orchestration flow, a central
executable process is defined to automate a task, and
interactions with other subsystems are based on mes-
sage exchanges. Workflow orchestration, in the form of
business process management (BPM), already has an
extensive footprint and mature tooling for orchestrat-
ing operations that span multiple divisions, and involve
integration between multiple software systems [15.47].
Workflow orchestration has also been extensively used
for automating scientific workflows, operations inside
data centers (virtual machine and container manage-
ment), and is generally a key component of service-
oriented software architectures.

Workflow orchestration involves automating inter-
actions, or message flows, between different atomic op-
erations in a complex process. As a result, it facilitates
incremental introduction of automation in a complex

process. Consider the process of provisioning an IP
link. In a traditional network, the IP network and op-
tical network would be managed by different entities,
and the creation of an IP link would require multiple
interactions between human operators managing the IP
and optical networks. Operations in the manual provi-
sioning process would include steps such as:

1. Identifying available IP ports and the corresponding
transponders in the optical network

2. Planning of the underlying optical circuit (taking
into account constraints on metrics such as band-
width, delay and availability)

3. Identifying the IP interface configuration, including
IP addresses and metrics for participation in routing
protocols

4. Provisioning of the optical circuits in the optical
network

5. Provisioning of the IP ports.

When introducing workflow orchestration, the integra-
tion between the various entities involved is automated
as the first step, even while the individual atomic op-
erations or services are manual operations. Manual op-
erations are migrated to automated services over time,
which enables seamless transition in the context of the
workflow execution.

Workflow orchestration has gained significant trac-
tion in the context of network control with the emer-
gence of SDN controllers and frameworks, which have
simplified the integration of existing tooling for work-
flow orchestration with the systems that control the net-
work infrastructure. Open-source frameworks such as
the Open Network Operating System (ONOS) [15.38]
and OpenDaylight [15.37] are designed in a fashion
where all core features are treated as microservices
and provide specific well-defined functions. Such ar-
chitectures facilitate the definition and orchestration
workflows, which can then be introduced by opera-
tors to perform multilayer operations. Research and
open-source efforts [15.48–50] as well as commercial
solutions are exploring orchestration as a means to
achieve end-to-end automation in the network.

Intent-based Networking
The advances in network infrastructures have also
driven the development of new network applications
that expect specific capabilities from the network. Ca-
pabilities may include constraints on traditional net-
work metrics such as delay, minimum bandwidth, jitter,
high-level requirements in terms of availability and ser-
vice downtimes, as well as specialized requirements
such as in-flight encryption of data along the service
path.
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As described earlier, workflows define how to au-
tomate a desired sequence of operations to achieve
a specific objective. Consequently, there can be multi-
ple workflows that satisfy the constraints but optimize
different network metrics for a complex service orches-
tration request. As a reference example, consider the
request to interconnect multiple sites (e.g., a virtual pri-
vate network), as shown in Fig. 15.9. The request can
be potentially served by:

� The creation of a logical star topology, where each
site is connected to a single node and traffic is al-
ways routed over this node� The creation of a logicalmesh topology, where each
site is connected to each other directly.

Both solutions can potentially serve the requirements
of the requesting application, but optimize different
metrics, with the first solution optimizing on cost and
used resources, with the second solution optimizing on
throughput and redundancy. In a system where multiple
workflows exist to serve a request, the user must iden-
tify the preferred workflow for their requirements and
execute the operations accordingly, which can become
cumbersome with the introduction of new workflows.

Intent-based interfaces have emerged as the pre-
ferred northbound interfaces for multidomain multi-
layer SDN controllers (also known as network oper-
ating systems) and provide a necessary abstraction be-
tween the application requirements and the underlying
workflows that can serve these applications. North-
bound intent interfaces provide clients (users, other
applications) with a syntax to define what is desired

from the network, which can be agnostic of the under-
lying technology or the specific mechanism/algorithm
to fulfill a request. With the use of intents, the appli-
cations can treat the underlying network technology as
a black box, and only be responsible for defining the
application requirements.

As shown in Fig. 15.9, operators can expose abstract
technology-agnostic syntax for the clients to request
a service. Network operators can then implement ca-
pabilities (or intent compilers) to identify one or more
workflows that can serve the abstract requirements ex-
pressed in the intent. In the case of multiple workflows,
the network operators can seamlessly introduce policies
to automatically choose one of the possible workflows,
or provide offers (potential solutions) from each of the
workflows to the user, who can select the one best fitting
its requirements.

A reference example to demonstrate this capability
is an application requesting a interconnection between
two sites, with in-flight encryption support [15.51]. In
a multilayer IP-over-optical network, encryption of data
can be performed at the IP (IPSec (IP security)), L2
(MACSec (media access control security)) or directly at
the optical layer. Provisioning encrypted connections at
each layer involves a different workflow to orchestrate
operations on the specific devices. However, from the
applications perspective, the choice of layer at which
the encryption is performed is not critical, but the en-
cryption algorithm and key exchange mechanism used
might be critical for compliance with regulatory au-
thorities. As a result, the application would define the
requirements on the encryption mechanism in their in-
tent request, and the network operator would map these
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requests to a specific workflow. This abstraction would
also help the operator introduce encryption technolo-
gies and associated workflows in a seamless fashion
from the application’s perspective.

15.4.3 The Role of AI in Network Control

AI is a key emerging technology with the potential
to significantly transform control processes in optical
networks [15.52]. In the context of network control,
AI techniques can be used to solve complex optimiza-
tion problems in near real time. Problems such as
the routing and wavelength assignment (RWA), rout-
ing and spectrum assignment (RSA), and multilayer
network reoptimization have been investigated in de-
tail, but the complexity of the associated optimization
problem means that the problems cannot be solved
in real time. AI-inspired heuristic techniques such as
genetic algorithms, simulated annealing, and swarm
intelligence-based algorithms have been used to solve
these problems in theory. These results, in combi-
nation with the dynamic control now available with
SDN-based frameworks, are inspiring solutions that can
incorporate these resource optimizations as a part of
the network control infrastructure. It is envisioned that
such a feature could observe the network state and com-
pute an optimal state as well as a migration path, which
would then be used by the provisioning infrastructure
in the network to migrate to the optimal network state.

In [15.52], it was shown that machine learning
and other artificial intelligence methods have been
used for various optical parameter motoring, resource
(re)allocation, and network reconfiguration applications
in response to a security attack. Since optical networks
are vulnerable to different types of attacks, including
jamming, eavesdropping, and physical infrastructure at-
tacks [15.53], machine learning has been considered
to address physical layer security in optical networks.
While other attack prevention mechanisms, such as
data encryption, quantum key distribution, and chaotic
scrambling techniques [15.54, 55] remain important to

apply, and are hard to break, attackers can still try to
launch signal insertion and splitting attacks without be-
ing noticed. In such scenarios, machine learning (ML)
has recently gained significant attention as a statistical
method that is a viable solution to attack detection, ad-
dressing the issues of attack detection and prevention in
real time and accurately [15.56].

Machine learning-based techniques can also be used
classify, and potentially predict, failure conditions in
the network. In the context of optical networks, this is
an especially important capability due to the complex-
ity of the associated infrastructure. Consider a typical
scenario for a human operator that involves identifying
the root cause of a failure along a service path. Optical
network services traverse over numerous active/passive
entities such asWSSs (wavelength selectable switches),
amplifiers, AWGs (arrayed wave guides) etc., and any
failure, including component failures, laser failures,
bad interconnections or fiber cuts can result in multi-
ple alarm indications from entities in the service path.
Historically, experienced human operators typically an-
alyze individual failure signatures to identify the root
cause, but such analysis reduces the scale (and increases
operational expenditure [OPEX]) associated with fault
management in optical networks. Machine learning-
based applications have already shown the capability
to analyze and classify control information coming to
the network control and management systems in order
to improve the speed and scale of classification of fail-
ures in the network, and are now being investigated for
application in commercial networks. AI is also being
employed to monitor and classify problems with the
physical layer in the network, which in turn can affect
the control functions, through actions like rerouting op-
tical services away from specific links, or changing the
modulation format used for the service.

In conclusion, the combination of intent-based net-
working and AI-based techniques is a promising combi-
nation that can significantly increase automation in the
network while maintaining the capability for operators
to intervene or approve operations when required.

15.5 Summary and Final Remarks

The evolution of control frameworks, from the dis-
tributed control plane avatars to the centralized SDN
architectures, has highlighted the need to automate
operations for controlling optical networks. As net-
working technology evolves, increasing complexity
and the dynamic nature of applications requesting
resources will drive further automation of network

operations. A key factor for introducing new tech-
nologies will be the capability to integrate with other
existing and future subsystems, preferably in a tech-
nology-agnostic manner, and the ability to integrate
humans-in-the-loop as/when required, to give the op-
erator a chance to approve or veto actions in the net-
work.
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16. Cross-Layer Design

Suresh Subramaniam, Koteswararao Kondepu, Andrea Marotta

The chapter is organized as follows. Sections 16.1
to 16.3 constitute the first part of the chap-
ter, namely, physical network layer design. In
Sect. 16.1, the physical impairments that affect
long-haul optical fiber networks are described.
Models for predicting and measuring the quality
of transmission (QoT) of network connections are
detailed. In Sect. 16.2 various routing and wave-
length assignment (RWA) algorithms are presented,
some of which only guarantee QoT requirements
in the presence of PLIs, while others optimize
network performance while taking into account
the PLIs. The latter, called PLI-aware algorithms,
can significantly improve the performance of the
network, i.e., lower the blocking probability. Sam-
ple numerical results illustrating the efficacy of
cross-layer methods are presented. Section 16.3
addresses the design of protection and restora-
tion techniques for physically impaired optical
networks. The survivability of these networks to
link failures is greatly enhanced by including
information about the PLIs directly within the pro-
tection or restoration algorithms. The second part
of the chapter, focusing on application-network-
layer design, consists of Sects. 16.4 to 16.6. An
application-aware metro-access programmable
architecture is presented in Sect. 16.4. Resource
allocation and path protection based on software-
defined networking (SDN) is presented in Sect. 16.5,
and Sect. 16.6 presents application-aware con-
verged wireless-access resource scheduling. The
chapter is concluded in Sect. 16.7.
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This chapter is divided into two parts – cross-layer
design aspects considering the interactions between
the physical/optical and network layers, and design
aspects based on the interactions between the net-
work and application layers. The first part of the
chapter deals with physical network layer design as-
pects. As optical signals traverse large distances, they

are distorted and attenuated by a variety of phenom-
ena, collectively called physical layer impairments
(PLIs). This may lead to unacceptable lightpath per-
formance unless judicious cross-layer methods are
employed. Such cross-layer methods design the net-
work layer using the underlying knowledge of the
physical network, as well as allocate network layer
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resources utilizing the knowledge of the current phys-
ical layer state. The various PLIs that affect optical
signals are first introduced and techniques for model-
ing them are presented. Following this, several widely
used cross-layer design and resource allocation ap-
proaches are outlined. The second part of the chap-
ter describes application-aware networking paradigms.
The application-aware network can dynamically re-
spond to meet application requirements, to enhance
user experience and traffic demands. The various
application-aware software-defined architectures such
as metro-access architecture, resource allocation and
path restoration, and wireless-access converged archi-
tecture are outlined.

Today’s transport networks can span thousands of
kilometers and have information capacities on the or-
der of several Tbps per network link. Network nodes
consist of optical routers and switches, while links are
formed by fiber optic cables. Optical fibers are able to
carry this vast amount of information with remarkable
quality of transmission (QoT) and reliability compared
with other technologies. Yet, at these throughput rates
and distances, some degradation in the quality of the
transmitted signals does occur. These so-called phys-
ical layer impairments (PLIs) limit the distance that
the signals can travel before requiring electronic re-
generation, at which point the signal quality can be
reset.

PLIs limit the optical signal-to-noise ratio (OSNR),
which in turn limits the QoT, as measured by the bit
error rate (BER). The BER must be kept below a spec-
ified value, say, 10�9, so that the data remains useful
to the user. PLIs originate from various sources, both
internal and external to the link. Long fiber links re-
quire either periodic or distributed optical amplifiers to

boost the power level along the line; these amplifiers
add undesired random noises to the signal that corrupt
the information. Fiber channels introduce both linear
and nonlinear distortions on the communication signal.
Signals traveling together on the same fiber or across
the same node can create crosstalk that further degrade
the quality of transmission. These PLIs have been the
subject of many years of research by numerous research
groups. Many signal manipulation techniques have also
been introduced in the last decade to minimize these ef-
fects, including signal processing approaches and novel
optical devices, yet residual impairments remain that
must be accounted for in networks where QoT must be
guaranteed.

Network designs that take into account the PLIs
within the implementation, deployment, utilization,
or management algorithms and protocols are termed
cross-layer, as they cross boundaries between the at-
tributes of the physical layer and decisions made at
the higher layers. In this chapter, we describe mecha-
nisms for the cross-layer design of large-scale optical
networks so that these can be utilized more efficiently
and reliably while providing the users high-quality sig-
nals. Cross-layer approaches to network design became
popular for wireless RF (radio frequency) wireless net-
works in the late 1990s. For optical networks, the issues
are quite different due to the guided nature of transmis-
sion as well as the relatively static nonrandom nature of
the impairments. The discussion contained in this chap-
ter applies solely to optical fiber networks. Cross-layer
effects in optical networks began to be examined in the
late 1990s, but the incorporation of physical layer ef-
fects into network design and resource allocation only
became popular in the mid 2000s. The topic has been
widely researched since then.

16.1 Physical Layer Impairment Sources and Models

Optical networks transmit communication signals
through one or more links of optical fiber that can affect
the signal quality. This section describes the most im-
portant PLIs such as dispersion, nonlinearity, noise, and
crosstalk. Models to quantify and measure the quality
of transmission (QoT) that can be provided by optical
networks operating over these degraded links are then
presented. There are two distinct goals addressed here:
to predict the performance of the system under various
network conditions so that cross-layer network design
and management decisions can be made, and to moni-
tor and evaluate the system performance to confirm the
efficiency and QoT of the network.

16.1.1 Physical Layer Impairments

The term physical layer impairment is used to describe
any phenomenon that diminishes the QoT of a light-
path. From the point of view of the optical network,
PLIs must be understood and measured to facilitate the
cross-layer design, and not for the purpose of directly
diminishing their effect. Here, we describe PLIs and
provide models that can be used by network designers
to account for these effects. Some impairments, such as
amplified spontaneous emission noise, are entirely in-
dependent of the current network state, making them
easy to model, while other impairments, especially
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nonlinearity, are inextricably tied to the instantaneous
channel usage. The most critical impairments are re-
viewed below; these are classified as linear impairments
and nonlinear impairments.

Linear Impairments
Power Losses. An optical signal loses power as it tra-
verses a lightpath from source to destination. The power
loss consists of intrinsic and extrinsic losses [16.1]. In-
trinsic losses are caused by attenuation, absorption, re-
flections, refractions, Rayleigh scattering, optical com-
ponent insertion losses, etc. The power loss is simply
modeled as follows: if Pin is the power launched at the
input of a fiber of length L, the output power Pout is
given by Pout D Pine�˛L, where ˛ is the fiber attenu-
ation coefficient. The loss introduced by the insertion
of optical components, such as couplers, filters, mul-
tiplexers/demultiplexers, and switches, into the optical
communications system is called insertion loss and
is usually independent of wavelength. Conversely, ex-
trinsic losses are caused by micro- and macrobending
losses. Additional losses occur due to the combined
effects of dispersion resulting from intersymbol inter-
ference (ISI), mode-partition noise, and laser chirp as
discussed later.

Chromatic Dispersion (CD). Dispersion is the widen-
ing of optical pulses as they traverse a fiber. In chro-
matic dispersion, the broadening occurs due to the
various spectral components propagating at different
velocities, and causes signals in adjacent bit periods to
overlap, resulting in ISI. CD is dependent on bit-rate,
modulation format, and fiber type. Dispersion accumu-
lates in a linear manner over the fiber, and is quantified
by the dispersion parameter Df which is expressed
in ps=.nmkm/, i.e., the pulse broadens Df picosec-
onds per nanometer of spectral width of the pulse for
every kilometer of fiber traversed. CD may be com-
pensated or canceled by using dispersion-compensating
fiber (DCF) which has a negative dispersion parame-
ter. For example, the dispersion on a fiber of length
Lf and dispersion parameter Df can be compensated
by using a spool of DCF of length Lc and dispersion
parameter Dc such that the dispersion at the end of
the fiber is close to zero and satisfies DfLfCDcLc D
0. However, because it is not possible to perfectly
match the dispersion slopes of CD and DCF over
the entire WDM (wavelength division multiplexing)
spectrum, some wavelengths may be overcompensated
and some others may be undercompensated. Receivers
may be able to tolerate a certain amount of residual
CD depending on the type of modulation and bit rate
used.

Polarization Mode Dispersion (PMD). PMD is the
result of the two different polarizations of light travel-
ing at different velocities because of asymmetries and
other random imperfections in the fiber. PMD is char-
acterized by a PMD fiber dispersion parameter, denoted
DPMD and measured in ps=

p
km. The pulse spread (also

called differential group delay (DGD)) over a fiber of
length L is given by 
� D DPMD

p
L. Typical PMD pa-

rameter values range from 0:1 to 2 ps=
p
km [16.2].

PMD is a serious issue at bit rates higher than 40Gb=s,
and is quite difficult to compensate because of its
random and time-varying nature. PMD-induced prob-
lems can be mitigated by decreasing the optical trans-
mission distance at the expense of deploying costly
optical-electrical-optical (OEO) regenerators. Alterna-
tively, dispersion-compensation modules (DCMs) that
compensate for the accumulated PMD can be de-
ployed at reconfigurable optical add/drop multiplexers
(ROADMs), optical cross-connects (OXCs), or ampli-
fier sites. As PMD effects are random and time-varying,
an adaptive PMD compensator that uses feedback may
be required.

Polarization-Dependent Loss (PDL). This is another
impairment induced by polarization, and is particu-
larly important when polarization multiplexing is used
for transmission. PDL is the difference in the loss of
power for the best- and worst-case polarization states.
It is measured in decibels and is given by PDLdB D
10 log.Pmax=Pmin/, where Pmax and Pmin are the max-
imum and minimum power for different polarizations,
respectively. PDL typically occurs in passive compo-
nents such as couplers and splitters.

Amplified Spontaneous Emission (ASE) Noise. ASE
noise originates from optical amplifiers. Optical am-
plifiers are used periodically over long-haul links to
increase the power of the signal. To preserve the signal
quality, they must be used every 60�100 km, depend-
ing on the modulation. ASE noise is well modeled as an
additive white Gaussian noise with power spectral den-
sity SASE D nsphfc.G�1/, where nsp is the spontaneous
emission factor, h is Planck’s constant, and fc is the car-
rier frequency of the signal being amplified. Assuming
that all amplifiers are operated with the same gain G,
the total ASE power for a chain of N amplifiers through
a linear fiber is approximated byPASE D 2NSASE, where
the factor of two takes into account the unpolarized
nature of ASE noise [16.3]. Amplification reduces the
signal-to-noise-ratio (SNR) of signals, and this is quan-
tified by a metric called the noise figure (NF) which is
the ratio of the input SNR to the output SNR, expressed
in dB.
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Crosstalk. Linear crosstalk, as opposed to nonlin-
ear crosstalk described later, is caused by the im-
perfect isolation of optical signals as they propagate
through various system components such as multiplex-
ers/demultiplexers, ROADMs, and OXCs. As WDM
signals at different wavelengths pass through these
components, the signal is impacted by crosstalk wave-
lengths that are leaked from adjacent channels or ports.
The crosstalk can be either in-band or coherent or out-
of-band or incoherent, depending on the source of the
crosstalk. Crosstalk can occur in many different ways
and an exact calculation would depend on the particular
system under consideration, but the types of crosstalk in
optical networks have been broadly classified by several
researchers. One such classification is presented below.
Consider a typical OXC model, shown in Fig. 16.1, in
which input WDM signals are demultiplexed and each
wavelength is switched by a wavelength-plane space
switch (such as a MEMS (micro-electro-mechanical
systems) switch).

Three different types of crosstalk can then be
identified [16.4]. In cowavelength crosstalk, shown in
Fig. 16.2a, a signal on a particular wavelength, say �i, is
affected by crosstalk from another lightpath on the same
wavelength because of imperfect isolation in the switch.
This is incoherent crosstalk, as the crosstalk comes
from another lightpath. Conversely, the self crosstalk,
shown in Fig. 16.2b, is coherent crosstalk because it is
caused by interference from the same lightpath passing
through a different path. The third type of crosstalk is
called neighbor-port crosstalk. As shown in Fig. 16.2c,
this crosstalk comes from another lightpath on the same
wavelength.

Other Effects. There are two othermain effects that are
also important considerations in PLI-aware networking,
namely, filter concatenation and amplifier tilt effects.
The former refers to the narrowing of the signal’s band-
width as it passes through a series of filters from its
source to its destination. The latter refers to the un-
equal gain that an erbium-doped fiber amplifier (EDFA)
provides to the various channels of a WDM system.
Techniques such as gain-flattening are available to mit-
igate the tilt effect.

Nonlinear Impairments
As the power of the optical signal increases, which is
increasingly common now due to the large number of
wavelengths that are multiplexed on a fiber and the
increased signal power to increase reach, optical fiber
starts exhibiting nonlinear effects. The nonlinearity can
be classified as arising due to two different effects. In
the first, known as the Kerr effect, the refractive index of
the fiber depends on the optical fiber. This dependence
causes three types of nonlinearities, namely, self-phase
modulation, cross-phase modulation, and four-wave
mixing. The second type of nonlinearity is due to scat-
tering effects in the fiber; the two impairments of this
type are stimulated Brillouin scattering and stimulated
Raman scattering.

Self-Phase Modulation (SPM). The nonlinear phase
modulation of an optical pulse caused by its own in-
tensity is called SPM. SPM occurs due to temporal
refractive index changes and manifests itself as chirp in
the optical signal. Chirp refers to the change in the fre-
quency of a pulse with time. Chirping leads to a change
in the pulse width and, in most cases, causes dispersion.
SPM is the most severe nonlinear impairment forWDM
systems with relatively large wavelength spacings, e.g.,
100GHz.

Cross-Phase Modulation (CPM). The nonlinearity of
refractive index is not just experienced by pulses on
a single wavelength; all copropagating wavelengths
experience the effects of the nonlinearity. In WDM
systems, all copropagating wavelengths undergo phase
modulation even if the individual wavelengths have
moderate powers, as the aggregate power may be large
enough to cause severe nonlinear effects. This effect
is called cross-phase modulation. CPM is negligible in
systems with large wavelength spacings, e.g., 100GHz,
but becomes significant when bit rates exceed 10Gb=s
and wavelength spacings become 50 or 25GHz. CPM
is also enhanced in dispersion-shifted fiber, which is
a special fiber in which the zero of the linear dispersion
is shifted to the 1550 nm wavelength from the 1300nm
wavelength, where it occurs naturally.
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Four-Wave Mixing (FWM). In a WDM system using
carrier frequencies f1; f2; : : : ; fW , the refractive index
dependence on intensity not only induces phase shifts
but also new frequency components. These components
occur at frequencies fi˙ fj˙ fk, i.e., any three frequen-
cies combine to produce a fourth frequency, hence its
name. The number of such frequency components is
W2=2.W�1/. FWM can have a severe impact onWDM
systems if the generated frequencies coincide with or
are close to the system frequencies. The effects of
FWM are worse when dispersion is zero, unfortunately.
Therefore, practical systems have small amounts of dis-
persion to mitigate FWM effects.

Stimulated Brillouin Scattering (SBS). SBS occurs
when an optical signal interacts with acoustic phonons
in the optical fiber. The resulting scatter effects cause
a strong reflection of the transmitted signal, which has
two implications. First, this places a limit on the opti-
cal power that can be launched from a transmitter, and
second, any reflections must be blocked by an isolator
placed in front of the transmitter.

Stimulated Raman Scattering (SRS). SRS causes the
transfer of power from lower wavelength signals to
higher wavelength signals in a WDM system. This can
reduce the SNR of the lower wavelength signals and in-
troduce crosstalk in the higher wavelength signals. SRS
is a broadband effect compared to SBS. Moreover, SRS
needs much higher power thresholds (of the order of
watts) to occur than SBS. The effects of SRS can be
reduced by keeping the powers low and by reducing
wavelength spacings.

16.1.2 QoT Modeling and Measurement

Network providers guarantee a given QoT to their
customers. This measure is typically given as the worst-
case or average BER that the lightpath will experience
over the duration of the connection. The designer of
the network needs to have a model by which to predict
the BER of the lightpath so that the best routing and
wavelength assignment (RWA) decision can be made.
Typical requirements are a BER < 10�3 before error
control coding, which would yield an error rate of <
10�9 or better after error correction. The BER depends
on all the impairments described above, and so depends
on the actual state of the network: what connections are
active, what data rates and modulations they use, etc.
In this section, we provide various models by which to
use this information to derive estimates of the BER. We
then discuss how the lightpath performance can be di-
rectly measured.

The simplest model to incorporate PLIs into the
QoT is through a limit on the length of transmission
possible before the PLIs degrade the signals too much
for the error control system to be able to recover. The
so-called transmission reach is defined as the maxi-
mum length Lmax of the lightpath such that the BER
will reliably remain below a specified threshold under
normal network operation. It takes into account the pos-
sible presence of linear and nonlinear effects by being
conservative and considering the worst case. Many re-
searchers have relied on a simple transmission reach
constraint, e.g., [16.5].

A popular technique to estimate the performance
of fiber-optic communications systems is to use a sim-
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ple Gaussian noise approximation on both the effects
of physical impairments and on the ASE noise. The
BER of a system affected by Gaussian noise can be
estimated given the first- and second-order statistics of
the received decision variable. In fiber systems, these
statistics are collected after the photodetection circuit,
and depend on the type of modulation used. For on-
off-keying (OOK) modulation, the decision variable is
the sampled filtered output of the photodetector. For
differential phase-shift keying (DPSK), a differential
balanced detector is used, details of which can be found
in [16.1]. For either case, the BER can be approximated
using BERD 1=2erfc.Q=2/, where the metric Q is re-
ferred to as the Q-factor, and is defined as

QD �1 ��0

�0C
q
�2i C �2n C �2nlxC �2nx

: (16.1)

Here, �1 and �0 are the mean photodetector output
for a 1 bit and 0 bit, respectively; and �2i , �

2
n , �

2
nlx

and �2nx are the variances due to intersymbol inter-
ference (ISI), amplifier noise, nonlinear crosstalk, and
node crosstalk, respectively [16.6]; �0 is dominated
by the ISI term because there is no power transmit-
ted for a 0 bit. Dispersion effects are usually assumed
to be canceled by dispersion compensators placed in
the network. Higher order modulation techniques, such
as differential quadrature phase-shift keying (DQPSK),
have similar Q-factor formulations and are also primar-
ily affected by the same four impairments. ISI, SPM,
concatenated filtering, and amplifier noise are single-
channel effects independent of the network state, and
can therefore be predetermined given a network topol-
ogy and physical layer parameters. Nonlinear crosstalk,
occurring when signals copropagate in the fiber, is
a network state-dependent impairment that cannot be
precomputed. In this chapter, the variance due to non-
linearity is calculated as in [16.7]. Node crosstalk

originates from signal leaks in the optical switches (in
OXCs) and from the imperfect wavelength demultiplex-
ing, and is therefore also network-state dependent. The
formulation in [16.4, 8] is used to estimate the added
variance due to node crosstalk.

More detailed analytical expressions for the deci-
sion sample variance and the probability distribution
of the nonlinear phase noise caused by the interaction
of ASE with fiber nonlinearity have been discussed
in recent literature. In [16.9] the authors compare the
effects of phase noise on DPSK and DQPSK modu-
lation systems, while [16.10] models the optical fiber
channel in the presence of nonlinear phase noise and
presents BER results for a DPSK system. In [16.11],
the authors calculate the variance of the nonlinear phase
noise in an orthogonal-frequency-division-modulated
(OFDM) system. The authors of [16.12] also derive the
nonlinear phase noise variance, but for a PSK (phase
shift keying) system, and analytical expressions for the
linear and nonlinear phase variance due to SPM are
derived. In [16.13], the authors propose and verify,
with simulation and experiments, an empirical phase
noise channel model for a long-haul optical system.
The results agree with the data in the case of QPSK
(quadrature phase shift keying) transmission. Optical
networks transitioning to higher (100Gb=s +) data rates
often must operate using multiple line-rates, requiring
special consideration; 10Gb=s links spectrally adjacent
to higher data rates cause the strongest degradation, as
modeled in [16.14].

New and improved models for physical layer im-
pairments continue to be developed. An alternative
approach to modeling is to employ a Monte Carlo sim-
ulation, which can be used to effectively model all
significant PLIs. The computational complexity is sig-
nificant, and increases with the inverse of the expected
BER. Estimating an error-probability below, say, 10�9,
requires too many trials to predict accurately.

16.2 Cross-Layer Routing and Wavelength Assignment

An important resource allocation problem in wave-
length-routed optical networks is to find a route and
wavelength(s) for a lightpath request. (The terms light-
path, call, and connection are usually used interchange-
ably in the literature.) In general, it is assumed that
connections arrive one after another and their durations
and arrival times are generally not known. This prob-
lem is the dynamic routing and wavelength assignment
(RWA) problem (which is also discussed in detail in an-
other chapter in this Springer Handbook, but without
PLI considerations). In this section, we review a few

cross-layer RWA algorithms and examine their perfor-
mance.

16.2.1 Early Studies

One of the earliest studies on the effects of PLIs was
published in [16.15]. The authors of [16.15] presented
a detailed model for ASE noise and the calculation of
BER. Using these models, the signal, crosstalk, and
noise powers of a lightpath can be computed for an
arbitrary wavelength on a route in a given network
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state. The paper then investigated the blocking perfor-
mance of two common WA (wavelength assignment)
algorithms in the literature, namely, random-pick (RP),
which picks an available wavelength on the route ran-
domly, and first-fit (FF), which picks the first available
wavelength on the route. Shortest path routing was as-
sumed in that work. An interesting observation that
was made was that RP actually outperformed FF when
PLIs were taken into account. This surprising observa-
tion was contrary to numerous prior studies that had
shown the superior performance of FF over RP for net-
works with no impairments. The explanation for this
counter-intuitive observation was that FF tends to as-
sign lightpath wavelengths close to each other in the
spectrum, causing larger crosstalk components, as com-
pared to RP, which tends to spread wavelengths on
a fiber, thereby mitigating the effects of crosstalk.

Another early paper that went a step further and
incorporated the calculation of impairments due to
crosstalk in the RWA process was [16.4]. In [16.4], four
crosstalk-aware WA algorithm extensions of standard
WA algorithms were presented. Besides the two stan-
dard algorithms RP and FF, two other algorithms were
proposed: Most-used (MU), which picks the wave-
length that is available on the route and is used on
most other fibers in the network, and least-used (LU),
which selects the wavelength least used in the rest
of the network. Studies [16.16, 17] have shown that
the general performance order of these algorithms is:
MU> FF > RP> LU. However, as these algorithms
ignore PLIs, the actual BER performance of the light-
paths may be unacceptably poor, leading to what is
called BER blocking, distinct from the blocking due to
wavelength unavailability, which is called wavelength
blocking.

The algorithms in [16.4] employ a simple crosstalk-
counting algorithm prior to wavelength selection. Here
is how it works.

Consider Fig. 16.3. Let nOXCi;.x/ denote the number of
type (x) crosstalk components imposed on LPi within
an OXC. Recall that type (a), (b), and (c) represents

cowavelength, self-, and neighbor-port crosstalk, re-
spectively, as described in Sect. 16.1. For example, in
the LP (lightpath) configuration shown in Fig. 16.3,
for cowavelength, since LP1 does not share the switch-
ing module of �1 with any other LP, while LP2 and
LP3 use the same switching module of �2, we have
nOXC1;.a/ D 0, and nOXC2;.a/ D nOXC3;.a/ D 1. For self-crosstalk,
which is generated when multiple LPs traverse the
OXC from the same input port to the same output
port, it only occurs for the pair of LP1 and LP3 in
this example. Hence, nOXC1;.b/ D nOXC3;.b/ D 1, and nOXC2;.b/ D 0.
Neighbor-port crosstalk is applied when the signal
LP enters the OXC with an LP on a wavelength and
exits the OXC with another LP on the same wave-
length. Obviously, such a scenario does not exist in
the example. Hence, nOXC1;.c/ D nOXC2;.c/ D nOXC3;.c/ D 0. As the
intensities of the various types of crosstalk may dif-
fer considerably, these numbers must be weighted. For
instance, if the port isolation of the switching mod-
ule is 40 dB, and the adjacent-channel isolation of the
demultiplexer filters is 30 dB, then wm;.b/ D wm;.c/ D
104wm;.a/=103.

For a given lightpath i and its given wavelength in
the network, the overall weighted crosstalk number is
computed by

NLP
i D

MX

mD1

n
wm;.a/n

OXCm
i;.a/ Cwm;.b/n

OXCm
i;.b/

Cwm;.c/n
OXCm
i;.c/

o
; (16.2)

where M is the total number of OXCs on the route of
LPi.

The WA algorithm first chooses the wavelength(s)
with the smallest NLP

i , and uses one of the four stan-
dard selection methods (RP, FF, MU, or LU) if there are
multiple such wavelengths. Using this approach, it was
shown that blocking probabilities could be improved by
a factor of 5 to 10 for typical network configurations
over the standard PLI-agnostic WA algorithms.
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16.2.2 Improved Cross-Layer RWA
Algorithms

There have been numerous subsequent proposals for
cross-layer RWA algorithms since the above early
work. These proposals primarily differ in the following
aspects: (a) the PLIs that are considered, (b) the signal
transmission quality metric (Q-factor, BER, PMD, etc.),
and (c) whether the algorithms are centralized or dis-
tributed. In this section, one such proposal [16.6] is de-
scribed. In [16.6], four centralized cross-layer RWA al-
gorithms, called SP2, HQ, MmQ, and MmQ2, are pro-
posed and compared with a baseline algorithm, shortest
path (SP). This work considers BER as the QoT met-
ric and presents adaptive approaches that dynamically
consider the QoT of existing and new connections when
a lightpath request arrives before making a decision on
whether to admit or block the arriving request, and what
resources (route and wavelength) to allocate to the re-
quest if it is to be admitted. A distinguishing feature of
this work is that it considers fairness. It is well known
that long lightpaths suffer from higher blocking rates
because of the extra links on which wavelengths are
needed. This is exacerbated in optical networks in two
ways – first, the wavelength continuity constraint ad-
versely affects longer paths more than shorter paths, and
second, PLIs similarly impact longer paths more than
shorter paths. One of the algorithms in this work at-
tempts to ensure that longer paths do not suffer unduly.

Fair and Adaptive RWA
Figure 16.4 shows a model of a typical transmission
path assumed in this work. The lightpath traverses
several nodes and fiber spans, and there are several
amplifiers along the path. Four different PLIs are con-
sidered in this work:

� Intersymbol interference (ISI), which results from
chromatic dispersion and is a single-channel effect� Amplifier spontaneous emission (ASE) noise,
which is independent of other lightpaths and is in-
troduced by the optical amplifiers

Call
source

Interchannel crosstalk

Node crosstalkNode crosstalkNode crosstalk

Amplifier noise

Call
destination

OXCOXC
Fiber spans

and amplifiers
Fiber spans,

amplifiers, OXCsOXC ������� �����������

Fig. 16.4 A typical
transmission path
(after [16.6])

� Nonlinear fiber crosstalk (due to XPM (cross-phase
modulation) and FWM) and� Node crosstalk due to leakages from the various
node components [16.4].

The node and nonlinear crosstalks are dependent on the
global network status, i.e., what other lightpaths are
active, and therefore must be computed online when
a request arrives. The Q-factor of a potential light-
path can be computed assuming that these four PLIs
contribute to Gaussian noise terms. Typically, there is
a threshold for the Q factor [16.6] that results in a max-
imum BER that must be satisfied by every lightpath.

The algorithms work according to the following
general method. When a lightpath request arrives, for
each wavelength �i, the links on which the wavelength
is not available are first removed from the network
graph. Then, the shortest path on this modified graph for
wavelength �i is determined. Let this be SP(�i). If the
set of paths in fSP.�1/;SP.�2/; : : : ; SP.�W/g is empty
(W is the number of wavelengths per link), then the call
is blocked. Otherwise, one of the lightpaths is selected
according to the four proposed policies, or the baseline
policy SP. The five policies, including SP, work as fol-
lows:

� SP (shortest path) selects the wavelength that cor-
responds to the physically shortest path among the
candidates.� SP2 is similar to SP but with protecting thresh-
old. The protecting threshold technique [16.18] en-
hances fairness of longer connections (which have
much higher blocking rates as explained earlier), by
setting a threshold for available wavelengths that
must be met for shortest paths to be admitted. In
this work, a single-hop (i.e., a lightpath with just
one link) path is admitted only if there is more than
one wavelength available.� HQ (highest Q factor) selects the candidate light-
path with the highest Q factor.� MmQ (max–min Q factor) considers the Q factors
of not only this lightpath but of other impacted



Cross-Layer Design 16.2 Cross-Layer Routing and Wavelength Assignment 561
Part

B
|16.2

10−2

10−1

10−3

10−2

10−1

10−3

HQ, all effects
SP, all effects
SP2, all effects
MmQ, all effects
MmQ2, all effects

50 55 60 65 70 75
Network offered load (Erlang)

50 55 60 65 70 75
Network offered load (Erlang)

Blocking probability

Blocking probability

a)

b)

MmQ2, all effects
MmQ2, ISI + noise + nl. XT
MmQ2, ISI + noise + node XT
MmQ2, ISI + noise

Fig. 16.5a,b Blocking performance
of various algorithms (after [16.6])

lightpaths as well. Admitting a lightpath increases
crosstalk in the network, possibly bringing the
Q factor of a previously established lightpath close
to the threshold or even violating it. MmQ maxi-
mizes the margin of QoT operation in the network
by selecting the lightpath that maximizes (over the
at most W candidates) the minimum Q factor (over
the potential lightpath itself and all lightpaths pre-
viously established in the network that the potential
lightpath crosses). MmQ is designed to decrease the
worst-case network BER.� MmQ2 is MmQ augmented with the protecting
threshold technique to enhance blocking fairness
while maintaining good BER.

For each policy, ties are broken by choosing the first
lightpath in the list of candidates.

Numerical Results
A few sample results are presented here to demon-
strate the effectiveness of the proposed algorithms and
to illustrate the relative impact that each PLI has on
the performance. First, the blocking probability of calls
for the proposed algorithms is presented in Fig. 16.5
for the standard NSFNET (national science founda-
tion network) network topology (with a BER thresh-
old of 10�9). Figure 16.5a shows the performance of
all algorithms; SP performs the best while MmQ2 is

the worst, but all algorithms perform similarly. Fig-
ure 16.5b shows the blocking probability for MmQ2
for various PLIs. Network-state-dependent PLIs (i.e.,
crosstalks) can cause up to an order of magnitude dif-
ference in blocking probability.

The BER of admitted calls is shown in Fig. 16.6.
Figure 16.6a shows the BER for all algorithms includ-
ing all PLI effects. The benefit of HQ is clearly seen
here, as it results in a much lower BER than the other
algorithms. Figure 16.6b shows the effect of BER due
to various PLIs on the MmQ2 algorithm. As in the case
of blocking probability, the BER can increase by as
much as an order of magnitude when all PLI effects are
present as opposed to just the topology-dependent PLIs.

The fairness is quantified using Jain’s fairness in-
dex [16.19], which is a number between 0 and 1 and is
defined as follows. Suppose n users share a resource X.
If Xi is the share of X received by user i, the fairness
index is given by

fX D

�
nP

iD1
Xi

�2

nP

iD1
X2
i

I (16.3)

fX is 1 when the resource is equally shared and is 1=n
when one user consumes all of X. The plots below show
the fairness in terms of both blocking probability and
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BER for the proposed algorithms. The MmQ2 algo-
rithm outperforms the other algorithms in terms of both
blocking probability fairness and BER fairness. It can
be observed that HQ is much less fair even though it
provides the best BER performance.

There has been an enormous amount of work on this
topic, and this chapter has given a flavor of some of
the work. The interested reader is referred to a host of
survey papers on the topic (e.g., [16.20, 21]) for more
information.
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16.3 PLI-Aware Survivability

The last section focused on RWA in networks with
PLIs. In such networks, the survivability of a net-
work, i.e., the ability of a network to withstand and
recover from failures, is also affected by the RWA
used. While the blocking probability captures the per-
formance of an RWA algorithm, another metric is
needed to capture the survivability performance, be-
cause a connection may not survive a failure even if
it was not blocked. The restorability of a connection,
defined as the probability that a connection can be re-
stored successfully after a failure event, is one such
metric. Another metric that was specifically proposed
for measuring the survivability performance of net-
works with PLIs is called the vulnerability ratio (VR),
defined as follows [16.22]. The VR is defined as the
probability that a randomly picked connection cannot
be restored because of unacceptable QoT, if a single
random failure event occurs at a random point of time
during the operation of the network. Since the vulnera-
bility of a connection can only change with the network
state, VR can be calculated by averaging over all net-
work states S. For a failure event j in network state i,
the probability that a random ongoing connection fails
is

Pj
i D

Dj
i

Ti
; (16.4)

where Dj
i is the number of the connections that cannot

be restored due to unacceptable QoT, and Ti is the total
number of active connections in state i. Then,

Pi D
FX

jD1
pjP

j
i D

1

L

LX

jD1

Dj
i

Ti
; (16.5)

where pj is the probability of failure event j, and F is
the number of possible failure events. Then, the VR V
is computed by averaging Pi over all the states

V D EŒPi	D 1
PS

iD1 �i

SX

iD1
Pi�i

D 1
PS

iD1 �i

SX

iD1

FX

jD1
pj
Dj

i�i

Ti
; (16.6)

where �i is the duration of state i.
Protection, wherein redundant resources are re-

served at the time a connection is established, is a well-
known approach for survivability in optical networks.
Protection can be implemented at the path level or link
level. Further, protection resources may be dedicated to
a path/link or may be shared. Conversely, restoration,
another approach for survivability, does not reserve re-
sources beforehand; instead, any available resources are
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discovered and used to recover from a failure after the
failure happens [16.23]. This section examines the per-
formance of protection and restoration algorithms in
networks with PLIs [16.22]

16.3.1 Path Protection and Restoration

In (1+1) path protection, two link-disjoint lightpaths are
established for every connection, a primary path and
a backup path. Typically, data is transmitted on both
paths simultaneously, and the receiver automatically se-
lects the signal with the better SNR. (This is the case in
dedicated protection; in shared protection, the backup
path is established and its links possibly shared with
other backup paths, but not used until a failure occurs.)
This ensures quick recovery from the failure of a link on
one of the paths. In networks with PLIs, making both
primary and backup paths active (i.e., lit) at the same
time may adversely impact the QoT of all the light-
paths due to crosstalk. Conversely, keeping the backup
path inactive (i.e., dark) may increase failure recovery
time.

For the case of the lit backup path, the RWA algo-
rithm is used to determine two link-disjoint paths, and
the connection is blocked if they cannot be found. If at
least one of the two lightpaths has a satisfactory BER,
and if activating both lightpaths does not violate the
BER requirement of both the lightpaths of any other
connection, then the connection is accepted.

When the backup path is not activated, the BER
for all primary paths of every ongoing connection must
be satisfactory. If the BER constraint is violated with
one path, then the same procedure is repeated with the
second path found for the arriving connection. If both
fail, the connection is blocked. Three RWA algorithms,
namely, SP, BF (best fit), and HQ are considered. In SP,
the shortest path and the first fit wavelength is chosen
for each of the two paths. In BF, the shortest path on
each wavelength is computed, and the shortest among
these is selected. HQ, as described earlier, finds the
shortest path on each wavelength and picks the one with
the highest Q factor.

When a link fails, each affected primary lightpath
must be switched over to its corresponding backup. In
the lit backup scheme, the backup path must be checked
for satisfactory BER. Recovery is successful if the BER
is adequate; otherwise, not. In the dark backup scheme,
the backup path must be activated upon failure, and
the BER of this path as well as the primary lightpath
of every ongoing connection must be checked for ade-
quate BER. Recovery fails if any of these BERs are too
high.

In the case of path restoration, an RWA algorithm
is used to establish a path for an arriving connection.

When a link fails, a restoration path between the source
and destination are determined by using the same or
different RWA algorithm. In the nomenclature used
in the results later on, the RWA for the primary path
and that for the restoration path are both used; for ex-
ample FF–FF path restoration uses FF for both the
primary and the restoration lightpaths. Three schemes
are compared: in FF–FF, SP routing with FF WA is
used for selecting both the primary and the restoration
paths; in HQ–HQ, the HQ algorithm is used for both
paths; the BF RWA algorithm is used for both paths in
BF–BF. Results for other combinations can be found
in [16.24].

16.3.2 Link Protection and Restoration

The protection entity in link protection is a single link –
for each link, a backup path to detour the traffic if that
link fails is computed offline. These backup paths can
be computed in a number of ways. The following ap-
proach is used in this chapter.

The backup paths for links are first computed us-
ing the following algorithm [16.25]. A 2-connected
directed subgraph, called the blue digraph (directed
graph) is first determined. Another subgraph, which is
the same as the blue digraph but with the edge direc-
tions reversed, called the red digraph, is then generated.
The set of wavelengths on each fiber is divided into
two sets,  1 and  2.  1 is reserved for use by pri-
mary paths on the blue digraph and by protection paths
on the red digraph; similarly,  2 is reserved for pri-
mary paths on the red digraph and for protection paths
on the blue digraph. When a connection request ar-
rives, a primary path is found on either of the two
digraphs by using the appropriate wavelength set. SP
routing with FF WA (FF) is used to find the primary
path. Note that the shortest path may be either in the
blue digraph or in the red digraph. When a link fails,
the connections traversing the link on the blue digraph
are rerouted on the backup path on the red digraph,
thus avoiding the failed link. This can be done be-
cause  1 is reserved for protection in the red digraph
and, therefore, available for all the affected connec-
tions. A similar method is followed for rerouting the
connections traversing the failed link on the red di-
graph.

In contrast to link protection described above,
backup paths are not precomputed in the case of link
restoration. An RWA algorithm (e.g., FF) is used for
an arriving connection request. When a link fails, the
shortest available path around that link on the same
wavelength is determined for each affected connec-
tion. Note that different connections may use different
restoration paths in this case.
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16.3.3 Protection and Restoration
Performance Evaluation

Figs. 16.9 and 16.10 show the blocking probability and
the vulnerability ratio of both the lit and dark backup
methods. It can be seen that the dark backup scheme has
a much better blocking probability than the lit backup
scheme, especially at lower loads, because of the high
crosstalk introduced by the latter method. This comes
at the expense of longer traffic recovery times because
the back up path needs to be activated and the QoT
of all ongoing connections checked for adequacy, after
the failure occurs. HQ, which is a QoT-aware algo-
rithm, significantly improves the performance of both
schemes. As the loads increase, the performance of
all algorithms is limited by wavelength blocking and
QoT-awareness cannot help with improving the perfor-
mance.

When the network experiences a link failure, some
backup paths that become primary paths may not have
sufficiently high QoT to be used. This is captured by
the vulnerability ratio (VR), plotted in Fig. 16.10. The
HQ algorithm has much better VR at low offered loads,
especially for the lit scheme. When the backup is dark,
HQ cannot predict the performance of the path when
it is activated. When the load is very high, HQ actu-
ally performs worse than SP; this is because HQ admits

10–1

10–2

10–3

100

10–4
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Blocking probability

SP, lit backup
SP, dark backup
HQ, lit backup
HQ, dark backup Fig. 16.9 Blocking probability

versus traffic load for dedicated path
protection (after [16.22])

more connections than SP, which means that there are
more connections to recover upon failure.

The performance of link and path protection and
restoration algorithms are compared in Figs. 16.11
and 16.12. From Fig. 16.11, one can see that link
protection has high blocking probability due to se-
vere degradation of QoT. The reason for this is that
the path for a connection may be much longer than
the shortest path because it is restricted to lie on one
of the two digraphs. Longer path lengths mean more
noise and crosstalk in more intermediate nodes and ul-
timately lower QoT. We see from Fig. 16.11 that the
BF restoration algorithm performs much worse HQ.
The HQ–HQ path restoration algorithm performs sig-
nificantly better than other algorithms in the presence
of PLIs, which supports the idea of using cross-layer
approaches.

Link protection algorithms also have high VRs
(Fig. 16.12), again because of the long paths used
by connections. When the protection path of a link
is activated, the QoT of a large number of ongo-
ing connections may be affected, thereby making the
connection unrecoverable. It must be noted that if
we had a perfect physical layer, the VR would be
zero in 16.12 for all schemes except the restoration
schemes, which do not reserve resources to handle fail-
ure events.
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16.4 Application-Aware Metro-Access Programmable Architecture

The network is becoming progressively content-centric
as users are mainly interested in accessing data and ser-
vices, irrespective of their physical locations [16.26]. In
contrast to network connectivity, content connectivity
(i.e., reachability of content from any point of a net-
work) is becoming increasingly important [16.27] to
ensure users access to data even in case of failures.
Internet usage has evolved with the development of
smartphones and apps which is shaping today’s user be-
haviors and their expectations [16.26]. A decade ago,
connectivity requirements were limited to certain types
of devices and locations; now, with proliferation of
various kinds of hand-held devices, network users ex-
pect seamless connectivity to cloud, data, apps, IoT,
etc. from any location. Devices are getting smarter to
support more intelligent apps with the goal to provide
personalized services.

As apps are now an indispensable part of daily
lives, consistent and reliable access to applications is
expected anytime, anywhere, on any device. Users re-
quire prompt online services or else they leave or
choose alternate sites/apps. In 2008, the typical accept-
able response time was 4 s and this reduced to 2 s in
2016 [16.28]. However, current users demand instant
access to high-quality content with uninterrupted view-
ing despite mobile device type or even congestion in

the cellular network. Users are no longer patient enough
to tolerate a degraded level of experience (low-quality
picture and occasional buffering) which can have a sig-
nificant impact in terms of functionality. Hence, apps
need to be optimized to perform regardless of device
and network limitations – to provide a more user-
oriented service.

With increasing expectations of network users,
driven by the growth of devices and applications,
the network’s role has itself become updated from
merely providing connectivity to efficiently deliver-
ing applications [16.26]. The interaction between the
network and the applications, i.e., application-centric
networking, is made possible with the help of virtu-
alization and programmability [16.29] of networking
devices. As a result, network capabilities have en-
hanced to track important information about the appli-
cations that are running on it to optimize its perfor-
mance [16.30].

This requires a different level of management,
beginning with the application and exploiting more
than just traditional networking information (in con-
trast to managing individual servers and routers as in
the past) [16.26]. It can benefit from software-defined
networking (SDN) [16.32], which enables global man-
agement of a network by abstracting its lower level
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functions [16.33] and decoupling the control plane
from the data plane. In this way, an application-centric
network can directly correlate the resource-allocation
strategies in the network with quality of experience
of clients [16.34]. SDN has been applied to numer-
ous network scenarios and demonstrated by a large
number of studies, not only by academia but also in
the industry [16.35, 36]. In [16.37] and [16.38], SDN
has been proposed for managing mobile backhauling.
Moreover, an SDN-based approach for provisioning
multitechnology multitenant connections has been pro-
posed in [16.39].

In application-centric networking, success is deter-
mined by the network user’s experience [16.26]. In this
part, we analyze novel methods for three network-to-
application layer designs. First, SDN is exploited to
preserve the user experience in an integrated metro-
access network. A major metric to measure a network
user’s experience can be application responsiveness or
uptime [16.26]. In the second use case, we review
a restoration mechanism that minimizes mobile user
downtime by leveraging multilayer design that consid-
ers optical metro and mobile radio access networks. In
the third use case, we show how to utilize application
information from clients, namely the target delay, to
tune resource allocation in optical and mobile access
network leading to better quality of experience.

Considering the concept of SDN, several solutions
have been proposed with multiple networking scenar-
ios as in [16.40, 41]. This section introduces studies
related to the optical metro-access network. For exam-
ple, [16.41] describes the SDN-based passive optical
network (PON) scenario, which highlights the advan-
tages enabled by SDN for business-to-business (B2B)
applications. Considering the SDN literature, so far,
SDN-based architectures for a single network scenario

are proposed to replace existing control and manage-
ment solutions.

This section describes an SDN-based architecture
applied to multiple network segments (e.g., access,
metro); in particular, an implementation of a latency-
aware controller to effectively control heterogeneous
technologies. Moreover, the section also shows how to
preserve the end-to-end delay of the connection across
the metro and access segments of the network. The ar-
chitecture consists of a time- and wavelength-division
multiplexed (TWDM)-PON access and the layer 2
switch of an aggregation network. The scheduling pri-
ority of the frames in the metro segment is dynamically
changed based on the number of active line cards (LCs)
in the access network. Thus, the overall service level
requirements [16.42] can be met even when additional
latency is introduced by the sleep operation (for energy
savings) in the TWDM PON [16.43].

16.4.1 System Architecture

Figure 16.13 depicts the considered SDN-based ar-
chitecture. The architecture consists of optical line
terminal (OLT) LCs, each transmitting on a different
wavelength. The LCs are connected to the Ethernet
OpenFlow switch of the aggregation node, and the ag-
gregation node is connected to the metro network. On
the other end, at the user premises side, optical net-
work units (ONUs) are assumed to be equipped with
tunable transmitters, thus, the ONUs can flexibly trans-
mit users’ traffic to any LCs and receive users’ traffic
from any LCs.

The aggregation node controller is implemented (as
a light version of an SDN controller) to control the
OpenFlow switch. The aggregation node controller is
responsible for the following activities:
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(i) Configuring the flow entries in the OpenFlow
switch, to forward the flows to the appropriate LC
by considering both normal and sleep-mode oper-
ations of the LCs

(ii) Monitoring the status of the aggregation node
ports, which includes the internal ports between
LCs and the OpenFlow switch and

(iii) Installing or modifying the connections through
the metro network.

16.4.2 Implementation Scenario

Figure 16.14 shows the implemented scenario, where
two ONUs and LCs of a 10-Gb=s Ethernet-based
TWDM-PON are considered. The OLT is comprised
of four bidirectional channels, and two of the chan-
nels are connected to ONU1 and ONU2. The ONUs
can transmit/receive traffic on the corresponding wave-
length pairs at the LC for upstream (US)/downstream
(DS) traffic. Moreover, both ONUs can transmit traffic
on a single wavelength pair by electronically multiplex-
ing the traffic in a time-division multiplexing (TDM)
fashion. The OLT receives the US traffic generated
at the ONU. Upon receiving the traffic at the OLT,
it forwards the traffic towards the metro network by
utilizing the OpenFlow switch. A 5-port server with
OpenVSwitch (OVS) (version 2.61) is used to imple-
ment the OpenFlow switch. Note that the two ONUs
and two LCs are implemented in an Altera Stratix® IV
field-programmable gate array (FPGA).

16.4.3 TWDM-PON and OpenFlow
Implementation

The TWDM-PON features a dynamic wavelength and
bandwidth allocation (DWBA) scheme as depicted in

Fig. 16.15. The general approach to implement the
DWBA is to utilize two-phase scheduling schemes such
as TWDM and TDM. In the TWDM phase, each ONU
is assigned to different LC (e.g., ONU2 is assigned to
LC2 and ONU1 is assigned to LC1). But, in TDM, both
ONUs share a single LC. The OLT sends a tuning
GATE notification to the ONU (e.g., ONU2) that needs
to change its wavelength to communicate with an-
other LC (i.e., LC1). At the same time, the OLT sends
a reconfiguration request to the SDN controller. The
following actions are performed upon receiving the re-
configuration request at the SDN controller:

(i) Reconfiguration of the OpenFlow switch schedul-
ing priorities

(ii) Traffic balancing towards the metro network and
(iii) Interaction with the metro network controller for

possible flow reconfiguration.

As shown in Fig. 16.15, the tuning time is defined
as the time required to tune both the ONU transmit-
ter and receiver to a different wavelength. During this
process, both DS and US traffics are buffered and the
corresponding LC (i.e., LC2) enters into sleep mode.
When the reconfiguration process successfully com-
pletes, the immediate timeslot is assigned to the tuned
ONU (i.e., ONU2 in this case). The successive timeslot
is assigned to ONU1 after the ONU2 timeslot expires.
In the TDM phase, the single wavelength is shared
among both ONUs till the next reconfiguration is trig-
gered.

The aggregation node controller is implemented as
a simple, light version of the SDN controller as pre-
sented in [16.31]. The Python-based openflow/SDN
controller (POX) controller [16.44] was used to imple-
ment the aggregation node controller by adding several
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Fig. 16.15 Dynamic wavelength and bandwidth allocation (DWBA) scheme

ad hoc functionalities. The Linux server (Ubuntu 13.04)
is used to implement the OpenFlow switch. The flows
from the OLT are aggregated by utilizing the OpenFlow
switch, and the flows are differentiated by using virtual
local area network (VLAN) IDs. For example, as shown
in Fig. 16.14, initially, the traffic path between host 1
(H1) and server 1 (S1) is indicated by a traffic path traf-
fic 1, and the path between host 2 (H2) and server 2
(S2) is indicated by a traffic path traffic 2. However,
when the sleep mode is enabled in the OLT and the
reconfiguration is triggered, port 1 receives both traf-
fics (i.e., traffic 1 and traffic 2) with different VLAN
IDs. Table 16.1 shows possible match and correspond-
ing output actions for the sleep mode and the normal
mode.

16.4.4 Performance Evaluation
and Results

Table 16.1 shows the considered experiment perfor-
mance parameters. The US frame arrival process fol-
lows a Poisson distribution with a fixed frame size

Table 16.1 Flow table, sleep and normal mode

Match
(in_port, Vlan_id)

Actions Traffic Sleep_mode

(1, 11) Output: 3 Traffic 1 Disabled
(3, 11) Output: 1 Traffic 1 Disabled
(2, 12) Output: 4 Traffic 2 Disabled
(4, 12) Output: 2 Traffic 2 Disabled
(1, 21) Enqueue: 3:2 Traffic 1 Enabled
(3, 21) Output: 1 Traffic 1 Enabled
(1, 22) Enqueue: 4:2 Traffic 2 Enabled
(4, 22) Output: 1 Traffic 2 Enabled

Match
(in_port, Vlan_id)

Actions Traffic Sleep_mode

(1, 11) Output: 3 Traffic 1 Disabled
(3, 11) Output: 1 Traffic 1 Disabled
(2, 12) Output: 4 Traffic 2 Disabled
(4, 12) Output: 2 Traffic 2 Disabled
(1, 21) Enqueue: 3:2 Traffic 1 Enabled
(3, 21) Output: 1 Traffic 1 Enabled
(1, 22) Enqueue: 4:2 Traffic 2 Enabled
(4, 22) Output: 1 Traffic 2 Enabled

of 1250B. In the considered experiment, the value
of round trip time (RTT) is negligible and the traf-
fic of US1 and US2 is set to 64Mb=s. The time
period Trec is used to generate reconfigurations peri-
odically at TWDM-PON. Tuning time Tt is emulated
by using the tuning timer. The considered perfor-
mance parameter is the average frame delay, which
is defined as the average time interval between the
arrival of a frame into the buffer and its departure
from the buffer. The experiment duration is set to
4 s for all transmissions between the OLT and the
ONUs.

Figure 16.16 shows the average US frame delays in
the TWDM-PON as a function of reconfiguration time
Trec with different tuning time values (i.e., 5 and 10ms).
All the delays are obtained by setting the timeslot Tslot

Average US frame delay (ms)

US1 (Tt = 5 ms)
US1 (Tt =10 ms)

US2 (Tt = 5 ms)
US2 (Tt =10 ms)

Tslot =1 ms 
0.30
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Fig. 16.16 Average US frame delay as a function of recon-
figuration time
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Fig. 16.17 Control traffic capture (after [16.31])

to 1ms, and different fixed reconfiguration times (i.e.,
250, 500, and 1000ms). It can be observed that the av-
erage US frame delay decreases with an increase of
Trec because of less reconfigurations during the fixed
experimentation time (i.e., 4 s). Moreover, the average
US frame delay increases when the tuning time Tt in-
creases (i.e., from 5 to 10ms), because the number of
frames buffered during the tuning process increases.
This behavior can be observed even for the larger re-
configuration periods (i.e., 1000ms).

The contribution of increased average US frame de-
lay can be compensated with the node controller by
communicating with the OpenFlow switch to adapt the
implemented DWBA scheduling behavior. Thus, the
adaptable scheduling provides high priority to packets
that experience the additional latency due to the sleep
operation. The aggregation node controller configures
the OpenFlow switch with two flow entries (i.e., one
for normal operation, and one for sleep mode).

Figure 16.17 shows control traffic capture between
the OpenFlow switch and the aggregation node con-
troller. When the reconfiguration is performed at the
TWDM-PON, the traffic directed to the ONUs are
assigned a high priority class of service to compen-

sate for the increased average US frame delay. In
order to change the operational status (i.e., normal
operation or sleep mode) of the aggregation node con-
troller, the LC2 sends a specific control packet. Here,
the OpenFlow switch sends the OFPT_PACKET_IN
message to the controller. The aggregation node con-
troller then monitors the status of the high-priority
queues by requesting the OpenFlow switch with the
OFPT_STATS_REQUEST message, and receives the
queue status response in OFPT_STATS_REPLY. On the
other end, when the aggregation node controller de-
tects that load at the ports is low, it modifies new flow
using the OFPT_FLOW_MOD message. As shown in
Fig. 16.17, the in_port 1 with VLAN_ID 22 is sent
through out_port 3 with Queue_ID 2.

Note that the tuning time at the OLT must con-
sider the time required to perform the OpenFlow switch
reconfiguration. For example, here, the minimum re-
quired tuning time during the experiment is set to 5ms
because the successful reconfiguration takes around
4ms.

The next section presents the SDN and packet-based
protection scheme for a seamless user experience when
network failures occur.
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16.5 SDN-Based Resource Allocation and Path Protection

The 3GPP TR 38.801 [16.45] defines several func-
tional split options where the next-generation NodeB
(gNB) functions are separated and hosted at two dis-
tinct entities; namely a central unit (CU), deployed in
a centralized location, and a distributed unit (DU), de-
ployed near the antenna. The connection between the
CU and DU is known as the fronthaul, whose role is
to facilitate communication without adversely affect-
ing the radio performance. DU, CU, and fronthaul, all
together form the 5G next-generation radio access net-
work (NG-RAN), also known as the centralized/cloud
RAN (C-RAN).

TR 38.801 mentions only the specific requirements
about one-way delay and capacity for the fronthaul,
however the requirements regarding the reliability of
the fronthaul and packet loss are not defined. Avail-
able literature show several methods evidently proposed
to recover the C-RAN from different types of failures
(i.e., hardware and software). For example, resilient
schemes are described to recover from C-RAN fail-
ure based on the concept of the access cloud network
(ACN) in [16.46], and some schemes are proposed to
recover from the failing of a virtualized mobile network
in the case of a grid [16.47] and cloud network [16.48,
49].

Fronthaul network failures might also exploit the
underlying network recovery schemes [16.51]. Re-
cently, an interesting scheme put forth a two-step
recovery approach by orchestrating the adaptation of
lightpath transmission along with the eNB functional
split reconfiguration. This scheme allows recovery of
the virtual DU (i.e., deployed in a virtual machine or
container) and virtual CU connectivity, and at the same

50
 d

B

50
 d

B

CU

OVS E
G

F

W1W2

W4
Optical network
W3

eth0

eth1

EPC

eth1

UE

USB

USRP
B210

Tx Rx

USRP
B210

Tx Rx

DU
USB eth0

NCS NCS

NCS

M
U

X
M

U
X

NCS

M
U

X
M

U
X2

1
OVS A 3

...

...

2

B

C

Flow table

Flow table of OVS A
All group table

Bucket ID Port

1 Forward to port 2

2 Forward to port 3

Match Action

Source = Host A, Destination = Host B Forward to group-table X

Fig. 16.18 1+1 protection mechanism as implemented in the PROnet testbed (after [16.50])

time it also fulfills the requirements of the fronthaul ca-
pacity [16.52].

The above-mentioned schemes, however, do not
guarantee seamless communication between DU–CU
during recovery. In fact, since the network takes time
to detect the link outage and forward the connection
over an alternative path, it is quite common to ex-
perience some packet loss during a recovery. Such
a packet loss might put the DU–CU communication
out of synchronization; as a consequence, the mobile
network software implementations can cause discon-
nection. A disconnection forces the DU and CU to
restart, which further prolongs recovery. Hence, recov-
ery schemes taking into account the specific require-
ments in terms of recovery time and packet loss of the
fronthaul for different functional splits need to be ex-
plored.

16.5.1 1+1 SDN and Packet-Based
Protection Scheme

This section describes an SDN (i.e., OpenFlow) and
packet-based 1+1 protection scheme to overcome a sin-
gle fiber failure in a multilayer Ethernet/optical metro
network fronthaul featuring an Intra-PHY split (i.e.,
split option 7-1). The main objective of this protection
scheme is to minimize the loss of packets during recov-
ery.

Figure 16.18 illustrates the operation of the 1+1 pro-
tection scheme. Two disjoint optical paths are computed
and provisioned by the network orchestrator. The pro-
tection scheme is specifically implemented in kernel
software because it is not readily available in Open-
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Flow/open V-switch (OVS) [16.53, 54]. The proposed
scheme operates as follows: the ingress flow (coming
from the transmitting DU) is forwarded to the two opti-
cal circuits (primary (1) and secondary (2)), which are
interfaced by the ingress OVS by using the all group ta-
ble function [16.54]. At the egress OVS, the two copies
of the same flow arriving from the two optical circuits
are processed in real time to remove duplicate pack-
ets before forwarding the traffic to the receiving CU.
The same process takes place when the fronthaul traffic
flows in the reverse direction. The egress OVS pro-
cesses the packets from the two incoming flows using
netfilter. Netfilter is a set of hooks in the Linux ker-
nel network stack. The hooks can be used to define
the custom functions to manipulate the network pack-
ets [16.55].

The following sequence of actions is performed
each time a packet is captured by the hook: (i) a unique
signature is created for the packet using some of the
packet field(s); (ii) if the packet signature is found in
the check list, the packet is discarded and the signature
value is removed from the list; else (iii) the packet is
passed onto the switch that carries out the necessary for-
warding and the packet signature is stored in the check
list.

Note that the packet signature must be computed to
be unique for each received packet and its copy. For
example, when transmitting packets over the fronthaul
by using functional split option 7-1 (i.e., the intra-PHY
split), the signature is computed using data in the ra-
dio link control (RLC) packet (i.e., frame, subframe,
and symbol fields), as these three parameters combined
form a unique triplet for each packet that is transmitted
on the fronthaul.

16.5.2 Evaluation Scenario and Results

The scheme is experimentally evaluated in the pro-
grammable optical network (PROnet) [16.56] testbed,

UE disconnection message

Fig. 16.19 UE disconnection message when 1 W 1 protection is implemented

a two-layer – Ethernet-over-DWDM (dense wavelength
division multiplexing) – network deployed at and
around the University of Texas at Dallas. The PROnet
configuration is shown in Fig. 16.18. Ettus B210 boards
and Intel-i7 servers (acting as user equipment (UE),
DU, CU, and the evolved packet core (EPC)) running
the OpenAirInterface (OAI) [16.57] mobile network
software are used for the experiment. The functional
split IF4.5 (also referred to as option 7-1) is consid-
ered for the stated deployment. All used servers are
equipped with 1GE NICs (Network Interface Cards)
that are sufficient to sustain the single UE traffic de-
mand with 5MHz channel bandwidth. The DU and
CU are connected to an OVS, which is controlled with
OpenFlow 1.3 and equipped with multiple 1GE in-
terfaces. The Dell N2048 switch is used in a static
configuration to connect the OVS to the optical mux-
ponder. The DWDM layer consists of four Cisco NCS
2000 ROADM nodes, which are controlled and recon-
figured dynamically through Netconf/YANG and TL1
interfaces.

The principles of SDN are extended in PROnet to
control and coordinate the use of equipment at both the
Ethernet and the DWDM layer. PROnet is controlled
using the network (PROnet) orchestrator [16.58].

A more in-depth description of the PROnet testbed
and its multilayer reliability mechanisms can be found
in [16.56, 58]. In the 1 W 1 protection scheme, network
resources are first provisioned through a network or-
chestrator and then the C-RAN modules (e.g., EPC,
DU, CU, and UE) are started. Once the UE is con-
nected, a fault is introduced by manually disconnecting
one of the fiber spans used in the primary circuit.

As soon as the fault is introduced, the C-RAN
stops working and the UE gets disconnected as shown
in Fig. 16.19. This is because of the strict network
recovery time/packet loss requirements that must be
guaranteed between the CU and DU in the OAI C-RAN
implementation. In fact, the fast failover table protec-



Part
B
|16.6

574 Part B Core Networks

Restoration without packet loss upon primary link failure

Fig. 16.20 Proposed 1+1 protection wireshark output at the server hosting the CU

tion mechanism requires a 100ms recovery time, and
it does not guarantee the delivery of all the transmitted
packets over the fronthaul.

The experiment is also conducted with the 1+1
protection scheme. Figure 16.20 shows the wireshark
output at the CU. The CU (IP address: 192.168.0.134)
is set to transmit periodic echo request packets to the
DU (IP address: 192.168.0.136), at intervals of about
200ms. On start-up of the 1+1 protection mechanism,
the kernel module at the egress node that drops dupli-
cate packets is applicable only to C-RAN data packets
and internet control message protocol (ICMP) packets
(ping requests) therefore are not dropped. As a result,
when ping operation is performed from the CU to the
DU, both echo requests and echo reply packets are du-

plicated (e.g., 4 echo reply for 403 sequence number) by
the 1+1 protection mechanism, as shown in Fig. 16.20.

Once the fault is introduced in one of the two opti-
cal circuits, both request and reply packets are received
only once, as the echo packets cannot make it through
the failed (bidirectional) optical circuit. By inspecting
the wireshark output, the exact moment at which the
optical circuit was disrupted can be identified. The con-
tinuous sequence numbers reported in the trace reveal
that no packet is lost during the experiment, including
the moment when the optical circuit is disrupted.

The next section will present converged wireless-
access resource scheduling that implements coordi-
nated multipoint (CoMP) while preserving user expe-
rience.

16.6 Application-Aware Converged Wireless-Access Resource Scheduling

Softwarization is a key technology for 5G mobile net-
works. Programmability and centralized control of net-
work components will enable support of the high traffic
demands required by 5G. The concept of SDN has been
extended to mobile and optical domains. The software-
defined features in mobile networks can increase core
and network performances by effectively allocating the
resources between core and access networks [16.59].
Moreover, the integration between access and aggre-
gation networks can be achieved with the help of
software-defined access (SDA) [16.60].

In next-generation mobile systems (e.g., 5G), high
throughput can be achieved by the increasing deploy-
ment of small cells. However, the cell interference
increases because of simultaneous transmission at the
cell edge. Thus, coordinated scheduling (CS) is a co-
ordinated multipoint (CoMP) technique introduced to
improve the cell throughput by reducing the interfer-
ence among the cells [16.61].

The timely exchange of messages among eNBs
is of extreme importance to reach the expected per-

formance improvement, because wrong decisions may
derive from obsolete information. Thus, the time taken
by updated information to reach all the cooperating
evolved NodeBs (eNBs) (i.e., the CoMP cooperating
set) is the key parameter that determines the perfor-
mance gain of the adopted CS scheme [16.62].

Recently, ONUs of PONs have been proposed
to connect eNBs. TDM-PON-based mobile fronthaul
and backhaul are shown to be a feasible solution
for next-generation radio access in [16.63]. For ex-
ample, in [16.64], the PON-based mobile fronthaul
solution has been proposed to reduce fronthaul la-
tency up to 95% by calculating bandwidth allocation
in the PON from the radio resource control (RRC) mo-
bile scheduling. Moreover, a TWDM-PON is proposed
for implementing the radio access network (RAN)
in [16.65].

X2 and S1 are two application protocols utilized
by the mobile network to implement eNBs’ cooper-
ation and to carry user plane traffic. While X2 is
utilized for control information, S1 transports the effec-
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tive user traffic; thus, its performance impacts the user
experience. In this use case, we describe scheduling
techniques for the traffic belonging to the X2 interface
through which CoMP messages are exchanged with
the help of a TDM-PON dynamic bandwidth allocation
(DBA) scheme. In addition, guidelines are drawn for the
dimensioning of PON in terms of number of eNBs (i.e.,
ONUs) taking into account target X2 exchange time
and S1 user latency to implement application-aware
CoMP-CS.

16.6.1 CoMP and Coordinated Scheduling
Overview

CoMP techniques are based on joint processing and
coordinated scheduling/beamforming (CS/CB). More-
over, CoMP can be applied to both homogeneous and
heterogeneous networks [16.66].

Among the CoMP techniques, CS allows multiple
cells to share up-to-date message information between
the entities that participate in the scheduling pro-
cess [16.67]. CS can be implemented in two different
approaches: Centralized CS (CCS), where a central unit
computes the scheduling, and distributed CS (DCS),
where the eNB exchanges the CoMP hypothesis set to
take the decision in a distributed fashion.

Different techniques have been proposed to address
the requirement of optimal number of eNBs in the
CoMP cooperation set to improve cell throughput in
CS [16.61].The timeliness of the CS hypothesis set
available at all eNBs in the cooperating set is the main
factor determining CS performance. The performance
of the CS is determined based on the time required (i.e.,
convergence delay) to exchange the CoMP hypothesis
set among the eNB in the cooperating set. However, this
time mainly depends on the latency of the underlying
backhaul network [16.68, 69].

The CoMP hypothesis informs all collaborating
eNBs about the resources that the sender eNB cannot
utilize due to strong interference. The eNB sets the val-
ues in the CoMP hypotheses based on the measurement
received by the user equipments (UEs). The UEs can
send the channel state information channel quality in-
dicator (CSI/CQI) through the physical uplink shared
channel (PUSCH) and the physical uplink control chan-
nel (PUCCH) in both periodical and aperiodical ways.
The information contained in CSI/CQI are applied by
the eNB to formulate the CoMP hypothesis.

Load information messages are exchanged to im-
plement CS that contains CoMP information and the
CoMP hypothesis set as described in [16.70]. Here,
the information element (IE) in CoMP information
provides a CoMP hypothesis set and each CoMP hy-

pothesis set represents a collection of CoMP hypothe-
sis(es) belonging to one or multiple cells. The interested
reader can refer to [16.70, 71] for a thorough explana-
tion about CoMP information and the CoMP hypothesis
set. The interference-protected resources that cannot be
utilized are notified using the CoMP hypothesis to all
collaborating eNBs. The eNB sets the values in the
CoMP hypotheses based on the channel quality indi-
cator (CQI) measurement received by the UEs. The UE
uses PUSCH and PUCCH to send CSI/CQI.

The CQI periodicity is set by RRC during the hand-
shake procedures (i.e., RRC connection setup and RRC
connection reconfiguration), and expressed in terms of
number of subframes as described in [16.72]. Moreover,
the performance of CoMP CS is based on the period-
icity of CQI transmission. The eNB produces a new
CoMP hypothesis set after reception of updated CQI
in order to share with the collaborating eNBs. Fig-
ure 16.21 shows the optimal scheduling that can be
applied by the eNB after reception of CQI. Further-
more, the time required to apply the optimal scheduling
mainly depends on the time that collaborating eNBs
need to share their CoMP hypotheses (i.e., convergence
delay) of the load information messages.

16.6.2 TDM-PON DBA for Supporting CS

Figure 16.22 shows the considered architecture, where
the ONUs are attached to small-cell eNBs, and the OLT
is connected to a macrocell. A macrocell is a cell that
provides the largest area of coverage within a mobile
network. As we can see, the small cells are deployed
to increase the macrocell network capacity. The 10-
Gb-capable PON (XG-PON) is considered to exploit
the TDM-PON DBA for supporting CS. The XG-PON
delivers traffic between the OLT and ONUs based on
10GPON encapsulation method (XGEM) ports and
transmission containers (T-CONTs). The OLT applies
the DBA schemes to allocate the bandwidth to the
ONUs.

Figure 16.23 shows the traditional DBA scheme,
where the OLT grants an opportunity to transmit based
on the report received from the ONUs. Thus, each grant
size contains both X2 and S1 transmission. Figure 16.24
shows the proposed DBA scheme to reduce the waiting
time of X2 to exchange CoMP hypothesis information
among the collaborating eNBs in the network. Here,
two different T-CONTs are adopted at the ONU for X2
and S1 interfaces. Thus, it helps to prioritize X2 traffic
without involvement of the ONU upstream scheduler.
When the OLT receives X2 T-CONTs transmission re-
quests, it generates a bandwidth map to allocate all X2
traffic, and then all S1 traffic as shown in Fig. 16.24.
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The X2 prioritization DBA scheme is applied in two
different approaches: CCS and DCS. In the DCS ap-
proach, the ONUs in the cooperating set send X2 Appli-
cation Protocol (X2AP) CoMP hypothesis messages to
all the other ONUs. In the CCS approach, all the ONUs
send their CoMP hypotheses to the OLT (i.e., macrocell
eNB). Hence, the decision is taken in a centralized fash-
ion and OLT informs its decision to all the eNBs.

The X2 prioritization could increase the delay of S1
traffic. One can model the X2 transmission as a server

vacation for the S1 traffic and the S1 waiting time,
introduced by vacation, can be approximated as half
the average vacation time [16.73]. The X2 transmission
time associated to the CoMP-CS process can be calcu-
lated as a function of the number of involved ONUs and
exchanged messages; thus, it depends on the adopted
CS scheme. In light of these considerations, the S1
waiting time in the presence of N ONUs transmitting
X2 CoMP hypothesis messages of length L (in bytes)
each, with an available upstream bandwidth BWUP, can
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be expressed in CCS as

WCCS
S1 D

8NL

2BWUP
(16.7)

and in DCS as

WDCS
S1 D

ŒN.N� 1/L8	
2BWUP

: (16.8)

By comparing (16.7) with (16.8), it can be observed
that, while WCCS

S1 grows linearly with the number of
eNBs-ONUs, WDCS

S1 grows quadratically, because each
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Fig. 16.23 Tradi-
tional DBA scheme

eNB-ONU must transmit its CoMP hypothesis to the
other N � 1 eNBs, resulting in a total of N.N � 1/ ex-
changed messages. Thus, in CCS, S1 traffic is less
impacted by the prioritization of X2 traffic than in DCS.

16.6.3 Performance Evaluation and Results

The presented DBA scheme is implemented on the NS3
environment by modifying already available long term
evolution (LTE) and XG-PONmodules [16.74, 75]. The
link (as shown in Fig. 16.22) distance between theONUs
and the OLT is set to 250m. The considered link is based
on a 10-Gb-capable PON (XG-PON), which is 10Gb=s
in downstream and 1:25Gb=s in upstream direction.

The considered performance evaluation parameter
is the convergence delay. The convergence delay in
DCS is defined as the time required for the carried
CoMP hypothesis to reach all eNBs in the cooperat-
ing set. The convergence delay in CCS is defined as the
time that elapses between the transmission of schedul-
ing information by all the eNBs in the cluster and the
reception of the scheduling decision produced by the
centralized coordinator.

Figure 16.25 shows the convergence delay obtained
when DCS and CCS are supported by a DBA with and
without X2 traffic prioritization. The presented DBA
scheme which prioritizes X2 traffic over S1 traffic can
potentially reduce convergence delay by 67% in both
CCS and DCS.

Figure 16.26 shows convergence delay as a function
of number of ONUs (ranging from 1 to 120). As we
can see, the convergence delay is impacted as ONUs
increase. When the considered approach is DCS, the
convergence time of scheduling information increases
with eNBs-ONUs due to PON upstream bandwidth sat-
uration. Thus, DCS is not a suitable solution in the case
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of strict scheduling when the number of collaborating
eNBs is greater than 20.

Figure 16.27 shows the S1 waiting time in the case
of CCS and DCS as calculated in (16.7) and (16.8), re-
spectively. Similar to the convergence delay, S1 waiting
time is characterized by a linear growth with the num-
ber of eNBs-ONUs in the case of CCS while it grows
quadratically in the case of DCS. In the case of DCS,
the S1 waiting time is higher than 1 ms for a number of
cooperating eNBs-ONUs greater than 60. The S1 wait-
ing time represents the performance penalty introduced
by X2 prioritization and contributes to the delay expe-
rienced by the mobile users. Since this penalty grows
with the number of cooperating eNBs, the cluster size
can be dimensioned according to the target S1 delay
at the user plane, thus implementing an application-
centric approach.
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ter [16.71])
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16.7 Conclusion

This chapter discussed several techniques employed
for cross-layer design in optical networks. The first
part of the chapter focused on the cross-layer inter-
actions between the physical layer and the network
layer. Optically transmitted signals accumulate a vari-
ety of physical layer impairments as they traverse fiber
spans and cross-connects, and may not be recoverable
at the receiver unless appropriate measures are taken.
The chapter introduced some of the main PLIs that im-
pact optical signals and the network-level design and
resource allocation algorithms to combat and mitigate
the PLIs.

The second part of the chapter described ap-
plication-aware networking paradigms. Firstly, an
application-aware metro-access aggregation node ar-
chitecture was introduced to compensate for the in-
creased delay experienced in the access network (be-
cause of sleep mode) by reducing the delay with traffic
shaping in the metro network segment. Experimental

results showed that the end-to-end latency is preserved
by coordinating the optical line terminal (OLT) sleep
mode and traffic shaping at the metro aggregation
nodes. Secondly, a software-defined networking (SDN)
and packet-based 1+1 protection scheme is presented
to recover the fronthaul connection carrying a lower
layer functional split (i.e., Intra-PHY) without any
packet loss in a multilayer Ethernet-over-DWDMmetro
network. Finally, wireless-access resource scheduling
based on a coordinated multipoint (CoMP) technique is
described, where dynamic bandwidth scheme (DBA) is
implemented that prioritizes X2 traffic over S1 traffic.
The results showed that the presented scheme reduces
the convergence delay by up to 67%. Moreover, the
impact of DBA schemes on centralized coordinated
scheduling (CCS) and distributed coordinated schedul-
ing (DCS) is also presented. The results showed that the
CCS implementation is preferable with respect to DCS
when the number of ONUs is large.
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17. Optical Network Virtualization

Jie Zhang, Ricard Vilalta , Xiaosong Yu , Victor Lopez, Alejandro Aguado Martín

Optical network virtualization presents the nec-
essary technologies to provide the specified set of
network requirements, while providing the nec-
essary isolation between network slices. In this
chapter, technologies from both data and control
plane perspectives are presented for virtual opti-
cal networks (VON). Firstly, the benefits provided
by adopting software-defined networks (SDN) and
network function virtualization (NFV) technologies
are introduced. Secondly, the need for a network
operating system is discussed, and a reference ar-
chitecture for optical networks is presented. Thirdly,
a methodology for describing virtual and physical
network resources is provided. Fourthly, a review
of different VON resource allocation algorithms is
presented. Finally, an NFV architecture supporting
VON is presented, among several use cases.
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17.1 Optical Networks

As the cloud paradigm has profoundly impacted on the
IT and software community, NFV and SDN approaches
are expected to profoundly redefine the telecommu-
nications industry. The networking industry needs to
undergo profound and extreme changes in order to
exploit virtualization technologies and software inno-
vations in a truly effective manner. The introduction of
these t echniques and software innovations is known as
network softwarization or network programmability.

Network operators and service providers expect
NFV and SDN to reduce both the capacity expenditure
as well as the operations expenditure, taking into con-
sideration the complexity and costs of deploying and
managing heterogeneous networks and services. This

promise is still unfulfilled, as currently network-wide
abstractions to lay the foundation for true network pro-
grammability are still lacking.

The objective of NFV is to use IT virtualiza-
tion techniques to provide entire classes of virtualized
network node functionalities. A virtualized network
function (VNF) is defined as a network function that
was typically provided through custom hardware appli-
ances, which runs as software on a single or several
hosts, typically inside virtual machines (VMs) [17.1].
Examples of VNFs are authentication, authorization
and accounting (AAA), load balancers, firewalls, or
security network functions. Any data plane packet pro-
cessing and control plane function is expected to be
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adapted to NFV in fixed and mobile network infrastruc-
tures [17.1].

On the other hand, SDN improves network pro-
grammability and dynamic adjustment of network re-
sources. The SDN controller is the center of SDN
architecture and furnishes a logical centralized architec-
ture that provides an abstraction of network resources
through application programmable interfaces (APIs).
This architecture ensures the ability to perform pro-
grammable control and management tasks of differ-
ent network forwarding technologies, including packet/
flow switches, circuit switching, and optical wavelength
switched transport technologies. A single controller or
a hierarchy/peer of SDN controllers can coordinate the
multilayer architecture [17.2] with upper-layer applica-
tions.

This introduction will provide some basic concepts
and definitions on NFV and SDN to complement the
reader’s knowledge on the topics in order to later ad-
dress more advanced discussions fluently. First the con-
cept of a network operating system will be introduced.
Later, an introduction to optical network virtualiza-
tion data plane techniques will be provided. Virtual
optical network resource allocation algorithms will be
discussed in the next section. Finally, optical network
functions virtualization will be presented.

17.1.1 SDN

OpenFlow is the flagship protocol for SDN. OpenFlow
is an open standard that enables researchers to run ex-
perimental protocols in ethernet networks. OpenFlow
is added as a feature to commercial Ethernet switches,
routers, and wireless access points, and provides a stan-
dardized hook to allow researchers to run experiments,
without requiring vendors to expose the internal work-
ings of their network devices [17.3]. OpenFlow enables
the determination of the path of network L2 frames by
running software on a separate server. In SDN, network
intelligence and state are logically centralized, and the
underlying network infrastructure is abstracted from the
applications.

The OpenFlow protocol abstracts data plane
switches as a flow table, in which a flow is defined
as any combination of L2, L3, and L4 packet headers,
providing the control plane with a common hardware
abstraction through a standardized open interface (i.e.,
OpenFlow protocol) to program the flow table.

In general, OpenFlow assumes a logically cen-
tralized control plane, with an OpenFlow controller
running a network-wide operating system (e.g., Open-
DayLight and the Open Network Operating System
(ONOS) are well-known SDN controllers). The net-
work-wide operating system is usually composed of

a single software controller, and a single network view
database, that is kept in a database.

An SDN controller’s network view can store the
switch-level topology, the locations of users, hosts,
middleboxes and other network elements, and the ser-
vices (e.g., HTTP or NFS (network file system) being
offered). The network view may also include all bind-
ings between names and addresses.

Different applications can run on top of the SDN
controller that uses this centralized network view to
make control decisions, such as deciding how each flow
is routed (i.e., routing), which flows are admitted (i.e.,
control access), where they are replicated (i.e., multi-
cast), or configuring the switches in a vertical manner.
Such a network-wide operating system allows these
management applications to be written in as central-
ized programs. That is, they are written as if the entire
network were present in a single machine. To this end,
SDN controllers offer an API used by the management
applications to create new functionalities and services
to the network.

Since many vendors are yet to embrace Open-
Flow, an in-house built OpenFlow agent placed on
the node is typically used to provide OpenFlow ab-
stractions. A modular OpenFlow agent might provide
hardware abstractions to the controller via an OpenFlow
interface. This agent utilizes the network equipment
management interface (e.g., SNMP (simple network
management protocol), TL-1) to communicate with the
data plane. This can be understood as a transitional so-
lution before OpenFlow protocol or other standard is
implemented at network element level.

Optical OpenFlow
The OpenFlow architecture has also been proposed to
control multilayer networks in a unified way [17.4].
An experimental OpenFlow unified control plane was
proposed for packet and circuit switched networks.
A simple proof-of-concept testbed was demonstrated,
where a bidirectional wavelength circuit is dynamically
created to transport a TCP flow. In [17.2], a unified
control plane for packet, fixed, and flexible dense wave-
length division multiplexing (DWDM) grid technolo-
gies proposed protocol extensions for different optical
networks. In 2015, the ONF approved optical Open-
Flow extensions standard [17.4].

Transport NBI
Network operators have been requesting multivendor
interoperability in transport networks. Interoperability
demonstrations help to align the proposed solutions
of equipment manufacturers (vendors), while creating
a competitive environment that enables innovation and
provides new developments and product evolution.
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Currently, network operators deploy optical net-
works on a regional basis. This means that each vendor
uses their technology in a given area and operates it,
which is very relevant for production environments.
The use of the transport application programming inter-
face (TAPI) as a northbound interface (NBI) of optical
controllers allows the utilization of a common informa-
tion model to support the optical services.

The definition of the TAPI within the Open Net-
working Foundation (ONF) is a pragmatic approach to
obtain an end-to-end (E2E) software-defined network
(SDN) infrastructure for transport networks. It sup-
ports network programmability in each optical domain
without requiring full data plane interoperability. Mul-
tilayer/domain SDN will enable many innovative use
cases, which will lead to new service product offerings
and business opportunities like multitenancy, band-
width on demand, and data center workload balancing.
However, network operators also plan to automate to-
day’s internal operational processes like multilayer net-
work optimization, multidomain link configuration, and
restoration through SDN. This work has been made
within the umbrella of the Optical Internetworking
Forum (OIF) to coordinate the industry in this inter-
working activity.

17.1.2 ETSI NFV MANO Framework

The ETSI NFV ISG started developing a specification
document that was released in 2014 with the aim of
describing the main components and interfaces of an ar-
chitectural framework for management an orchestration
of NFV services. This specification document provides
a common guideline for the correct operation of mul-
tivendor NFV solutions. Its ultimate goal is to provide
a set of common interfaces and informationmodels, and
the mappings to nonstandard ones, in order to facilitate
the automation of NFV service deployment in hetero-
geneous environments. This will reduce the complexity
of integrating new components to the infrastructure
by providing a consistent representation of the infra-
structure and service management. Such integration can
come either from southbound interface infrastructures
(new computing and storage resources/architectures),
from east–west systems such as operations support soft-
ware (OSS) and business support software (BSS), or
from northbound applications.

The NFV management and orchestration (MANO)
architectural framework [17.5] is divided into three fun-
damental layers: the NFV orchestrator (NFVO), the
VNF manager (VNFM), and the virtualized infrastruc-
ture manager (VIM). Later, we will describe each of
these in detail.

NFV Orchestrator (NFVO)
The NFVO is responsible for the life cycle of NFV ser-
vices, commonly distributed across the whole network
infrastructure. Different VIMs, which can be physically
distributed in different points-of-presence (PoPs), are
orchestrated by the NFVO. It hosts a catalogue of the
NFV images available for its use, organizing the de-
ployment of each of them to finally create a service
graph or service function chain (SFC). The NFVO also
controls the access and authentication of users, creating
a map of policies that are reinforced for scaling up and
down the service graph. For this purpose, it works in
collaboration with the VNFMs to monitor the load of
each VNF and make sure that the current deployment
can cope with the network service demands. Finally, it
takes care of resource management, taking in account
the infrastructure available and the VNFs already de-
ployed.

VNF Manager (VNFM)
The VNFM is responsible for controlling the life cycle
of one or multiple VNF instances. Most life cycle op-
erations are assumed to be generic and shared among
different VNFs, but the VNFM should also be able to
control specific life cycle requirements associated to
specific instances (e.g., how and why to scale up or
down, other policies associated to an VNF or to an en-
tire service). Among others, the main responsibilities of
a VNFM include:

� Instantiation of the VNF, including initial configu-
ration and/or template� Active monitoring and performance measurements� Scale operations up and down� Any modification or update� Coordination with the associated VIM� Communication with the NFVO for policy checks
and scaling operations� Termination.

Infrastructure Manager (VIM)
The VIM is in charge of controlling the underlying net-
work, and the computing and storage infrastructure on
which the NFV services are built. A single VIM could
potentially control all the resources on an operator’s
infrastructure, be distributed for each PoP, or even sub-
divide the resources within a PoP to be controlled by
different VIMs. The VIM should be able to allocate the
resources during the deployment of a VNF instance,
while supporting the creation of the entire virtual ser-
vices by creating the required virtual links, networks,
or the security policies to isolate traffic and access for
the different tenants.
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17.2 Network Operating System

The concept of an operating system (OS), a system soft-
ware that manages hardware and software resources and
provides common services for computer applications,
has inspired the concept of a network operating sys-
tem (NetOS). A NetOS will manage network hardware
and software resources, and allow network-enabled ap-
plications. It encourages the research and industrial
communities to design, build, and deliver a running and
stable set of novel network-enabled applications. As an
initial effort toward a NetOS, the model that it is pre-
sented here is based on the work done in [17.6].

17.2.1 NetOS Concept

The NetOS concept is composed of three main com-
ponents: i) drivers and devices, ii) the NetOS kernel,
and iii) the user space. The proposed reference model
is depicted in Fig. 17.1, which shows its main build-
ing blocks. For comparison, a general architecture of
a UNIX operating system is presented in Fig. 17.2.

In the drivers and devices component, the network
abstraction layer (NAL) is the element responsible for
providing a unified southbound interface (SBI) towards
the physical infrastructure, while abstracting its charac-
teristics. That is, the NAL exposes the different network
elements (NEs) to the NetOS kernel using drivers, thus
enabling access to each specific element in a common
way, hiding the complexity of the NEs to the upper lay-
ers.

OpenStack
neutron

Bandwidth
scheduling SDN app

TE vSwitch Topology vRouter ...
User
space

NetOS

App execution environment(s)

Virtual network layer

Dist IF Distributed
NetOS/state

Security/
accounting/
namespaces

NetOS
kernel

Network abstraction layer

OpenFlow SNMP NetConf PCEP

Drivers
&

devices

Fig. 17.1 Proposed layered structure of
NetOS

The NetOS kernel deals with the essential coordina-
tion functions, including common models for network
resource virtualization, while providing uniform mech-
anisms in key aspects, such as security, tenant separa-
tion, namespaces and location, and resource lifetime
management. Moreover, the NetOS kernel maintains
the state of the network by interfacing with the network
elements through the NAL. Finally, the virtual network
layer enables the deployment, control, and management
of virtual networks over many possible underlying net-
work technologies.

Finally, the user space simplifies the integration
with operations support systems (OSS), business sup-
port systems (BSS), and controller frameworks. More-
over, through the definition of layered interfaces be-
tween the NetOS kernel and libraries, an application
execution environment enables running network-wise
apps.

The general NetOS reference model can be com-
pared with a UNIX system reference model (Fig. 17.2).
In this case, it is clear that in the NetOS case, the hard-
ware is composed of groups of network devices. The
controllers in the UNIX system correspond to the south-
bound interfaces or network drivers (e.g., OpenFlow),
or even a control plane. The kernel interface to the hard-
ware offers homogeneous access to network resources,
which is basically the function of the network abstrac-
tion layer (NAL) in the NetOS case. Likewise, the
NetOS kernel carries out the functions that the kernel
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Fig. 17.2 UNIX System 1

does in a UNIX environment. For instance, it controls
the daemons or processes that enable a broad spectrum
of functions, such as configuration, session manage-
ment, command queuing and scheduling, rollbacks, etc.
These are core network applications that are embedded
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Fig. 17.3 NetOS
in the scope of the
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in the NetOS. Moreover, the virtual network layer of-
fers a common method to access the kernel. Observe
that the system libraries in the NetOS model are generic
applications that can be used by multiple user applica-
tions. Some examples of these libraries are topology,
vRouter, vSwitch, or traffic engineering (TE). Finally,
the user applications that utilize the NetOS environment
are specialized applications for business, like operation
processes, operation styles and policies, right delega-
tion, etc.

17.2.2 NetOS in the Scope of NFV

One of the main benefits of NFV is the increase of the
flexibility and support for the launch and management
of novel network services, while the operational cost for
network operators is reduced. Network functions virtu-
alization (NFV) is hosted at ETSI in the form of an ISG
(Industry Specification Group), and it involves leading
network operators around the world.

The relationship between NetOS and the ETSI NFV
architecture is shown in Fig. 17.3. It can be observed
that NetOS provides functionality as an NFV orches-
trator (NFV-O), as well as an VNF manager (VNF-M)
and virtualized infrastructure manager (VIM). Some
of the proposed services that are being considered as
possible NFV use cases to be run on NFV-enabled
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platforms cover practically all network segments and
technologies: evolved packet core (EPC), broadband
remote-access server (BRAS), content delivery network
(CDN), or deep packet inspection (DPI).

It is important to note that virtual network functions
have a complex dynamic life cycle and can scale in-
/out on demand to rapidly adapt to changing conditions
and load characteristics. NetOs abstractions simplify
the management and orchestration of such services and
their integration with nonvirtualized services.

17.2.3 Programmable Interfaces
in Optical Networks

The industry and the research community have de-
voted significant efforts to designing tools that can
autonomously configure and operate a variety of hard-
ware appliances and network elements (NEs). With the
objective of providing a unified view of the network el-
ements, there have been multiple attempts to facilitate
the configuration processes. These attempts have been
located from element management systems (EMSs) that
consider specific interfaces to the devices, up to the
control plane, where several abstractions on services
provided have been tackled.

Most current implementations of SDN for optical
elements are either based on vendor-specific extensions
or on an abstracted view of the optical layer. Typi-
cally, proprietary optical SDN controllers interact with
vendor-specific network elements. These proprietary
controllers have started to provide common northbound
interfaces (NBI) to provide topological and provision-
ing services.

The IT and software communities have adopted the
driver concept. However, the development of hybrid IT
and networking fabrics is something that has not been
done before. To this end, a NetOS requires defining
the information models, protocols, and semantics in the
southbound interfaces (SBI) for the plug-and-play of
NEs.

In the following sections, the various necessary,
commonly-accepted SBIs are introduced, for both
topology recovery interfaces and for provisioning inter-
faces.

Topology Interfaces
BGP-LS. BGP-LS is an extension to Border Gateway
Protocol (BGP) for distributing the link state (LS) of
the network topology model to other network elements,
such as the SDN controller. Typically, a node (e.g.,
a router) keeps at least one database for storing this
information in a given network domain (based on the
abstraction of nodes and links). If BGP is enabled, this

BGP-LS

TED

TED

IGP peer

BGP speaker

TED

IGP peer

BGP speaker

TED

IGP peer

BGP speaker

BGP speaker

Fig. 17.4 TE distribution using BGP-LS

node can collect this information and distribute it to its
peers using the defined link state attributes.

In Fig. 17.4, the BGP peers exporting the topology
can represent child SDN controllers belonging to differ-
ent domains, while the one importing the information
can be the parent SDN controller learning about the
network. In this model, a child SDN controller would
provide enhanced computational power to enable opti-
mal paths through its domain. This is possible due to
BGP extending its applicability to carry not only reach-
ability data but also LS information.

New BGP network layer reachability information
(NLRI) and the corresponding link state attribute (BGP-
LS attribute) are defined as extensions to support the
optical domain description.

REST API. A representational state transfer (REST) API
is an HTTP API that follows an architectural style de-
fined by a set of constraints to be used for creating web
services. There are severalREST interfaces, one for each
controller. Several controllers that can be considered are
Floodlight,ONOS, and OpenDayLight (ODL). An SDN
controller is typically able to runOpenFlowprotocol and
allows the development of applications built on top of it.
The REST APIs made available by all running modules
in the SDN controller can be accessed through the spec-
ified REST port (8080). Any client REST applications
can nowobtain information and invoke services by send-

Configuration data

Operations <get_config>

Messages <rpc>

Secure channel SSL Fig. 17.5 NET-
CONF model
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Fig. 17.6 PCEP to remotely initiate GMPLS LSP

ingHTTP commands (i.e., GET, PUT, POST, DELETE)
to the controller REST port.

The topology service is the module in charge of
computing topologies based on the link information it
learns from the link discovery service, which is typ-
ically based on the Link Layer Discovery Protocol
(LLDP). The topology service maintains a record of
SDN control domains. A control domain is defined as
a union of joined SDN network elements under the
same instance of an SDN controller. Control domains
can be interconnected using non-SDN switches in the
same layer-2 domain.

Provisioning Interfaces
NETCONF. In Fig. 17.5, we can see the basic network
configuration protocol (NETCONF) model that is used
as a control interface (either for topology or provision-
ing). The operations layer defines the set of possible
actions that NETCONF supports. These actions are re-
quested as RPC (remote procedure call) methods with
XML-encoded parameters. The framing and encoding
the RPC objects is provided by the message layer. Fi-
nally, a dedicated channel is used to send the encoded
message. NETCONF supports multiple transport proto-
col but is typically deployed with SSH. This protocol
allows the client to dynamically discover the capabil-
ities of the server and use them to adjust its behavior.
Capabilities extend the basic operations of the device,
describing additional operations and the content in-
cluded in these operations.

PCEP. The extensions described in the Internet En-
gineering Task Force (IETF) draft [17.7] offer the
possibility of using the Path Computation Element Pro-
tocol (PCEP) to set up generalized multi-protocol label
switching (GMPLS) label-switched paths (LSP) re-
motely. As shown in Fig. 17.6, the idea behind it is to
enable an active PCE to set up GMPLS LSPs.

However, these extensions can be used to request
a path setup from any element in the network. The main

Controller

OpenFlow

OpenFlow
switch

Secure channel

Flow table

• Load balancing
• QoS
• Security
• Bandwidth
   allocation

Fig. 17.7 OpenFlow scenario

advantage of PCEP is that the protocol has a rich syntax
to express path details, and it is suited for any network
technology. That is, the data model is standard and well
defined, making PCEP protocol a good southbound can-
didate.

OpenFlow. As was previously introduced, OpenFlow
provides a novel way of implementing and manag-
ing programmable networks [17.3]. OpenFlow presents
open and well-defined data model that makes it possi-
ble for any developer to implement customized network
functionalities.

The most common OpenFlow scenario consists of
a logically centralized database containing up-to-date
network information (Fig. 17.7). The controller is ca-
pable of interpreting this information and providing the
switches with the optimum routing table for each data
flow. This information can also be updated on demand
if the network conditions fluctuate.

REST API. As was previously explained, a REST API
allows the usage of semantical HTTP requests and re-
sponses in combination with JavaScript object notation
(JSON) objects. JSON is a file format that uses text to
transmit data objects consisting of attribute–value pairs
and array data types. Using JSON over HTTP provides
a highly efficient, low-cost mechanism to provision
interfaces. The only requirement is to have a server
listening in port 80 of the corresponding network ele-
ment. By decoding the received JSON object fields, the

Network
admin

PUT/api/ifconfig1
Router

{
"type": "Ethernet",
"if-name" : "gigabitEthernet1",
"ip-address" : "172.15.15.16",
"subnet-mask" : "255.255.254.0",
}

Fig. 17.8 JSON configuration example
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necessary information to modify the configuration ac-
cordingly is obtained.

In Fig. 17.8, we can see a conceptual example of
how we can use JSON with REST. The network admin-
istrator sends a post HTTP message containing a JSON

field with the required configuration, and the destination
router decodes the received message obtaining the new
configuration. No session is needed, and every action
can be performed asynchronously with the consequent
reduction in complexity.

17.3 Network Resources Virtualization in Optical Networks

Optical network virtualization refers to the ability to
create logical/virtual optical networks that are decou-
pled from underlying optical network hardware. To
support logical optical networks, network hardware de-
vices should be able to be virtualized for provisioning
logical optical networks. There are several kinds of op-
tical networks according to the multiplexing techniques
used in fibers, i.e., wavelength-division multiplexing
(WDM), elastic optical networks (EON), and space–
domain multiplexing (SDM). Since network virtualiza-
tion is not limited to any multiplexing techniques, we
will use spectrum channels as an example, which can
be implemented as wavelengths or subcarriers in fiber
links. This section introduces optical network virtual-
ization from viewpoint of the following three aspects:
physical substrate virtualization, virtual resource man-
agement, and virtual networks provisioning.

17.3.1 Optical Network
Substrate Virtualization

From a hardware perspective, optical networks are
composed of optical switches and fiber links. To sup-
port network virtualization, optical network resources
should be provisioned in a flexible manner. Abstraction
is a key concept for optical network resource provision-
ing, and it can hide the underlying characteristics of
network substrates from the major resources for virtual
optical network provisioning. This section introduces
two abstraction methods for optical-switch and link vir-
tualization: participation and aggregation [17.8]. Using
participation, one optical switch or link is sliced into
multiple pieces for different virtual networks, and us-
ing aggregation, multiple resource pieces are integrated
into one bigger virtual entity.

Optical-Switch Virtualization
Optical cross connect (OXC) and the reconfigurable op-
tical add–drop multiplexer (ROADM) are two kinds of
optical switches; they can switch optical signals from an
input port to an output port. Inside an OXC or ROADM,
spectrum channels are the major resources; they pro-
vide a natural dimension for partition and aggregation.
Input and output ports other kinds of resources for op-

tical switches, and the port is another dimension for
switch virtualization. As is illustrated in Fig. 17.9, by
partition, one entire optical switch can be sliced into
multiple small virtual optical switches, and by aggre-
gation, multiple optical switches can be represented as
a super switch.

Partition. An optical switch can be sliced at either the
port or the spectrum-channel dimension, or both dimen-
sions, and a virtual switch can have parts of ports and
spectrum channels from a physical switch. For a phys-
ical optical switch, which has K input/output ports and
support spectrum channels Œ1;N	, it can support virtu-
alized switches with k input/output ports and spectrum
channels Œi; j	, where 1� k � K and 1� i� j � N. Fig-
ure 17.10 shows two virtualized optical switches sliced
from one physical switch. Since spectrum channels are
multiplexed in input/output ports, switch ports can be
reused when a physical switch is sliced in the spectrum-
channel dimension. However, one spectrum channel in
a port cannot be reused by two or multiple virtual opti-
cal switches.

Aggregation. Similar to partition, aggregation can
also be performed in ports and spectrum-channel di-
mensions. In the port dimension, multiple physical non-
blocking switches, which can provide switching capa-

Aggregation

Physical device

Partition
Virtual devices

Fig. 17.9 Partition and aggregation
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Fig. 17.10a,b Partition of optical switches (a) before partition; (b) after partition
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Fig. 17.11a,b Aggregation of optical switches in the port dimension (a) before aggregation; (b) after aggregation

bilities at the same spectrum channels, can be combined
as a super nonblocking switch with the same spectrum
channels available. Figure 17.11 shows an example
of aggregating two three-input/output port switches,
and the aggregated virtual switch has four input/output
ports. To provide nonblocking switching capabilities,
each physical switch needs to provide at least one extra

input/output port to connect one peer. Given k physi-
cal switches S1; S2 : : : S3, whose number of input/out-
put ports are P1;P2 : : :P3, the number of aggregated
switches is calculated as P D

Pk
�D1 P��2.k�1/. Note

that connections for aggregation may go through other
physical switches. In the spectrum-channel dimension,
multiple physical optical switches, which can provide
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Fig. 17.12a,b Aggregation of optical switches in the spectrum-channel dimension (a) before aggregation; (b) after aggregation

switching capabilities for different spectrum channels,
cannot be aggregated as a nonblocking super switch due
to the physical isolation of ports on different switches.
However, they can still be aggregated as a super switch
with blocking restrictions. Figure 17.12 shows an exam-
ple of aggregation in the spectrum-channel dimension.
No physical connections are required for this kind of
aggregation. However, signals from the input ports of
one physical switch cannot be routed to the output ports
of one another physical switch.

Optical Link Virtualization
Regarding optical link virtualization, the spectrum in
optical fibers is the major resource that needs to be
virtualized, and wavelength division provides a natural
dimension for optical link virtualization.

Partition. In spectrum-channel dimension, one optical
link can be sliced into multiple virtual links, and one
virtual optical link can have parts of the spectrum chan-
nels from a physical link. Given a physical link with
K spectrum channels, the number of spectrums of each
virtual link k cannot be larger than K, i.e., k < K. Fig-
ure 17.13 shows an example of optical link partition.
Note that one spectrum channel cannot be sliced into
two or more virtual links.

λ: 1, 2, 3 ... N

λ: 1, 2

λ: 4, 5, 6

λ: k ... N

...

Fig. 17.13 Partition
of optical links
in the spectrum-
channel dimension

Aggregation. Similar to the partition, aggregation can
also be done in the spectrum-channel dimension. Spec-
trum channels from multiple physical links can be ag-
gregated into one super virtual link. Figure 17.14 shows
an example of optical link aggregation. Note that in
EON, continuity of subcarriers should be considered for
building super channels. Thus, there is a constraint for
aggregated virtual links: super channels cannot cross
physical links, even though the indexes of subcarriers
from different physical links are contiguous. Further,
inside a virtual link, its spectrum channels, which come
from different physical links, can be same or not, as
there are no inter physical link operations on spectrum
channels.

Challenges of Physical Substrate Virtualization
In optical networks, physical layer constraints, such as
wavelength continuity and physical layer impairments,
must be considered for virtualization. Take spectrum
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Fig. 17.14 Aggregation of optical links in the spectrum-
channel dimension

continuity in EON as an example, guard band subcar-
riers should be reserved when slicing one contiguous
spectrum segment into multiple virtual links. Reversely,
spectrum segments from two or multiple physical EON
links cannot be aggregated as a super contiguous spec-
trum segment in one virtual link, even though the
indexes of the subcarriers are contiguous.

17.3.2 Features of Optical Network
Virtualization

In order to provide logically-isolated optical networks
in optical networks, physical resources are abstracted
as virtual resources, and the virtual resources are in-
terconnected to build different virtual networks. Vir-
tual optical networks are isolated from each other and
can program the virtual resources on the virtualization
layer, which means that the virtual optical network can
provide users with services similar to those provided
by traditional networks deployed in physical optical
networks. There are several key features to managing
optical network virtualization to provide services as
good as those on traditional platforms, which include:

� Autonomy: autonomy means that each virtual opti-
cal network represents a logically-independent sys-
tem and has its own considerations about security,
service requirements, etc.� Isolation: isolation indicates that the operations on
different virtual optical networks must not have any
influence on each other, including security consid-
erations, upper limits of bandwidth usage, and so
on.� Network abstraction: network abstraction is a fea-
ture that can hide the underlying characteristics of
network resources and provide unified simplified in-
terfaces to access the optical network resources.� Topology awareness: topology awareness is
a deeper imitation for topology convergence. It

is indispensable for optimizing the usage of the
virtual optical resources.� Performance: a virtualization layer enables the cre-
ation of isolated resources on physical resources,
while introducing additive overhead and degrades
system performance. Then, the performance of vir-
tual optical networks may be not good as the phys-
ical network. So, it is necessary to minimize the
performance degradation.� Mobility: apart from the above-mentioned charac-
teristics, optical network virtualization should also
support mobility that is a movement of virtual re-
sources. Then, each virtual resource can be moved
according to users’ demands and in order to retain
the performance of virtual optical networks.

17.3.3 Key Issues
for Virtual Optical Networks

Coexistence of Virtual Networks
Network virtualization provides a more flexible way for
optical network resource provisioning; the optical net-
work operator allocates resources with corresponding
control rights from the physical network substrate to
multiple customers in terms of virtual optical networks.
The coexistence of virtual networks on shared network
substrates requires independent resource and control
rights at the data and control planes, respectively. To
support such a coexistence of multiple virtual networks,
resource conflicts and interferences must be avoided
when allocating resources to multiple virtual networks
at the data plane, so that the configurations of one vir-
tual network will not affect other virtual networks. At
the control plane, control rights of the resources for
each virtual network should be isolated and accurately
mapped to corresponding customers to ensure that he
virtual network operators’ operations are independent.

Dynamic Reconfigurability
Flexibility refers to the capability of building a sys-
tem and expanding it as needed in order to adapt to
internal or external changes. Network virtualization
provides quick reconfiguration of virtual networks to
enhance flexibility to environmental changes [17.2]. In
legacy networks, the scale of a network is restricted
by the number of physical resources, so scaling out,
i.e., adding additional physical resources to the net-
work, is a simple methods to expand virtual networks.
However, this approach cannot be taken in a flexible
manner, because adding physical resources implies not
only hardware cost, but also maintenance and opera-
tion costs for floor space, operations, rack occupancy,
etc. Network virtualization allows the reuse of such re-
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sources, thereby achieving scalability and efficiency in
the use of network resources. Network virtualization al-
lows adding or aggregating additional logical resources
to a virtual resource in order to provide increased capa-
bility at a lower cost than by adding physical resources.

Network Level Operability
Through virtual optical networks, network operators
provide not only bandwidth resources, but also the man-
agement interfaces of allocated resources to customers.
On virtual optical networks, network customers can
manage the allocated virtual resources as they were op-
erating physical networks. For example, network cus-

tomers can configure backup connections when setup
a working lightpath. To support such network level
manageability, network operators need to report con-
straints about spectrum-channel management to net-
work customers. These constraints include blocking
constraints in virtual optical nodes and constraints on
spectrum-channel continuity in virtual elastic optical
links. For example, spectrum channels inside the virtual
link in Fig. 17.6 come from two physical links, and the
spectrum discontinuity in such case should be reported
to virtual network users. Being aware of such con-
straints, virtual network operators can avoid setting up
superchannels with discontinuous spectrum channels.

17.4 Virtual Optical Network (VON)

17.4.1 Introduction
of Virtual Optical Network (VON)

Based on the resource virtualization described in
Sect. 17.3, a virtual optical network (VON) is proposed
to facilitate the sharing of optical network infrastruc-
tures among different users and applications, as well as
enable network operators to efficiently offer their net-
work resources as a service [17.9–12].

General Concept Description
Multiple VONs can be constructed for multiple infra-
structure renters or applications to share the optical
network resources over the same optical network in-
frastructure, as shown in Fig. 17.15. A VON consists
of several virtual nodes (VNs) interconnected by vir-
tual optical links (VOLs) that need to be mapped to
the optical network infrastructure. The optical network
infrastructure is composed of several substrate nodes
(SNs) interconnected by substrate fiber links (SFLs).
By virtualizing SFL resources of an optical network

VON1

VON2VN

VOL

SFL

SN

Optical network
infrastructure

Fig. 17.15 The virtual optical network (VON) paradigm

infrastructure, VONs with widely varying characteris-
tics can be created. Moreover, the VONs introduced by
the resource virtualization mechanisms allow network
operators to manage and modify optical networks in
a highly flexible and dynamic way [17.13–15].

VON over Different Network Scenarios
VONs can be implemented in different types of
networks, such as wavelength-division multiplexing
(WDM) optical networks, elastic optical networks
(EONs) and spatial division multiplexing (SDM) en-
abled EONs, which are introduced as follows.

VON over WDM Optical Networks. In WDM opti-
cal networks, the optical spectrum of an optical fiber
is divided into separate parallel wavelength channels
with a spectrum spacing of 50 or 100GHz, as specified
by ITU-T standards [17.16, 17]. The optical signal is
transmitted over each wavelength channel by transpon-
ders that support fixed line rates (e.g., 10, 40, and
100Gb=s). The wavelength channels in the SFL, i.e.,
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50 GHz
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Fig. 17.16 VON over WDM optical networks
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Fig. 17.17 VON over EONs

single-mode fiber (SMF) can be shared by multiple
VONs, whereas one wavelength channel can only be
utilized by a VOL in a VON at the same time. The
VOL in VONs from a starting VN to a terminating VN
is associated with its bandwidth demand. An example
of VON over WDM networks is shown in Fig. 17.16.
Different VONs can utilize different wavelengths and
demand a different number of wavelengths, e.g., VON1
demands one wavelength and utilizes �1.

VON over Elastic Optical Networks (EONs). Elastic
optical networks (EONs) based on sliceable bandwidth
variable transponders (SBVTs) are proposed to effi-
ciently utilize optical spectrum resources, which en-
ables optical channels to span across multiple frequency
slots (FSs) with a flexible grid (e.g., 12:5GHz) [17.18].
The difference compared to WDM optical networks
is that in a flexible-grid network the SN consists of
a bandwidth-variable OXC that allows a flexible spec-
trum to be switched, which is also capable of traf-
fic grooming. Mixed line rates (e.g., 40, 100, and
400Gb=s) are allowed to coexist in EONs. An example
of VON over EONs is shown in Fig. 17.17. Different
VONs can utilize different FSs and demand a different
number of FSs, e.g., VON2 demands two FSs and uti-
lizes FS1 and FS2.

17.4.2 Virtual Optical Network (VON) Design
ILP Model for VON Embedding

In this section, an integer linear programming (ILP)
model is introduced for virtual optical network em-
bedding (VONE) over elastic optical networks (EONs).
The ILP model is inspired by the all-or-nothing multi-
commodity flow problem, and its details are as follows:

� Given:
– GS.VS;ES/: the substrate topology of the phys-

ical infrastructure
– VS: the set of substrate optical nodes

– ES: the set of substrate optical fiber links
– S: a substrate node, es 2 VS

– eS: a substrate fiber link, es 2 ES

– BS: the total number of frequency slots on each
fiber link ES

– !S
.�S;S/;k

: the starting frequency slot index of the
k-th maximal contiguous slot blocks (MCSBs)
on the substrate fiber link ES=.�S; S/.

– ZS
.�S ;S/;k

: ending frequency slot index of the

k-th MCSBs on the substrate fiber link ES D
.�S; S/

– Gr.V r;Er/: the VON request
– V r: the set of virtual optical nodes
– Er: the set of virtual optical links
– r: a virtual optical node, r 2 V r

– er: a virtual optical link, er 2 V r

– Srer=drer: end nodes of the virtual optical link er

– nr: Bandwidth requirement of each virtual opti-
cal link.� Variables:

– �
r;s : a Boolean variable that equals 1, if the vir-

tual node r is mapped onto the substrate node
s, otherwise, �

r;s D 0.
– f e

r

us;s : a Boolean all-or-nothing flow variable that
equals 1 if the all-or-nothing flow is on the
substrate fiber link eS D .us; s/ for the virtual
optical link er 2 Er, otherwise, it is 0.

– ıkus;s : a Boolean variable that equals 1, if a con-
tiguous spectrum block in the k-th MCSB on the
substrate fiber link eS D .us; s/ is assigned to
the VON request Gr.V r;Er/, otherwise, it is 0.

– !: an integer variable that indicates the starting
frequency slot index of the contiguous spectrum
block assigned to the VON request Gr.V r;Er/,
! 2 Œ1;BS	.

– Z: an integer variable that indicates the ending
frequency slot index of the contiguous spectrum
block assigned to the VON request Gr.V r;Er/,
Z 2 Œ1;BS	.� Objective

Minimize nr
X

er2Er

X

.us;s/2Es

f e
r

us;s : (17.1)

The objective minimizes the total number of fre-
quency slots used for the VON request.� Constraints:
– Node mapping

X

s2Vs

�r;s D 1 ; 8r 2 V r ; (17.2)

X

r2Vr

�r;s � 1 ; 8s 2 Vs : (17.3)
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– Link mapping
X

.us;s/2Es

f e
r

us;s �
X

.s;us/2Es

f e
r

s;us

D �srer ;us � �drer ;us ;
8er 2 Er ;8us 2 Vs ; (17.4)

X

er2Er

.f e
r

us;s/� 1 ; 8.us; s/ 2 ES ; (17.5)

z�!C 1D nr ; (17.6)
X

k

ıkus;s D
X

er2Er

.f e
r

us;s/ ; 8.us; s/ 2 ES ;

(17.7)

! 
 !s
us;s;kı

k
us;s ; 8.us; s/ 2 ES ;8k ;

(17.8)

z � .zsus;s;k �Bs/ıkus;s CBs ;

8.us; s/ 2 ES ;8k : (17.9)

� Explanations for the constraints

Equations (17.2)–(17.3) ensure that each virtual node
in the VON request is mapped onto a unique sub-
strate node. Equation (17.4) is the flow conservation
constraint. This constraint ensures that on all the sub-
strate nodes, the total number of the inflows equals
to that of the outflows, except for the embedded sub-
strate nodes for the end nodes of the virtual optical
link. Equation (17.5) ensures that for all the virtual op-
tical links, their embedded lightpaths in the substrate
topology are link-disjoint. Equation (17.6) ensures that
the size of the assigned contiguous spectrum block for
the VON request can satisfy its bandwidth requirement.
Equations (17.7)–(17.9) make sure that the assigned
contiguous spectrum block for Gr.V r;Er/ is located in
a single MCSB on the substrate fiber links, and the size
of the MCSB is bigger than or equal to that of the as-
signed contiguous spectrum block.

Heuristic Approach for VON Embedding Design
This section presents a heuristic approach to solve large
problem instances of the virtual optical network de-
sign. For the large-scale networks, it is difficult to
use traditional ILP methods to solve the VON em-
bedding due to computational constraints. Heuristics
become important when traditional linear programming
(LP) methods due to computational constraints are time
constrained. Different heuristic algorithms achieve dif-
ferent optimization targets, including energy efficiency
and minimized cost. Aiming at the cost-efficient design
problem of a survivable virtual infrastructure [17.19],
survivable virtual infrastructure mapping approaches
are developed to minimize the network resource costs

while guaranteeing virtual infrastructure survivability.
Energy and spectrum-aware VON mapping approaches
are proposed by using the minimum submatrix scheme,
which achieves the minimizing energy consumption
and reduces spectrum usage [17.20]. In [17.21], the
role of high-performance dynamic optical networks in
cloud computing environments is addressed. The results
provide guidelines for the infrastructure providers to ef-
fectively and optimally provision virtual infrastructure
services. Meanwhile, VON embedding problems are in-
vestigated by considering both transparent and opaque
VONs over elastic optical networks [17.4].

A new infrastructure as a service architecture is pro-
posed by utilizing optical network virtualization and
addressing the physical impairment problem on a phys-
ical optical network [17.22]. In [17.23], mechanisms
for embedding virtual cloud networks to minimize the
overall power consumption, i.e., the aggregate of the
power consumption for communication and computing
in the data centers (DCs), were developed. An embed-
ding approach based on candidate mapping patterns
was proposed in [17.24] to provide the requested re-
sources according to the shortest path routing.

The design of VON mainly focuses on the prob-
lem of virtual optical networks embedding (VONE),
which deals with the allocation of virtual resources
both in optical nodes and links. Therefore, the VONE
problem can be formulated as two subproblems: vir-
tual node mapping (VNM) and virtual link mapping
(VLM). In the VNM subproblem, virtual optical nodes
must be allocated in physical nodes. In the VLM sub-
problem, virtual links connecting these virtual nodes
must be mapped to lightpaths in the underlying optical
network. Thus, we can solve the VONE problem by ad-
dressing VNM and VLM subproblems. The VNM and
VLM subproblems can be solved in two different ways:
uncoordinated mapping and coordinated mapping. In
uncoordinated mapping, each subproblem is solved in
an isolated and independent way. In this case, VNM
must be solved first, since the result of VNM provides
the input for VLM. The drawback is that the optimiza-
tion in VNM may jeopardize the optimization in VLM.
If VNM is performed without considering its relation to
link mapping, the solution space is restricted, and the
overall performance of the embedding decreases. On
the contrary, some VONE approaches have improved
the performance of the solution by providing coordina-
tion between the two phases. In this section, we focus
on the coordinated mapping approaches.

In this part, we choose one example to show
the procedure of the heuristic algorithm. In this ap-
proach [17.25], based on a breadth-first search (BFS),
VONE is solved in one stage considering the impact
of node mapping on the link mapping stage. The first
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step is to measure the topology incidence of each node
and conduct the node ranking. If node mapping incor-
porates topology attributes, the link mapping efficiency
and the acceptance ratio are improved. If two nodes
have the same resources, the node with the more ca-
pable neighborhood is chosen, which leads to a higher
success probability for the embedding. Then a BFS tree
is built, where the root node is the virtual node with
greatest rank, and the children are placed from left to
right based on their rank. VONE is performed by going
through the BFS tree. Each virtual node is mapped in
the first feasible substrate node of its list. At the same
time, each virtual link is mapped to the shortest path
of the substrate that can satisfy the bandwidth demand.
Based on the results of VNM, VLM can be solved in
two different ways: single-path mapping and multiple-
path mapping. In the first case, each virtual link must be
mapped to a single path in the underlying optical net-
works. In the second case, each virtual link demand can
be carried by several paths in the substrate networks.

Input: a physical network, a set of VON requests;
Output: results of VON mapping on the optical net-
work;

for each VON request do
Calculate node ranks for substrate and virtual
nodes;
Builds a breadth-first search (BFS) tree, where the
root node is the virtual node with greatest rank,
and the children are placed from left to right based
on their rank;
for all virtual nodes and virtual links in BFS tree
do
Map each virtual node in the first feasible sub-
strate node;
Map the virtual links incident to that virtual
node onto the substrate shortest paths;
if the bandwidth is enough to meet the capacity
demand then
Perform the VON embedding;

else
Block the VON request;

end if
end for

end for

17.4.3 Survivability
of Virtual Optical Network

Optical network survivability is an important issue in
the design of VON. In particular, protection against fail-
ures is important failures in order to realize reliable
VON provisioning. Link or node failures in the phys-
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Fig. 17.18a,b Survivable VON mapping for link failure.
(a) VON request; (b) survivable VON mapping for link
failure

ical networks will lead to the failure of one or multiple
VONs. Therefore, we need to consider the possible net-
work failures when mapping VON to the underlying
optical networks. In general, dedicated or shared pro-
tection can be employed for each virtual node or link.
Note that we focus on the failure of single network
elements in this section. According to the location of
network failures, survivable VON mapping can be clas-
sified into two types.

Link Failure
Considering link failure in a substrate network, each
virtual link is mapped to two link-disjoint paths, the
primary path and the backup path. Figure 17.18 shows
the link failure in the survivable VON mapping. We can
see that the VON request is a three-node ring network.
Three virtual nodes are mapped to optical node 2, 6, 3,
respectively. Virtual link (a, c) is mapped to two physi-
cal routes (2, 3) and (2, 6, 3). The former is the primary
path, and the latter is the backup path. Since primary
and backup paths have no common physical links, link
failure will only affect one path at most. Therefore, the
survivability of VON can be guaranteed.

Input: a physical network, a set of VON requests;
Output: survivable VON mapping for link failure;

for each VON request do
for all all descending orders of the virtual node set
based on the resource demand do

Select one virtual optical node with the largest
resource demand;
for all all descending orders of the physical
node set based on the capacity of available re-
sources do
Select one optical node with the largest re-
source provisioning;
if the resource is enough to meet the capacity
requirement then
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Map the virtual node to physical node;
else
Block the VON request;

end if
end for

end for
for all all the virtual links in VON request do
Search two link-disjoint paths with enough
spectrum resource;
if two link-disjoint paths can be found from the
k-shortest paths then

Map the virtual link to two physical paths;
else

Block the VON request;
end if

end for
end for

Node Failure
Figure 17.19 shows the node failure in survivable VON
mapping. We assume that optical node failure will lead
to the failure of adjacent optical links. Meanwhile, node
failure will cause the failure of multiple VONs. For pro-
tection against potential node failures in VONmapping,
each virtual node is mapped to two physical nodes,
a primary node and a backup node. Each virtual link
should be mapped to two node-disjoint physical routes.
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Fig. 17.19a,b Survivable VON mapping for node failure

For instance, virtual node a can be mapped to two phys-
ical nodes #4 and #1. Virtual link (a, c) can be mapped
to physical routes (4, 3) and (1, 2). Since these two
routes do not have any common physical nodes, node
or link failure will not affect the survivability of this
virtual link.

Input: a physical network, a set of VON requests;
Output: survivable VON mapping for node failure;

for each VON request do
for all all descending orders of virtual node set
based on the resource demand do
Select one virtual optical node with the largest
resource demand;
for all all descending orders of physical node
set based on the capacity of available resources
do
Select two optical nodes with the largest re-
source provisioning;
if the resource on two optical nodes is enough
to meet the capacity requirement then
Map the virtual node to two physical nodes;

else
Block the VON request;

end if
end for

end for
for all the virtual links in VON request do
Search two node-disjoint paths with enough
spectrum resource;
if two node-disjoint paths can be found in the
substrate network then
Map the virtual link to two node-disjoint
physical paths;

else
Block the VON request;

end if
end for

end for

17.5 Network Function Virtualization in Optical Networks

In order to take advantage of SDN/NFV paradigms in
optical networks, it is of key importance to justify an
architecture for SDN/NFV transport networks [17.26].
This section presents the first architecture for SD-
N/NFV transport networks and later introduces two
examples of VNFs: the control plane and the path
computation element (PCE). Such examples are exper-
imentally validated to show that these VNFs can be
deployed in reality.

17.5.1 Architecture for SDN/NFV
Transport Networks

Figure 17.21 depicts the architecture for providing such
NFV services. The main components of this archi-
tecture are: NFV orchestrator, VNF manager, and the
integrated cloud and network orchestrator.

As previously presented in this chapter, the
ETSI [17.5] defines the virtual infrastructure manager
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Fig. 17.20 Multidomain SDN orchestrator architecture

(VIM). The VIM has to manage and control the inter-
action of a VNF with the network and IT resources, as
well as the virtualization of these resources. Here, the
integrated cloud and network orchestrator [17.27] takes
the role of a VIM. The integrated cloud and network
orchestrator is not only able to interact with a cloud con-
troller (e.g., OpenStack) but also with a multidomain
SDN orchestrator (MSO) [17.28]. The integrated cloud
and network orchestrator interacts with the MSO by
declaring the necessary services that need to be estab-
lished for the E2E path provisioning of several virtual
machines (VM).

The following sections describe the different com-
ponents of the proposed architecture following a bot-
tom-up approach.

Multidomain SDN Orchestrator
When deploying services across different network do-
mains through per-domain SDN/OF or GMPLS/PCE
controllers, an entity to support such end-to-end con-
nectivity by orchestrating is needed. This component
is called the multidomain SDN orchestrator (MSO),
and it is depicted in Fig. 17.20. The MSO consid-
ers the heterogeneous underlying network resources
(e.g., multidomain, multilayer, and multicontrol net-
work resources), and it assumes that the underlying
SDN controllers can to provide network topology in-
formation and flow programming functions. The MSO
enables multilayer and multidomain network orches-
tration, as demonstrated in [17.28]. The MSO has to
implement different plugins for each SDN controllers,
which are typically technology and vendor dependent.

The MSO architecture is composed of the following
components: network orchestration controller, virtual
network topology manager (VNTM), topology server,
provisioning manager, and path computation element
(PCE). This architecture is based on the application-
based network operations (ABNO) framework [17.29,
30], which has been standardized by IETF. Subse-
quently, we briefly describe the main role of the com-
ponents:

� The network orchestration controller is responsible
to handle different requests in order to provision
end-to-end connectivity services. For this purpose,
an NBI is exposed to other applications, so they can
use the exposed API.� The topology server is the component that is able
to recover the network topology from each con-
trol domain and to later provide a unified network
topology, which is stored in the traffic engineer-
ing database (TED). The TED is the database that
includes all the necessary information regarding
network links and nodes. The PCE recovers the
topology from the TED and computes routes across
the network. Moreover, it requires some inventory
information for some operations.� VNTM is the component responsible for managing
the necessary multilayer connectivity. The VNTM
establishes the necessary optical lightpaths, which
are then offered as logical links to the upper lay-
ers to satisfy any incoming connectivity service
requests.� Through different plugins the provisioning manager
consumes the necessary provisioning interfaces to
command the establishment of connectivity ser-
vices to underlying domain controllers. The Flow
server stores the connections established in the net-
work into a Flow DataBase (FlowDB).

Integrated Cloud and Network Orchestrator
The integrated cloud and network orchestrator must
deal with different network and IT resources. The in-
tegrated cloud and network orchestrator provides the
following services: the VM create, read, update, delete
(CRUD) mechanism; VON CRUD; the network CRUD
mechanism; and VM migration.

The VM CRUD Mechanism. The VM CRUD mecha-
nism enables to create, read, update or delete a VM
using a REST API. A VM can be requested based on
its availability zone, the disk image to be loaded, or its
hardware resources (i.e., flavor). The VM must be allo-
cated inside a network. A second management network
is configured by default to the VM in order to provide
management access to the VM by the different applica-
tions (e.g., VNF managers).

The VON CRUD Mechanism. Similarly, the VON
CRUD mechanism allows us to create, read, update or
delete a VON.

The Network CRUD Mechanism. The network CRUD
mechanism allows to create, read, update, or delete
a network. To create a network a valid IP range is
necessary, which is used to select an IP address to
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be assigned to a VM virtual network interface card
(NIC). A network consists of end-to-end paths that are
created between each VM attached to the network (re-
sulting in .n.n� 1/=2/� n connections). The setup of
an end-to-end path between two VMs is described in
Fig. 17.24. The integrated cloud and network orches-
trator requests connectivity service between VM1 and
VM2 to MSO. The MSO computes the route, and it in-
terconnects the computing resources through the packet
network (intra-DC) or through an inter-DC connection.

In the intra-DC scenario, the MSO uses the nec-
essary underlying SDN controller NBI to establish the
OpenFlow commands (i.e., flowmod) to the virtual host
switches (e.g., OpenVSwitch—OVS) and into the intra-
DC switches. In the inter-DC scenario, the MSO first
establishes an optical lightpath between the DCs us-
ing the AS-PCE PCInitiate command. When the optical
lightpath has been established, the SDN Controller dis-
covers the new layer-2 link established between the
DCs. A new path is computed, and the necessary
commands are sent to the necessary SDN controller,
following the same procedure as detailed in the intra-
DC scenario.

VM Migration. The most common types of VM mi-
gration are live and block migrations. Live migrations
allow moving a VM without stopping its inside run-
ning processes. Block migration requires stopping the
VM, which involves a certain service downtime. In the
proposed architecture, VMs do not run isolatedly. It is
typical that a VM is interconnected with other VMs in
the same network in order to offer a joint service (i.e.,
network service in the NFV architecture). So, it is of
the essence that if one of the VMs is migrated, it is nec-
essary to maintain its connection state. This is known
as VM seamless migration, which is performed by the
integrated cloud and network orchestrator [17.27].

VNF Manager
A VNF manager is responsible for the life-cycle man-
agement of a VNF, which means the creation, configu-
ration, and removal of a VNF. Moreover, the VNF scale
out/in is also controlled by the VNF manager. These
functions could be carried out by a single VNF man-
ager or by multiple ones.

The proposed VNF manager has the following basic
components: request for virtual IT resources, VNF life-
cycle management, and overall control of the VNF. The
interface of the VNF manager to the NFV orchestrator
enables the control of the VNF. The integrated cloud
and network orchestrator must obtain the necessary IT
and network resources to deploy a VNF (and to scale
them in the case of need). The virtual IT resources com-
ponent interacts with the integrated cloud and network

orchestrator to obtain such computing and network re-
sources. The VNF manager can access the computing
resources obtained to control the VNF, so it has access
to the allocated VM. Lastly, the VNF life-cycle com-
ponent handles the creation/configuration/removal (i.e.,
life cycle) of the VNF. Moreover, it also monitors its be-
haviors and notifies the VNF controller of incidences.

NFV Orchestrator
As was previously presented in this chapter,
ETSI [17.5] defines the NFV manager and or-
chestrator (MANO) architecture. Let us highlight their
responsibilities, which are twofold: first, to support the
infrastructure virtualization by handling the life-cycle
management of the physical and software resources
and, second, to create/destroy the different VNFs. The
NFV orchestrator (within NFV MANO) is in charge
of handling the various VNF managers and of offering
the aforementioned services. The northbound interface
(NBI) of the NFV orchestrator must be standard,
because users or applications will use it to request the
NFV services.

17.5.2 Control Plane Virtualization for
GMPLS and OpenFlow Environments

Use Case Definition
SDN and NFV are key concepts for understanding the
current network evolution. In recent year, the main ob-
jective of telecom operators has been to adopt the in-
novations of the IT industry in a gradual manner. SDN
orchestration [17.31] proposes as a realistic approach
to dealing with multiple network technologies, vendors,
and control domains, even with interconnected data cen-
ters that are able to provide virtualized network func-
tions. SDN orchestration covers the necessary require-
ments for end-to-end (E2E) connections,which focus on
high-bandwidth provisioning and low-latency connec-
tions. SDNorchestration focuses on network control and
abstraction through several control domains whilst us-
ing standard protocols and modules. A network control
domain is understood as a set of network elements (NE)
under a logically centralized SDN controller. Multido-
main SDN orchestration can be studied in several con-
texts, such as pure OpenFlow (OF)-enabled networks,
or in more complex scenarios with heterogeneously-
controlled networks (GMPLS/PCEandOF). Several ini-
tiatives in standardization organizations such as ONF
transport API or IETF transport NBI advocate for the ne-
cessity of SDN orchestration.

OIF-ONF showed the results of their global trans-
port SDN prototype demonstration in [17.32], which in-
cluded several SDN controllers and hierarchical control
levels. The IETF abstraction and control of transport net-
works (ACTN) framework [17.33] provides a number of
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Fig. 17.21 Transport network function virtualization architecture

capabilities and features such as: i) seamless hierarchical
service coordination across multitenants, ii) control of
virtual and physical network domains, and iii) horizontal
E2E service coordination across multidomain networks.

TheSDNapproach can solve two points from the vir-
tualization perspective. There must be a mechanism to
split the physical resources into multiple virtual optical
networks (VON). This can be donewith SDN. Secondly,
the control plane software to carry out such operations
can be deployed as a VNF in a data center. As the con-
trol plane software is decoupled from the data plane, the
control plane can use several technologies to operate the
network, like OpenFlow or GMPLS. Moreover, the ten-
ant can control the VONdeployed through a tenant SDN
controller run on the cloud. The traditional architecture
to provide VON consists of dedicated hosts to run the
SDN controllers of each VON. Several software imple-
mentations, such as OpenDayLight or ONOS, can be
deployed to configure the VON.

The idea of NFV is that the creation of VNFs is dy-
namic. Therefore, the deployment of independent SDN
controller instances must be automated, so every time
a new VON is deployed, its SDN controller is also de-
ployed. The dynamic deployment not only has the dy-
namicity to provide the service, but also offers additional
advantages such as the lack of hardware maintenance
downtime, along with faster recovery times in the case

of a network disaster. A virtual SDN controller can be
quickly and easily moved between physical hosts within
a data center when hardware maintenance is required.

The next sections present how the use case for
control plane virtualization can be deployed on the ar-
chitecture for SDN/NFV transport networks presented
above. This includes the dynamic deployment of VONs
and their respective customer SDN controller (CSC) as
VNFs in data centers.

Multidomain SDN Orchestrator Role
The physical substrate in optical networks consist of
multiple domains and heterogeneous transport tech-
nologies (e.g., Flexigrid EON, OPS (optical packet
switching) and MPLS-TP (MPLS transport profile)).
The VON resource-allocation algorithm considers the
information of physical networks, that is the network
topology, including the connectivity of the interdomain
links and the availability of physical resources (e.g.,
switch ports or spectrum slots), as well as specific at-
tributes and constraints of the multitechnology domains
(e.g., spectrum continuity and impairments). The MSO
is in charge of such E2E provisioning. Let us assume
a scenario as depicted in Fig. 17.21, where domains are
controlled by GMPLS and SDN controllers.

Figure 17.22 shows the proposedmessage exchange
between the MSO and the underlying SDN and GM-
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PLS/PCE controllers. Let us assume that there are two
different control plane technologies in the network.
There is one domain with a PCE/GMPLS control plane
and a second domain with an OpenFlow SDN controller
(OpenDayLight). The steps of the workflow are as fol-
lows:

� The initial trigger is an E2E connection to the MSO.� The MSO asks the MSO PCE to compute the neces-
sary path, taking into account the overall topology
of the network domains. In this example, PCEP is
used for this interface.� Once the multidomain path is known, the MSO first
requests an optical lightpath to the AS-PCE, which
acts as an optical SDN controller. That is, it config-
ures the underlying optical devices, which are based
in GMPLS. The AS-PCE returns a PCRpt once the
configuration has been done in the domain.� After the first domain has been configured, theMSO
configures the second domain. It requests the SDN
controller to configure the remaining part of the E2E
connection.� The ODL controller configures each device one by
one, as OpenFlow is a per-device protocol.� Finally, the ODL controller returns a confirmation
to the MSO to acknowledge that the configuration
has been carried out.

In the previous example, it is clear that the MSO
must configure each domain using a different inter-
face. The Control Orchestration Protocol (COP) [17.34]
is proposed as an abstraction protocol, which pro-
vides a common set of control plane functions used by
a number of SDN controllers. This approach allows the
interworking of heterogeneous control plane paradigms
(i.e., OpenFlow, GMPLS/PCE), but using the same in-
terface. The COP YANG data model (yet another next
generation data model) can be transported using the

IETF RESTconf protocol, which is being adopted by
the industry. The COP data models cover a network
topology service, a call service for establishing E2E
connections, and a path computation service. It has been
demonstrated that the use of COP or similar data mod-
els eases the deployment of SDN orchestration. As has
been mentioned, ONF and IETF have proposed similar
protocols to carry out similar operations.

Multidomain Network Hypervisor
The multidomain network hypervisor (MNH) is the en-
tity responsible for network virtualization [17.35]. It
interacts with an MSO to provision virtual links, which
compose the VON, not only in a each domain, but also
in E2E fashion. Such integration means that it can re-
quest a VON to move towards an MNH and use the
customer (i.e., tenant) SDN controller. The MNH is in
charge of providing the virtualization and abstraction
of the underlying network resources (Fig. 17.23). This
provides a network overlay, which allows dynamically
deploying multitenant virtual networks on top of net-
works orchestrated by the MSO.

The MNH architecture is detailed in [17.35], and
a short reference is provided here. The MNH interface
to request both virtual switches and virtual links to actu-
ally deploy a VON is provided by the component VON

VON requests
controller

Resource
allocation

Provisioning

vOFS
1

vOFS
M

...

vSwitch handler

VON DB

V2P
interpreter

Topology

Fig. 17.23 Multidomain network hypervisor architecture
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request controller. The CSC is identified by its own IP
address. This CSC IP address is used by the virtual
switch handler to provide an abstract network view of
the VON allocated to the CSC.

A virtual switch request consists of a number of
virtual switches, which include virtual ports and vir-
tual links. The virtual ports relate to the underlying
NE (which might have been abstracted as nodes by the
MSO). A virtual link request includes source and desti-
nation virtual switches. The allocation of the physical
ports of the physical domains to the virtual switches
is performed by the resource allocation (RA) compo-
nent. It is also responsible for requesting from the MSO
(through the provisioning component) the necessary
multidomain connections to interconnect the requested
virtual switches, which are related to physical domains.
Once the connections have been established, the RA
allocates the virtual port identifiers to which the con-
nections are related.

For each VON, the virtual switch handler provides
the necessary OpenFlow datapaths towards the IP ad-
dress of the virtual tenant SDN Controller (CSC). Each
OF datapath is provided by an emulated OpenFlow vir-
tual switch. To provide the virtual VON topology to the
CSC, the different emulated OF virtual switches are in-
terconnected with virtual links. The CSC triggers the
automatic topology discovery using the link-layer dis-

covery protocol (LLDP) by using OpenFlow packet Out
commands to the emulated virtual switches. The desti-
nation switches of the packet Out command respond to
the CSC with the OpenFlow packet In commands.

The virtual-to-physical (V2P) interpreter is respon-
sible for translating the received OF command (e.g.,
FLOW_MOD (flow table modification message)) from
the CSC using the abstract VON topological view, to
the allocated physical resources. The emulated virtual
OF switches are connected to it. To this end, the V2P
interpreter consults the VON database for the allocated
physical ports and the established connections. Later,
the processed requests are sent to the provisioningmod-
ule, which is responsible for requesting the provisioning
of the physical resources to the MSO. This workflow is
detailed in [17.35].

Figure 17.24 shows a workflow for the dynamic de-
ployment of an SDN-controlled VON and its control.
The steps of the creation are explained as follows:

� The VON deployment starts with the creation of the
VM that will act as the CSC.� Once the CSC is running, the integrated cloud and
network orchestrator requests a VON to the MNH.� The MNH interacts with the MSO in order to pro-
vision the necessary virtual links. In this example,
LSP terminology is used, but it can be OpenFlow
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commands or any other technology that the MNH
can manage.� Once the VON is finished, its creation is acknowl-
edged by the MSO.� CSC is connected to the MNH and is able to handle
the allocated VON resources.� The OF commands to the VON are translated by the
MNH.� Finally, the OF commands are also acknowledged.

An interesting approach for disaster resiliency of the
control plane is provided in [17.36], where it is pro-
posed to design it as a virtual network, which can be
solved using virtual network mapping techniques. The
appropriate mapping of the controllers over the physi-
cal network is selected such that the connectivity among
the controllers (controller-to-controller) and between
the switches to the controllers (switch-to-controllers)
is not compromised by physical infrastructure failures
caused by disasters.

17.5.3 The Path Computation Element
as a Network Service

Use Case Definition
An example of a transport network function is the
transport path computation element (PCE). The PCE
is a functional component of the control plane able
to perform constrained path computation on a graph
representing a network. The graph and its topological
information are known as a traffic engineering database
(TED) [17.37]. The IETF has standardized the archi-
tecture of the PCE and its communication protocol (the
path computation element protocol—PCEP).

The PCE is an application that can be run on top
of commercial off-the-shelf (COTS) equipment [17.28].
The deployment of PCEs was easily justified by the
increasing complexity of path computation, so a ded-
icated element was proposed to do the computation.
Later, an active stateful path computation element (AS-
PCE) [17.38] was proposed to maintain not only the
traffic engineering information (link and node states),
but also the state of the active connections in the net-
work. Moreover, an active AS-PCE can manage the
active paths controlled by the nodes, allowing the PCE
to modify or tear down the connections established
in the data plane. This AS-PCE is a transport SDN
controller, by acting as an SDN-enabler for a GMPLS-
controlled optical transport network.

The operations done in the PCE may be computa-
tionally intensive when running the path computation
for transport connection provisioning or reoptimization
on large production networks. Several solutions have
been proposed to avoid scalability limitations, such as
hierarchical PCE and front-end/back-end PCE [17.37].
In this use case, it is proposed to extend the concept

of NFV to transport networks by removing a dedicated
PCE server and virtualizing the PCE functionality.

To demonstrate the feasibility of deploying network
services on top of the proposed integrated cloud and
network orchestrator, we propose the adoption of the
NFV architecture to deploy a PCE dedicated to path
computation of a transport network as a network ser-
vice, consisting of a single VNF. Although the NFV
architecture has successfully been demonstrated for
mobile networks, there have been only few attempts to
introduce this architecture to transport networks.

An NFV orchestrator is introduced, so that the pro-
posed transport PCEnetwork service is able to handle in-
tense peak loads of path computation requests. TheNFV
orchestrator dynamically deploys virtual PCEs (vPCEs)
on demand to keep the quality of the network service
(e.g., in terms of latency, request processing time, ded-
icated algorithms, etc.). A vPCE is defined as a PCE
instance that runs as a software application on an NFV
infrastructure point of presence (e.g., a virtual machine).
A PCE domain name server (DNS) [17.39] is introduced
to offer the vPCEs deployed as a single function per-
ceived by the different path computation clients (PCC).

The next section shows how this use case can be
deployed on the architecture for an SDN/NFV transport
network presented on this chapter. Moreover, it includes
an experimental validation of the architecture and pro-
vides the results of deploying a transport PCE as a VNF.

Transport PCE Virtual Network Function
The proposed transport NFV architecture is shown in
Fig. 17.25. It consists of several components: a) an NFV
orchestrator, b) a VNF manager, and c) a virtual in-
frastructure manager and a NFV infrastructure point of
presence.

An NFV orchestrator is the entity responsible for
the deployment of the PCE as a network service, con-
sisting of a single VNF. The NFV orchestrator interacts
with the VNF manager. The PCE VNF manager con-
sists of three separated modules: a) a PCE VNF con-
troller, b) virtual IT resources, and c) PCE computation
load monitoring:

� The necessary logic for deploying the necessary
vPCE in order to guarantee the quality of the ser-
vice provided VNF is provided by the PCE VNF
controller. The necessary data to deploy a new in-
stance of a vPCE or to delete one is obtained by the
interaction with the PCE computation load monitor-
ing module.� The virtual IT resources module is responsible for
requesting the necessary resources from the inte-
grated cloud and network orchestrator (acting as the
NFVVIM). TheVIM allows dynamically deploying
and releasing virtual machines with custom images
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running vPCE as an application and interconnect-
ing them, although theymight be geographically dis-
tributed. To each vPCE instance VIM must assign
a new IP address from a set of available ones. This
IP address is parsed, and the PCE DNS is notified.� The PCE computation load monitoring module
monitors the quality of the VNF. The parameters

monitored are a set of the PCE monitoring parame-
ters, such as concurrent path computation requests.
These monitoring parameters are defined in [17.40]
and are exposed by an HTTP server running on each
vPCE. A significant parameter is the mean path
processing time. If the mean path processing time
exceeds a certain threshold, the PCE VNF can de-
ploy a new vPCE to reduce the peak request load in
the PCE VNF.

Two scenarios might require intensive usage of
a path computation element: a) intense dynamic usage
of the network, or b) the need to perform in-operation
network replanning or network recovery. Under these
conditions, there appears the need for the deployment
of vPCEs to perform the necessary path computations.
The PCE computation load monitoring module will de-
tect the end of the situation that has generated the need
for path computation and turn down the unnecessary
vPCEs.

There exist two different approaches for offering the
running vPCE to be perceived as a single PCE by the
different path computation clients. The first approach is
described in [17.39] and consists in the usage of a PCE
DNS to handle all the incoming requests and redirect-
ing them to the allocated vPCE. The second approach
is described in [17.41] and promotes the usage of the
front-end/back-end PCE architecture in order to use
a front-end PCE as a proxy for all the vPCEs deployed,
which act as back-end PCEs. A more complete descrip-
tion of the different workflows can be found in [17.42].

17.6 Conclusion

This chapter has presented the optical network vir-
tualization techniques, resource allocation algorithms,
and NFV use cases that can be introduced in optical
networks. Some of the benefits have been discussed,
such as improvement of network usage, availability,
and resilience. Importantly, some of the most signifi-
cant difficulties in deploying virtual optical networks

have also been discussed. These are the need for in-
teroperability between network domains, the combi-
nation of SDN and NFV technologies (e.g., the lack
of flexible support for end-to-end multisite installa-
tions), and consolidation of the initiatives to avoid the
additional development needed to integrate the applica-
tion/service on the platform.
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18. Metropolitan Networks

Ashwin Gumaste

Metropolitan area networks, or MANs are at
the confluence of business and home users—
connecting enterprises to core networks and
residential users to the rest of the Internet. This
important segment of the network spans cities,
regions, districts and municipalities and is a prime
driver segment of broadband networking as well
as being pivotal in providing connectivity to enter-
prises. In this chapter we begin by describing the
premise of technology in metro networks (short-
ened form of MANs). After a detailed overview of
how metro networks plug into the larger service
provider scheme of things, we delve into indi-
vidual technologies that are intrinsic to metro
network architecture. These technologies include
SONET/SDH, OTN, optical networks, WDM, IP/MPLS
and carrier Ethernet. Each technology is described
from the metro standpoint and how it is used as
a service offering medium. We then focus on futur-
istic technologies such as SDN and NFV. A detailed
guide towards best practices for provider networks
summarizes the chapter.
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Since the development of humanity into industrial
zones, there has been a migration of humans to pop-
ulation centers or cities. Cities represent metropolitan
regions where large populations reside. Metropolitan
regions include residential areas, businesses, govern-
ment, public services, international landing sites, public
utilities. These entities interact with each other, requir-
ing a robust networking backbone. Given the number of
people and business in such cities, the metropolitan area
network represents perhaps the most important aspect
of a provider’s network. In fact, in [18.1] it was stated
that the revenue for providers from metro networks is
almost 50% of their overall revenues, and constitutes
the bulk of enterprise traffic, mobile backhaul traffic
as well as inter-data-center traffic. A key aspect of the
metro network architecture is that is requires ultimate
carrier-class service features such as 99:999% availabil-
ity [18.2], and excellent reliability and manageability.

The metro network began as a layer 0-3 network
with an optical backbone, over which layer 1 transport
and layer 2 framing resided. An IP/MPLS overlay made
up for the routing protocol. Select points of presence
(POPs) along the metro network lead to distribution net-
works from where various types of access networking
technologies are manifested. These access networking
technologies could be coaxial cable, hybrid copper-
fiber cable, various types of passive optical networks,
various types of wireless technologies and light-over-
air communication systems [18.3]. One technology that
is no longer growing, but where things historically be-
gan is the plain old telephone system (POTS), which
connects RJ11 based phone-lines to an exchange and
multiples of such exchanges are mapped on to a metro
POP. Enterprises are connected to the metro either via
this type of distribution network or directly to a metro
POP.
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Fig. 18.1 Multiple layers of the metro
hierarchy

The range of communication technologies and the
spectrum of customers connected to the metro network
implies that this domainmanifests multiple types of ser-
vices ranging from legacy voice, video, and data to en-
terprise services, data-centers, clouds etc. The service
domains in the metro network have grown significantly
over the past decade or so. The advent of the cloud has
meant that cloud networking directly fits into a metro
network and with virtualization technologies metropoli-

tan area clouds have become amainstay of today’s online
businesses or business processes. It is in fact estimated
that more than 80% of all data is in the cloud, and most
of these clouds are regionally active, even though they
may be globally present [18.4]. Architecting a cloud on
the top of a metro network is seen as both a challenge
and an opportunity for service providers, equipment ven-
dors, and network system integrators. Figure 18.1 shows
a typical multilayer provider hierarchy.

18.1 Metro Transport Network Architecture

Shown in Fig. 18.2 is an architectural depiction of
a classical service provider network spanning across
a country or a large region. The network is roughly di-
vided into four areas of operation—an access network,
a metropolitan network, a core network and a data-
center network. This network layout is in line with
leading service providers’ visions such as Domain 2.0
from AT&T [domain2.0] and also includes new tech-
nology concepts like SDN [18.5]. The access network
consists of a plethora of technologies such as wireless,
cable, fiber and powerline [18.3].

Much of the access is dominated by the last mile
network, where wireless plays the role of providing
ubiquitous services and fiber provides raw bandwidth
pipes and provisioned services to homes and enter-
prises. The access network terminates in a central office
CO, and multiple COs are backhauled into a metropoli-
tan point of presence (POP). Multiple metro POPs are
connected to each other via a ring network that mani-
fests as the principle metropolitan area network (MAN).
The CO-to-POP interconnection is across a layer 3
router which could be a provider edge (PE) router or an

edge router (ER). Both PE and ER are similar routers,
with different nomenclature used in different networks.
For example, in a provider domain, PE is more preva-
lent, while in an enterprise the ER name dominates. The
access network may have its own edge router to facil-
itate layer 3 services and terminations from end users
and enterprises. The metropolitan network connects
multiple POPs and also serves as a collector of traffic
that is routed to a core network. The core network may
be a nationwide backbone or an international landing
point. The metro network has multiple technologies at
each layer. At the fiber layer there is a need to transport
big chunks of data, and hence the use of SONET/SDH,
which is now being replaced with packet-optical in-
tegration with technologies such as carrier Ethernet
and OTN. These technologies are further mapped to
optical wavelengths that are transported by optical add-
drop multiplexers at nodes. By making these add-drop
multiplexers reconfigurable we are able to achieve end-
to-end optical communication within the metro domain.
To this end, the ROADM (reconfigurable optical add
drop multiplexer) technology has been in use. The inter-
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Fig. 18.2 A classical 3-tier network

connection point between the metro and core is usually
through a P-router or a provider backbone (core) router,
which is also sometimes called a core router or a border
router (BR). This router runs IP and MPLS protocols
and can support several 100Gbps or a few Tbps of
switching/routing capability.

In the above-mentioned architecture, we also have
data-centers at core and edge locations, together form-

ing internet clouds and application clouds. This type
of a multicloud environment facilitates virtualization
and automation of technologies, protocols and data. We
now discuss the different technologies that make up
a metro network. Figure 18.2 depicts a classical three
tier provider architecture with data-centers as well as
movement of such an architecture towards a new tech-
nology such as SDN/NFV.

18.2 SONET/SDH

We now describe the metro network architecture that
has evolved over the past decade or so. As the In-
ternet exploded as a connectivity tool in the mid-
1990s, POPs in the metro environment had to be con-
nected with transport technologies. Wireless did not
have sufficient bandwidth, while copper and coaxial

cable had significant issues of reach. Fiber seemed
the direct and natural choice as a medium for trans-
port of data between POPs in the metro. The first
fiber technology to appear in the metro was based on
SONET/SDH. SONET (synchronous optical network)
and its Eurasian cousin SDH (synchronous digital hier-
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Table 18.1 SONET/SDH designations and bandwidth [18.6]

SONET
optical carrier level

SONET
frame format

SDH level
and frame format

Payload bandwidth Line rate
(kbit=s)

OC-1 STS-1 STM-0 50 112 51 840
OC-3 STS-3 STM-1 150 336 155 520
OC-12 STS-12 STM-4 601 344 622 080
OC-48 STS-48 STM-16 2 405 376 2 488 320
OC-192 STS-192 STM-64 9 621 504 9 953 280
OC-768 STS-768 STM-256 38 486 016 39 813 120

SONET
optical carrier level

SONET
frame format

SDH level
and frame format

Payload bandwidth Line rate
(kbit=s)

OC-1 STS-1 STM-0 50 112 51 840
OC-3 STS-3 STM-1 150 336 155 520
OC-12 STS-12 STM-4 601 344 622 080
OC-48 STS-48 STM-16 2 405 376 2 488 320
OC-192 STS-192 STM-64 9 621 504 9 953 280
OC-768 STS-768 STM-256 38 486 016 39 813 120

archy) were both excellent technologies for information
transport.

SONET/SDH evolved as a need for maintaining the
TDM hierarchy for carrying voice communication. It is
not incorrect to say that SONET/SDH was more of a di-
rect need to transport voice lines as they grew in number
and in distance. SONET/SDH facilitated as a direct in-
frastructure that could be readily used for transport of
non-voice services, such as those that were prevalent in
the metro environment. The entire SONET/SDH frame-
work was developed on the TDM concept, whereby sev-
eral lower rate lines were time-division multiplexed to
form a single higher rate line, which became the client
signal for further multiplexing at the next level. This sort
of multiplexing led to a hierarchy of line-rates that fa-
cilitated efficient transport of data from one place to an-
other in a network. SONET/SDH has the peculiarity that
eachmultiplexing hierarchy exceeds the previous one by
a factor of four, which means that if the base line-rate
of a channel is A bits per second, then four such lines
are multiplexed together to create the next hierarchical
channel, which is approximately at 4A bits per-second,
though in reality, the line rate is slightly higher than 4A
bits per second due to extra protocol bits used for moni-
toring, resiliency, restoration etc. Shown in Table 18.1 is
a set of line rates supported by SONET/SDH. The base
SONET line-rate is 155Mbps and this line is called an
OC-3 (optical circuit 3). The corresponding equivalent
line-rate in the SDN domain is called the synchronous
transport medium (STM). SONET/SDH grows in mul-
tiples of four, with the next line rate approximately
622Mbps orOC-12, and then 2:488Gbps or OC-48, fol-
lowed by 10Gbps or OC-192 and subsequently 43Gbps
or OC-768.Multiplexing in SONET/SDH follows an in-
teresting pattern, whereby frames are multiplexed row-
wise from left-to-right and top-to-bottom. The advan-
tage of such a technique is the spatial equivalence pro-
duced due to the uniform structure of the frame which
helps in easily identifying the constituent signals.

Initial deployments of SONET/SDH systems were
linear or point-to-point networks with four fiber-based
systems that used two fibers for working traffic and
two fibers for protection traffic (which was used in the
event of a failure). Each pair of fibers was used for du-

plex communication. This sort of protection was termed
unidirectional path switched ring (UPSR), and bidirec-
tional line switched ring (BLSR). The concept of path
and line for UPSR and BLSR shall be explained subse-
quently. The problem with such an approach was that
the work and protection routes had to be geographically
disjoint, or else a failure such as a cut in location would
result in all the traffic going down.

SONET/SDH communication networks are charac-
terized by a three-layer model. The three layers are
path, line and section. The layers are intertwined. Mul-
tiple sections make up a line, and multiple concatenated
lines make up a path. The section is the smallest indis-
tinguishable part of a SONET/SDH network. Regener-
ators that rejuvenate an optical signal by converting it
into an electronic signal and re-transmitting the signal
back into the optical fiber are used to connect two adja-
cent sections. The line-rate on either side of a regener-
ator is usually the same, implying that the multiplexing
hierarchy is well maintained. Multiple concatenated
sections are part of a line. A SONET/SDH line consists
of add-drop multiplexers at either end. A SONET/SDH
ADM consists of optics and electronics that can create,
process, transmit and receive a SONET/SDH signal.

A path consists of several lines and sections con-
catenated together. A path also consists of the mul-
tiplexing hierarchy. At the ends of a path, we have
SONET/SDH ADMs that can add or drop slower trib-
utaries of traffic by taking advantage of time-division
multiplexing principles.

SONET/SDH networks due to the TDM hierarchy
are ideal for voice centric communication. Over the
years, the SONET/SDH community has directed efforts
towards making SONET/SDH more amenable to data-
communication. These efforts are called VCAT and
LCAS (virtual concatenation and link channel adjust-
ment scheme). However, with the growth of data-traffic
SONET/SDH is being actively replaced by packet-
networks. Most modern day metro networks have re-
tired SONET/SDH, and it is a poor design choice
to inculcate SONET/SDH in contemporary/future net-
works, given the massive growth of data and video
traffic. An anatomy of an SONET/SDH circuit is as
shown in Fig. 18.3.
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18.3 Optical Transport Network (OTN)

The ITU G.709 or optical transport network (OTN)
is perhaps one of the most important standards that
governs the transport of data through the Internet, es-
pecially in metro and core networks. The OTN has
evolved as a telecommunication class transport mech-
anism that does away with some of the non-data-centric
issues posed by SONET/SDH and paves the way to
meet the future of transport technology such as for high
line-rates, flexible granularity support and doing away
with basic TDM hierarchy while providing for excel-
lent OAMP capabilities. The OTN philosophy is well
adapted to meet the changing data paradigm with re-
quirements of IP over WDM, enabling IP routers to
have OTN compatible interfaces and facilitating IP data
to be mapped to wavelengths in a WDM network. The
OTN is a true telecom-class transport protocol that was
designed as a mechanism to transport contemporary
services as well as serve as an enabler transport plat-
form for emerging services.

The OTN has evolved as an impressive trans-
port technology—ideal for replacing SONET/SDH—
taking into consideration the requirements of both
the overlay and the underlay network. The overlay
of IP, fiber-channel, and Ethernet services is charac-
terized by somewhat bursty, packet-oriented or user-
defined and sub-wavelength bandwidth granular re-

quirements. Mapping the plethora of overlay protocols
on SONET/SDH has been shown to be inefficient as
well as cost-wise unaffordable. SONET/SDH was de-
signed as a hierarchy to transport TDM signals whose
base line-rate was a DS0 (a digital signal for base com-
munication at 64 kbps—implying that a DS-x would
be x times 64 kbps). With the fast proliferation of IP
and revenue bearing services now pushing the limits
of applications such as storage networks and data cen-
ters, and the importance of sustaining a hierarchy based
on the basic DS0 signal is rapidly vanishing. Mobile
backhaul, especially in the 3G/4G/5G variants also has
traffic that is bursty, yet with newer technology, such
as required with 5G, there is a need for strong latency
guarantees, implying a corresponding need for a stable
transport layer [18.7].

The underlying network is primarily based on
WDM technologies. Mapping user defined signals to
WDM is possible using a multitude of protocols, such
as 10GigE/100GigE, SONET/SDH and even OTN. The
OTN however, is especially well-suited for the WDM
layer—it was designed keeping in consideration the
fact that WDM would be its primary physical layer ex-
ponent. The OTN provides a mechanism to transport
signals directly over lambdas—a unique feature con-
sidering the fact that variable rate client signals can



Part
B
|18.3

614 Part B Core Networks

now be transported and effectively recovered through
a WDM network. The OTN provides for digital mon-
itoring techniques and forwarding equivalence class
(FEC)—both of which act as force multipliers leading
to higher line-rate per wavelength. The future of the
data layer is actively moving towards Ethernet—and as
this happens, OTN has a strong role to play—specific
OTN mechanisms are available to transport 10Gbps,
40Gbps Ethernet, and 100Gbps Ethernet through the
MAN and WAN. The architecture of OTN also works
well with ROADMs. ROADMs are the mainstay of
optical networking in the metro and core. The OTN-
ROADM combination is especially useful when we
consider multi-degree ROADM hubs that allow seam-
less movement of wavelengths across any two ports.
The per-channel monitoring capabilities induced by the
OTN layer enable us to provision end-to-end all-optical
circuits over a ROADMized core relegating the per-
circuit management to the OTN layer.

The aforementioned discussion makes a compelling
case for OTN as the transport technology of the future,
perfectly mapping to both WDM below it and the vast
number of overlaid protocols that bring in traffic.

18.3.1 OTN Workings

The emergence of WDM technology has allowed
good utilization of the installed fiber-plant enabling
a provider to add new services on existing fibers ef-
ficiently. Critical components like ROADMs based on
wavelength selectable switching (WSS) technology fur-
thered the use of WDM networks with the flexibility
that the service providers needed in designing the
network to accommodate emerging demand-based ser-
vices. Service providers are now subject to the need for
a new transport layer infrastructure that:

1. Supports the transport of a diverse range of client
signals (arising from the need to support a diverse
set of services such as mobile-backhaul, video,
data-center, and storage networking)

2. Is flexible to accommodate the varying bandwidth
granularities

3. Is agnostic to client signal types—thus enabling the
use of a single transport layer for all service types

4. Enables inter-networking of equipment from dif-
ferent vendors and interworking of networks from
different carriers.

The contemporary solution of using SONET/SDH as
the transport layer has limitations in addressing many
of these requirements. Besides SONET/SDH was not
designed for the kind of emerging services that are seen
on the horizon today. Primary limitations include its

rigidity to support transparent transport of local area
network (LAN) type signals and limitations in support-
ing network-wide provider operations.

The optical transport network architecture defined
by ITU.T. G.872 consists of the following three layers:
an optical transport layer (OTS), an optical multiplex
layer (OMS) and an optical channel layer (OCh). The
optical signals at each of these layers are terminated at
different points in the network. For example, the OTS
is terminated at every optical-to-electrical-to-optical
(OEO) regenerator while the OMS is terminated at the
elements of an optical network which in most cases
is the ROADM. The OCh layer maps onto a wave-
length, and its termination is at the point where the
OMS is terminated for adding or dropping the client
signals. Overheads are added at each of these layers and
are essential for provisioning, recovery and manage-
ment. While client signals of any type—SONET/SDH,
IP, Ethernet etc.—could be directly transported over
a wavelength (OCh), service providers needed support
for individual wavelength monitoring capability and
full OAMP. The native optical layer proves to be expen-
sive to meet the needs of full OAMP support, especially
for fractional-wavelength granular flows.

The ITU-T G.709 recommendation defines, inter-
faces to the OTN [18.8] that expands the OCh to add
per-wavelengthOAMPsupport. Itmakes use of theOEO
conversion that is currently required at the 3R (reshap-
ing, retiming and reamplification of the signal) regener-
ator points in the network to provide OAMP capabilities
in the electrical domain. TheG.709 recommendations in
addition to addingOAMP related overheads to the client
signal at the wavelength level, adds FEC that helps in
reducing the span between 3R regeneration points result-
ing in OPEX savings. It also provides a layered struc-
ture comprising of optical channel transport unit (OTU),
optical channel data unit (ODU), and optical channel
payload unit (OPU) layers formapping client signal pay-
load. Note the following factors:

1. Overheads at each of these layers
2. Support for mapping a wide variety of client signal

types—legacy TDM and emerging packet services
3. The ability to support any client signal rate—rigid

SONET rates and packet data at non-SONET rates
4. The per-wavelength OAM&P capability that is ag-

nostic to client signal type—that make OTN a per-
fect transport layer for next generation networks
that require converged transport platform that ex-
ploits the bandwidth potential offered by DWDM
technology.

G.709 OTN: The OTU layer defined in OTN is the elec-
trical equivalent of the OCh. Supported OTUk line rates
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are 2:7, 10:7, 40 and 111:8Gbps. These rates are specif-
ically selected to accommodate SONET/SDH client
payloads at 2:5, 10, 40, and 100Gbps rates. The OTU
layer signal corresponding to these rates were OTU1,
OTU2, OTU3, and OTU4 respectively and the common
representation is OTUk where kD 1, 2, 3, or 4.

The OTUk layer is the section layer equivalent of
SONET/SDH and is terminated along with the OCh.
The OTUk is hence the innermost part of a connection.
The client payload is mapped into the OPUk payload
and the information about payload type and rate justifi-
cation is added in the OPUk overhead.

The ODUk layer is equivalent to the path layer in
SONET/SDH and it encapsulates the client data in the
OPUk layer with overheads that provide necessary in-
formation for end-to-end supervision.

The ODUk path layer data rates are defined in
the ITU.T. G.709 recommendation and includes three
SONET/SDH rates of 2:5, 10, and 40Gbps. The sec-
ond revision of the recommendation extended these to
include an even higher 100Gbps rate (ODU4) client
payload, as well as a lower 1:25Gbps (ODU0) rate
payload, and finally a flexible container (ODUFlex)
for constant bit rate (CBR) payload at any rate above
2:5Gbps. The ODU0 rate is added to support band-
width efficient transport of a native 1Gigabit Ethernet
signal and any CBR signal of rates less than 1:25Gbps
(the ODU0 rate). The ODU2e rate has been added to
transparently transport the 10G BASE R LAN signal.
ODUFlex was added to handle the data traffic require-
ments arising from services with payloads whose rates
do not match the SONET/SDH or Ethernet rates. The
addition of these rates, make OTN a converged trans-
port layer. Note that ODU0, ODU2e, and ODUFlex
signals do not have a corresponding OTU layer sig-
nal. These are mapped into the payloads of higher order
ODUk where kD 1, 2, 3, or 4 and transported over the
corresponding OTUk layer signal.

The G.709 standard also supports TDM of lower
rate ODUj signals, into a higher rate ODUk signal
where k > j. This provides the sub-wavelength net-
working capability as will be shown in one of our
use cases. For this purpose, the first revision of the
standard divided the higher rate ODUk signal into mul-
tiple ODU1s—for example, ODU2 is divided into four
ODU1s and ODU3 into eight ODU1s. The second re-
vision of the standard supports dividing all higher rate
ODUk signals into 1:25Gbps time slots, corresponding
to ODU0 rate.

OTN cross connect: OTN is being used as a solu-
tion to create OTN cross connects, whereby ODU-level
switching is facilitated. Large OTN based cross con-
nects are being developed and deployed. OTN based
systems score over IP/MPLS or carrier-Ethernet (CE)
systems for wide area networking on two counts:
(1) The reach enhancement and monitoring of channels
due to OTN based FEC and tandem channel monitor-
ing like features. (2) Creating mesh based restoration
within 50ms. In many high-speed networks across the
providers there are significant deployments of OTN
cross connects that aid in the transport network. OTN
as a technology has significantly matured to meet the
requirements of telecom class networking.

One of the key reasons to deploy OTN in networks
is to map multiple protocols seamlessly in a carrier do-
main. This facilitates networks to cater for disparate
user-needs in terms of service provisioning while ad-
hering to a carrier-class 50ms restorative backbone
network. 50ms is critical in the telecom domain as that
is the maximum time that a voice circuit can survive
a failure without the human ear detecting the failure.
What this means is that the perceptive capability of the
human ear is 100ms, half of which is the time we al-
locate for rerouting a signal post-a-failure and hence
the time-duration of 50ms is sacrosanct in the telecoms
world.

18.4 Metro IP/MPLS

The key layer 3 protocol has always been IP. IP began
as a best-effort datagram paradigm to connect nodes
and facilitate distributed routing. IP was enhanced by
routing protocols such as IGP and OSPF [18.9] that
have been able to provide intra-domain routing capa-
bilities using distance-vector and link-state techniques
respectively. Routers periodically exchange messages
by pinging each-others’ specific TCP ports. The re-
sponses facilitate routers to know if the link is ac-
tive and its parameters. Based on this information the
routers further exchange the longest prefix information

thereby building forwarding tables for IP addresses.
This sort of routing and forwarding is based on the
longest-prefix match techniques. IP routers were al-
ways subtended with a strong layer 2 network and
corresponding interfaces. Contemporary routers have
SONET/SDH, Ethernet and OTN interfaces. Some of
these interfaces may be colored—exemplifying the use
of WDM technology.

IP routers began as simple central processing unit
(CPU) based manifestations in the early 90s with a few
thousand entries in its forwarding tables. However, with
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the prolific growth of the Internet in the mid 90s,
there was a need for larger routers. Just around that
time, VLSI technology had matured and there was an
abundance of application-specific chips in the market.
Taking advantage of this development, the industry im-
bibed VLSI technology to build IP routers. As interface
rates grew along with forwarding table sizes, the size of
the IP router also grew. What began as a 10Mbps capa-
ble IP router became a gigabit router towards the end of
the last century.

The advent of VLSI technology and its use in de-
signing custom ASICs was a major boost to router de-
sign and development. ASIC or merchant silicon based
designed began it’s manifestation in various forms and
towards various functions. The switch ASIC was one
of them. Using switch ASICs [18.10], one was able to
design large capacity routers that facilitated huge move-
ment of data between ports. The reliance on CPUs had
ceased in router design.

A typical router consisted of multiple IO cards that
were connected to a routing or switching fabric. IO
cards could now connect to a variety of protocols such
as SONET/SDH interfaces, 1, 10, and 100Gigabit in-
terfaces and OTN interfaces. Furthermore, all these in-
terfaces could have gray optics for short ranges (10 km)
or colored optics for longer ranges (40 km and above).

The switching card of a router had two premier
innovations: the ternary content addressable memory
(TCAM) [18.11] and the switch fabric itself. The
TCAM was a major development that facilitated large
port count and high throughput routers. TCAM chips
could map forwarding entries to ports and to service
classifications. The challenge prior to TCAMs was to
facilitate fast selection of entries for mapping incom-
ing packet header specifics (such as IP addresses etc.)
to corresponding forwarding information (output ports
etc.). Traditional memories such as dynamic random-
access memories (RAMs) were plagued by latency
issues. Static RAMs (SRAMs) on the other hand were
fast memories but were often plagued by size issues.
TCAMs in contrast could be much larger in depth and
routinely manage several thousand forwarding entries.

Router IO cards dealt with packet parsing which
also included header stripping, processing and for-
warding. Packet parsing includes checking packets that
arrive from IO ports and then stripping the header af-
ter the correcting of a packet is achieved. The header is
then mapped against tables and metadata is created that
is forwarded to a routing/switching fabric.

Multiple IO cards are connected to a redundant
switching card in a Clos fabric fashion as shown in
Fig. 18.4. Usually a router would be designed such that
it is completely non-blocking. By non-blocking it is im-

Fig. 18.4 Sample IP-SDN router. (Image courtesy of
Nokia)

plied that if an output port is free and an input port
desires to transfer packets to this free output port, then
this connection would be supported. The current state
of the art is such that terabit capacity routers are not un-
common. In such routers, usually per-slot a 400Gbps
fabric is made available. For such an IO slot, one may
have a combination of 10, 40, and 100Gbps IOs. A typ-
ical IO slot may have 4�102 Gbps IOs, or 48�101 Gbps
ports etc. It is expected that in the near future a terabit
per second per slot of IP processing would be easily
achievable.

Routers are measured in terms of their throughput
in addition to the latency that they offer on a port-to-
port basis. Another figure of merit is the QoS that can
be accorded to flows through a router. Currently four
or eight QoS levels are common in provider networks.
Another important characteristic of IP routers is to pro-
vide rate-limiting and access control list (ACL) support.
Rate-limiting allows users to ensure that flows enter-
ing a router are limited based on earlier arrangements
between a customer and a provider. ACLs facilitate
IP address or some other parameter based forwarding,
dropping or some other QoS manifestation as may be
the case. ACLs require significant time for processing
and are known as a bottleneck in the forwarding speed
of a router. Conversely, the number of ACLs supported
by a router is a good parameter to indicate router stabil-
ity and performance.
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18.4.1 Multiprotocol Label Switching

MPLS was defined with the aim of simplifying packet
forwarding in IP networks and to address core IP router
performance issues [18.12]. MPLS uses label switch
paths (LSPs) to define the path followed by packets in
the network. The use of MPLS labels enables routers
to avoid complex IP-like processing overhead. Major
advantages of MPLS technology over IP are speed,
scalability, QoS support using resource reservation,
and traffic engineering capability. MPLS fast re-route
(FRR) [18.13] supports 50ms restoration of services af-
ter failure. However, originally IP/MPLS technology is
not purely carrier-class (on account of deficient OAM
characteristics) and IP/MPLS routers turn-out to be ex-
pensive. As the technology has evolved, IP/MPLS has
acquired some of the carrier class features that make
it a good fit in large provider networks, including the
metropolitan area.

MPLS manifests itself as label switched paths that
are created using labels assigned to flows/packets and
are forwarded/switched using labels. Labels are in-
serted at an ingress node, which is also called a label
edge router (LER) (for that particular flow). Once
a packet flow is classified by an LER and a label is
inserted on to the packet, then the flow is forwarded
thereafter based only on the inserted label. Labels are
based on a concept of forwarding equivalence class or
FEC. The idea is to build a label that corresponds to
a longest prefix match IP address and ties this longest
prefix match address to an output port at a router. Natu-
rally, FECs are generated in the reverse direction to the
flow and are thereby updated at each node as they tra-
verse to a particular source node. FEC to port mapping
is locally valid but the FEC mapping itself is valid for
all the nodes along the path. FECs could be announced
by downstream nodes to upstream nodes declaring a la-
bel for a group of addresses, or FECs could be requested
by upstream nodes. A nodemaintains the next hop label
forwarding entry (NHLFE) that is essential to com-
pute the appropriate output port on which to forward
a packet. For assigning labels a label distribution proto-
col (LDP) is used. In the past there were two variants of
the LDP—the constrained routed LDP (CR-LDP) and
the resource reservation protocol (RSVP). Currently it
appears that most LDP variants now are based on RSVP,
and in particular RSVP has been refined to include traf-
fic engineering (TE) as an extension, thereby calling it
RSVP-TE [18.14].

TheMPLS label sits just after theL2 header,which is
critical to demarcate a packet from the earlier packet. In
that sense, due to its situation just after the L2 header, the
MPLS protocol suite is generally considered as an L2.5
protocol [18.15]. The MPLS label is a 32 bit entity, of

which is a 20-bit shim (label identifier) that uniquely dis-
tinguishes a label from another label. Shim values need
not be globally unique butmust be router-wise unique. In
addition to the shim is a three bit QoS value that accords
eight priority levels to the packet. A single bit EXP (ex-
perimental) value is used that can further enhance QoS
to 16 priority levels. An eight bit time-to-live (TTL) is
also part of a label and when a packet enters an MPLS
domain, the TTL value from the IP header is copied into
the TTL placeholder in the MPLS label. When a packet
passes through an LSR, the TTL value is decremented.
When a packet leaves an MPLS domain or if an MPLS
label is removed, then the TTL value is copied back into
the IP header. In MPLS, there are several key functions
that are used to act upon a packet. Among these the three
most important ones are pop, push, and swap a label.
When a packet enters an MPLS domain an incoming la-
bel map (ILM) checks if the packets’ IP address or port
or VLAN tag can be mapped to an existing label entry.
If an entry exists in the forwarding database of the LER,
then the corresponding label is inserted onto the packet.
This sort of an operation of inserting a label on an un-
labeled packet is called push. The packet now travels
along a label switched path across multiple core routers
called label switched routers (LSRs). At each LSR, the
labeled packet is fed to a label forwarding table, which
stores a forwarding information base (FIB). The FIB is
a standard table that contains prefix and label mappings
to ports. At the penultimate node along a label switched
path, the packet is stripped of the MPLS labels and then
forwarded as the original non-encapsulated packet as
was received in the MPLS domain. This is done so that
the last node need not always supportMPLS—thus facil-
itating efficient interoperability between an MPLS and
IP network. This type of penultimate hop popping of
labels is a key characteristic of MPLS. At times an in-
termediate LSR might feel that it has a better route to
the destination than is earmarked by the packets’ exist-
ing label hierarchy. In such a case the intermediate LSR
replaces the outermost label with a more appropriate la-
bel that could imply a shorter path for example. This sort
of replacement of an existing label with another label is
called label swapping. The act of removing a label from
a packet is called label popping. These three operations
together, i.e., push, pop, and swap define MPLS label
operations. Another key operation that defines MPLS is
path-merging. Two paths going towards a common des-
tination can be merged at an interconnection point using
label swapping.

MPLS networks have dominated much of provider
layer 2:5=3 networks worldwide. One of the key as-
pects of MPLS that makes the technology important
to providers is traffic engineering. Traffic engineering
allows a provider to plan network traffic such that pain-
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points are avoided and traffic guarantees are met in
an efficient manner. Traffic engineering allows users
to choose routes thereby optimally using network re-
sources and avoiding congestion. Traffic engineering
is especially important to ensure that service level
agreements are met in a cost-effective manner. Traffic
engineering facilitates many important characteristics
of modern provider networks. Among these conges-
tion control, fast re-route after failure, customer priority
identification are some of the features. Load-balancing
can easily be achieved by inculcating traffic engineering
into an MPLS domain. A load balanced network, can
be set up using traffic engineering by routing multiple
streams (LSPs) between the same source-destination
pair across different routes thereby completely balanc-
ing the network.

An important aspect of MPLS networks is protec-
tion. There are many techniques of providing protection
to MPLS networks. The most commonly used is called
FRR or fast re-route. Traditional protection techniques
require that the source and destination signal to each
other about a prospective failure, subsequent to which
traffic is moved from a work path to a protection path.
This process or the derivatives of this process take sig-
nificant amounts of time to converge especially for large
networks, and hence it is difficult to achieve 50ms
carrier-class protection. Fast reroute alleviates this sig-
naling problem by precomputing restoration paths for
node or link failures and routing locally, wherever a fail-
ure has occurred. The dual process of local bypass of
the failed apparatus along with the relaxed need for sig-
naling leads to faster restoration times.

Despite its advantages, there are some issues with
traffic engineering, such as the requirement for man-
ual set up of LSPs, performance degradation post-FRR
and protocol dependency. Some of these can possibly be
reduced using an automatic control plane like the gen-
eralized MPLS (GMPLS) control plane but studies have
shown that scalability and cost issues exist with adop-
tion of such an approach.

Carrier-class MPLS: It is imperative to discuss
whether MPLS is carrier-class from a provider perspec-
tive. MPLS per-se is a best-effort service, however, with
the add-ons of traffic engineering, there is a significant
use of MPLS in provider networks. As far as carrier-
class services are considered we define these with three
parameters:

1. Deterministic latency across a domain irrespective
of traffic load.

2. Measurable parameters of the provisioned service
such as ability to bill, manage, provision, and oper-
ate the service and network.

3. 50ms protection.

The latter two features are well integrated in the MPLS
framework, however, due to its forwarding plane be-
havior, an MPLS LSR unless well provisioned through
manual traffic engineering does exhibit a best-effort
characteristic, especially for the scenario of large net-
works with heavy traffic. To make this kind of data-
plane carrier-class the IETF and ITU are standardized
MPLS-TP (transport profile) [18.16]. This is described
later.

18.5 Metro Optical Network

One of the most important parts of the metropolitan
network is the optical network as it carries all the traf-
fic between enterprises and various points of presence.
The optical network has traditionally been implemented
using optical equipment, and since its inception the
goal has been to attempt to switch data at nodes in
an all-optical manner. All-optical switching of data has
its advantages in the sense that the bandwidth made
available by the fiber is of the order of 1�2Tbps lead-
ing to fast, low cost communication. It is well-known
that keeping data in the lower strata of the network,
i.e., the optical layer leads to lower cost-per-bit, lower
vulnerability and lower energy consumption. Hence it
makes significant sense to keep the data in the optical
layer. However, using all optical processing has some
inherent limitations. To begin with, the rate at which
a laser can be modulated using external modulation

formats is significantly lower than the bandwidth that
a fiber offers. Even with techniques such as coherent
communication and use of orthogonal frequency di-
vision multiplexing (OFDM) and Nyquist modulation
techniques there is a significant gap between the op-
tical offered bandwidth and the electrical techniques
available. This difference between optical and electri-
cal bandwidth is known as an opto-electric bottleneck
and one way to resolve this is to divide the optical
spectrum (in the 1:5�m range) into channels and in-
dividually sending data on these channels. This kind of
multiplexing is termed wavelength division multiplex-
ing (in the C and L band from 1520�1590nm or so).
If the channels are far-apart say 20 nm apart then the
technique is further classified as coarse wavelength di-
vision multiplexing (CWDM) and if the channels are
spectrally packed close to each other with 0:4 or 0:8 nm
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spacing, then the technique is called dense wavelength
division multiplexing (DWDM).

The next issue is transporting data. There are two
ways of transporting data through an optical network—
as packets and as circuits. Naturally, due to the immense
use of IP datagrams at the network layer, there is a de-
sire to use packets in the optical layer. Optical packet
switching however, is a technology in its infancy on
account of the inability to decode packet headers in
the optical domain as well as provide extremely fast
switching that would make packet-switching viable.
As a result, almost all commercial deployments today
focus on optical circuit switching technologies. Opti-
cal circuits or lightpaths are set up between a source
and destination node and it is desired that the circuit
be all-optical from the source to the destination so
as to avoid expensive opto-electro-opto (OEO) conver-
sion and regeneration of the signal. Power, chromatic
and polarization-mode dispersion and noise resulting
in lower optical signal to noise ratio (OSNR) are the
three principle ailments that impact an optical signal.
An important innovation that can boost up a signal
power is the erbium-doped fiber amplifier (EDFA) that
can transfer the power from a pump signal to the sig-
nal and noise spectrum. The EDFA does amplify the
signal but also amplifies the noise associated with the
signal and thus a good figure of merit to determine
reachability of a signal in conformance to a particu-
lar bit error rate is the OSNR. Even when we assume
that a signal can reach from a source to a destination
node, it may have to go through several intermediate
nodes that need to switch this signal from the appropri-
ate ingress fiber to the egress fiber and in some cases
from an ingress wavelength to a corresponding egress
wavelength. To do so, there have been various de-
vices proposed for providing interconnection switching.
Most of these devices provide wavelength-transparent
switching. The first generation of such devices included

a patch panel that required operators to switch manu-
ally between ingress and egress ports. This process was
both time-consuming (inefficient) and not sustainable
against dynamic traffic variations. The direct impact of
a patch panel was on provider personnel requirement
and the inability to smooth out management processes
to dispatch operational personnel on time who could
make required changes. The next major innovation in
the metro optical space was hence the reconfigurable
optical add drop multiplexer (ROADM).

The ROADM could add or drop wavelengths (chan-
nels) from a fiber in different configurations. A subsys-
tem of merit in the ROADM systemwas the transponder
that could take in a client signal and convert it to
a DWDM compliant wavelength (in the ITU band).
Transponders began as simple translators of data from
a client wavelength to an ITU-grid enabled wavelength,
but today do much more. With the advent of coher-
ent optics, transponders multiplex multiple smaller rate
channels into a coherently modulated signal that is fur-
ther sent into the fiber. Transponders are the starting and
stopping point of every signal in a metro optical net-
work. In conjunction with a ROADM, the transponders
make up the full optical transmission system that is nec-
essary for the transport of high-speed data-channels.

ROADMs are classified based on the degree of their
flexibility. The first generation of ROADMs could add
and drop channels at specific ports and only a few
channels could be added or dropped at a node. This
system meant that the overall inventory of wavelength
specific transponders had to be carefully planned and
led to a rigid environment. In the second generation,
the ROADM was built using an arrayed waveguide,
as shown in Fig. 18.5. In this embodiment, a com-
posite WDM signal enters a node that has an arrayed
waveguide (AWG) pair arranged in a mirror-conjugate
model—the first AWG demultiplexes the signal into
constituent wavelengths, while the second AWG multi-
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plexes individual signals to re-create a compositeWDM
signal. In between the two AWGs are a series of 2�2
optical switches, one each for each wavelength. If the
switch is in the bar state then the wavelength passing
through the switch is a pass-through for that node, while
if the switch is in the cross state then the wavelength
can be dropped at the node and the same wavelength
(with locally injected data) can be sent into the network
(with that node acting as an ingress node). This kind
of a ROADM system, in which all the channels in the
WDM band can be added or dropped at any node, but
with the caveat that there is a strict port-to-wavelength
mapping, was popular until the advent of the wave-
length selective switch (WSS) technology.

The WSS technology revolutionized ROADMs and
make their appearance completely dynamic to traffic
needs and facilitated mesh networking, which was dif-
ficult in the earlier generation of ROADMs.

With the advent of WSS technology, the ROADM
was made more agile to meet dynamic traffic needs.
A WSS device of 1�N port count can route any com-
bination of wavelengths between the input and any of
the output ports. In another embodiment, a M�N WSS
can route wavelengths from any of the M input ports to
any of the N output ports to achieve the behavior of an
optical circuit router. By making use of multiplex WSS
one can create a mesh networking element. Figure 18.6
is an illustration of a ROADM with WSS.

A point of merit of a ROADM developed from
WSS is the ability to support a non-blocking wave-
length routing fabric. In this regard multiple ROADM
implementations are proposed based on three parame-
ters: colorless, directionless and contentionless designs.

Colorless designs allow any wavelength to be
dropped or added from any port. Directionless designs
allow that any wavelength be sent to any fiber (espe-
cially valid in an N�N fiber system at a node). In a di-
rectionless design any wavelength can also be dropped
from any fiber at the node. Finally in a contention-
less design we can drop multiple identical wavelengths
(from multiple fibers) at any port at a node. This means
that if we have a 4�4 ROADM supporting a 4-degree
mesh node, then we can drop � 1 from fiber 1, � 1 from
fiber 2, � 1 from fiber 3, and � 1 from fiber 4 all at the
local node across adjacent or any add/drop ports that we
desire.

Achieving colorless, directionless and contention-
less (CDC) in ROADMs is expensive and many archi-
tectures have been proposed to this end. As a com-
promise a full CD (colorless/directionless) ROADM
is easy to build with some partial degree of con-
tention. The reason why full contention is difficult is
because multiple similar wavelengths from multiple
fibers when they traverse to the same WSS, get lost
as noise—the WSS cannot differentiate between two
similar wavelengths—it can only differentiate across
wavelengths. So other node elements such as port
power splitters, blockers, power switches, multicast
switches (MCS) are used to build a ROADM—which
all lead to cost increase and power penalties. It is safe
to say that the ultimate CDC ROADM that can work
at low-prices is yet to be built and perhaps requires
some out-of-the-box approach. As a compromise, par-
tial CDC ROADMs (see Fig. 18.7 for an architectural
illustration of a partial CDC ROADM) that breaks
add drop ports at a node into banks are developed,
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whereby there is no contention across banks, but there
is contention within a bank—i.e., only one instance
of a particular wavelength can be added/dropped at
a bank.

A final feature of the ROADM technology is the
gridless feature, whereby the traditional ITU-mandated
spacing between channels is relaxed [18.17]. In the

gridless design, channels of variable spectral width can
be multiplexed together in the frequency domain thus
facilitating better reach, multiplexing advantages, and
circumvention to impairments. Gridless designs also fa-
cilitate coherent communication with the advent of the
superchannel concept that facilitates upto a Tbps of data
on a carrier-group system.

18.6 Metro Ethernet

Ethernet is the most successful and dominant LAN
technology world-wide for over three decades with
close to half a trillion Ethernet interfaces across the
globe and counting. Ethernet interfaces are almost al-
ways available across all sorts of devices irrespective
of the medium. Ethernet interfaces span across fiber,
copper and wireless domains implying absolute ubiq-
uity. One of the reasons why Ethernet has been so
successful is due to its simplicity, cost-efficiency, and

ease of deployment. Ethernet was initially designed for
data communication across machines over a campus
LAN environment. Ethernet began as 1Mbps Ether-
net in the Xerox corporation. Since then, Ethernet has
come a long way—to 100Gbps and beyond. Ethernet
standards at 200 and 400Gbps are ready, and it is just
a question of time before terabit Ethernet arrives. Fig-
ure 18.8 shows the basic transition of the protocol stack
with the advent of carrier Ethernet.
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Ethernet began as a LAN technology in the late
1970s, and was standardized in February 1980 (hence
802) under the premise of the IEEE as a LAN technol-
ogy. The earliest standardized avatar of Ethernet was
1 and 10Mbps Ethernet and could potentially connect
hosts (computer systems). The technology deployed
was using carrier-sensing. Hosts would sense if there
was transmission on a carrier and if that was the case
would not transmit till the existing transmission had
subsided. This led to issues such as fairness, inordinate
delays and limited efficiency (two hosts who trans-
mitted simultaneously or in overlapping intervals due
to distance separating them would result in loss of
data for both hosts). This carrier sense multiple access
(CSMA) standard was reasonably acceptable for small
sized LAN environments with occasional data spurts.
An improvement over this standard was the collision
detection (CD) mechanism where by a CSMA-CD
system would continue to listen to a communication
channel and upon detecting a collision, would stop
sending data immediately as well as sending a jam-
ming signal, thereby resulting in saving precious time
that would otherwise have been lost in transmission
of collided frames by the two or more hosts involved
(in the collision). CSMA-CD technology improves the
Ethernet transmission system. It however, continues to
be probabilistic in nature (probability of a collision is
the probability of another station transmitting during
the ranging time of a frame already being transmit-
ted). To improve CSMA-CD, switched Ethernet was
proposed. One of the premises of switched Ethernet
was the use of bridging technology. Ethernet bridges,
standardized under 802.1D was the first approach to-
wards making Ethernet venture across LAN segments
covering entire enterprises. An Ethernet bridge, at an
abstract level was analogous to a 1�1 switch connecting
two LAN segments on either side of the bridge. Each
LAN segment is characterized by a spanning tree. Span-
ning tree protocol (STP) runs in a LAN segment, such
that bridge protocol data units (BPDUs) are exchanged
between hosts, which over a period of time results in

ports being declared as forwarding, filtering, or block-
ing, such that every host now has a reasonably short
path to the bridge (here called the root bridge). The
prime goal of STP is to create a loop-free topology such
that hosts can facilitate communication with each other
using MAC-bridges. While STP is a reasonably good
way of achieving loop-free communication, the time re-
quired for STP convergence post a failure or change of
state of hosts (host dropping, adding, or new ports being
made active) is probabilistic in nature leading to signif-
icantly non-deterministic provisioning times. Learning
of MAC addresses and bridge port IDs and then pruning
the spanning tree got worse as the number of prospec-
tive nodes in the tree increased.

An improvement over MAC bridges was the intro-
duction of the 802.1Q standard also called the virtual
LAN (VLAN) standard [18.18]. The idea was simple—
insert a four byte tag called a VLAN tag, between
the MAC address and the IP address in an Ethernet
frame such that the inserted tag would contain VLAN
ID and priority information. VLANs allowed partition-
ing of a LAN environment into several VLANs that
could each have their own broadcast domain (since
spanning tree works on the broadcast principle). The
advantage of such an approach is to limit the size of
the broadcast domain to just a VLAN (as opposed to
the entire LAN). A host can be part of multiple VLANs
and that way can still possibly communicate with any
node in the network. To begin with, the 802.1Q proto-
col classified three types of VLAN frames—a tagged
frame, a port based VLAN (or port VLAN) and a QoS
VLAN. VLANs had two bytes reserved for defini-
tion purposes—to denote that the frame conforms to
802.1Q. Other VLANs have also been defined such
as a customer tag (CTAG) and a service tag (STAG),
each of which has its unique 2-byte Ethertype. In addi-
tion to the Ethertype, we have 12 bit VLAN ID, called
VID that leads to 4096 instances of VLANs that can be
supported. The first (all zeros) and the last (all Fs in hex-
adecimal or ones in binary), are reserved, leaving 4094
instances. For purposes of QoS, 3 bits are used leading
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to eight QoS levels. The last remaining bit is reserved as
a drop eligibility indicator (DEI) bit for traffic shaping
or as a canonical format indicator (CFI) bit.

With VLAN technology, spanning tree domains
were restricted in size and new spanning tree proto-
cols such as rapid spanning tree protocol (RSTP) and
multiple spanning tree protocol (MSTP) [18.19] were
proposed. These helped consolidate VLAN based sys-
tems within enterprises. One could now differentiate
frames by their VIDs or by their QoS values (a fea-
ture that traditional Ethernet has lacked). A frame with
a VLAN tag is called a tagged VLAN frame, and a port
that supports VLANs is called port-VLAN. While this
system has worked well, it is still dependent on span-
ning tree protocol, implying a probabilistic nature to
forwarding that has resulted in non-deterministic la-
tency, and lack of service-class behavior especially for
sensitive services like voice, and video.

Despite the non-carrier class nature of 802.1Q, the
advantages of VLANs had propelled providers to use
bridging and VLANs. The problem however, was that
the number of VLANs supported was then restricted to
4094. This led to three issues:

1. The provider could have at the most 4094 unique
802.1Q customers—a bad way to scale business.

2. The provider now had to run its own STP and learn
all the MAC addresses of all its customers—which
meant that it had to deal with issues of mobility, ca-
pacity and have a robust algorithm for learning.

3. Finally learning MAC addresses of customers could
potentially compromise the security of providers
(due to MAC spoofing and similar such ap-
proaches).

As a way out of this situation, the first approach pro-
posed was to 802.1ad or provider bridges. Provider
bridges facilitates the separation of provider and cus-
tomer equipment (and hence MAC addresses) into two
domains. To do so, a new tag with a unique ether-
type was proposed—called the STAG. Each customer
now could run its own spanning tree and support 4094
VLAN instances within its (customers’) domain, while
the provider could now have its own STP and VLAN.
Though this did not solve the scalability issues, the
approach of two tags (also called Q-in-Q) [18.20] did
solve an important approach of demarcating the cus-
tomer domain from the provider domain. In cases of
802.1ad supporting frames, there are up to two tags
presents—an outer provider tag called the STAG and
an inner customer induced tag called the CTAG. Once
a frame enters the provider domain it is handled ex-
clusively using the STAG in conjunction with the des-
tination MAC address. The advantage of the Q-in-Q

approach is that it gives a semblance of an Ethernet
service outside of the LAN environment, i.e., in the
provider MAN or WAN domain. The type of service
could be point-to-point or multipoint-to-multipoint ser-
vice.

The problem with the Q-in-Q approach was the
persistent fact that the provider had to learn customer
MAC addresses—which led to compromises in secu-
rity and the hassle of learning customer MAC ad-
dresses. Provider backbone bridges, under the IEEE
premise of 802.1ah were hence proposed as a method
to avoid learning customer MAC addresses and pro-
vide a complete demarcation between the operator and
all its customers. This notion of provider backbone
bridges includes the famous MAC-in-MAC approach,
whereby a customer frame was completely engulfed
in a provider frame at the edge of a metro Ether-
net network. Providers were no longer required to run
a spanning tree implementation all the way into a cus-
tomer network which meant that provider security was
not compromised. Provider backbone bridges (PBB) is
a service-oriented technology, though not completely
carrier-class (as it does not support deterministic la-
tency all the time). Beyond PBB, the Ethernet standards
define three types of Ethernet services [18.21]:

1. ELINE: A point-to-point bidirectional Ethernet vir-
tual circuit (EVC) that facilitates packet flow be-
tween two end-points in a network.

2. ELAN: A multi-point to multi-point (MP2MP) con-
nection between multiple end-points.

3. ETREE: A one-to-many (root to leaves) simplex
connection, and a leaf to root simplex connection
in the reverse direction.

These three service types are defined by the metro Eth-
ernet forum. For each service type it is mandated that
some sort of operations and maintenance standard be
used, and by far the leader of the OAM pack is the
IEEE802.1ag connectivity fault management (CFM)
standard. In the 802.1ag standard, we set up mainte-
nance domains which are zones of activity of traffic
such that connections set up in a domain are the respon-
sibility of the domain peers for maintenance.

CFM works as follows: for each ELINE, ELAN or
ETREE, we set up maintenance end points (MEPs) at
each end node of a service. The MEPs exchange heart-
beat messages called connectivity check messages or
CCMs. Loss of three CCM messages indicates a fault
and switch over from the work path to a protection
path. The idea is to provision the work and protec-
tion paths such that the two paths are node-and-edge
disjoint—a non-trivial task for multicast ELANs. In ad-
dition to CCMs, there are loopback messages (LBMs)
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and linktrace messages (LTMs) used for service house-
keeping.

The premise of PBB [18.22] works as follows: nodes
are earmarked as edge nodes and core nodes based on
service end points or intermediate points. A node is an
edge node for a service starting or terminating at it-
self, while it is a core node for another service that goes
through the node. In some literature, edge and core nodes
are also called edge and core bridges to continue to the
802 legacy of bridge based forwarding. In the 802.1ah
premise of PBB, a service that enters a PBBdomain (also
called a provider backbone bridged network (PBBN)),
is first mapped on to an intermediate service tag called
the ITAG. The ITAG is special—it is unlike otherVLAN
tags which are four bytes long—the ITAG is in fact six
bytes long. The extra length of the ITAG are used to sup-
port an ISID of twice the length of a normal VID—to
24 bits. An incoming service into the PBBN, could be
a port-based service, a native Ethernet service, a CTAG
implementation, a STAG implementation, or a service
with CTAG and STAG. The service is first mapped on to
an ISID that is unique across the network. The presence
of a 24-bit ISID allows for up to 16,777,216—about 16
million services that facilitate significant scalability in
terms of services for a provider network. The ISIDmap-
ping is an intermediate mapping, whereby the incoming
packet flow is converted into a service-specific instance
due to the mapping. On one side the ISID is mapped
to the incoming service, while on the other side (i.e.,
into the PBBN), the ISID is mapped on to a backbone
tag (called BVID), and a backbone MAC address. This
means that the incoming Ethernet frame from the client
into the PBBN, is now mapped in its entirety on to an-
other Ethernet frame. This kind of complete encapsula-

tion of a client frame on to a provider frame is also called
MAC-in-MAC, as there are twoMAC addresses in each
frame (the client one and the provider one). The provider
now forwards based on a 60-bit unique combination
of BVID and BDA (backbone destination address—the
providers’ MAC). For this forwarding, STP is used for
pruning the PBB network and creating a spanning tree.
A PBBN implementation is as shown in Fig. 18.9.

Despite all its facilities and nuances, 802.1ah is not
carrier class—the latency is dependent on STP per-
formance, which as we know is probabilistic and not
deterministic. An improvement over PBB 802.1ah is
the first carrier-Ethernet (CE) standard called PBB-
TE (provider backbone bridging-traffic engineering).
PBB-TE is backward compatible with all the other .1Q
standards. The premise of PBB-TE is as follows:

1. Spanning tree protocol is no longer used in the
provider domain.

2. MAC learning to create paths in the provider do-
main is switched OFF.

3. A network management system (NMS) is used as
a centralized entity to set up paths (allocate ISIDs,
BVIDs and compute work and protection paths).

4. The NMS also supports IEEE802.1ag CFM stan-
dard for operation and administration.

In PBB-TE [18.24], EVCs are created by the NMS.
Traffic flows only after the NMS has provisioned the
work and protection paths by setting the BVIDs and
ISIDs. For each service the NMS also sets up the MEPs.

The PBB-TE network is characterized by determin-
istic delay due to the reliable forwarding nature of the
layer-2 forwarding plane. The absence of MAC learning



Metropolitan Networks 18.6 Metro Ethernet 625
Part

B
|18.6

Input port logic Edge port logic

Lookup table 
interface

MMU
interface

Core port logic

Lookup table 
interface

To shared
memory

Switch
fabric

Switch fabric
input queue

Priority queuesWFQ arbiterPacket read
controllerDeframing logicOutput port logic

Input port logic Edge port logic

Lookup table 
interface

MMU
interface

Core port logic

Lookup table 
interface

To shared
memory

Switch fabric
input queue

Priority queuesWFQ arbiterPacket read
controllerDeframing logicOutput port logic

Port # 0

N ports

Port # N

Fig. 18.10 A block diagram of a shared-memory PBB-TE switch (after [18.23])

and STP means that the probabilistic nature of forward-
ing is now replaced by just the L2 forwarding plane,
which leads to bounded delay. The NMS-controlled
domain implies that services enter the domain only
through the providers’ NMS, resulting in a traffic en-
gineered backbone. This facilitates guaranteed service
throughputs by advance planning and traffic engineer-
ing. Some of the engineering aspects of PBB-TE are
vendor specific and hence performance can change
from one vendor to another. Shown below is a PBB-TE
implementation in Fig. 18.10.

While the Ethernet bodies in the IEEE were stan-
dardizing carrier Ethernet, another development was
happening in the ITU and IETF bodies. This was the
creation of MPLS-TP (transport profile) [18.25] as
a carrier-grade Ethernet technology. While one can say
that PBB-TE is an enrichment process of native Eth-
ernet, MPLS-TP is a watered down process of MPLS.
MPLS as we have discussed before is an improve-
ment over IP forwarding through the use of labels that
act as force multipliers on a forwarding equivalence
class. MPLS is suited for large networks and heavy
traffic granularity. MPLS however, is not fully carrier-
grade. The IP-based control plane combined with best-
effort behavior of the forwarding plane does not accord
the degree of determinism that one would expect in
a carrier-grade technology. In some ways it can be said
that MPLS due to its feature-rich base needs to be

tailored down to become transport-oriented. An effort
which initially began in the ITU and soon spread to the
IETF, was the MPLS-TP study group (15 in the ITU).
The study group defined MPLS-TP as a transport tech-
nology that usedmuch ofMPLS’s forwarding plane, but
defined a new control plane. MPLS best effort features
such as label merging were abandoned. Also aban-
doned was penultimate hop forwarding, which implied
that a label switched path could be identified by labels
from ingress to egress and was supported strictly by the
MPLS-TP forwarding plane. The rest of the forwarding
plane remained the same as MPLS. As far as the control
plane was concerned, the study group recommended the
use of a generic associated channel (G-ACh), as defined
in RFC (Request for Comments) 5586 (and further up-
dated in RFCs 7214 and 7274). The G-ACh allowed for
MPLS-TP OAM techniques to be implemented, similar
to the IEEE802.1ag CFM or the ITU equivalent defined
in Y.1731.

MPLS-TP defines bidirectional LSPs as the norm—
this allows for service oriented communication with
a bidirectional control plane that is necessary to provide
for necessary carrier-grade performance and OAM. By
removing the support for label merging, the forwarding
plane is made more deterministic. Finally, MPLS-TP
uses the large installed base of MPLS leading to better
acceptability in a carrier network. Though MPLS-TP
is a certain betterment over MPLS from a carrier-class
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performance perspective, the deployment is not clearly
in its favor. This is primarily because of the perceived
ease of use of MPLS in the operator world. MPLS-TP
along with OTN however, continue to be popular in
greenfield settings where operators desire a lower-cost
and carrier-grade-from-the-beginning option. There is
also significant focus on the use of MPLS-TP in back-
haul for mobile networks, especially for connectivity

from the base station to the switching center. There
are however, vendors who are today offering IP/MPLS
solutions with the MPLS-TP defined OAM technique.
For well planned, traffic engineered networks, this
is a good offering resulting in bounded latency. The
traffic-engineering aspect takes away to a significant de-
gree the best-effort induced probabilistic latency that is
otherwise seen in IP networks.

18.7 SDN and Metro Networks

Software defined networks have been heralded as
a game-changer for next generation networks, and
SDNs are typically relevant in the metro environment.
The concept of SDN engages the use of bringing pro-
grammability to networks. The central premise of SDN
is the bifurcation of the control and data plane, so
that the control plane can be made programmable and
the data plane can support a host of protocols. To
achieve this objective, the control plane is manifested
by a controller. A controller is characterized by its four
interfaces: a north bound interface that provides ac-
cess to APIs, by using this a user can define a service
manifestation; a south bound interface that connects
the controller to the data plane; east-and-west bound
interfaces for hierarchical connection of multiple con-
trollers to scale a network. The data plane is further
embodied by nodes that are pure forwarding entities
and an implementation of a node is called a whitebox
on account of the wide-range of protocols that a node
supports. The whitebox architecture is currently get-
ting significant attention. An SDN forwarding plane or
whitebox has three key functions: forwarding, modifi-
cation and dropping packets. The principle of vanilla
SDN is to send packets that arrive for the first time to
a controller, which then populates forwarding tables in
the SDN whitebox [18.26]. The packets thereafter are
forwarded based on the controllers’ table recommenda-
tion. The whitebox typically implements a match-action
sequence where by packets are parsed by a parser,
which matches protocol fields to actions in a table.
These actions could be forwarding to a port, modifi-
cation of the packet header (like TTL decrement), or
dropping a packet altogether.

A key aspect of SDNs is the protocol between the
controller and the data plane (or whiteboxes). This pro-
tocol, also called south bound protocol is crucial in
terms of the support that it offers to the data plane
as well as to the north-bound programmable interface.
The SDN protocol defines fields that the data plane
reads and acts upon in order to forward data. All the

processing of protocols happens in the control plane
that resides in the centralized entity—the controller.
Hence, the shortest-paths are computed by the con-
troller and only the resulting metadata action entity is
fed to the data plane such as populating the forward-
ing table with IP-prefix-output-port matching entries.
Similarly, the controller today supports about 40-odd
protocols that the data plane must further act upon to be
SDN compliant. A leading and popular controller is the
open-day-light controller [18.27] that supports one of
the leading protocols called open-flow. Currently open-
flow supports about 40-odd protocols as shown in the
table below. One of the drawbacks of open-flow is the
perceived time required for the northbound to add a new
protocol, which turns out to be a couple of years of
standardization exercises. Another competing protocol
is the protocol oblivious forwarding (POF) approach.
POF works upon a smaller set of fields and commands
and attempts to do away with the rigidity of the open-
flow southbound.

An SDN whitebox is characterized by multiple
match-table (MT) approaches, such as single match
table or SMT, multiple match table (MMT) and recon-
figurable match table (RMT) [18.28]. In SMT a single
match table is used for deriving a relation between
a protocol header field and the action to be done on
the packet. In MMT, multiple tables are cascaded to-
gether in proprietary formats such that the cascade
could be based on round-robin schemes or based on
distributed hash table techniques. In the case of RMT,
there are multiple tables such that table width and
depth are reconfigurable entities. The advantage of the
RMT approach is that the data plane in terms of for-
warding or modification functionality can be made as
programmable as required. To make the data plane
further programmable and service oriented, a parsing
language has been recently proposed called P4 [18.29].
P4 allows for service definitions, templates and pars-
ing instructions to be passed on to a programmable data
plane.
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Several operators are going the SDN way. One of
the key approaches to SDN is AT&T’s ONAP approach.
ONAP (open network automation platform) allows cre-
ation of services and incorporation of SDN concepts.
Several vendors are SDNizing their product portfolio
by building controllers and opening APIs on which

providers can create new services. The yet another
network generator (YANG) language is being consid-
ered for service definitions and products. SDN along
with network function virtualization can be significant
cost-savers and service enhancers in the future net-
work.

18.8 Network Function Virtualization (NFV)

NFV is touted as the next big thing in networks on ac-
count of the possibilities in terms of services and cost-
savings that are presumed to be associatedwithNFV.Re-
placing physical network functions (PNFs) with virtual
network functions (VNFs) is the key premise in NFV.
By replacing PNFs with VNFs, one can commoditize
networks significantly by installing VNFs as software
entities on commercial off-the-shelf (COTS) servers.
This reduces the need for expensive application-specific
hardware that is difficult to maintain, has a vendor lock-
in and is quite centralized. In contrast, VNFs can be in-
stalled just about anywhere in the network and a provider
can negotiate a good pricing policy with the VNF ven-
dor implying the ability to create VNF instances just
about anywhere. VNFs can be created in data-centers,
at the edge of a network (in central offices—an example
of which is the CORD project) [18.30], and in the net-
work core as middle boxes. NFV has been undergoing
several discussions in the study groups, and one stan-
dardization body in particular—the ETSI has come up
with a series of recommendations. An NFV implemen-
tation often is said to involve three entities: an NFV in-
frastructure (NFVI) which provides for the servers, the
network fabric etc., the management and network or-
chestration (MANO) framework [18.31] that facilitates
management, lifecycle support and growth of VNFs as
well as VNF chains, and finally the VNFs themselves.
MANO provides for a detailed mechanism whereby
a provider can track, provision, operate and administer
theNFVdomain and create services, manage customers,
and seamlessly operate the network. By connectingmul-
tiple VNFs to each other, one can create a service func-
tion chain (SFC). Such a service chain can lead to mul-
tiple new services as well as additional revenue. Cur-
rently it is however, not fully clear as to how much of
NFV would be adopted by a service provider [18.32],
though it is clear that initial implementations of NFV
would all be customer facing. ProvisioningVNFs in net-
work cores for core networking functions such as bor-
der routers and gateways, still seems far-fetched, but
with recent advances in making the x86 processor more
amenable to a data plane it is perhaps only a question of

time when an entire provider’s network could be virtu-
alized. Since most initial NFV deployments are likely to
be in the data-center, there is a strong relation between
NFV and SDN. While NFV virtualizes the data plane
in terms of functionality, SDN facilitates the growth of
the NFV virtual topology by routing flows, and manag-
ing entities required for NFV especially in a data-center
domain.One could envisageVNFs sitting inCOTShard-
ware in a data-center, such that the COTS servers are
all connected to each other via an SDN switching sys-
tem. In such a situation, the SDN controller is made
aware of the VNFs and the flow requirements of VNFs.
The controller in this case is also assumed to be part of
theMANO framework, with distinct communication be-
tween the controller andVNFapplication (run on theNB
of the controller).

VXLAN and NVGRE: Two new RFCs in the
IETF domain for data-center communication are
VXLAN [18.33] and NVGRE [18.34]. Both of these are
designed specifically for intra-data-center communica-
tion in a virtualized infrastructure. At the crux of these
two RFCs is a mechanism that allows a tunnel to set
identifiers that are connected to a virtual machine (VM),
such that movement of the VM within or even across
data-centers allows an associative relationship between
the network protocol identifiers (say IP address) to be
maintained. Hence, aspects such as load-balancing can
easily be carried about whereby moving VMs across
the data-center has no bearing on the routing strategy.
Though procedurally different, VXLAN and NVGRE
aim to achieve a similar set of functionalities.

The future of the metro network involves significant
softwarization from the SDN and NFV perspectives.
One of the goals is to induce virtual network functions
(VNFs) in networks that can be spun up on demand in
any corner of the network, and create service chains that
can offer new possibilities in terms of the product and
service mix. To this end, SDN and NFV has a strong
role to play in the future metro network. The issue how-
ever, is that of timing—when, where, and how do we
induce SDN and NFV in a brown-field metro network.
There is obviously no clear answer to this question.
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One of the leading approaches towards network soft-
warization is the AT&T induced approach called open
network automation platform (ONAP) [18.35]. ONAP
is a platform that allows multiple network-related par-
ties, such as developers, application writers, the ser-
vice provider, VNF vendors, existing PNF vendors and
customers (enterprises) to interact. Broadly speaking
ONAP consists of the sub-systems shown in Fig. 18.11.
The first subsystem of interest is the service design cre-
ation (SDC) module. The SDC module facilitates the
operator or enterprise customer to create services. SDC
creates metadata that is used by other components of
ONAP in service definitions. SDC manages different
types of assets such as resources and services. Resources
include infrastructure, network and applications (VMs),
whereas a service is a well-formed object of one ormore
resources. The SDC contains a catalog that is a reposi-
tory for assets used in ONAP. Part of the SDC is a design
studio that is used to create, modify and add resources
and services. Once services are created by the SDC, it

certifies them post testing and automation. A distribu-
tion studio is used to disseminate certified assets and re-
sources. ONAP uses a policy framework that facilitates
the existence of different user driven policies. A second
component of ONAP is the MSO (master services or-
chestrator). The primary function of theMSO is automa-
tion of end-to-end service instances. TheMSO routinely
interrogates the active and available inventorymodule to
find what assets are available in the network. ONAP as-
sumes SDN controllers and other controllers to also be
integrated as part of the framework.

There are three types of controllers assumed: in-
frastructure controllers for creating VMs, provisioning
servers etc., network controllers for connectivity and
configuration; and application controllers that manage
virtual application. To get feedback from the network,
ONAP (Fig. 18.11) uses a module called data collec-
tion analytics and events (DCAE). This module uses
passive and active network probes to monitor the net-
work, collect network data, perform analytics on data
and metadata and register events. DCAE is a complex
module and is expected to use machine learning to per-
form network-wide diagnostics. Sub-components of the
DCAE module include an analytics framework, a col-
lection framework, a data-distribution bus, a storage
medium and access to controllers as well as microser-
vices. The ONAP system has the potential to revolu-
tionize the telecom landscape by inculcating SDN and
NFV concepts and allowing small startups to create
VNFs as part of a new telecom ecosystem. One key
challenge to such as design is to enable interoperabil-
ity across vendors. Another design challenge is to come
up with a high-availability number that would facilitate
a carrier-grade network.

18.9 Best Practices for Metro Network Design

We now consider the technologies that we have dis-
cussed for best practices in metro network design. The
following design considerations are necessary consid-
erations for an efficient metro network design:

1. Cost, vulnerability and energy efficiency are the
lowest in lower layers of the data spectrum
(Fig. 18.12). It makes sense to keep the data in lower
layers—optical if possible, or else data layer, or else
SDN etc. in that order.

2. As far as multi layer optimization is concerned,
aggregation at the edge is always preferred as com-
pared to aggregation in the core. In the core of the

network, it makes sense to route optical circuits of
higher granularity than to route LSPs or IP packets.

3. The finer the switching granularity in the core, the
more expensive the core. SDN goes a long way in
alleviating some of the pain-points in the core of the
network.

4. From a telecom design perspective, it makes more
sense to have a multihoming architecture. For exam-
ple if there is a ROADM based metro ring, and an
IP overlay, then the corresponding IP router should
be multihomed to multiple ROADMs.

5. The same principle of multihoming applies to car-
rier Ethernet equipment and ROADMs as well.
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6. While designing a metro network, it can safely be
assumed that traffic is usually step-wise transient—
there is an increase and then a flattening out effect.
In such a scenario, at each step it can be assumed
that the traffic follows primarily a hub-and-spoke
topology. There may be multiple hubs (usually two
hubs), and multiple spokes, and this hub-and-spoke

topology may be overlaid on a ring or mesh net-
work. The hub-nodes are usually at the core network
interconnection points.

7. SDN has the potential to do away with a significant
amount of redundant network equipment. The chal-
lenge with an SDN based network is the migration
plan. Even in the absence of killer-SDN services,
an SDN makes more sense than legacy technologies
due to the service potential.

8. Providers that implement NFV have the potential
to do away with middleboxes and replace these by
VNFs. Such a scheme can potentially bring down
costs. In such a deployment, the VNF performance
parameters need to be benchmarked.

9. MANO/ONAP or other such forays into automation
of the network are critical for the future of metro
networks to offer a revenue-centric products portfo-
lio.

10. The data-cloud (created due to the network), the
application cloud (due to OTT players) and the
management cloud are all inter-twined. In such
a scenario a unified management system is crucial
for end-to-end seamless provisioning as well as ef-
fective monetization of the network towards new
services.

18.10 Summary

Themetro network is perhaps the most important aspect
of the network especially when it comes to enterprise
and business connectivity. We have described the ar-
chitecture of contemporary metropolitan networks as
well as the different technologies that make up the
metro network. To this end, we have considered circuit
and packet technologies such as WDM, SONET/SDH,
OTN, metro Ethernet, and IP. We have explained

the technological processes involved and the required
equipment. We have also given an extensive overview
of the new metro technology—SDN and highlighted
its dominant open-flow protocol. It is expected that
the metro network will only grow [18.36] in the years
to come and will become a mainstay of enterprises
and business and will be used to transport city-wide
data.
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19. Energy Efficiency in Optical Networks

Daniel C. Kilper

Energy efficiency is important for optical net-
works in terms of scalability, low-cost operation,
and sustainability. At the same time, optical net-
works play an important role in enabling energy
efficiency for the Internet as a whole and for in-
formation and communication technologies more
generally. Understanding energy in the context of
optical networks begins with an understanding of
the constituent components and equipment that
make up an optical network and how their energy
use is evolving over time. The network architec-
ture, describing how these parts are put together
and operated, will also have a considerable im-
pact on the energy efficiency of optical networks.
This impact can be modeled and understood in
different ways. Perhaps the largest energy impact,
however, comes from including optical networks
in cross-layer design and survivability strategies.
These aspects of energy-efficient optical network
design are examined, along with issues related to
mobile and optical network convergence, nonlin-
ear optics and optical processing, and computer
and optical network cross-optimization. An in-
troduction to resources for recommendations and
guidance from standards bodies and other organi-
zations on the energy efficiency of optical networks
is also provided.
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19.1 Energy and Optical Networks

Communication and data networks often play a key
role in strategies for improving energy efficiency over-
all across society and for addressing climate change.
Energy efficiency improvements and smart use of en-
ergy account for one-third to one-half of the reductions
in greenhouse gas (GHG) emissions in published strate-
gies for controlling climate change [19.1]. They are
essential for so-called smart technologies, which use
networks to monitor and control resources and energy.
Recent industry reports estimate that 12Gt of CO2e

GHG will be saved by 2030 through the use of infor-
mation and communication technologies (ICT), which

is nearly 10 times the GHG that ICT will produce, either
directly or indirectly [19.2]. Figure 19.1 shows the dif-
ferent smart technology areas in which ICT may have
an impact and their relative potential for carbon foot-
print abatement.

Optical networks, as part of this smart infrastruc-
ture, typically provide the greatest efficiency on a per-
bit basis, i.e., the energy per bit of optical communica-
tion is lower than in other forms of communication or
data transport [19.4–7]. Therefore, greater use of opti-
cal systems can enable lower-energy and more scalable
smart infrastructure. Note, however, that in one study,

© Springer Nature Switzerland AG 2020
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Fig. 19.1 (a) CO2e abatement po-
tential by use case [19.2] (Source:
SMARTer2030 report © GESI 2015)
and (b) electricity use of ICT over time
compared with worldwide growth in
electricity consumption [19.3] (© El-
sevier 2013)

the embodied energy of the Internet was estimated, and
fiber optic and copper cabling had the largest contribu-
tions [19.8]. Optical systems were not included in the
study, but telecom switches were included, which are
typically dominated by legacy hardware such as elec-
tronic circuit switches [19.9]. In fact, as network oper-
ators retire this legacy telephone equipment and replace
it with IP and optical hardware, they have the potential
for a short-term reduction in their energy use. Continued
traffic growth and expansion of network hardware will
result in long-term growth in network energy usage.

Research and development in the area of optical net-
works has historically been driven by efforts to increase
performance and capacity, with little consideration for
energy efficiency. Starting in roughly 2007, however,
the energy efficiency of optical systems, along with
other ICT technologies, began receiving increased at-
tention [19.10]. Since that time there have been a num-
ber of review papers and tutorials that address the
energy efficiency of optical networks [19.10–15], in-
cluding a Best Readings list (http://www.comsoc.org/
best-readings/topics/green-communications).

http://www.comsoc.org/best-readings/topics/green-communications
http://www.comsoc.org/best-readings/topics/green-communications
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19.1.1 Global Impact and Scalability

Energy efficiency is the aspect of sustainability in which
communication networks—and research and develop-
ment of communication networks in particular—will
typically play a role. Other aspects of sustainability
in which communication networks have less impact
include public policy, reduced use of fossil fuels, or
direct efficiency improvements [19.1, 16]. Several stud-
ies, however, have pointed out that the use of Internet
and data technologies can lead to waste and greater
consumption [19.17]. In general, increased economic
activity has shown a strong historical correlation with
energy use, and the use of ICT correlates with increased
economic activity [19.18]. This has drawn concern that
greater use of ICT will lead to increased energy use.
Furthermore, there are well-known economic models
whereby efficiency improvements or efficacy measures
reduce pricing or increase demand, which can drive
up energy use or resource depletion as consumers use
more. These models are often referred to as rebound ef-
fects. An early example of a rebound effect is the Jevons
paradox, which comes from the observation that effi-
ciency improvements in the use of coal in nineteenth-
century England led to low costs and increased use as
many households and factories were able to take ad-
vantage of coal-based heating and machinery [19.19].
A more recent generalization of the Jevons paradox
is the Khazzoom–Brookes postulate, which attributes
macroscale increases in energy use to microscale effi-
ciency improvements [19.18].

Optical networks typicallymake ICT networksmore
efficient and therefore enable greater use of ICT. In fact,
the Internet itself is made possible by the availability of
high-capacity long-distance transmission in optical net-
works. Thus far, however, ICT networks, including op-
tical networks, have not been associated with a rebound
effect. Recent evidence on a global scale shows no clear
impact on energy use or GHG emissions since the in-
troduction of the Internet and optical networks [19.20].
Furthermore, world economies as a whole are becoming
steadilymore energy-efficient, as shownby variousmea-
sures such as the gross domestic product (GDP) per unit
of energy use or GHG emissions (e.g., GDP per unit of
energy use, Google Public Data Explorer, www.google.
com/publicdata), particularly for developed countries.
GHG emissions are heavily impacted by industries such
as concrete production, which have little connection to
ICT. Likewise, electricity use includes sizable contribu-
tions from heating, lighting, and generation, which have
seen large efficiency improvements from sources other
than control through ICT.As technologies across all sec-
tors become intrinsically more efficient, gains will in-
creasingly need to come fromhow these technologies are

used, which is where ICToften can have an impact. Thus
there is the potential for ICT to play a more important
role [19.1, 16].

A 2012 study, which includes comparisons against
results from similar studies, places the world-
wide use-phase electricity consumption for ICT at
909TWh=year, including 334, 307, and 268TWh=year
for communication networks, personal computers, and
data centers, respectively (see Fig. 19.1b) [19.3]. Note
that ICT has no standard classification system, and
therefore any estimates regarding energy efficiency
must indicate the technologies under consideration
as part of ICT. Worldwide electricity use is roughly
20 000TWh=year, placing this classification of ICT at
5% of the total. Communication networks are estimated
to represent 1.7% of worldwide electricity consump-
tion, which includes both wireless and wire-line net-
works. It is difficult to extract the specific contribution
of optical networks, given that deployed commercial
networks, which these numbers represent, include a mix
of legacy and state-of-the art technologies. Estimates
considering the relative energy efficiency of current-
generation optical systems place the core network
contribution at 1–2 orders of magnitude below other
communication network technologies; however, edge
and access optical networks are closer to 10% of the
total for communication networks [19.7]. Thus, from
an overall energy use standpoint, optical networks have
a negligible direct impact. Furthermore, the telecommu-
nications network equipment as a whole is dominated
by use-phase energy and GHG impact. Embodied en-
ergy from other sustainability life-cycle phases such
as manufacturing, deployment, and disposal are below
10% [19.10]. Nevertheless, optical systems play an im-
portant role in the overall network architecture and can
enable energy savings in other, more energy-consuming
technologies.

While optical networks are used throughout core
networks, they are in an adoption transition for ac-
cess and home networks. Since access networks tend
to use the most power, this makes it difficult to esti-
mate the optical network contribution unless the relative
deployment of optical access networks is known. Net-
works tend to be hierarchical, and decrease in energy
utilization per user or consumer by roughly an order of
magnitude or more from the edge to the core [19.7].
At the same time, the capacity of the network equip-
ment increases by many orders of magnitude going
from the edge to the core, with regard to consumer net-
works. Therefore, the efficiency of the equipment on an
energy-per-bit basis is improving by orders of magni-
tude from the edge to the core of the network, benefiting
from the efficiency of the aggregation of traffic in the
core.

http://www.google.com/publicdata
http://www.google.com/publicdata
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Despite the low energy use of optical networks
compared with other communication technologies, the
energy efficiency of optical networks is still an impor-
tant parameter to improve, particularly from an optical
network scalability perspective [19.15]. As optical net-
works find greater application and as network capacity
increases at near exponential rates, the energy efficiency
of optical networks must improve proportionately in or-
der for them to scale—i.e., achieving similar or smaller
footprint and cost as the capacity increases. Studies
have shown that, like other communication hardware,
the energy efficiency of optical systems is not keeping
up with traffic growth [19.7, 21, 22]. The consequence
is that optical system racks have reached thermal den-
sity limits for air cooling in central offices and data
centers [19.10]. Increased capacity therefore requires
more floor space and drives up cost. As higher band-
width is needed near the edge of the network, optical
networks will be used in higher-volume applications,
which again, have smaller footprint, power, and cost
requirements. This trend is already apparent in data
centers, where thermal density and form factor are crit-
ical design criteria. This data center focus on energy
efficiency has been influencing other networks where
optics play a role, such as metro and inter-data-center
(IDC) networks.

Key points are as follows:

� ICT energy use is a small portion of global energy
use and GHG emissions, and optical network en-
ergy use is a fraction of ICT energy use.� While rebound effects can occur, energy efficiency
improvements from ICT and optical systems have
shown no evidence of a rebound effect, although
more data is needed.� Optical networks are more efficient in terms of en-
ergy per bit in the core network system than in
metro or access network systems.� Hardware in optical systems is reaching thermal
density limits for data centers and central offices,
and energy efficiency has become an important met-
ric in the design and scalability of optical systems.

19.1.2 Fundamental Energy Considerations

Although data transmission is highly efficient using op-
tics, optical devices themselves can have a large device
power requirement relative to other ICT devices, such
that they become energy-efficient on a per-bit basis only
when transporting large volumes of data. This charac-
teristic is not fundamental for optical systems, and as
photonic devices mature and take advantage of photonic
integration, they can be expected to achieve very low-
energy operation. In fact, a major challenge for optical

devices is the ability to reach power levels that will en-
able the use of optical interconnects in computer back-
planes and even at the chip scale [19.23, 24]. However,
the energy of a photon,ED h (where h is Planck’s con-
stant and  is the optical frequency), is several orders of
magnitude larger than thermal, kT , or electronic junc-
tion energies, qV (where k is Boltzmann’s constant, T
is temperature, q is the charge on an electron, and V
is voltage) [19.25–27]. Therefore, electronics are fun-
damentally lower-energy than optics per computational
unit/operation. It is only when the data is transported
over some distance that optics becomemore efficient. In
current systems, the transition point tends to be around
100 .Gb=s/m, i.e., transporting data at 10Gb=s over
more than 10m with optical interconnects is more effi-
cient (and cost-effective) than with electronic intercon-
nects [19.21]. Furthermore,modern advanced integrated
electronics also enables electronics to be far more effi-
cient than optics in computational tasks.

The energy use required for communication has no
fundamental lower bound [19.26]. In principle, one can
create an adiabatic or regenerative system that recov-
ers information from the communication medium, e.g.,
photons, without destroying or changing the energetic
state of the photon. Initial energy is required to set
up the system (create the photons), but once the link
is established, there is no fundamental lower limit on
energy use. However, communication systems operate
irreversibly, removing energy from the medium in order
to read the information. Furthermore, practical systems
are not perfectly isolated from the environment and ex-
hibit loss, requiring energy to overcome the loss. In
such a destructive or irreversible measurement-based
communication system, the minimum energy per bit is
set by thermodynamics at kT ln 2. Also note that this
adiabatic limit corresponds to the minimum entropy of
a digital bit, k ln 2, which provides a physical connec-
tion to the Shannon channel capacity limit. This limit
can be written as the maximum communication rate
at which error-free communication can be achieved as
a function of the energy per bit [19.28, 29]. In this
way, the details of the communication channel can be
accounted for, including the modulation format and
statistics of the noise source, and further related to
a minimum required energy per bit, for both quantum
and classical channels [19.30].

Perhaps the most well-known result is the minimum
number of photons per bit for a bit error rate of 10�9 for
on–off keyed transmission at 10 photons=bit, often re-
ferred to as the semiclassical receiver sensitivity limit. It
is also notable that in the low communication rate limit,
the quantum and classical channel capacities converge
and decrease without bound [19.30]. Low-rate commu-
nication can be achieved with modulation formats such
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ficiency relative to the Shannon channel capacity
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as pulse-position modulation, which sends a large pulse
in a particular time slot, often used for space commu-
nication. Note that use of error correction codes on
a channel operating at the sensitivity limit would appear
to allow for even better performance. In this case, how-
ever, the error correction coding needs to be included in
the channel model. Once the error correction codes are
properly accounted for, the correct limit can be found,
which may be lower than the corresponding limit for the
physical channel by itself. For the case of on–off keyed
modulation, the lower bound for error-free transmission
with coding is in fact 1 photon=bit [19.28].

The minimum energy per information bit can be de-
rived from the channel capacity,Eb D .2��1/=�, where
� is the channel capacity and Eb is the energy per infor-
mation bit measured relative to the received energy per
bit for a signal-to-noise ratio of 1 [19.31]. The total sys-
tem energy can be decomposed into a component that is
proportional to the channel energy per information bit
and another component that is independent of the sig-
nal energy,Ebsys D �Eb	 C�E0, where � is the bit energy
proportionality factor, E0 is the fixed energy component,
and � D F=� is a factor accounting for the efficiency ben-
efit of parallelism. Figure 19.2 assumes that � is 103 and
E0 is four orders of magnitude larger than Eb	 . In this
regime, the system energy is independent of the chan-
nel capacity up until very high spectral efficiencies. In-
creasing system capacity through multiple transceivers
in parallel results in a constant energy per bit and FD
�. However, if these parallel transceivers can be inte-
grated into a common platform or line card, then there
is an integration benefit corresponding to a reduction in

the fixed energy component by F=�. For example, if 10
transceivers can share the fixed component equivalent of
one transceiver through integration, then FD 0:1, and
optimal spectral efficiency appears. This analysis can be
expanded to consider the benefits of parallelism for dif-
ferent system reach and spectral efficiency,whichwill be
described in more detail in Sect. 19.3.1.

Key points:

� While there is no fundamental lower limit to energy
use in communication, practical systems are limited
by thermodynamic principles related to the Shannon
channel capacity limit.� In computation, optical systems require orders of
magnitude more energy per bit than electronic
switch (transistor)-based systems unless transmis-
sion over distance is involved.� Communication systems require much larger en-
ergy per bit at high spectral efficiencies.� In systems limited by the bit-rate-independent com-
ponents, an energy optimal spectral efficiency can
be found through the integration of multiple com-
munication channels.

19.1.3 Commercial Systems and Networks

Commercial systems and networks operate at efficien-
cies that are many orders of magnitude worse than the
fundamental limits, for many practical reasons, similar
to the scenario depicted in Fig. 19.2. An optical commu-
nication system is typically configured in a chassis with
pluggable line cards. Line cards, similar to pluggable
electronic boards in a computer, carry electronics and
modules for each of themajor components: transceivers,
amplifiers, multiplexers, and switches, along with man-
agement cards for interfacing and controlling the sys-
tem. Historically, the energy use of optical line cards
was dominated by the control electronics, which can be
thought of as similar to a laptop computer. The optical
transceiver hardware itself used much less energy. As
a result, as the line-card data rate increased, the energy
use of the line card remained largely unchanged, result-
ing in excellent energy scaling. In recent years, the heavy
processing required for signal recovery has changed this
situation such that the communication-related electron-
ics use more power than the control electronics [19.10].
The energy use of commercial systems and networks is
considered in detail below.

19.1.4 Energy Metrics for Optical Networks

Energy in electronic equipment is measured through
electricity consumption in units of kilowatt-hours
(kWh), where 1 kWh corresponds to 1 kW of power de-
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livered over 1 h or 3600kJ of energy. In metrics that
use the actual energy use or energy bill-related ac-
counting, the energy can be expressed as a power by
including a time period for the measurement such as
kWh=year. The optical communication equipment in
optical networks consumes electricity while deliver-
ing data between ingress and egress points. Therefore,
the energy efficiency is often specified in terms of
the energy per bit of data delivered. For the transmis-
sion of data, the energy per bit can be written as the
power P (in W D J=s) required to support a given data
rate D (in bits=s), "D P=D. Measuring efficiency us-
ing the power and data rate is often more convenient
for optical network equipment because the equipment
is specified for a certain operating power and the net-
work interfaces deliver a specified data rate. Detailed
descriptions of common energy metrics are provided
by energy standards groups, scientific communities, and
governmental agencies (e.g., in the US: www.NERC.
com, https://www.aps.org/policy/reports/popa-reports/
energy/, www.eia.gov).

For an individual device or component, determining
the energy efficiency is a straightforward calculation of
the device power and speed or data rate. For a network,
energy efficiency is far more complicated, because both
the power and data rate have contributions from many
different sources that may or may not be relevant to
the network efficiency of interest. For example, the data
carried in a network may include protocol or forward
error correction information that is intrinsic to the net-
work design and operation, not the data delivered to the
end user. Thus, using the data rate of the transceivers
in the network for the energy efficiency computation
would overestimate the actual end-user data that the
network is handling. Also consider that many networks
are operated at low levels of utilization in order to avoid
delays due to congestion. This low utilization would
further reduce the network efficiency, and represents
a design trade-off of reliability in favor of energy ef-
ficiency. The term goodput is used to refer to data
delivered to the end user. While goodput is useful for
evaluating the overall efficiency of a data network, it
can be a difficult quantity to obtain and is therefore
rarely used. The energy per information bit is usually
used for encoded data to account for the coding over-
head, where information bit is the actual payload data
or useful information that is transmitted on the channel.

Determining the relevant power specifications to
use in energy efficiency calculations is also compli-
cated for networks. The power specified for commercial
equipment may be the peak power, while the ac-
tual operating levels can be significantly lower. This
power specification may also include inefficiencies due
to legacy feature support or implementation design

choices that may not reflect the actual power used
for transporting the data. Thus the equipment power
specification alone may not be useful for understand-
ing the minimum power required for a network or the
power due to the communication components alone.
Furthermore, some equipment can operate using power
management modes such as sleep mode or voltage and
frequency scaling on the electronics, which would fur-
ther reduce the equipment power from the maximum
rating and render the power a complex function of time
and traffic in the network. Time variations can be dealt
with either explicitly or by considering averages over
a period of time.

In addition to measuring the energy efficiency of
an optical network using the energy-per-bit metric, one
can consider energy efficiency from a relative improve-
ment over a reference case. The reference case can be
an instance in time or a particular architecture. This ap-
proach is particularly important when it is necessary or
desirable to work with energy or power rather than en-
ergy per bit. Reporting the total power of the equipment
in a particular network or architecture is generally not
very meaningful, as there is no good reference for com-
parison.

Network energy use can also be specified in terms
of carbon footprint or greenhouse gas emissions. Op-
tical network equipment runs entirely off of electricity,
and therefore these metrics require the electricity source
to be known or given/assumed. Network equipment at
a location where the electricity is generated entirely
by renewable energy sources, such as hydropower, will
have a zero-carbon-emission use-phase contribution. In
some cases, the network can be used strategically based
on the source of electricity and availability of renew-
able energy. Several proposals have been made to use
networks to move data to processing locations where re-
newable energy is available [19.32]. When dealing with
sustainability metrics, the entire sustainability life cycle
is relevant. This accounts for embodied energy such as
the energy required to manufacture, deploy, and finally
dispose of the optical networking equipment, including
the fiber in the ground.

Key points:

� Optical communication energy efficiency is often
characterized using energy-per-bit or power-per-bit
rate. Absolute power or energy measures need to be
compared against a reference system or network.
Appropriate averaging over time should be taken
depending on the application and operating condi-
tions of the respective system.� Data on both the power and the data rate for optical
networks can include contributions from many fac-
tors and can be measured in many different ways.

http://www.NERC.com
http://www.NERC.com
https://www.aps.org/policy/reports/popa-reports/energy/
https://www.aps.org/policy/reports/popa-reports/energy/
http://www.eia.gov
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� Equipment and component power ratings should
specify whether peak, mean, or typical power is
used and what features are included in the rating.� Data rates should account for overhead, protocol
messages, and other data that is not part of the user

or application data, which is often referred to as the
network goodput.� Carbon footprint metrics need to account for the
electrical energy source and specify the phase of the
sustainability life cycle.

19.2 Optical Components and Equipment

The energy efficiency of the individual optical compo-
nents and equipment is a major element of the energy
efficiency of optical systems and networks. The archi-
tecture, determining how the equipment is organized
and used, is another major element of the overall effi-
ciency and will be described in Sect. 19.3. A network
can be decomposed into switching and transmission
hardware. The basic building block of the transmis-
sion hardware is the communication link, which is
composed of a transmitter, transmission conditioning
equipment, and a receiver. The transmission condi-
tioning equipment can include optical amplifiers, dis-
persion compensators, optical power attenuators, and
other devices. Optical switches can operate on multi-
ple dimensions, mostly space and wavelength, but they
can also operate on properties such as polarization or
spatial mode. A space switch connects a fiber at one
spatial location to another fiber at a different spatial
location, which are referred to as space switch ports.
A wavelength switch can have single or multiple in-
put and output fibers and switch or block signals of
different wavelengths between different fibers. These
components and their energy efficiency properties are
described below.

Energy use can be analyzed through either a top-
down or a bottom-up approach [19.33]. In the top-down
approach for optical network equipment, the equipment
specifications of the system (transmission system) or
subsystem (optical line card) are used, and the specific
contributions of the underlying components are either
ignored or inferred. This is useful for obtaining the ac-
tual efficiencies that are seen in practice, but there may
be implementation factors that have little to do with
the optical communication function that will influence
the results. Implementation factors can include board
control electronics or standards for electrical power reg-
ulation and delivery. In the bottom-up approach, the
energy efficiency of the specific optical communica-
tion components such as modulators and lasers are
accounted for and used to build up and calculate the
energy efficiency of a reference system. This approach
underestimates the energy use of a commercial im-
plementation, but provides insight into what might be
achieved if the commercial systemwere specifically de-

signed for maximum energy efficiency, and it provides
the relative contributions of the individual components.
The choice of top-down or bottom-up analysis depends
on the goals of the analysis and is particularly im-
portant when considering different architectures (see
Sect. 19.3).

The main contribution to energy use in both opti-
cal transmission and switching equipment is often from
complementary metal–oxide–semiconductor (CMOS)
electronics. Optical devices such as signal lasers,
pump lasers, photodetectors, and microelectromechani-
cal systems (MEMS) actuators can be small in compar-
ison. Temperature control hardware, both within the op-
tical components themselves and in the subsystem (e.g.,
erbium-doped fiber amplifier EDFAmodule) packaging
will often dominate the electricity consumption for the
optical devices and subsystems. The CMOS controller
electronics on an optical system line card can be similar
to a laptop computer—roughly 30�50W peak power.
Transceiver line cards can include framing electronics
as well as digital signal processing (DSP) electronics
for signal recovery and forward error correction. These
components can be 100W or more, particularly since
they are running at high speeds. For this reason, the
optical system energy efficiency is strongly dependent
on the efficiency trends of CMOS electronics [19.34].
Figure 19.3a shows the evolution of silicon functional
scaling over time for different electronic platforms, and
Fig. 19.3b shows the energy efficiency trend in CMOS
processors over time [19.35]. Moore’s law trends are
tracked by the International Technology Roadmap for
Semiconductors (ITRS), which was recently revised
(www.itrs2.net). Each generation shows a jump in the
number of functions, whereas the power of the indi-
vidual chips remains relatively constant, resulting in
greater efficiency. Optical networks can be made more
efficient simply by upgrading to the latest generation
of electronics. However, energy efficiency improve-
ment for CMOS is seen to be slowing [19.36]. This
is due in part to the fact that in the past, CMOS volt-
age was steadily reduced with gate size. At voltages
of around 1V, leakage current becomes an obstacle to
further voltage reduction [19.37]. The main contribu-
tion to the power is the CV2 (where C is the transistor

http://www.itrs2.net
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Fig. 19.3a,b Silicon scaling over time (a) by feature size [19.34] (© Wiley & Sons 2010) and (b) with respect to relative
energy use of transistor switching [19.35] (DRAM: dynamic random access memory; SLL: single-level call)

capacitance and V is the voltage) losses, and thus the
squared voltage reduction has a large effect. The phys-
ical dimensions of CMOS chips have also increased,
leading to higher on-chip transmission losses, which
is now limiting the chip size. These changes have re-
sulted in single-chip processor power leveling off at
100�200W [19.24, 36]. If further processing is needed
beyond what can be delivered at these power levels and
available footprint, then multiple chips are used, result-
ing in overall larger footprint, power, and cost.

Key points:

� Integrated electronics use the most energy in com-
mercial optical communication systems, and there-

fore the energy efficiency of these systems is tied to
Moore’s law trends.� Energy efficiency improvement due to Moore’s law
scaling has been slowing, and therefore efficiency
improvement in optical systems over time has been
slowing.

19.2.1 Optical Transmission Equipment

The basic transmission building block of an optical
network is the optical link. In its simplest form, it is
just a transmitter and receiver with fiber, waveguide,
or free space in between. Several studies have looked
at the minimum achievable energy per bit for an op-
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Fig. 19.4 An optical transmission link with subsystems and components

tical link [19.23, 38], and femtojoule-per-bit operation
has been demonstrated [19.39]. Fundamentally, themin-
imum energy per bit is determined by the Shannon
channel capacity (i.e., for a destructive communication
system—see Sect. 19.1.2). Commercial links are com-
posed of modules and components shown in Fig. 19.4.
Typically, a line card or shelfwill provide support for one
ormore line-side transceivers, which include a transmit-
ter and receiver for use in the communication link. Elec-
trical or optical client interfaces provide data to the line
card (here client optics). Today, transceivers are either
externally pluggable modules or modules that can be
board-mounted at the time of system assembly. The vari-
ous subcomponents shown heremay be found on the line
card or the modules, depending on the particular mod-
ule type and system requirements. For systems using ad-
vanced modulation and coherent receivers, the modules
can be organized as analog coherent optics (ACO)or dig-
ital coherent optics (DCO), as shown. The ACO config-
uration is often used because the power associated with
the digital signal processing electronics can exceed the
maximum allowed for the desired pluggable form fac-
tor. In some cases, the system vendors also prefer to use
their own custom DSP implemented on their line cards.
The line hardware including optical amplifiers (OA),
signal conditioning (e.g., dynamic gain-equalizing fil-
ters), and optical multiplexing and switching hardware
will be housed in a separate line card or shelf.

In accounting for the energy efficiency of an optical
link, there is wide variation in which of the components
in Fig. 19.4 are included. In optical device studies, it is
common to report the power of the components in the
ACO block (not including the digital-to-analog/analog-
to-digital converters and drivers), as these correspond
to the opto-electronic components. Sometimes serdes-
to-serdes energy efficiency is reported.

Table 19.1 DSP Contributions broken down by function
and CMOS generation [19.40] (© IEEE 2014). Energy
per information bit consumed by various DSP component
(pJ=bit)

CMOS process technology 40 nm 28 nm 20nm
Encoding 36 25 18
Pulse shaping 13 9 7
CD compensation 162 113 81
Timing recovery 52 37 26
PMD compensation 123 86 61
Carrier recovery 23 16 12
Decoding 86 60 43
Total 495 346 248

CMOS process technology 40 nm 28 nm 20nm
Encoding 36 25 18
Pulse shaping 13 9 7
CD compensation 162 113 81
Timing recovery 52 37 26
PMD compensation 123 86 61
Carrier recovery 23 16 12
Decoding 86 60 43
Total 495 346 248

State-of-the-art commercial systems in core net-
works primarily use advanced modulation formats with
coherent detection [19.41]. Figure 19.5 shows the en-
ergy per information bit for different transmission con-
figurations, and Table 19.1 provides the digital signal
processing contributions considering different CMOS
generations [19.40]. Note that 100Gb=s at 1000 pJ=bit
corresponds to 100W. Dual-polarization quadrature
phase-shift keying (DP-QPSK) and DP 16-quadrature
amplitude modulation (QAM) are widely used in com-
mercial systems. The subcomponents in the bar graphs
correspond to different elements shown in Fig. 19.4 and
include (for Fig. 19.5a): I–laser, II–encoding, III–pulse
shaping, IV–p/s conversion, V–DAC, VI–modulator,
VII–booster amplifier, a–CD compensation, b–timing
recovery, c–PMD compensation, d–carrier recovery,
e–decoding; (for Fig. 19.5b): I–transmitter, II–link ED-
FAs, III–receiver (excluding DSP), IV–DSP. Note that
stronger codes are used for the longer distances.

Note that this analysis uses a bottom-up approach
in calculating the energy efficiency and thus does
not account for inefficiencies associated with partic-
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Fig. 19.5a,b Energy-per-information-bit contribution for different transmission system configurations using coherent detection
with either QPSK or 16-QAM modulation for (a) transceiver and (b) full transmission system [19.40] (© IEEE 2014)

ular commercial implementations. In general, a given
commercial implementation is likely to be more energy-
consuming by some amount than shown here. The
energy efficiency of the CMOS components changes
by a factor of 2 going from 40 to 20 nm, and thus it
is important to account for the CMOS generation when
considering the DSP components.

The industry is working to reduce the footprint
and power of advanced modulation format transceiv-
ers [19.42]. DCO modules have recently become avail-
able in the same CFP2 (C form-factor pluggable 2)
package used for ACO modules, through the use of
integrated photonics and other advances [19.43]. Note
that CFP2 is a standard pluggable optical transceiver
package, sometimes referred to as the transceiver form
factor; other common standards include small form-
factor pluggable, SFP and quad-SFP, QSFP, each of
which have power limitations based on the correspond-
ing multisource agreement specification.

On–off keying modulation is still found in many
long-haul systems, often in combination with advanced
modulation format signals, and is widely used in
metropolitan and access networks. Dense wavelength-
division multiplexed (DWDM) tunable SFP+ (+ stands
for 10Gb=s) modules with tunable lasers designed for
long-distance transmission can be foundwith power rat-
ings of 2W and therefore an energy per bit of 200 pJ=bit
(at 10Gb=s data rate). Note that when on–off keying
modulation is used with advanced modulation formats,
a guard band is required due to the impact of cross-
phase modulation from the on–off keyed signals to
the phase-modulated signals. Furthermore, 10Gb=s sig-

nals may require a dispersion map and other dispersion
compensation along the path and in some cases at the
receiver, reducing the energy efficiency [19.44].

The energy efficiency of on–off keyed modulation-
based transmission systems will depend on the mod-
ulation technology and the set of technologies needed
for the particular distance or application. For example,
data center links include only a transmitter and receiver,
with a strand of fiber in between. Forward error correc-
tion (FEC) coding is not used, and direct modulation of
the transmitter laser is possible. This results in highly
energy-efficient links, in the 10 pJ=bit range [19.38].
For longer-distance transmission, amplifiers are used
between the transceivers to make up for transmission
losses, FEC is used, and external modulators are needed
to reduce chirp from direct modulation. An example of
the design trade-offs for energy efficiency in short-reach
links is shown in Fig. 19.6 [19.45, 46]. Increased mod-
ulation amplitude increases the transmitter energy use
while reducing the receiver energy use. This shows the
benefit of moving to low optical signal power in order to
minimize the transmitter power, which is dominant. As
the receiver sensitivity limit is approached, however, the
energy use rises dramatically due to the additional pro-
cessing and electronics that are required to compensate,
such as high-gain amplifiers and error correction coding.

For longer-reach on–off keyed systems, the energy
use includes contributions from the link components
such as optical amplifiers and dispersion compensation.
One study examined the trade-off between the energy
due to electronic dispersion compensation and the addi-
tional amplifier energy needed to overcome the losses of
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Fig. 19.6a,b Power consumption for a 1Gb=s point to point link across 12 dB loss, (a) transmitter power with external optical
modulator (EOM) and direct modulation (VCSEL) and receiver with avalanche photodiode (APD) and PIN photodiode (PD);
(b) total power of directly modulated link (after [19.45])

fiber-based (passive) dispersion compensation [19.44].
Numerous other studies looking at the energy efficiency
of optical systems are described in Sect. 19.3. In gen-
eral, similar to coherent systems, the transceivers are
the high-power-consuming elements, as might be ex-
pected since the amplifiers are shared among the 80 or
more DWDM optical channels.

Key points:

� Transceivers use the most energy in typical optical
communication systems, and digital signal process-
ing is responsible for the largest portion of the
energy use for coherent systems.� Transceiver energy use is divided into optical mod-
ule and line-card components, which may differ
depending on the implementation and standardized
module availability.� For unamplified links, transmit power can be re-
duced to improve efficiency until the sensitivity
limits of the receiver are approached.

19.2.2 Optical Switching Equipment

Optical switching equipment is used at optical nodes
to add and drop wavelengths and set the light path for
wavelengths passing through a node. Optical switches
used in core networks are primarily wavelength-
selective switches (WSS), although space switches are
also used in some architectures [19.21, 47, 48]. These
switches operate in a set-and-forget mode and do not
switch continuously. Therefore, the optical switch en-
ergy is associated primarily with holding the state,
which can be quite small. For MEMS-based switches,
active control, including dithering, may be used to hold
the mirror position for optimal output power. Latching

mirrors can also be used, which results in negligible
holding energy. Recent work on integrated photonic
switches is promising for reducing energy use along
with cost and footprint. For example, a MEMS-based
silicon photonic crossbar switch uses latched switch-
ing for very low-power operation [19.49]. Therefore,
thermal management or control electronics will often
dominate the energy use of the optical switches.

The node architecture for core networks to-
day uses a reconfigurable optical add-drop multi-
plexer (ROADM) structure (see Fig. 19.7; [19.47, 48]).
ROADMs can be designed for colorless (i.e., add and
drop ports can support all wavelengths), directionless
(i.e., any transceiver can add or drop signals on any in-
put/output line-side fiber), and/or contentionless (i.e.,
any transceiver can add or drop signals at the node
without blocking another transceiver from adding or
dropping signals at the node) operation. A colorless/
directionless/contentionless (CDC) ROADM supports
all three of these attributes. The node in Fig. 19.7 can
be used for CDC operation. The switching-tier port-
counts (k� 1 where kD 2 in Fig. 19.7) determine the
higher-degree scalability of the node. High-port-count
WSS switches can also use ports for aggregation, elim-
inating the need for aggregation-tier switches. Note that
a passive splitter/coupler can also be used for colorless
multiplexing, replacing some switches but potentially
adding loss and reducing functionality. An optical chan-
nel monitor (OCM) can be shared among different
fibers in the node and is used to detect the presence
of the signals and their optical power levels—needed
when the attenuator function in the WSS switches is
used to adjust the signal power.

Optical switching equipment is often used together
with electronic switches. Figure 19.8 shows the rela-
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tive energy efficiency of different commercial switching
technologies used in core networks in 2008 num-
bers [19.34]. Routers are roughly five times less effi-
cient than optical switching hardware, and electronic
circuit switches, SONET/SDH and ODU/OTN (cur-
rently replacing SONET), are 50�100% less efficient.
Each of these electronic platforms provides signifi-
cantly greater processing functionality than an optical
switch, and in fact the optical switch in this analy-
sis includes transceivers, which account for the largest
share of the power. This analysis demonstrates the cost
of different levels of advanced switching functionality,
from optical switching without processing, to circuit,
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Fig. 19.8 Energy efficiency of optical and electronic switching node hardware [19.34] (© Wiley & Sons 2010); average
power consumption normalized to 2008

packet, and deep packet inspection. Note that the anal-
ysis in Fig. 19.8 was performed by taking a survey
of publicly available data on commercial equipment
and decomposing the total power into respective com-
ponents using a reference model. For the switching
components that are dependent on the CMOS technol-
ogy generation, conversion factors are used in order to
compare equipment from different generations; thus,
here the equipment has been adjusted to 2008 CMOS
(see Fig. 19.3).

Numerous studies have considered active opti-
cal switching, such that the optical switches operate
through a control plane that responds to time-dependent
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data traffic [19.50]. In fact, some approaches, such
as subwavelength switching, have been commercial-
ized but have not seen widespread adoption. Much
of the value and energy use of switching in commu-
nication systems comes from the control plane and
data processing in the switches, such as that derived
from deep packet inspection. These are computing-
intensive functions that cannot be addressed with opti-
cal switches [19.51, 52]. However, optical switches can
be used to bypass this processing when it is not needed.
Studies have shown that IP packets go through 10–20
routers on their way to their destination [19.5, 7]. In
many cases these routers may be performing unneces-
sary processing or may be associated with the exchange
of data through different network domains, i.e., operator
infrastructure. Methods to keep signals in their native
optical form for as much of the path as possible can re-

duce the power by factors even greater than is shown
in Fig. 19.8, as the optical switching in Fig. 19.8 in-
cludes the transceiver energy. This approach requires
new overall architectures including both the electronic
and optical switching elements, which will be discussed
in Sects. 19.3 and 19.4.

Key points:

� Commercial optical switches do not actively switch,
and therefore the holding or latching energy pro-
vides the main switching power requirements.� Optical switch energy is dominated by the power of
the switch control and thermal management elec-
tronics.� Commercial optical switches are typically more
energy-efficient than electronic switches, but pro-
vide significantly less functionality.

19.3 Energy-Efficient System and Network Architectures

This section examines how the organization of compo-
nents and network elements into systems and networks
affects energy efficiency. Particularly important at this
level of analysis are the different methods for modeling
energy use. Different modeling methods answer differ-
ent questions and must be understood well in order to
properly interpret the results. Therefore, this section re-
views the main modeling approaches, including both
the optical systems themselves and the traffic charac-
teristics and modulation used to transfer data over these
systems. The following Sect. 19.4 looks at important
energy efficiency studies and trade-off analyses that use
these different modeling approaches.

As discussed above with regard to components,
understanding energy use in optical systems and net-
works likewise strongly depends on whether a top-down
or a bottom-up analysis is used. The top-down ap-
proach [19.3, 6, 8, 53] in this case may extend to consid-
ering the energy bills of network operators and their pub-
lished network traffic volume to obtain overall network
energy efficiency. Equipment can be further subdivided
into different categories based on the assumed or known
composition of network and service offerings. The top-
down approach is frequently used when analyzing com-
mercial systems for which global information such as
electricity consumption may be publicly available but
the specific details of the network are proprietary. Top-
down studies can also use information such as the num-
ber of units of certain types of equipment sold or deliv-
ered.A top-down approach is typicallymore accurate for
determining the energy efficiency of deployed network

services, as it incorporates all aspects of the business
that may go into the service delivery. Combining public
energy figures with total traffic data for the network or
service running on the network can also give the appro-
priate energy per bit. Such methods have been proposed
for use in green service-level agreements or Energy Star
ratings for network services [19.54]. On the other hand,
top-down analyses may not be useful or accurate for
understanding how or why the network is more or less
efficient. Top-down information on one network opera-
tor will reflect the business priorities and implementa-
tion choices for that network operator, which might not
be generalizable. For example, one provider’s network
might have a large amount of legacy equipment in or-
der to support particular services that onlyworkwith that
equipment, which has very low energy efficiency [19.9].
Other factors such as the building and power facilities
may also play a role [19.55].

On the other hand, as with the case of the com-
munication equipment described above, understanding
the effects of different network architectures and sys-
tem designs on the network energy efficiency often
requires a bottom-up analysis. In Sect. 19.3.1, bottom-
up energy analysis methods are described, accounting
for how system architectural considerations affect over-
all network energy efficiency. Network-element energy
efficiency considerations are described in Sect. 19.3.2,
including traffic-dependent energy use, power manage-
ment, and node common equipment. How the network
is structured or layered and how each layer handles
traffic will also have an important impact on energy
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efficiency, as described in Sect. 19.3.3. Traffic mod-
els, described in Sect. 19.3.4, are another dimension to
understanding energy use in networks, and need to be
chosen carefully when evaluating the energy efficiency
of a particular system or network. Finally, the coding
and modulation used within a system will affect the
system performance and energy efficiency. The energy
efficiency of coding and modulation, including model-
ing methods, is reviewed in Sect. 19.3.5.

19.3.1 Modeling Energy Efficiency
of Optical Systems

In general, two main approaches are used in bottom-
up modeling of network energy efficiency. The first is
a network-based model, which involves summing up all
of the contributions from the components that make up
the network. In this approach, a reference network is
needed to account for the entire network (Fig. 19.9a).
Optimization studies will typically take this approach,
incorporating the appropriate network energy models
within the objective functions and constraints. The sec-
ond approach is a path- or transaction-based model,
which breaks the energy down by service, consider-
ing the path that a service transaction takes through
the network, for example the path that a consumer In-
ternet transaction takes from a home to a data center
(Fig. 19.9b). The transaction model is useful for mod-
eling the dependence of the network energy of different
services on the constituent networks and equipment,
and their technology evolution [19.5, 7, 56, 57]. Note
that the parameter values in these equations can reflect
unique instances or averages over time. As discussed in
Sect. 19.1.4, how the power and traffic quantities are de-
fined depends on the specific objectives of the analysis
and should be carefully considered.

a) b)

Data center
Long haul

Metro

Access

Client

Fig. 19.9
(a) Network-based
model accounts for
an entire reference
network and (b)
a transaction-based
model accounts for
a data or service
path through the
network
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where summations are taken over all i components,
j nodes, and k links. The total network power PNet is the
sum of all components in the network Pci, which can
be grouped into node components PNcj and link com-
ponents PLck. Node components will have contributions
from the total ingress/egress traffic at the node Bj and
the node degree ıj. Link components depend on the dis-
tance of the link dk (e.g., through the number of ampli-
fiers). Nodes and links will also include so-called com-
mon equipment which is independent of or weakly de-
pendent on traffic, such as the cooling, electric power de-
livery, and control electronics, PN0j and PL0k, for nodes
and links, respectively. The energy per bit can be deter-
mined by dividing the network power by the traffic that it
handles. When different network domains are included,
it may be necessary to decompose the energy per bit by
domain to account for the different traffic loads in each
domain.Also note that, given the network energy per bit,
the power associatedwith a given data transaction or ser-
vice can be found from the product of the number of bits
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and the energy efficiency of the respective networks that
handle the service.

Transaction-Based Models
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where the service energy per bit "S is the sum of the en-
ergy per bit of the nodes and links that handle the service
traffic. The energy per bit in this case is the power of
the respective equipment divided by its capacity. Addi-
tional multiplicative factors can be included to account
for equipment that is used below capacity and for over-
head factors such as rack or facility cooling. The node
and link equipment power is often separated by equip-
ment type, including routers PR, Ethernet switches PEth,
optical nodePON equipment, and optical linkPOL equip-
ment, and their respective capacities C. The constituent
equipment energy per bit is multiplied by the number
of each equipment type along the path, and these can
be organized according to the network domains through
which service traffic is transmitted. The power per user
or transaction for the service is the product of the service
energy per bit and the data rate of the service DS.
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Fig. 19.10 (a) Power requirement for Italian national network for different traffic volumes and optical system technologies [19.58]
(© IEEE 2014). (b) Energy efficiency of telecommunication networks using a transaction-based model, broken down by technol-
ogy area using 2008 technology [19.59] (© IEEE 2009)

It is instructive to understand how the power de-
pends on the different node models (e.g., Fig. 19.7) and
architectural assumptions behind the models. For exam-
ple, an optical system built on a 1� 4 WSS ROADM
will experience a jump in power going from degree 4
to degree 5 because extra amplification and switching
components are needed to extend the node to a higher
degree at that point. This effect will create a capac-
ity dependence once the maximum number of channels
on a link (typically in the range of 80–128 channels)
is reached and additional fibers are used—effectively
increasing the node degree. Figure 19.10a shows the
power of a network as a function of the capacity
for different WSS configurations (1� 9 and 1� 20),
channel data rate (50 and 400Gb=s, fiber type G.652
and G.655), and amplifier type (EDFA and hybrid
Raman/EDFA, HRA), utilizing the most efficient tech-
nology for each capacity [19.58] (19.1). Here, up to 120
channels per fiber are allowed using flex-grid packing
for the EDFA case, and 240 channels for the hy-
brid Raman/EDFA case, using a wider amplification
bandwidth. Flex-grid refers to the case where optical
channels are not fixed to a 50 or 100GHz spaced grid,
but instead the channel width and center wavelength can
be adapted in steps given by the wavelength granularity
of the switches, typically 6:25GHz or smaller. A mesh
traffic pattern was used to route wavelengths for each
case. The analysis using the network approach (19.1–
19.5) was run on an Italian national network of 44 nodes
and 71 links.

Figure 19.10b shows the results of a transaction-
based model analysis, which breaks the energy-per-bit
contributions down for routers, fiber-to-the home access



Part
B
|19.3

646 Part B Core Networks

technology, and WDM links. The analysis assumes that
the service takes 20 hops through the core network and
uses 2008 technology efficiency values [19.59].

Routing and wavelength assignment (RWA) in-
volves identifying an optical path or light path through
a transparent network or series of optical switching
nodes and choosing the wavelength on which the sig-
nal will be carried along that path [19.60]. RWA can be
performed as part of the optical network planning using
optimization or heuristic algorithms. Optical networks
often use some form of impairment-aware RWA, IA-
RWA, which takes into account the optical impairments
or other performance criteria in selecting the path. RWA
can also be performed as part of a real-time control
plane in an optical network that performs real-time op-
tical switching. In this case the algorithms often involve
heuristics to reduce the computational complexity.

Designing for maximum performance in an opti-
cal system may not lead to energy-efficient networks.
Shortest-path routing, minimizing the number of nodes
and links that handle traffic, tends to improve perfor-
mance while also saving energy. However, the optical
impairments can complicate this association [19.61].
Energy awareness has also been considered for RWA
(EA-RWA) [19.62], as well as impairment and energy
awareness (IEA-RWA) [19.63]. Typically, performance
margins are introduced to account for uncertainty, and
larger margins will result in increased regeneration of
the optical signals. This will increase the energy use
of the network. Regenerator placement algorithms can
be designed to take network energy efficiency into ac-
count [19.64].

Interconnecting fabric 
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10 Gb/s short reach interface

Master rack

Switch
MUX

DEMUX
Opt. amp.
Control
Power

Slave rack

Slave shelf

Transponder slot

Fan

a) b)

Fig. 19.11 (a) Rack configuration for a router and (b) rack configuration for an optical system (after [19.65])

Key points:

� Optical network energy use can be determined using
a network-based approach or service transaction-
based approach.� A network-based approach is often used for op-
timization studies and may include routing and
wavelength assignment to determine the network
utilization.� Transaction-based models are used for determining
the energy cost of different services and network
technologies, including evolution over time.

19.3.2 Energy Efficiency
of Network Elements

The network modeling approaches described above
often benefit from considering network element-level
modeling that may represent the different component
combinations described in Sect. 19.2, or represent spe-
cific architectural and/or operational design aspects
such as power management. Below is a description of
optical network energy efficiency considerations related
to node common equipment, traffic-dependent equip-
ment energy use, and power management such as sleep
mode operation.

Node Common Equipment
An important consideration in practical models for
energy-efficient systems is accounting for the system
chassis and hardware implementation, including power
delivery and cooling systems. Figure 19.11 shows ex-
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amples of router and optical system rack implementa-
tions [19.65]. In most systems today, the power of the
hardware is largely independent of the traffic that is be-
ing handled. Thus, even for no traffic flow, the hardware
delivers the same or slightly lower power compared
with full traffic load. This can be improved through the
use of traffic-proportional designs, including frequency
and voltage scaling in the CMOS processors and sleep
mode operation (see below under power management).
Nevertheless, in this relatively constant power draw sce-
nario, the power or electricity consumed will depend
on the number of racks and line cards powered up.
Thus, the power-versus-capacity curve will be a step-
wise increasing function as new racks or line cards
are deployed in order to handle more traffic. In this
light, energy efficiency is directly proportional to re-
source efficiency in terms of number of transceiver line
cards, amplifier line cards, and other deployed equip-
ment required to handle a given amount of traffic and/or
number of nodes. Note that network operators will up-
grade their node hardware before reaching full capacity
with respect to the average traffic load. This strategy
allows for traffic variations over time, gives some lead
time to allow for the deployment of the new equipment,
and finally avoids excessive network congestion that
can reduce performance. For optical networks in the
core, traffic utilization is in the range of 10�50% [19.7].
This applies to the optical transceivers and the subwave-
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Fig. 19.12a,b Node power dependence on load including fixed and load-dependent operation; (a) electronic and optical node
types and (b) different node sizes [19.67]

length switching hardware (i.e., OTN, Ethernet, IP).
One-plus-one protection will use double the capacity
for a given traffic load and will require wavelength rout-
ing on disjoint paths. The optical node hardware will be
upgraded when the number of wavelengths on a link is
above 50% of the maximum—provisioning a new fiber
to allow for additional growth.

The common equipment in an optical system in-
cludes cooling and electric power delivery. These
are often major components of the overall energy
efficiency—as much as 50%—which makes these prac-
tical considerations a target of many network opera-
tors [19.66].

Traffic-Dependent Equipment Energy Use
The energy efficiency of individual components or en-
tire subsystems or nodes can be modeled in terms
of the fixed energy use and the traffic (i.e., load)-
dependent energy use. Figure 19.12 shows an example
of the traffic load-dependent power for electronic and
optical switching nodes and aggregate nodes of differ-
ent size [19.67], indicating current typical commercial
models and state-of-the-art best models. The partic-
ular dependence will vary based on how the traffic
load proportionality is implemented—turning on and
off subcomponents, changing the clock speed or elec-
tronic drive voltage (clock and voltage scaling), or other
techniques.
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Power Management
Optical network models can include a range of different
power management strategies. Power management can
either take advantage of traffic-dependent equipment
power as described above, or put equipment to sleep
when not processing traffic. Whereas a core network op-
tical switch is likely to be carrying traffic at all times,
subsystems within the switch might be turned on and
off. As optical networks are used closer to the edge of
the network, where less aggregation occurs, sleepmodes
will have greater benefit. An energy-efficient Ethernet
standardwas developed for sleepmode operation in Eth-
ernet switches [19.69]. As power management such as
this finds greater use in the upper-network-layer equip-
ment such as Ethernet switches, there will be greater
motivation for power management in optical networks.
Note that energy efficiency benefits of power manage-
ment will be limited by additional energy associated
with the control hardware and software and the energy
use during the transitions when traffic is not transmitted.
Transition times, therefore, can affect the efficiency of
power management as well as the system performance.
For example, if during a shutdown transition new traffic
arrives requiring the equipment to turn back on [19.70],
the latency for this new traffic may increase. Thermal
management or thermal-dependent components can lead
to long transition times.

Assuming that the individual technologies and sys-
tems are able to efficiently perform power management,
there are other factors that can affect the potential en-
ergy efficiency gains. The electrical power delivery sys-
tem and supply chain may not run efficiently over the
range of operating conditions of the equipment [19.55].
The traffic must also be sufficiently time-varying that
energy savings can be realized [19.13, 71]. Figure 19.13
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Fig. 19.13 (a) Time-dependent power variations based on time-dependent traffic for service-specific traffic and aggre-
gated (diurnal) traffic, and (b) the corresponding relative energy efficiency improvement based on the maximum and
minimum power of the network [19.68] (© IEEE 2010)

shows time-dependent network power behavior based
on traffic models and the corresponding energy savings
based on the minimum and maximum power variations
over time. There is also the difficulty of working in
a multidomain, multioperator environment and coordi-
nating these power management actions [19.72].

Optical transceivers and amplifiers have been con-
sidered for power management in optical networks.
However, neither of these technologies makes use of
power management in commercial systems, and signifi-
cant system performance challenges must be overcome
in order for these to find application. Turning opti-
cal channels on and off today is a time-consuming
process that can take minutes or longer [19.73]. One
strategy to contend with this is to leave the laser on at
all times and just power-manage the electronics in the
transceivers [19.74]. This avoids the complexity of set-
ting up the optical channel, and given that most of the
power of the line card is associated with the electronics,
this provides most of the energy benefit. Furthermore,
tunable lasers are often thermally stabilized, which
can further increase the transition times. A number of
studies have looked at the potential benefits of power
management in optical systems [19.74–76] including
transceivers both with and without transition delays.
Optical amplifiers usually involve thermal management
with similar transmission engineering complications in
their control as the transceivers.

Power management has also been considered for
use with optical protection switching. In the case of
1C 1 protection, the protection path channel is always
active and using energy along with the working path.
These protection channels can be placed into sleep
mode instead [19.77]. The impact of protection on the
energy efficiency of optical networks with dynamic
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sleep mode capabilities was also studied for shared
protection using a concept of differentiated reliabil-
ity [19.78].

One of the difficulties with sleep mode operation
is that it can involve power cycling of the equipment,
which can lead to increased equipment failures, particu-
larly when the thermal state of the components changes
in the process. Models for the reduced lifetime of op-
tical components have been developed [19.79]. RWA
algorithms can be designed to take this into account. In
particular, components often have a maximum allow-
able failure rate. The RWA algorithms that aggregate
light paths onto common links so that unused links
can be put to sleep, can be adapted so that power cy-
cling is less frequent, reducing the failure rate. Note
that aggregating more traffic onto particular links can
also reduce the component lifetime, because the links
are running at a heavy load, although this effect was
found to be weaker than the power cycling for ED-
FAs. Nevertheless, maintaining component reliability
through less aggressive energy-aware light path routing
results in a reduction in energy efficiency gains for the
network [19.80, 81].

In other studies related to power management,
the general theory of network optimization has been
studied for the case of network elements that scale
their energy efficiency by varying the transmission
speed [19.82] and as a multicommodity flow problem
for core and edge networks [19.83].

Key points:

� Network elements can be broadly characterized us-
ing models for common node equipment, traffic-
or load-dependent equipment, and equipment power
management.� Accounting for common node equipment leads to
resource-dependent energy use, with stepwise in-
creasing power with traffic load.� Typical commercial equipment is characterized by
a large fixed power requirement and a small traffic
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load dependence, although many other dependen-
cies are possible and are being investigated.� The benefit of power management such as sleep
mode operation will depend on the traffic variabil-
ity and other constraints on power control, including
mode transition times.� Power management may lead to higher component
failure rates due to thermal cycling and can be min-
imized through cycling-aware control design.

19.3.3 Multilayer Network Architectures

Commercial networks use a layered network architec-
ture with IP packet switching (L3, layer 3) and circuit
switching (L2, layer 2), both using electronic switches,
and a ROADM-based optical network (L1, layer 1)
(Fig. 19.14). Service data flows are passed between
different network domains (i.e., access network, metro
network, long-haul network, and different operator net-
works) at central offices (CO) and Internet exchange
points (IXP). These transactions take place in layer 3 IP
packet switches, although increasing layer 2 IXP capa-
bilities is being investigated. Layer 2 includes Ethernet,
SONET, and OTN circuit switching technologies. Note
however that most optical systems today include OTN
framing and switching capabilities. Also, many L2 and
L3 switches today can accept DWDM optical network
line-side transceivers and therefore connect directly to
the optical switching hardware. When layer 2 switch-
ing is not included, the architecture is often referred
to as IP over WDM. The layer 2 and 3 equipment at
a node can be bypassed by using optical switches in the
ROADM nodes to express the signal through without
add/drop, shown by the dashed red line in Fig. 19.14.
The extent to which equipment in different layers is
used will have a large impact on the overall energy effi-
ciency of the network, as will be considered in detail in
Sect. 19.4.

The relative contributions of the traffic load-
independent and traffic load-dependent energy will af-



Part
B
|19.3

650 Part B Core Networks

fect the efficiency of the network architecture. If the
load-independent energy use is zero, then there is no
energy cost to using more equipment, some of which
may be lightly utilized. Idle equipment in this case
does not lead to inefficiency. The traffic-dependent en-
ergy function (see Fig. 19.12) and the relative energy
use of different network elements, therefore, determine
the best architecture for energy-efficient operation. For
example, if the nodes use more energy than the links
and the load-independent power is small, then a flat,
full mesh network that minimizes the transmission dis-
tances and reduces node hops may be preferred. Con-
versely, high load-independent energy use will lead to
architectures that minimize the amount of equipment in
the network, preferring more centralized or hierarchi-
cal architectures [19.84]. These considerations include
not only the optical equipment, but also the electronic
switching and routing equipment, which is often char-
acterized by large traffic load-independent power.

Subwavelength switching architectures generally
involve setting up overlapping wavelength routes in
a network and then switching the signals within these
routes to achieve time-division multiplexing (TDM).
A common approach is to use wavelength-based broad-
cast and select, such that each node is set to receive
a certain wavelength. By selecting the appropriate
wavelength, data can be sent to that node. Other variants
include different medium access control methods and
wavelength switching strategies, including slotted or
TDM switching [19.85, 86]. The ability to perform real-
time wavelength switching or subwavelength switch-
ing has been shown to be energy-efficient for metro
applications [19.87]. Flexibility in the node equip-
ment provides further potential for energy savings. The
architecture-on-demand concept allows for maximum
flexibility in the node hardware by switching in com-
ponents only when needed [19.88].

Key points:

� The flow of traffic to higher-layer equipment can
lead to larger energy use.� Depending on the relative power of the equipment
in each layer and the traffic load dependence, the
architecture and topology of the network can be
configured for best energy efficiency.� Architectures that employ greater use of opti-
cal switching, including time-division multiplexing,
have been shown to improve network energy effi-
ciency.

19.3.4 Network Traffic Models

At the system and network levels, the traffic model
becomes a critical factor in determining the energy

efficiency. The time dependence of the traffic will
determine the efficiency gains from power manage-
ment [19.68], as shown above. Diurnal traffic variations
are commonly considered for optical networks due to
the relatively long time scale at which optical systems
can be adapted [19.68], although various packet- and
circuit-based patterns can be used as relevant. The size
of traffic demands can be modeled with a Pareto or
heavy-tail distribution as well as a Zipf function that
is often used for content distribution networks [19.89].
The actual traffic distribution will depend on the service
and aggregation, and may vary considerably [19.13].

Traffic growth over time is often considered in the
analysis of network energy efficiency. The Cisco Visual
Networking Index provides estimates of total traffic by
year for different regions of the world, broken down
according to the different types of networks, includ-
ing fixed and wired networks, consumer Internet, and
business and managed IP [19.90]. This study uses num-
bers of users, adoption rates, minutes of use, and bit
rates to arrive at traffic volume estimates. Other studies
actively monitor traffic on the network and derive esti-
mates from these measurements, often cross-referenced
with other sources [19.91, 92].

The volume of traffic generally determines the num-
ber of transceivers or wavelengths in a network. It can
also determine the number of fibers on a link, if the
capacity of a single fiber is exceeded, which impacts
the effective node degree and amount of link hard-
ware (i.e., amplifiers). Additional components will be
needed depending on various performance or reliabil-
ity requirements that may be introduced. Furthermore,
in an optical network, a single wavelength can oc-
cupy multiple links, blocking that wavelength for use
by other signals. This wavelength blocking can result
in spectrum fragmentation and lower utilization of the
fiber spectrum. To account for wavelength blocking,
wavelengths must be routed in the network based on
a traffic matrix. In practical situations, the traffic matrix
is a set of subwavelength demands that can be groomed
onto different wavelengths, resulting in a multilayer
traffic optimization problem to determine the energy ef-
ficiency (see Sect. 19.4.1).

19.3.5 Coding and Modulation

Coding and modulation are two of the most significant
transceiver functions in terms of energy use. A wide
range of modulation formats can be used in optical sys-
tems, each of which has both an implementation cost
and a system impact in terms of spectral efficiency and
transmission performance. A modulation format that
allows for a signal to be transmitted farther will save
energy by reducing regeneration. Channel coding plays
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a role in this as well. Forward error correction cod-
ing enables more data to be transmitted over longer
distances and through more nodes, but requires the ad-
ditional energy of the FEC processing (Fig. 19.5). There
is an important trade-off between using parallelism with
simple coding and modulation and using fewer channels
with more spectrally efficient and higher-performing
transmission [19.94]. There is also a trade-off with
source coding or data compression. Source coding re-
duces the amount of data that is transmitted in an
optical network but requires more energy to compress
the data [19.95].

Energy-efficient coding and modulation for opti-
cal systems has been evaluated in terms of comparing
well-known methods as well as through the introduc-
tion of new, more energy-efficient methods. For coding
and modulation, both optical power efficiency and over-
all energy efficiency have been studied. Optical power
efficiency tends to be more relevant for extreme low-
power or direct modulation applications for which the
optical signal power can be an important factor. In
most communication systems, the processing associ-
ated with the modulation and coding tends to use far
more energy than the optical power itself. Therefore,
energy-efficient modulation and coding is more con-
cerned with the amount of processing or the power of
the opto-electronics (e.g., modulators and modulator
drivers) than with the optical signal power. Error cor-
rection codes can be designed to minimize the amount
of processing—to provide the maximum coding gain
for the minimum processing energy [19.96]. Note how-
ever that the method of implementing the coding in the
processor and the choice of electronics can also have
a significant impact, as described in Sect. 19.2 above.

Communication systems use M-bit binary coding
schemes with 2M constellation points or states rep-
resented in I-Q quadrature space, and modulation on
two orthogonal optical polarizations when coherent re-
ceivers are used. These modulation formats can be
made more power-efficient by jointly optimizing the
two quadratures and two polarizations [19.97]. Pulse-
position modulation is also known to be highly power-
efficient and can be used with advanced modulation
formats for greater spectral efficiency [19.98]. Subcar-
rier modulation in intensity-modulated direct detection
systems was shown to achieve both optical and electri-
cal power efficiency [19.99].

The spectral efficiency and energy efficiency of cod-
ing can be improved by going to multinary signaling
with pM constellation points [19.93], an example of
which is shown in Fig. 19.15a. The nonuniform clus-
tering of constellation points near the origin contributes
to power efficiency. Energy-efficient coded modula-
tion was also realized using statistical physics-inspired
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Fig. 19.15 (a) Power- and energy-efficient multinary mod-
ulation diagram [19.93]; (b) flexible-grid spectrum with
mixed line rates and modulation formats, and multicarrier
and banded channels

coding employing an entropy function for the bit con-
stellation spacing [19.100].

Mixed-Rate and Elastic Modulation
The choice of modulation data rate can also improve
the energy efficiency of optical systems. The use of
a high-data-rate transceiver to carry a small amount of
traffic can lead to inefficient network operation. To re-
alize the full benefit of optical transmission efficiency,
the transceiver data rate should be matched to the traf-
fic volume. Optical systems can use a single-line-rate
transceiver, mixed- or multiple-line-rate transceivers, or
rate-adaptive transceivers. The energy efficiency of op-
tical networks has been studied taking into account the
line rate in the optical routing and wavelength assign-
ment [19.101–106]—in this case the traffic dependence
is expressed through the network traffic matrix. The en-
ergy efficiency of the interfaces will also be affected
by the time-dependent traffic offered to the interface or
a set of interfaces. Rate adaptation is in fact a form
of power management. Fixed- and adaptive-line-rate
transceivers have been compared for energy efficiency
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in handling time-dependent traffic including the effects
of sleep mode power management [19.70]. The ef-
fects of wavelength tear-down and setup time on energy
efficiency and delay in a transparent link was also ex-
amined for this case.

If the rate adaptation is carried over to the chan-
nel bandwidths in the network, this is referred to as
elastic bandwidth with the use of a flexible grid (flex-
grid) as opposed to a fixed grid (Fig. 19.15b). Tra-
ditionally, wavelength-division multiplexing has been
used with a 50GHz-bandwidth grid DWDM (dense
WDM), 100GHz grid, or larger grid CWDM (coarse
WDM). With flex-grid, the signals are assigned spec-
tral bands, and RWA becomes a process of rout-
ing and spectrum assignment (RSA). Flex-grid wave-
length switching is achieved by using a fine-granularity
switching band (e.g., 6.25 or 12GHz) that can be
combined through neighboring switch elements to
form wider bands. The spectral efficiency improve-
ment from elastic-bandwidth networks has also been

studied with respect to energy efficiency [19.107,
108] including protection schemes [19.109]. In a com-
parison of orthogonal frequency-division multiplex-
ing (OFDM) and mixed-line-rate modulation using
bandwidth-variable transceivers in an elastic-bandwidth
system, the OFDM modulation was found to be more
energy-efficient [19.110].

Key points:

� Energy-efficient network coding and modulation
saves energy by reducing the digital processing
and/or modulation electronics.� Optical power-efficient coding and modulation is
used for very low-power applications and includes
novel modulation constellations and pulse-position
modulation.� Flexible spectrum methods and adaptive modula-
tion can lead to more efficient network utiliza-
tion and reduced optical regeneration for energy
savings.

19.4 Energy-Efficient Network Design

Network design for energy efficiency involves differ-
ent trade-offs, which due to the relative energy benefit
of optical transmission compared with higher-layer net-
work technologies may involve trade-offs across mul-
tiple network layers. Many design features including
reliability, flexibility, resilience, and security come at
a cost in terms of energy use or efficiency. Spectral ef-
ficiency, capacity, and latency (due to processing) are
exceptions that tend to benefit with greater energy effi-
ciency, although there can also be exceptions to this.

19.4.1 Multilayer Traffic Engineering

The energy efficiency of optical networks can be ex-
ploited in order to achieve a more energy-efficient
overall data network including the higher layers of the
network. If data is more efficiently packed into wave-
lengths, then the data will require less processing in the
higher layers, thus improving the energy efficiency. As
shown in Fig. 19.8, the energy per bit of router pro-
cessing can be five times that of the energy per bit of
the optical switches. This difference is even larger if
the signal is not regenerated in the optical node and
instead passes through transparently (i.e., optical by-
pass). Multilayer traffic optimization, including both
grooming and resource allocation, is usually considered
from a cost or network utilization perspective, so en-
ergy adds a new dimension to this well-known problem
space.

Optical Bypass
Optical bypass, in which the optical signal is passed
transparently through a node, can be optimized based
on the power of the higher-layer equipment or the
energy use of layers 1–3. In this way, the virtual topol-
ogy planning in the IP layer can be optimized for
minimum energy use through optical bypass, includ-
ing route selection for grooming traffic from multiple
nodes [19.111–113]. Virtual topology here refers to the
topology of the connections between routers or other
higher-layer network elements, which may be differ-
ent from the actual physical fiber connection topology.
Thus, this virtual topology needs to be mapped to
the physical topology or fiber connections, and that
choice of routing is what can be optimized for energy
efficiency. Energy-aware routing and wavelength as-
signment together with energy-aware multilayer traffic
engineering, taking into account the traffic proportion-
ality of the equipment at all layers, can show significant
improvements over network management that is not
energy-aware [19.67, 114].

For the case of dynamic optical operation, in which
the wavelengths are rerouted or put to sleep over time
for energy efficiency, the power management or sleep
mode strategy of IP router ports can be optimized
together with the optical route reconfiguration for en-
hanced energy savings [19.115]. In this case, the traffic
proportionality of the higher-layer equipment together
with the traffic patterns served will have a large im-
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pact on the potential energy savings [19.68, 116]. With
heavy traffic, few interfaces can be put to sleep, and
therefore there is little benefit. For lower levels of traf-
fic, when some interfaces can be put to sleep, if the
idle or sleep power of the interface is high, then again
there is little benefit. Such optical circuit switching can
actually lead to less efficient networks if either the op-
tical or IP resources end up poorly utilized. Hybrid
switching refers to the use of optical circuit switching
together with packet switching, in which a data flow
size threshold is used to separate small mice flows from
the large elephant flows. The ability to separate ele-
phant flows has important consequences for the energy
efficiency and resulting latency of this hybrid switch-
ing approach [19.117]. The impact of the protection
strategy has also been examined for energy-efficient
multilayer traffic engineering [19.77, 109].

Using commercial architectures and detailed equip-
ment energy models, mixed-line-rate and elastic
transceivers were multilayer-optimized for energy effi-
ciency in an IP-over-WDM network [19.65, 118]. The
design of energy efficiency-optimized IP-over-WDM
networks was also studied for single line rates and
mixed line rates (10�100Gb=s) for networks that al-
low single-hop, few-hop, or full end-to-end transmis-
sion of optical signals, often referred to as opaque,
translucent, and fully transparent networks, respec-
tively [19.119]. Elastic optical networking was also
used for energy-efficient many-cast routing in cloud
computing applications [19.120]. Other studies have
considered issues such as the upgrade strategy for
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Fig. 19.16a,b Minimization of nonrenewable energy use following diurnal traffic and renewable energy profiles on different
numbers of nodes [19.122] (courtesy of J. Elmirghani © IEEE 2010). (a) Solar energy at four representative nodes as a function
of time; (b) additional total nonrenewable energy minimized by optimizing optical bypass routes with 80KW (solid) and 20 kW
(dashed) total solar power and considering different load-dependent energy models

best energy efficiency using mixed line rates in a net-
work [19.121].

Renewable Energy
Multilayer optimization can be used to minimize the
use of nonrenewable energy by organizing network and
computing resources according to the cost and avail-
ability of renewable energy sources. This applies to the
virtual network topology of the higher-network-layer
equipment as well as the computational resources in
data centers. Optimization can be done in network plan-
ning [19.67] or in real-time dynamic network control.
Real-time network control based on the availability of
renewable energy sources such as solar and wind is
referred to as follow the sun, follow the wind [19.32,
122, 123]. This approach relies on either high-capacity
optical connections or the ability to modify the op-
tical routes in real time, which is not available in
systems today. For this reason, field trials have utilized
layer 2 switching for this purpose [19.32, 123]. The
results shown in Fig. 19.16 take into account both time-
varying traffic demand and time-varying renewable
energy sources (solar variations shown in Fig. 19.16a),
accounting for different traffic-proportional energy use
models in the equipment. In other work, stochastic op-
timization of service provisioning is used to minimize
the use of nonrenewable energy in data centers inter-
connected through an optical network [19.124].

Optimizing a network to make maximum use of
available renewable energy can lead to frequent wave-
length reconfiguration and high resource utilization as
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signals are routed around to where the renewable energy
is available. Introducing energy storage such as batter-
ies was shown to decouple the network planning and
traffic engineering from the renewable energy availabil-
ity, improving the resource utilization throughout the
network [19.126]. The impact of time-of-use pricing for
renewable energy with storage on the operational ex-
pense for IP-over-WDM networks was also examined
for different energy management policies [19.127]

19.4.2 Nonlinear Optics
and Optical Processing

Nonlinear optics tends to work against energy effi-
ciency, as nonlinear phenomena are nonlinear in optical
intensity and therefore are only observed as the opti-
cal power is increased. The use of photonic integration
and highly nonlinear materials can improve the situa-
tion both by increasing the optical intensity andmedium
response in the interaction region, and by reducing the
impact of coupling losses between discrete devices.
Nevertheless, as mentioned in Sect. 19.1.2, electronic
devices are both fundamentally and practically more
energy-efficient than optical devices for computational
operations.

At very high speeds, the electronic devices become
less efficient and often need to exploit parallelism,
which still reduces energy efficiency although more
slowly. Terminating an optical signal in order to per-
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Fig. 19.17 (a) Energy efficiency of nonlinear optical switching devices and electronic switching and processing devices (incl.
CMOS); (b) the energy per bit for optical and electronic processing as a function of the number of processing operations per
bit [19.125] (© IEEE 2011)

form electronic processing functions can also be costly
from an efficiency perspective. As shown in Fig. 19.5,
minimum power levels for a 100Gb=s transceiver are
approaching 100W, and two transceivers would be
needed in addition to the high-speed processing elec-
tronics itself. Since high-power optical sources and
amplifiers needed for nonlinear optical processing of-
ten use only 1�10W, there is a potential opportunity
to achieve energy savings through the use of nonlin-
ear optics-based signal processing. Figure 19.17a shows
the relative efficiency of different nonlinear optical
processing techniques compared with CMOS electron-
ics [19.125, 128]. In Fig. 19.17b, the energy per bit as
a function of the number of operations per bit is shown
for both CMOS electronics and the best-case energy-
efficient nonlinear optical techniques (see reference for
full description of the different nonlinear optical tech-
niques), considering different data rates for the optical
signals. Also shown here is the energy associated with
terminating the optical signals (O/E/O only), which is
a lower bound on the opto-electronic approach, and the
power associated with (de-)multiplexing the high-speed
optical signals down to the lower-speed electronic pro-
cessing clock speeds (O/E/O+(DE)MUX). The optical
curves consider channel bandwidths of 100GHz or
1 THz. Nonlinear optics becomes efficient for a small
number of operations per bit Nop.

One example of processing on optical signals that
involves a small number of operations is the opti-
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cal grooming of multiple lower-data-rate signals into
a single higher-data-rate signal. For QAM signals, this
can be carried out through a series of nonlinear mix-
ing operations that use power either due to a large
pump signal or due to temperature stabilization. Non-
linear optical networking techniques were found to
be energy-efficient at high baud rates and when in-
tegrated photonic solutions were used [19.129]. Op-
tical time-division multiplexing has also been studied
in terms of the energy efficiency of nonlinear opti-
cal techniques. Among three different techniques used
for time multiplexing of on–off keyed modulation,
the nonlinear optics-based methods were not able to
achieve the energy efficiency of conventional WDM
techniques [19.130]. Wavelength conversion is perhaps
the simplest nonlinear optical networking technique,
and was shown to provide energy efficiency benefits for
systems with 1C 1 protection at 10 and 40Gb=s with
on–off keying modulation [19.131].

19.4.3 Cross-Optimized Computer
and Optical Networks

Computer networks refers to the computers in a data
center, office, or home and their communication in
order to perform various computing tasks. While multi-
layer network optimization involves the joint optimiza-
tion of the networks and their respective equipment
operating at the different network layers, computer
and optical network optimization refers to the trade-off
between the computer processing functions and the op-
tical network operations. Often multiple network layers
in between are also involved in the analysis. Exam-
ples of processing operations that have been studied in
regard to optical networks from an energy efficiency
perspective include cloud processing, content delivery
networks, and video processing. In general, the high
capacity and low latency of optical networks are uti-
lized to move data between processing resources to
achieve greater efficiency or access to renewable energy
sources.

Cloud Processing
Cloud computing involves computing and storage vir-
tualized in data centers and executed over the network.
The network plays an important role both in providing
access to the computing and storage resources and in
providing data continuity within the cloud across mul-
tiple data centers. Depending on the frequency with
which these resources are accessed and the amount of
data in that access, the relative contributions of trans-
port, storage, and computing to the total energy use
will vary [19.132, 133]. Figure 19.18 shows the rela-
tive contributions in the case of private cloud storage
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Fig. 19.18 Relative energy use for storage, transport, and
servers in a private cloud storage as a service [19.132]
(© IEEE 2010)

as a service. A key question is whether it is more
efficient to perform a computational task on a per-
sonal computer or in the cloud. The answer to this
question depends on the frequency of downloads/trans-
actions or frames per second involved in the remote
computation. Cloud computing is more efficient for
infrequently accessed tasks, but local computing be-
comes more efficient under conditions of heavy use.
Relative energy efficiency contributions were exam-
ined for storage as a service, software as a service,
and processing as a service [19.132], and the network
optimization problem was addressed for time-varying
traffic demands [19.134]. The minimum bounds were
determined for energy use in cloud computing imple-
mented over optical networks [19.135].

Other studies have looked at the energy efficiency
of moving compute jobs between data centers for dis-
tributed cloud processing. Since the router energy use
dominates over optical network energy use, the core
network is often modeled without taking into account
the optical network energy use contribution. However,
an important role that optical networks can play is in
reducing the latency and increasing the capacity be-
tween data centers. High-capacity connections between
data centers have been shown to reduce job completion
times and reduce energy use for distributed computing
jobs [19.136].

Hybrid optical and electronic switching has been
proposed for data center networks as a scalable means
of introducing optical switching to data centers. The ba-
sic idea is to introduce optical switches in parallel with
electronic switches (i.e., IP routers, Ethernet switches)
to provide direct end-to-end connectivity for certain
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traffic flows or operations. By placing large flows on the
optical switching fabric, the electronic switching load is
reduced and the overall efficiency is improved [19.139].
Hybrid switching was also proposed for core and inte-
grated intra-data-center networks, and hybrid switching
was shown to improve energy efficiency [19.140].

Content Delivery Networks
An important energy trade-off for content delivery net-
works involves the efficient replication and placement
of content. More replication requires more storage and
computing energy, but less energy in the delivery of the
content through the network [19.133, 141, 142], simi-
lar to the case for cloud computing. In one study, the
relative efficiency of over-the-top versus Internet ser-
vice provider (ISP) content delivery was compared, and
ISP-based video on demand was found to be more
energy-efficient [19.143].

For content delivery, the critical parameter for
energy-efficient optical bypass is for the content file/
transaction size to be greater than BS > �C�T0Pwdm=Pr,
whereC� is the capacity of the optical wavelength chan-
nel, T0 is the transfer time including optical switching
and transmission tuning, Pwdm is the power or en-
ergy per bit of the optical network, Pr is the energy
per bit of the routers or higher-layer equipment being
bypassed, and � is a proportionality constant that de-
pends on the network. This metric was used to study
the energy efficiency benefits of content delivery in
a US national network including optical bypass and dif-
ferent content download frequency models, shown in
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storage energy for content distribution
with and without optical bypass and
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efficiency of the optical and routing
equipment, as a function of the file size
normalized to the bandwidth delay
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files [19.137] (© IEEE 2011)

Fig. 19.19 [19.137, 144]. When large files are more fre-
quently downloaded, then the optical architecture will
result in energy efficiency improving with normalized
file size and in proportion to the relative power of the
routing and optical equipment.

Information (or content)-centric networking is
a new research approach to content delivery that can
have consequences for the network energy efficiency.
In this architecture, data flows are routed based on
named data rather than an IP address. As content is
transferred through the network, it is cached at each
router. When a new request for the same content ar-
rives at a router, it will first check its cache to see
whether a copy already exists before forwarding the
request to the data center. As long as the router con-
tinues to receive requests for the content, it will keep
the content in its cache. In this way, popular content is
stored near the edge of the network, reducing the traffic
load and transmission energy, and enabling more effi-
cient content distribution [19.145]. Similar to the case
for content distribution networks, as the average num-
ber of hops to the content increases, the transmission
energy per bit also increases. For information-centric
networking, however, the cache size and energy de-
crease with the number of hops. In this case, the overall
energy efficiency becomes a complex function of the
cache size and efficiency and the algorithms for main-
taining content in the caches [19.146], relative to the
optical transmission energy.

Virtual- and augmented-reality video can involve
multiview processing that can take place in the
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Fig. 19.20 (a) Time-dependent load variation for a converged wireless-optical network; (b) energy consumption using conven-
tional, cloud, variable, and optimal radio access network architectures [19.138] (Courtesy of B. Mukherjee, © IEEE 2016)

user equipment, in the data center, or at locations
within the network. The relative energy efficiency
of these different cases has been considered in de-
tail [19.147].

19.4.4 Mobile and Fixed
Optical Convergence

Optical networks offer opportunities to improve the
energy efficiency of wireless networks. The potential
for energy savings in this regard is particularly impor-
tant for future 5G wireless networks [19.148], which
are targeting user access rates of 1Gb=s, peak urban
bandwidth densities of 10 .Tb=s/=km2, and low latency
(see ngmn.org). To achieve these targets, the number

of access locations needs to be increased dramatically,
given that the wireless access rates are strongly de-
pendent on wireless transmission distance. To contend
with this large growth in the number of base stations,
cloud radio access networks (C-RAN) have been pro-
posed, which pool baseband processing into data center
and hoteling locations to gain the scalability of cloud
processing. Figure 19.20b shows the relative power of
C-RAN compared with traditional networks for a time-
varying traffic load as shown in Fig. 19.20a. Heuristic
algorithms using a dynamic virtual base station forma-
tion technique achieve traffic proportionality [19.138].
The energy use and performance trade-offs were deter-
mined for several converged optical and wireless 5G
architectures [19.149–151].

19.5 Standards, Guidance, and Data Sources

Standards bodies and industry organizations have de-
veloped various recommendations and requirements
for communication networks, including optical net-
works [19.152]. Many public sources of energy-related
data are also available. Table 19.2 provides an overview
of a number of these.

Several studies have considered the impact of such
standards and guidance on the energy efficiency of com-
munication networks. Service-level agreements (SLAs)
are used to specify contractual obligations with re-
spect to the network operation, such as the reliability or
outage time per year. The use of energy efficiency met-
rics in SLAs has been proposed as well [19.53, 153].
Information on the amount of data handled by telecom-

munications equipment is often recorded and reported
by each operating equipment unit. If similar data were
provided for the electricity consumed while processing
or transmitting this data, then this information could
be used to form green SLAs based on the energy per
bit or energy efficiency of the equipment. A network
operator could either ensure that their entire network
meets the green SLA requirement or provide separate
equipment at each node that meets the efficiency crite-
ria for this equipment based on the corresponding SLA
requirement. Energy Star rating systems can be used
to simply report the energy efficiency, and this could
be done for individual applications or user data either
by tracing the data route or by including energy effi-

http://ngmn.org
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Table 19.2 Organizations providing standards, guidance, and data relevant to energy-efficient networks

Organization/initiative Description Reference/website
Global e-Sustainability
Initiative

Industry consortium providing guidance and recom-
mendations

www.gesi.org

Greenpeace Data and reports on sustainability www.greenpeace.org
IEEE/IEEE Green ICT
Initiative

Professional and standards organization, Green ICT
Initiative provides touch point across all divisions

www.greenict.org

International Telecommuni-
cations Union (ITU-T)

Standards body www.itu.int/en/ITU-T

Internet Engineering Task
Force (IETF)

Standards body www.ietf.org

Google Public data search and visualization tool of human
and environmental indicators

https://www.google.com/publicdata/directory

Greenhouse Gas Protocol Greenhouse gas accounting standards and tools www.ghgprotocol.org
World Resources Institute Source of data on energy and sustainability www.wri.org
World Wildlife Fund Conservation organization providing reports and

guidance on ICT and sustainability
https://wwf.panda.org

Organization/initiative Description Reference/website
Global e-Sustainability
Initiative

Industry consortium providing guidance and recom-
mendations

www.gesi.org

Greenpeace Data and reports on sustainability www.greenpeace.org
IEEE/IEEE Green ICT
Initiative

Professional and standards organization, Green ICT
Initiative provides touch point across all divisions

www.greenict.org

International Telecommuni-
cations Union (ITU-T)

Standards body www.itu.int/en/ITU-T

Internet Engineering Task
Force (IETF)

Standards body www.ietf.org

Google Public data search and visualization tool of human
and environmental indicators

https://www.google.com/publicdata/directory

Greenhouse Gas Protocol Greenhouse gas accounting standards and tools www.ghgprotocol.org
World Resources Institute Source of data on energy and sustainability www.wri.org
World Wildlife Fund Conservation organization providing reports and

guidance on ICT and sustainability
https://wwf.panda.org

ciency information in a data header field that can then
be updated at each node during transmission through
the network. The coordination of the network energy
monitoring with the end-user applications/equipment

has been studied in a general context [19.154]. Progress
in this area could help shape the behaviors of both the
network operators and the network users toward more
energy-efficient practices.

19.6 Conclusions

Energy plays an important role in optical systems and
networks today and can be expected to increase in
importance into the future. Technologies such as 5G
mobile communications are expected to create greater
demands for high speed and low latency on wired
networks, further motivating the use of optics in energy-
sensitive applications. With integrated photonics driv-
ing down the cost of optical equipment, everything is
pointing to more widespread use of optical communi-
cations. As described in this chapter, the efficiency of
optics in transporting data will contribute to the effi-
ciency of the overall ICT sector and enable further use
of ICT for smart, sustainable solutions across society.
Much progress has been made in terms of understand-
ing the main fundamental and applied technological

issues around energy use in optical systems, and differ-
ent modeling approaches have been developed in order
to investigate energy use in a wide variety of optical net-
works. More research is needed as both the systems and
components evolve and find new applications. As inte-
grated photonics becomes intertwined with integrated
electronics and computing, and optical and wireless
technologies converge, new challenges will certainly
arise with respect to the role of energy in optical com-
munications.
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20. Optical Packet Switching
and Optical Burst Switching

Pablo Jesus Argibay-Losada , Dominique Chiaroni, Chunming Qiao

Optical transmission has long been the established
choice for nonwireless data transmission spanning
distances longer than a few tens of meters, due
to its high bandwidth and electromagnetic noise
immunity. Most current high-bandwidth networks
are essentially a group of fiber-optic links con-
nected by nodes whose function is to forward
incoming data to the appropriate output. The in-
put to these nodes is data in optical form, and
their output is also data in optical form. Thus, it
makes sense to also process the data in the optical
domain in order to have simple node architec-
tures that improve reliability, performance, and
cost. However, optical node technology cannot yet
match the flexibility of electronic technology: The
main roadblocks are the lack of random-access
optical memories and of optical processors. Indus-
try has addressed this lack by creating two kinds of
nodes that achieve opposite extremes in the trade-
off between efficiency and complexity: electronic
packet switching (EPS) nodes and optical circuit
switching (OCS) nodes.
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EPS nodes transform all optical data (payloads and
headers) to the electronic domain and back in order to
process the header, wasting lots of power in the conver-
sion process and leading to complex node architectures.
OCS nodes do not process passing optical data at all,
and instead optically transfer the optical signal from
one input to its output using mirrors, prisms, or equiv-
alent means. As OCS nodes do not process data, they
cannot dynamically know which output corresponds to
each entering packet, and as a result the OCS network
is a collection of end-to-end circuits. Thus, OCS nodes
must be configured before data transmission begins in
a flow, and the network edge must perform access con-
trol to only allow relevant traffic to enter a given circuit.
This mode of operation is obviously highly inefficient
in terms of bandwidth usage but slow to create con-

nections: OCS nodes can be configured either statically
(timescales of years), manually (timescales of weeks),
or automatically (timescales of seconds).

Optical burst switching (OBS) and optical packet
switching (OPS) are solutions for bridging the gap be-
tween the power demands and flexibility of EPS and
the inefficiency and simplicity of OCS. Their nodes al-
low electronic processing of packet headers but keeping
payloads in the optical domain; as payloads are usu-
ally much larger than headers in most applications, their
energy savings are large compared with EPS. They al-
low the processing of packets one by one, avoiding
bandwidth wastage and the startup delay characteris-
tic of OCS circuit setup. OPS tries to closely emulate
EPS by keeping headers and payloads in the same
channel; OBS takes headers to an out-of-band chan-
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nel that can be processed in a conventional, EPS way,
and also offers the possibility to group, in larger pack-
ets called bursts, packets that share a route. OBS is
thus more amenable to implementation with current

technology than OPS. This chapter describes in detail
both technologies and provides an overview of the main
milestones in their evolution and perspectives for the fu-
ture.

20.1 Technology Basics

Optical burst switching (OBS) and optical packet
switching (OPS) were identified a long time ago as
promising technologies to replace or complement elec-
tronic packet switching (EPS) systems. This chapter
describes their fundamentals, in order to understand
the main directions explored by the research commu-
nity.

OPS was proposed in the late 1980s to describe
a new technology able to directly switch data in the op-
tical domain [20.1]. Control was done in the electronic
domain due to the advantages and maturity of electronic
processing technology; the objective was to maintain
data in the optical domain. However, early OPS designs
relied on the availability of optical memories to limit
packet loss. These memories could be random access
or simpler ones such as fiber delay lines; in any case,
these memories were hard to manufacture and control.
As a result, OPS networks were only able to be created
in very limited prototypes that did not lead to practical
deployments.

OBS was then proposed in the mid-1990s [20.2]
to overcome the need for optical memories. Its basic
principle was to avoid the need for optical memories
by sending, along an out-of-band channel, the minimal
amount of information needed to perform forwarding of
the optical packets across the network; this information
is transported in special packets called control packets.
This out-of-band channel is managed with conventional
EPS technology and determines the configuration of the
all-optical switches that switch the data. Optical packets
typically follow a short time after the respective con-
trol packets. As the control packets only need to contain
forwarding information, typically a destination address,
OBS allows most of the data that needs to traverse the
network to be left in the optical domain. In addition,
OBS naturally allows packets that share input and out-
put nodes to be grouped into large switching units, or
bursts, as they share forwarding information, i.e., the
control packet. Bursts thus further increase the propor-
tion of data that is kept in the optical domain, avoiding
complex and energy-hungry electrooptical conversion.

OBS and OPS have been mainly proposed for
the implementation of datagram networks. Datagram
networks send data without performing end-to-end re-
source reservation. Thus, they avoid the need to block
connections, relying on congestion control algorithms

to dynamically adapt the sending rate of the sources
to the state of the network. As many popular applica-
tions have been developed for datagram networks (e.g.,
anything running on the Internet), datagram networks
are the most straightforward option for OPS and OBS.
Compared with EPS datagram networks, however, OPS
and OBS typically present higher losses, as their nodes
do not have optical memories to deal with contention.
To overcome the pernicious effects of these higher loss
levels, special-purpose end-to-end congestion control
algorithms run at the ends of the network, allowing con-
ventional applications to run unmodified over OPS and
OBS, with performance levels in terms of throughput
and flow completion times that match and surpass those
in equivalent EPS networks.

The datagram model makes sense for most applica-
tions developed in the context of the Internet. However,
another possibility in all-optical networks is to use end-
to-end resource reservation, where optical paths are
reserved along the entire network before data transmis-
sion starts. This allows packet loss to be avoided, but at
the price of denying service to connections, imposing
startup delay when setting up circuits, and adding non-
negligible complexity to the control plane. These circuit
technologies are not well suited to provide service for
most applications; instead, they are most useful to cre-
ate clearly separated networks that share one physical
infrastructure. An example of this is to divide a given
all-optical network into several subnetworks with the
same topology as the main one but lower capacities.
Each subnetwork may then be leased to a different
provider, and the traffic in each subnetwork will not af-
fect the traffic in the others. This service is costly, as it
does not allow the leverage of statistical multiplexing
advantages that have been key to the development of
the Internet. Anyway, for scenarios where this may be
appropriate, all-optical technologies based on resource
reservation have already been proposed and used, viz.
optical label switching, optical flow switching, opti-
cal slot switching, wavelength division multiplexing
(WDM) networks, and many other embodiments of
the optical circuit switching paradigm. These circuit
reservation networks can use optical packet switches to
implement their nodes; they can also use slower optical
circuit switches depending on the coarseness of their
switching unit granularity.
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20.2.1 Technology of Transmission

Energy dissipation in electronic devices increases with
the bit rate. Conventional high-bit-rate packet switches
experience extremely high power consumption, which
leads to the need for powerful cooling systems and large
device footprints. In practice, this directly constrains the
deployment of electronic networks.

As the data transmission in high-bit-rate networks
is predominantly optical, the goal of optical packet
switching technology is to tackle the aforementioned
problems by avoiding data conversion to the electronic
domain to the greatest extent possible.

Packet switches, whether electronic or optical, need
to be able to detect the presence of incoming packets
and to know their destinations in order to forward them
to their output ports if these are available, or to decide
what to do if these are not (e.g., buffer them if buffers
are available, drop them, route them to alternate avail-
able ports if any, etc.). Electronic switches have mature
technology available to perform these operations. In
contrast, optical packet switches try to do the same but
relying as little as is practical on electronics but using
less mature, optical technology. The main difficulties
for optical packet switches arise from the lack of optical
processor technologies and of random-access memories
to implement the buffers used to deal with contention
and packet losses.

Optical burst switching (OBS) [20.2–4] is a prac-
tical approach to the deployment of optical packet
switching networks. As optical data processors are still
too immature for deployment, OBS relies instead on
electronic processing to manage the bits of information
needed to perform its forwarding operations; in OBS,
this information is sent separately from the main packet
payloads, which remain in optical form throughout the
entire OBS network. As packet headers are usually
much smaller than packet payloads, OBS is thus able to
save large amounts of electronic processing compared
with electronic networks.

In addition, OBS takes advantage of the fact that
high-bit-rate networks typically aggregate many flows
from bursty applications – coming from users on
metropolitan area networks (MANs)/wide area net-
works (WANs), or from workload-heavy distributed
applications in datacenter local area networks (LANs) –
leading to situations where the packets that arrive
closely at a given ingress node often share a network
egress node. As all of these packets share forward-
ing information while traveling through the network,
it is possible to aggregate them into larger packets
whose forwarding information is sent only once. Such

a concatenation is customarily called a burst, while the
forwarding information that needs electronic process-
ing is called a control packet.

Savings in electronic processing-related activities
arise then from two facts: First that, in a packet switch-
ing network, only packet headers need to be subject
to processing inside the switches, i.e., payloads are ir-
relevant for the switching process, and second, that
empirical traffic patterns tend to produce trains of pack-
ets that share a source and destination, thereby allowing
them to share a single header in their transit through
the network. From the point of view of network de-
ployment, this allows direct benefits with noticeable
gains in power efficiency and footprint compared with
electronic networks that must electronically process
both the packet headers and payloads. From the point
of view of application performance, an OBS network
offers flows an environment that has much lower end-
to-end delay than electronic networks due to the lack of
buffers in OBS switches, although this also makes the
OBS network more prone to losses. These lower-delay
and higher-loss characteristics tend to cancel each other
out when using adequate congestion control algorithms
across the OBS network, but usually with a notice-
able advantage for OBS in many important scenarios.
This, in turn, implies that OBS allows the achieve-
ment of higher application throughputswith zero losses,
and consequently lower flow completion times, than
equivalent electronic packet switching networks. OBS
is thus an effective replacement for existing electronic
networks.

An overview of OBS networks and their fundamen-
tals, characteristics, performance, and applications is
now provided. First, an overview of the main rationale
for avoiding electronic packet switching in high-bit-rate
scenarios is given. Then, the fundamentals behind OBS
are presented. Afterwards, a detailed description of the
multiple flavors of OBS is given, followed by the pre-
sentation of several applications that are especially well
suited for OBS, including datacenters and MANs. Next,
performance issues and implementation factors relevant
to the design and deployment of OBS networks are dis-
cussed.

20.2.2 Why OBS?

Optical transmission has long been the preferred way of
transmitting data across distances over a few hundred
meters due to its high bit rates and low error prob-
abilities [20.5]. The only practical exceptions to the
supremacy of optical transmission are found in niche
applications such as wireless transmission in environ-
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ments where laying optical fiber is not an option (due,
e.g., to cost or mobility) or due to the slightly longer
latency of electromagnetic signals in glass with respect
to air.

As optical technology is already the preferred
means to manage transmission between network nodes,
a logical step is to try to introduce it inside the net-
work nodes themselves. The potential benefits of doing
this [20.6] are similar to those found in the transmission
field, namely the ease of achieving high bit rates, the
lack of interference from the electromagnetic environ-
ment, and the low cooling needs derived from the use of
light instead of electric currents that dissipate heat due
to the resistive effects of semiconductor substrates.

Accordingly, intense research has been carried out
over recent decades on the introduction of optical pro-
cessing in the realm of optical switching [20.7]. Op-
tical circuit switches have already been successfully
developed and deployed in networks to create static
or semistatic circuits to serve high-bit-rate streams,
with common circuit lifetimes of days to years [20.8].
These devices have traditionally relied on manual oper-
ation for configuration or on automated control planes
that take a substantial fraction of a second, or more,
to change their internal configuration. These switches
typically operate in a purely circuit-switched fashion,
where outputs are not shared among several inputs, and
as a result do not need any kind of data buffering. This is
convenient since effective optical buffer devices do not
exist yet, i.e., able to meaningfully compete in perfor-
mance with electronic buffers. Data are thus allowed to
bypass power-hungry electronic processing, never leav-
ing optical form from their input to output.

Optical circuit switches are too slow to offer the
sub-�s switching speeds needed to operate effectively
as packet switches. These speeds would enable them
to directly manage conventional packet data such as
that found on the Internet and numerous private LANs,
MANs, and WANs. Optical circuit switches are thus
relegated to the creation of end-to-end circuits across
existing topologies; these circuits will in turn act as
a single hop for an overlayed packet switching net-
work. This kind of arrangement, although common,
introduces a middle layer that would be otherwise un-
necessary, increasing network inefficiencies.

Thus, one of the goals of the optical switching re-
search community is to create fast optical switches that
can act as effective packet switches. Conceptually, the
most straightforward option here is to replicate as far
as possible in the optical domain the architecture of
electronic packet switches. However, this has proven
difficult: Most packet switch architectures [20.9] have
essentially three main parts: A processor of packet
headers, a fast switching device, and buffers. All three

have mature solutions in the electronic realm: In the op-
tical realm, however, only fast switching devices have
been effectively manufactured [20.10]. Optical proces-
sors will probably need a considerable amount of time
to mature before being available due to the difficulties
involved in processing light. Optical buffers have also
proved elusive to build: Optical random-access mem-
ory (RAM) seems still far from being available, and
fiber delay lines are bulky and difficult to use compared
with their electronic counterparts, and limited in perfor-
mance. Thus, in practice, the lack of optical processors
and the lack of optical buffers have traditionally been
the main roadblocks that must be solved to enable opti-
cal packet switching technologies.

OBS is an optical packet switching network tech-
nology that solves the two aforementioned constraints
in the following way: Regarding the first constraint, and
as optical processors do not exist in practical form yet,
OBS uses electronic processing for the packet head-
ers; in this way, it can readily configure the fast optical
switch that will in turn manage the passing packet pay-
loads. As for the second constraint, viz. the lack of
optical buffers, recent research [20.11–14] has shown
that even a bufferless OBS network can match and
surpass the throughput and flow-completion-time per-
formance of an equivalent electronic packet switching
network with plentiful buffers, through the use of suit-
able end-to-end congestion control algorithms across
the OBS network. In practice, this means that the OBS
network does not need buffers in its switches to outper-
form electronic networks in terms of throughput at zero
losses and in terms of end-to-end delay, and they do so
without paying any price in implementation complexity
inside the switches nor in the network control plane. In
addition, OBS can naturally increase efficiency by com-
bining several packet payloads that share forwarding
information into a single data burst. This is a com-
mon occurrence in current networks, where sources are
bursty and packets to the same destination often appear
close to each other. This allows the OBS network to use
a single header to route several payloads at the same
time throughout the network core, drastically decreas-
ing the amount of data that needs electronic processing
inside the network.

20.2.3 What Is OBS?

From an architectural point of view, OBS networks are
composed of nodes that perform one or more of the fol-
lowing functions [20.2, 3]:

1. Ingress nodes: These nodes receive packets from
non-OBS networks and start the process of for-
warding them through the OBS core. They may
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aggregate several packets that share an OBS egress
node, then create and send their common forward-
ing information, or control packet, to the next hop,
followed a short time later by a data burst contain-
ing the payloads.

2. Egress nodes: These nodes receive, from the inter-
faces to other OBS nodes, control packets and their
subsequent data bursts destined to non-OBS net-
works reachable through them. They transform the
data burst to the electronic domain, extracting in the
process all the packets that may be inside.

3. Core nodes: These nodes send and receive control
packets for traffic that traverses them from an OBS
interface to another OBS interface. They act thus
purely as a switch for the OBS network, processing
the control packet and configuring accordingly the
optical switching element in order to relay the data
burst towards its next hop.

These three roles are not exclusive. Practical OBS
nodes can combine more than one, and indeed all
three. The above-described processes are in essence
equivalent to others found in conventional electronic
networks, save for the aggregation process that takes
several data packets and assembles them into a single
burst. As in electronic networks, there exist multiple
possibilities to manage these processes in OBS net-
works. Let us take a closer look at these [20.15].

Ingress and Egress Nodes
Ingress nodes create the control packets and data bursts
that will be managed by the rest of the OBS nodes.
Burst creation implies the possibility of aggregating
all the packets aimed at a given egress OBS node.
Many possibilities exist here for the algorithm that per-
forms this function, and the literature has described
several [20.16]: for example, waiting a certain amount
of time to aggregate all packets received in that win-
dow, or waiting until a given number of packets have
been received before assembling them into a burst, or
a mix of both approaches, where bursts are sent at
the earliest occurrence of a given timeout or the avail-
ability for transmission of a given number of packets.
These possibilities cover the spectrum of efficiency in
the usage of the electronic control plane with respect
to the amount of data sent in the data plane, and the
spectrum of latency in the OBS ingress node while
waiting for transmission. Different burst assembly al-
gorithms will achieve different trade-offs in those two
spectra; these in general will lead to different reac-
tions with the sources creating the packets, usually the
transmission control protocol (TCP) [20.17, 18]. Burst
assembly algorithms thus act as aggregators of traffic,
and in contrast to the effects of conventional buffers in

electronic networks, they lead to a decrease in traffic
burstiness [20.19] rather than an increase, easing traffic
management concerns.

Once the control packet has been created, there are
several possibilities for how to proceed [20.2, 3]. First,
there can be variations about whether out-of-band sig-
naling or in-band signaling will be used: In out-of-band
signaling, the control packet uses a link that is not the
same as the one the burst will follow; in in-band sig-
naling, both are the same. Another degree of flexibility
relates to how long to wait before sending the burst once
the control packet has been sent [20.17]. One possi-
bility here is to send it right away, thus on arrival to
each switch the burst will need to be delayed a time
roughly equal to the electronic buffering and processing
time of the control packet, in order to ensure that the
switch has enough time to process the control packet
and change its internal configuration accordingly (this
is called TAG, or tell-and-go); fiber delay lines can be
used for this purpose. Another possibility is to wait
a given time, or offset time, in the OBS ingress node
before sending the burst after the control packet has
been sent, and to not use any delaying procedure inside
the OBS network switches; this gives the control packet
a time advantage that will progressively decrease as the
control packet is delayed slightly in each switch due to
its electronic processing while the data burst does not
suffer any comparable delay. The key here is to make
the offset time long enough for the last OBS core node
to have sufficient time to forward the burst success-
fully: The last OBS core node is, among all the OBS
nodes crossed by the control packet and burst, the one
where the time separation between both will be short-
est.

Egress nodes are in charge of receiving control
packets and data bursts and of converting the burst
payloads into groups of conventional electronic pack-
ets that will be forwarded in a conventional way to
their next hop towards their final destination. Their im-
plementation is straightforward compared with ingress
nodes.

Core Nodes
Core nodes forward OBS control packets and bursts.
They run a scheduling process in the same way as in
electronic networks. However, a fundamental difference
in OBS networks with respect to electronic networks is
that no RAM buffers are available in OBS, while al-
ternatives such as fiber delay lines are inefficient and
bulky; although, if they are used, several families of
algorithms may be used to manage them, trying to
optimize the application or switch performance. For
a given incoming burst, an OBS scheduling algorithm
will typically need to decide whether to forward it (if



Part
B
|20.2

670 Part B Core Networks

its output port is available), drop it (if the output port is
not available), reroute it, or allow preemption of some
kind. The possibilities and trade-offs here are similar
to those in electronic networks and circuit switching
networks (e.g., dynamic alternate routing). Depending
on the capabilities of the hardware, several scheduling
policies are possible [20.20]; for example, the literature
has described algorithms that delay bandwidth reserva-
tion, or just-enough-time (JET) [20.2], efficiently using
voids between control packets and their bursts to sched-
ule other bursts that are able to pass through in that
interval. Other alternatives use immediate reservation,
or just-in-time (JIT) [20.21], reserving bandwidth for
a burst once its control packet arrives. These two can
be thought of as two extremes of a spectrum that trades
off implementation complexity against bandwidth uti-
lization efficiency and illustrate how an OBS network
may be built from a variety of heterogeneous opto-
electronic technologies in different states of maturity.
OBS schedulers can thus be effectively implemented in
practice; prototypes have already been created in field-
programmable gate arrays (FPGAs) [20.22].

If the scheduling process does not find an available
output for a given burst, the simplest option is to drop
it, either fully or partially [20.23]. Other options are to
use alternative routes [20.24, 25], or to convert the burst
wavelength to another one that is free if the network fea-
tures that capability [20.26, 27]. If fiber delay lines are
available, they can be used as well to reduce the likeli-
hood of burst drops [20.2, 28]. In general, dimensioning
tools can be readily used to configure the network to at-
tain a given target for the loss probability [20.29]. If an
alternate route can be identified and is available, mul-
tipathing may be used. As always with multipathing,
reordering may occur, but higher-layer protocols such
as TCP can take care of this: The specific combination
of the OBS network and application will thus dictate
whether multipathing is a reasonable option.

The behavior when dropping bursts because out-
puts are busy is very different from what happens in
electronic networks, where buffers are used to store
that data. As an OBS network does not have buffers,
the associated scheduling and queuing issues are moot.
Losses are unavoidably higher; to compensate them
and offer a lossless service to applications, conges-
tion control algorithms running at the OBS edges can
be used [20.11–13]: These algorithms can match and
outperform the throughput and flow completion time
of applications running on top of equivalent packet
switching networks with the same topology and link
bit rates. This is a result of the low-delay characteris-
tic of bufferless networks, which allows compensation
of their a priori higher losses.

Quality of Service
Quality-of-service (QoS) issues can also play a role
in the scheduling of OBS bursts [20.2, 30]. As in
electronic networks, there are many possibilities, e.g.,
high-priority traffic preempting lower-priority bursts,
high-priority traffic being reserved a given number of
channels between nodes, etc. For some QoS algorithms,
QoS information may need to be available inside the
control packet to allow the control plane to explicitly
know the QoS level associated with each burst and
thus determine whether preemption or any other pos-
sibility is allowed. Some QoS schemes [20.31] modify
the offset time between a control packet and its burst,
in such a way that longer offset times lead to higher
probabilities of the burst’s not being blocked inside the
OBS nodes. Other QoS schemes, such as segmenta-
tion, combine packets with different QoS levels inside
a single burst [20.32–34], using burst preemption in
ways that lead to a higher probability of losing pack-
ets towards the end of a given burst; in these schemes,
lower-priority packets are thus placed towards the end
of bursts. In general, multiple options [20.35] are avail-
able if QoS requisites need to be explicitly managed
inside the OBS network. Thus, it is possible to fine-
tune [20.36–39] the loss probabilities, and thereby the
end-to-end delay at zero loss, of the different classes
of traffic that pass through the OBS network. Options
such as differential pricing are also available to control
performance in the framework of utility maximiza-
tion [20.40].

As a result of the above, OBS can directly support
useful QoS architectures, e.g., the Internet Engineering
Task Force (IETF) differentiated services (DiffServ) ar-
chitecture [20.41], whose techniques are broadly avail-
able and counted on by many network providers. Pro-
tocols such as the session initiation protocol (SIP) that
are used to create session-oriented applications can also
be used effectively across OBS [20.42]. The practical
advantages of OBS in terms of avoidance of opto-
electronic conversions jointly with the possibility of
fine-tuning its parameters also make it attractive for use
in space-constrained deployments, e.g., onboard net-
works in satellites [20.43].

20.2.4 Energy Savings Compared
with Electronic Networks

The basic idea of OBS is to aggregate as much data as
possible at the edge of the network before sending it out
in a single burst towards the destination. This burst is
preceded by a given amount of time by a special control
packet that contains routing information for that burst;
this control packet will undergo electronic processing in
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the intermediate switches in order to guide their control
planes in the management of the optical switch itself.
Thus, we have:

1. Total avoidance of electronic processing for the
burst, which crosses each OBS switch in entirely
optical form.

2. Usage of electronic processing for the control
packet, in order to avoid the hurdles associated with
all-optical processing of information.

For a given amount of data A (bit) in the burst and
a given amount of data B (bit) in the control packet
needed to direct the forwarding process, OBS processes
electronically an amount B=.ACB/, allowing a fraction
A=.ACB/ of all the passing information to cut through
the switch in optical form. Obviously, in order to maxi-
mize A=.ACB/, one must minimize B.

The control packet, with a size of B bit, contains the
routing information for the burst. Assuming an OBS
network with N egress nodes and a fixed-length field to
encode that destination, we can estimate B� log2.N/;
for example, in a 1024-node OBS network, one needs
CD 10 bit in the control packet dedicated to routing
information. This would be a bare minimum, and in
practice it would probably be advantageous to have
a field to indicate the protocol being carried by the
control packet itself, for example, to manage the ad-
dress resolution protocol (ARP). A second field for
the source address is common as well in many net-
work technologies, to facilitate operations. Common
network technologies illustrate these possibilities: For
example, in the LAN arena, the ubiquitous 802.3 spec-
ification [20.44] uses a 48-bit field for the destination
address and another for the source address, with 16 bit
for the protocol carried in the payload. These addresses
by convention encode the network interface card (NIC)
manufacturer in the first three bytes, with the remain-
ing three reserved for the address itself. Assuming that
the OBS network uses a similar scheme, this would
mean that the network can connect more than 16million
nodes. In practice, LAN networks are much smaller, of-
ten only connecting a few tens or hundreds of nodes at
most. The same holds for MANs or WANs belonging
to the same administrative entity, e.g., an autonomous
system (AS). In the WAN arena for networks encom-
passing different ASs, the Internet at large as supported
by IPv4 can directly address up to 4 billion nodes, with
32-bit address fields.

These examples clearly indicate that control pack-
ets can easily be limited to a few tens of bytes without
any particular hindrance to their expected functional-
ity. Assuming that we use 8 byte for the address of the
destination, another 8 byte for the address of the source,

2 byte for the protocol, and 2 byte for reserved purposes,
this would lead to extremely versatile 20-byte control
packets.

Let us focus now on the size of the optical payload,
A: If the burst consists of a single 1500-byte Ethernet
maximum transmission unit (MTU)-sized frame (i.e.,
with no aggregation of several frames in the burst),
the fraction of electronically processed data among all
the information sent via the OBS network would be
20=.1500C 20/D 1:3%. If the payload were a single
TCP acknowledgment (ACK) packet with a size of
40 byte, that fraction would be 20=.40C 20/D 33%.
If the network workload consisted exclusively of these
two kinds of packets appearing in the same propor-
tion as each other (which is a reasonable approximation
in practice [20.45]) and no aggregation happens in the
OBS network edge, the fraction of electronically pro-
cessed data would be 40/1540, i.e., close to 2.6%. Thus,
even without any packet aggregation in the OBS ingress
nodes, OBS can directly lead to a decrease of 97% in
energy costs associated with electronic conversion.

As explained above, the proportion of data being
processed electronically in OBS switches can be de-
creased even more from the previous 2.6% figure by
taking advantage of the bursty nature of many applica-
tions, and of the effect of network buffers on nonbursty
sources of data: Whenever a smooth, nonbursty source
of data encounters a busy link in a switch/router and
is thus enqueued in a buffer feeding that link, the data
will join the rest of the data buffered there, plus the data
being sent, inside a bigger burst; this bigger burst will
be made even bigger by the data that will arrive while
it is being sent. In other words, buffers make network
traffic burstier at their outputs than at their inputs: If the
OBS network is fed by conventional networks, the traf-
fic arriving at the OBS ingress nodes can be expected
to be a burstier version of the traffic that was generated
by the applications due to the mere presence of buffers
upstream from the OBS network, and this happens in-
dependently of whether the end applications generating
the traffic are themselves bursty [20.12, 13].

In addition, end applications are often bursty. For
example, web servers often act in a reactive manner,
responding to requests with replies that often contain
large files, but being silent the rest of the time due to
browsing habits. In another example, video codecs are
often designed in a way that concentrates data in defi-
nite moments in time, e.g., with Moving Picture Experts
Group (MPEG) compression.

Moreover, protocols such as TCP, used pervasively
in the Internet, often impose bursty characteristics on
the data being sent by their applications due to the
effects of congestion control algorithms implemented
inside those transport protocols. For example, TCP
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Reno and its many variants maintain a window that in-
dicates the maximum amount of unacknowledged data
that they are allowed to have in flight; if that amount is
reached, they cannot send more, even if the application
is sending data to TCP. Then, when acknowledgments
(ACKs) arrive, a corresponding amount of buffered data
is sent in a burst, in addition to any excess data allowed
to probe for additional bandwidth.

In practice, all of these factors mean that appli-
cations often have bursty patterns, which are often
amplified by the congestion control algorithms inside
TCP, which are then also amplified by the existence of
buffers inside electronic network switches. Such traf-
fic is then fed to the OBS network. Many packets thus
enter the OBS ingress nodes close to each other, and
many of then will need to be sent to the same OBS
egress node, either because they share the same final
destination outside the OBS network or because that
OBS egress node leads towards their respective final
destinations. As the OBS network only needs a single
control packet to route an entire burst of packets that
share the same OBS egress node, the proportion of data
that needs to be processed electronically in the interme-
diate OBS switches decreases correspondingly: Let us
assume that bursts mix in the same proportions 1500-
byte and 40-byte packets, and thus the average packet
size is 770 byte. Then, if an OBS burst carries ten pack-
ets on average, the electronic processing in OBS can
be estimated as 20=7700D 0:26% of the amount pro-
cessed by an equivalent electronic network. Figure 20.1
plots this ratio as a function of the average number of
constant-sized packets. In practice, once the burst car-
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Fig. 20.1 Percentage of data processed electronically in an
OBS network compared with the amount processed in an
equivalent electronic network. The workload is assumed to
be 50% 1500-byte packets and 50% 40-byte packets

ries more than a handful of packets, the total amount
of electronic processing becomes negligible compared
with the total amount of information flowing through
the entire network.

In summary, OBS networks managing conventional
traffic can be expected to reduce the energy spent in
traffic processing to less than 3% of the original value.
As most realistic traffic conditions are bursty due to ap-
plication behavior, congestion control algorithms, and
buffers in electronic networks, this 3% figure can rea-
sonably be expected to become even smaller.

20.2.5 OBS Applications

OBS, as a network technology that takes advantage
of statistical multiplexing, is a natural fit for any kind
of environment where sources are bursty and where
it is not economical to use dedicated end-to-end cir-
cuits for all end user/application pairs, as testbeds have
shown [20.46–49]. This section discusses some relevant
scenarios where OBS is an obvious fit to improve per-
formance.

Local Area Networks (LANs)
LANs in need of large bandwidths are an obvious field
of application of OBS due to the high bit rates al-
lowed by optical transmission and their usual energy
consumption constraints [20.11]. This is often the case
for massive datacenter LANs, especially those where
there is a strong need for delay-bounded services, such
as those hosting the back-ends for interactive services.

An illustrative scenario of this kind would be a da-
tacenter that manages the back-end of search engines
that rely on massively parallel and distributed applica-
tions. For example, MapReduce applications and their
derivatives often exhibit such behavior: When a data-
center gateway for a search engine receives a petition
for a given search, a multitude of queries are transferred
over the datacenter network towards internal nodes that
are likely to host relevant information about the query.
Then, after a given time, all those nodes will relay
whatever relevant information they could find in their
local resources towards another node or nodes that will
combine all the information before creating the final re-
sponse towards the external user. All these processes
lead to bursty traffic patterns per query. The datacen-
ter workload consists basically of the superposition of
many of these groups of flows. As explained above,
OBS is especially effective at handling bursty traffic
due to its leverage of statistical multiplexing, and as
it allows most electronic processing to be bypassed,
it benefits the performance, footprint, and energy con-
sumption of the entire network.
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Metropolitan Area Network (MANs)
MANs also have an ever-growing need for high data
rates at low delays in order to manage data traf-
fic of most kinds, thus being a suitable scenario for
OBS [20.12, 13]. A relevant example here are the appli-
cations proposed in the context of 5G networks. Many
such applications follow a pattern dictated by the geo-
graphical coverage of the MAN; for example, consider
a metropolitan area that uses a 5G network to ob-
tain sensor data from a multitude of points scattered
throughout the area (for example, real-time traffic and
weather conditions at all the intersections of a large
city) to then send them to a central controller in charge
of processing that data and sending back a series of
commands to multiple actuators across the city (for ex-
ample, traffic light pattern changes or summoning of
city services). These applications are currently the fo-
cus of a great deal of attention due to the penetration
of cloud computing services in city management. The
traffic is expected to be bursty due to the nature of sen-
sors, which often concentrate their activity in a few
intervals, being silent the rest of the time. Technolo-
gies such as circuit switching have been used in the
past for similar deployments, but circuit switching does
not scale easily, in terms of either cost or deployment
constraints. OBS, on the other hand, is an ideal match
for this kind of scenarios due to its high bit rates and
effective use of statistical multiplexing. Another im-
portant practical advantage of OBS here is that OBS
switches have a priori lower power needs than their
electronic counterparts, since they do not need buffers
to manage optical data while providing high through-
put and low delay to applications; thus, OBS switches
can achieve smaller footprints, less power consump-
tion, and lower cooling needs than electronic nodes.
This allows OBS nodes to fit more easily than elec-
tronic ones into environments where space is critical
(e.g., cabinets in difficult-to-reach places across a city
or building).

Wide Area Networks (WANs)
WANs are often created by point-to-point links be-
tween routers. These links are also usually created by
circuits over an underlying circuit-switched optical net-
work rented from a transport network operator. For the
transport network operator, OBS introduces the possi-
bility of doing away entirely with circuits, thus shifting
its portfolio towards a packet-switching approach that is
uses bandwidth more efficiently than a circuit-switched
one. These OBS WAN providers would simply need to
implement suitable congestion control algorithms at the
ingress/egress points of the OBS network: The net re-
sult would be zero-loss service at higher throughputs
and lower delays than electronic counterparts.

20.2.6 Performance of OBS

OBS networks are targeted at offering high bit rates,
low latencies, and low losses to applications. The state
of the art is presently dominated by electronic packet
switching (EPS) networks, which, like OBS, use statis-
tical multiplexing to share network resources efficiently
among many bursty applications. From a high-level ar-
chitectural point of view, an OBS network resembles
an EPS network, save from the fact that all-optical
transmission is used for data bursts and thus electronic
processing is greatly minimized in the network core,
and from the fact that OBS switches will not necessar-
ily feature any kind of buffering for bursts, be it optical
RAM, fiber delay lines, or optoelectronic conversion
to buffers in the electronic domain. To counter the
contention losses that happen due to this bufferless be-
havior, congestion control and retransmission should be
used at the edges of the OBS network, leading to zero-
loss service across the OBS core. In these conditions,
and without the need to have any special kind of rout-
ing/switching algorithm specific to OBS inside the OBS
switches, OBS can match and outperform the applica-
tion throughput and end-to-end latency offered by EPS
in important scenarios. As an illustration, Figs. 20.3
and 20.5 plot the performance that OBS achieves com-
pared with EPS in two scenarios that have already been
studied in related work [20.11–13]:

1. A datacenter LAN (Fig. 20.2) with 128 nodes in-
terconnected by a fat tree with three levels of
switches. This datacenter runs a MapReduce work-
load that models the behavior of applications where
many entities are constantly being used to collab-
orate in the search for information (e.g., search
engines). In this case, Fig. 20.3 plots the through-
put – defined as the size of flows divided by the
time it takes for all of them to be transferred with
zero losses across the network – of a case with
1000 flows in the MapReduce application; details
about the workload itself can be found in [20.11].
Three cases are considered: OBS where an op-
timized congestion control algorithm (TCP SAW
(stop-and-wait) [20.8]) is used, OBS where a con-
ventional congestion control algorithm (AIMD,
additive-increase-multiplicative-decrease) is used,
and a conventional electronic network with conven-
tional congestion control (AIMD). It is clear that the
electronic network is clearly much better than the
OBS network with conventional congestion control;
however, OBS with optimized congestion control
clearly outperforms the electronic network.

2. AMAN (Fig. 20.4) in the context of a 5G application
where a multitude of nodes scattered across a city
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Fig. 20.2 Datacenter LAN: topology (© 1990 IEEE. Reprinted, with permission, from [20.50])

aggregate data from many sources and then send
these data continuously to a central node that acts as
a service planner (e.g., for traffic optimization across
a geographical region). Figure 20.5 plots the average
throughput per flow, defined as the size of the flow
divided by the time it takes to finish transmission at
zero losses, for the cases ofOBSwith TCPSAW, and
electronic networks (EPS) with two choices of con-
gestion control: SAW and SACK (an optimized ver-
sion of AIMD) and with two different values of the
buffers available inside the electronic switches; de-
tails about this scenario can be found in [20.12].Note
that the electronic network offers better throughput
than OBS when there are few flows and if the elec-
tronic switches have large buffers; however, the rela-
tive performance of OBS improves as the number of
flows increases, and after a given point OBS outper-
forms the electronic network. This behavior is also
found in per-packet delay metrics (refer to [20.12]
and references therein for more details).

OBS network, SAW
OBS network, AIMD
Electronic network, AIMD
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Fig. 20.3 Datacenter LAN: through-
put performance of OBS in three
cases: Sources that use an optimized
congestion control algorithm (SAW),
sources that use conventional con-
gestion control (AIMD), and sources
using conventional congestion control
in a conventional equivalent electronic
packet switching network (Adapted
with permission from [20.11], The
Optical Society (OSA))

These results assume that OBS bursts consist of
single packets, so they do not take into account the opti-
mizations that result when combining several packets in
each burst. Scheduling is as simple as possible: Route
to the desired port if available and drop otherwise. Even
with this remarkably simple implementation, it is clear
that OBS easily matches and often outperforms EPS.

It is interesting to point out that another technol-
ogy that has also been proposed to leverage all-optical
technology to replace EPS in environments such as dat-
acenters is optical circuit switching (OCS), due to the
relatively mature and low-cost nature of OCS switches.
OCS, as with all circuit-switching techniques, is based
on end-to-end resource reservation, preventing any
given flow from accessing resources that have already
been allocated for other flows (the term OCS, as used
here, encompasses a broad array of techniques whose
common denominator is that they are based on resource
reservation, including ones such as optical flow switch-
ing (OFS)). The literature has described multiple OCS
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varieties, but they all share this end-to-end reservation
philosophy. As a consequence of it, flows that arrive at
the OCS network edge may be momentarily blocked if
resources are not available, being either delayed while
waiting for them, or dropped. This behavior contrasts
with the statistical multiplexing behavior found in OBS,
which takes advantage of the bursty nature of many data
applications, and leverages the fact that many data ap-
plications and transport protocols have not been created
with a circuit-switched behavior in mind (i.e., detection
of blocking events followed by reattempts, or equivalent
alternatives) but rather with a best-effort behavior (i.e.,

some packets will make it across the network, some will
not, while some transport protocol, usually TCP, will
likely be used to recover the missed ones). OCS can in
theory be a reasonable alternative to EPS when applica-
tions can be modified to adapt to it or it is transparently
applied to flows, and the amount of data to be sent is
much larger than the time that the OCS network takes
to set up a circuit. However, the large bit rates of optical
networks play against OCS, since most flows in current
networks, even most large flows, usually take very little
time to be transmitted at the Gb=s or higher rates found
in optical networks, thus OCS circuit management al-
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Fig. 20.6 Datacenter LAN: performance of OBS compared with an equivalent optical circuit switching network; 100
files of constant size transmitted in each experiment (Adapted with permission from [20.14], The Optical Society (OSA))

gorithms need to be especially fast to be much faster
than those times: Unfortunately, no practical algorithms
have been demonstrated that allow anything like that in
complex networks with more than a few nodes.

As an illustration of these matters, Fig. 20.6 plots
the performance of OBS versus OCS in a variety of
networks (small and large rings, small and large hy-
percubes, and small and large fat trees) representative
of datacenter networks, managing a MapReduce work-
load; details can be found in [20.14]. Figure 20.6 plots
the throughput of the distributed application as a func-
tion of the number of flows in each MapReduce cycle.
As seen here, OBS is much better than OCS at han-
dling the application flows. This holds across the entire
range of file sizes, even for very large flows, i.e., those
that are often described in literature as well suited to be
managed by OCS rather than by packet-switching alter-
natives such as OBS.

20.2.7 Implementation Issues

OBS networks, as with other all-optical network tech-
nologies based on packet switching, need fast optical
switches to be able to work effectively. These switches
are in general composed of an electronic control plane
processing the control packets and of an all-optical
switch that will manage the data bursts.

In contrast to electronic packet switches, there is no
practical optical RAM available, so OBS switches may
be equipped with banks of fiber delay lines, devices that
offer fixed delays to bursts in order to control collision
probabilities, or with opto-electro-optical (O/E/O) con-
verters to transfer temporarily to the electronic domain
the bursts that would otherwise be lost due to con-

tention. In the absence of these devices, or in addition
to them, sophisticated schedulers can be implemented
in the electronic control plane, taking into account mul-
tiple routing possibilities, if available, towards a given
destination, similarly to what happens in electronic
networks. In general, all these technologies have the po-
tential to increase the flexibility of the OBS network
when dealing with congestion. However, as we saw
above, buffering is not needed at all to adequately con-
trol losses, as totally bufferless all-optical switches have
much lower end-to-end delays than equivalent elec-
tronic switches precisely due to the absence of buffers:
Congestion control algorithms running at the network
edge are able to effectively leverage this trade-off, al-
lowing the compensation of the higher packet losses
inside the network with faster reaction times. This is
enough to overcome the effect of the packet losses, al-
lowing the OBS network to transfer in an end-to-end
fashion flows at zero losses, at lower delays, and at
comparable or higher throughputs than competing elec-
tronic packet switching networks. Moreover, there is no
need for complex scheduling schemes either inside the
OBS nodes: The results shown above use the simplest
strategy possible: Forward to the desired port if it is
available, and drop otherwise.

As there is no need for buffering or complex
scheduling algorithms, the most critical part of an OBS
switch is its switching element. Currently, several tech-
nologies are available to manufacture OBS switches,
and they feature switching times in the range from
ps to ns [20.10]. For comparison, a 100-byte burst at
100Gb=s lasts 8 ns, a 1-kB burst 80 ns, and a 10-kB
one 800 ns. The number of ports in OBS switches is
also important in practice: Prototypes with sub-�s la-
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tencies have been developed with a handful of ports,
usually from two to eight. These sizes are still small
compared with equivalent electronic switches, but they
are already suitable to implement important and robust
network topologies with low node degrees. For exam-
ple, existing switch prototypes may already be used
to implement useful MANs, where ring topologies are
prevalent due to cost advantages when deploying links
across a city: Scenarios such as 5G applications can
thus directly benefit from them. Datacenter networks
making use of hypercubes or other similar topologies
can also be effectively implemented with already exist-
ing switch prototypes.

The OBS network also needs ingress nodes in
charge of assembling bursts from packets that share an
OBS egress node in the OBS network, and to run the
edge-to-edge congestion control algorithms that allow
burst losses to be overcome. These activities take place
entirely in the electronic domain, so current technology
may be used here without the need for any significant
technological development.

Finally, OBS transmission can reuse the physical
layer (PHY) characteristics that already exist in elec-
tronic networks with optical transmission, or in any
one of the proposals created for any optical packet
switching technology [20.13]. Thus, no significant tech-
nological changes are needed to implement the PHY
part of OBS edge nodes.

20.2.8 Conclusion for OBS Technology

OBS is an effective replacement for current conventional
electronic networks with high-bit-rate transmission, es-
pecially in those environments where energy efficiency,
application performance, or equipment footprint are
critical. The key advantage of OBS is the simplicity and
energy efficiency of all-optical switches due to their lack
of need for buffers. OBS networks can easily match and

outperform equivalent conventional electronic networks
in terms of important application performance metrics,
viz. throughput (and conversely flow completion time)
at zero losses, and end-to-end delay.

OBS, as with all packet switching technologies,
leverages statistical multiplexing and thus avoids the re-
source inefficiencies of circuit switching technologies.
It offers good implementation feasibility, since all net-
work elements needed to set up a practical network
have already been successfully demonstrated; this is in
contrast to the equipment needed by other all-optical
options that try to exactly replicate the architecture of
electronic packet switching networks in the all-optical
domain.

OBS switches are in addition very simple from an
architectural point of view: As they do not need buffers
for the data that cut through them, they do not need any
complex scheduling/queuing scheme either. The only
electronics they need are those in charge of process-
ing the control packets, and this is a negligible part of
the corresponding load in equivalent conventional elec-
tronic networks. This naturally makes OBS a robust
network technology.

An OBS network in the path of a given flow
presents itself to that flow as a virtual single hop in that
path, with zero loss by virtue of the congestion con-
trol algorithms controlling the end-to-end transmission
across the OBS network. This virtual hop features better
throughput and delay characteristics than an equivalent
hop across a conventional electronic packet switching
network, and with considerable energy and footprint
advantages. This makes OBS an extremely well-suited
candidate to effectively introduce very high bit rates
into environments where these are difficult to introduce
or manage due to environmental concerns (e.g., 5G
deployments in space-constrained situations) or where
energy consumption is important (e.g., massive data-
centers).

20.3 Optical Packet Switching: Concept and Technology

The evolution of optical technologies, including re-
search on all-optical variants such as OBS and OPS, is
better understood in the broad context of the growth that
information and communication technologies (ICT)
have experienced over recent decades. ICTs were given
a strong boost during the Cold War as a strategic asset
for the defense of countries. As the Cold War ceased,
commercial interests took the helm in the development
of ICTs, creating the modern Internet. The following
text recalls several key points that provide understand-
ing of how optical technologies fit into the global ICT
context.

20.3.1 Network Evolution Since 1990

Until the 1990s, optical synchronous transmission sys-
tems such as synchronous optical networking (SONET)/
synchronous digital hierarchy (SDH) systems domi-
nated telco networks. These systemswere used to create
end-to-end circuits between pairs of nodes. These cir-
cuits mainly supported telephony, the main cash cow
of the times. Then, telco operators started preparing for
the foreseeable emergence of enhanced services such as
video telephony and data. These new services had band-
width needs that were variable, and often higher than
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voice. Telco networks were expected to manage both
voice and enhanced services. To address this hetero-
geneity, the telco industry decided to implement a packet
switching layer, either on top of existing synchronous
lines or on raw ones. This packet switching layer was
called asynchronous transfermode (ATM).Negotiations
in the telco sector led to the usage of relatively small
ATM packets called cells, with a 53 byte size, viz. 5 byte
for the header and 48 byte for the payload, lasting 42.4 ns
at 10Gb=s. This small size was targeted at limiting po-
tential jitter encountered by high-priority traffic sharing
non-preemptive queues with low-priority traffic. This
small packet size also led to stringent requirements on
processing of headers. At 10Gb=s, for a 32� 32 ATM
switch, header processing must take less than 1325 ns
if all lines are busy. At 100Gb=s, the processing of
each header must be done in less than 132 ps. Although
promising, ATM technology was abandoned due to its
being too late to be useful: By the time it matured, packet
switching implemented directly over SONET/SDH was
already a better alternative, and the option of remov-
ing SONET/SDH entirely and using hop-by-hop routing
entirely under the packet switching layer was also a re-
alistic possibility due to the advancement of Internet
protocol (IP) routing technology.

Mid-1990s: The Internet Enters
the Public Domain

In the mid-1990s, IP networks experienced tremen-
dous growth due to investments from service providers.
Many of these providers would later go bankrupt during
the dot-com bubble burst in 2000, but the infrastructure
they deployed was extremely useful for the devel-
opment of the Internet. Services such as voice that
were traditionally operated over SONET/SDH started
to appear over IP. IP providers had experience with
nonsynchronous LAN networks that were very effi-
cient, such as Ethernet. IP routers in the MAN and
WAN arenas often had to rely on synchronous telco
systems, but improvements in transmission technolo-
gies led to the progressive usage of technologies that
were previously limited to LANs, in the MAN arena,
and later in the WAN arena. Economies of scale with
these transmission technologies, and the Internet bub-
ble, led to the progressive decline of SONET/SDH in
favor of packet over fiber. This change ended up being
so drastic that the roles of packet switching and cir-
cuit switching ended up being reversed: While initially
packet switching networks were intended to use the
services of the underlying circuit switching networks
(e.g., by means of ATM over SONET/SDH), in the
2000s it was the circuit switching networks that ended
up using the packet switching networks that formed

the main infrastructure of network providers, e.g., by
means of multiprotocol label switching (MPLS) over
IP. Packet switching networks established themselves
as a fundamental technology across the entire range
of communication networks: From the access segment
(e.g., asymmetric digital subscriber line (ADSL)) to
LANs (mainly with the dominance of Ethernet), to the
MAN and WAN segments.

WDM: A Key Technique to Increase Capacity
Optical transmission technology was the only reason-
able choice for high-bit-rate, long-distance transmis-
sion due to its advantages in terms of available band-
width and noise resistance. WDM technology, which
allowed the creation of multiple parallel links in a sin-
gle optical fiber, soon allowed a further increase in
the available bandwidth of each fiber. Research into
WDM technology evolved fast, and by the 1990s,
erbium-doped fiber amplifiers (EDFAs) became a key
element of submarine transmission systems, since they
could replace batteries of O/E/O regenerators needed
for the successful operation of long-distance links. As
a result, in the mid-1990s, WDM systems were being
deployed for both long-haul terrestrial transmission sys-
tems and submarine transmission systems. TheseWDM
networks allowed the easy creation of independent net-
works inside a global network of nodes, which were
then leased to different network providers to implement
their services in such a way that the traffic from one did
not impact the traffic from the others.

Early 2000s: OADMs Introduce Optical
Switching

Wherever packet data transmission was optical, it made
sense to also use optical technology inside the nodes
that forwarded the traffic. Available packet switching
technology was however only electronic, not optical.
Electronic switching needs complex systems to trans-
form traffic from optical to electronic and vice versa,
and are power hungry. Thus, research into the develop-
ment of optical packet switches was intense; however,
the emulation of electronic systems, such as memo-
ries and processors, in the optical domain turned out
to be very difficult. In the early 2000s, the complexity
of high-connectivity optical packet switches pushed the
scientific community to explore simpler systems such
as add/drop multiplexers (ADMs), which although not
as versatile as optical packet switches, offered a good
trade-off between performance and practical implemen-
tation. In this way, the 2000s were the era of ADMs,
which operate at the wavelength granularity, and can
provide connectivity directly in the optical domain and
in a quasistatic way.
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2010s: The Arrival of Cloud Computing
In the 2010s, the cloud concept appeared, leading to the
concentration of huge quantities of information in a net-
work of datacenters, with a corresponding pattern of
communication between those datacenters and the end
users of their data. These end users were often located
in Internet service provider (ISP) access networks. The
main objective of cloud computing was to limit depen-
dencies on local storage and local processing, greatly
facilitating the development and usage of applications
by end users, who did not have to overly worry about
their local computers when using high-performance
and/or data-intensive applications. Although the cloud
creates new problems, including important security-
related ones, it has been a powerful driver of the
development of many current popular services of the
Internet (search, social networks, storage, and virtual-
ization) and has led to a huge growth in the datacenter
sector. These applications are data intensive and usu-
ally interact with humans, and thus are also latency
sensitive. As a result, optical technology, which was
previously geared towards MAN/WAN but not LAN
scenarios, made significant inroads into the LAN arena.
Economies of scale followed, and nowadays, optical
LAN technology is a serious contender with electronic
LANs in most deployments. Thus, the main use case for
electronic transmission in wired networks is the last hop
to user computers in LANs. Aggregation links in LANs,
MANs, and WANs have thus embraced optical packet
technology for transmission. Optical packet switching
is the last issue remaining for an arguably all-optical
end-to-end path in the global, nonwireless Internet.

20.3.2 Optical Packet Switching:
Taxonomy and Research Directions

Optical Packet Switching: Taxonomy
Optical packet switching (OPS) describes a large do-
main from components to systems and networks. By
optical technology in ICT, we understand all technology
exploiting light for different applications: transmission,
processing, and switching. The packet dimension can
be assimilated to a virtual circuit or to a noncon-
nected technology such as the IP. However, in all cases,
a packet means a small quantity of data limited in
number of bits or in time, and interleaved with other
data that could have different sources and destinations.
Switching is the technology used to switch physically
the information from one input port to one output port
of a matrix of connections. So, we could define OPS
technology as a technology able to switch a quantity of
data limited in number of bits or in time, directly in the
optical domain. In the terminology of OPS technolo-

gies, packet describes a technology that must switch in
the range of ns or below, and not ms or higher.

Although there is no ambiguity regarding the terms
switching and optical, one must define more precisely
what a packet is. In classical packet technologies, there
is a limited number of bits: up to 1500 byte for Ethernet,
up to 64 kB for IP, and 53 byte for ATM cells. So, gener-
ally, a packet is defined by two main fields: the header
and the payload. The header contains the information
required to switch the packet at packet switches, while
the payload includes the data to transport. So, one can-
not dissociate the payload of the header, since it forms
the packet structure. In optics, we may have different
structures for a packet, since we want in some case to
separate the header from the payload. This is particu-
larly required when the payload has to cross a node
transparently and we do not want to have to demodu-
late the whole packet structure to read only the header.
The decorrelation of these two fields is particularly in-
teresting when we want to decorrelate the bit rate of the
payload from the bit rate of the header to offer trans-
parency at the bit rate level or at the modulation format
level without impacting the scheduling. The different
structures of packets (Table 20.1) are now described:

� Structure 1: Payloads including native packets with
in-band headers. However, the demodulation in the
electronic domain of both the payload and header
has reduced interest in this structure for optical
switching. This pushed the community to study op-
tical label switching (OLS) technology in the 2000s.
If one does not want to demodulate the payload, the
header must be processed directly in optics. This
last technique, still under investigation, creates pres-
sure in terms of optical processing and indirectly on
the maturity of optical integration.� Structure 2: Payloads including a burst of native
packets and an out-of-band header sent in advance
of the payload. This was the case for optical burst
switching (OBS) technology [20.2]. The objective
of this technology was to anticipate contention in
the switches by sending the headers in advance
to prereserve resources and solve the contention
when the payloads arrived. This technique has been
widely investigated in the scientific community,
where the main objective was to eliminate optical
buffers from optical switches while offering accept-
able burst loss ratios.� Structure 3: Payloads including a burst of native
packets and out-of-band headers transported on
a separate channel but synchronously to the pay-
loads. The packet is then split into two physical
channels: the channels transporting the payloads,
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Table 20.1 Different structures for optical packets

OPS
optical packet
switching

OBS
optical burst
switching

OLS
optical label switching

OSS
optical slot switching

WSS
WDM slot switching

Concept

Packets

Header attached
to the playload

DATA bursts

Headers

Header

Payload

DATA slots

Headers

DATA
slots

Headers

Pros Performance with fixed
sizes

Separation of the data
plane

Performance with fixed
sizes

Performance/efficiency
Real transparent con-
cept

Performance/efficiency
Any to any
Simple system

Cons Need for a lot of RX to
detect the headers

Management of voids
Synchro between DP
and HP

Optical label process-
ing limited

Need for tunable lasers
and tunable filters

Need WDM TRX

OPS
optical packet
switching

OBS
optical burst
switching
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optical label switching
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optical slot switching
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WDM slot switching
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Packets
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to the playload

DATA bursts

Headers

Header
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DATA slots

Headers
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Headers

Pros Performance with fixed
sizes

Separation of the data
plane

Performance with fixed
sizes

Performance/efficiency
Real transparent con-
cept

Performance/efficiency
Any to any
Simple system

Cons Need for a lot of RX to
detect the headers

Management of voids
Synchro between DP
and HP

Optical label process-
ing limited

Need for tunable lasers
and tunable filters

Need WDM TRX

and the channel transporting the headers. This tech-
nique offers the advantage, through full decorrela-
tion of the headers and payloads, of making the
system independent of the bit rate or the modula-
tion format of the payload, while maintaining the
bit rate of the header channel at a low value. The
payload can then cross the node transparently while
being controlled using a control channel that trans-
ports headers that are synchronously demodulated
to route the payloads dynamically. In the last ver-
sions investigated, the optical slot switching (OSS)
technique was proposed to minimize the insertion
delay while guaranteeing fairness between nodes.
A slot rhythm is mandatory to guarantee synchro-
nization between the payloads and headers.� Structure 4: This packet structure is very close to
the previous one. The only difference is that the
payload can be encoded over different wavelengths.
We call it WDM slot. One advantage of introduc-
ing the WDM dimension into the packet structure
is that the bit rate can be accelerated in the op-
tical domain while keeping the frequency at low
values in the electronic domain. A second advan-
tage is that the system managing the pass-through
traffic can be dramatically simplified. A third ad-
vantage is that broadcasting techniques can be im-
plemented very easily, since a network of N optical
packets (in the case of POADMs (packet optical
add/drop multiplexer)) is transformed into a net-
work managing only one packet but encoded over
N wavelengths. Since this technique impacts the
spectral efficiency, a WDM slot is more adapted to
networks close to the access part, since the fiber
is large enough to transport the required capacity.
However, this technology could be also envisaged
in the backbone, since its lower spectral efficiency

optimization could be compensated by a gain in net-
work efficiency thanks to the adoption of packet
granularity.

Key Components Investigated for OPS Systems
in the 1990s

As described above, in the early 1990s, OPS was fore-
seen as a promising technology for future switching
systems. Beyond classical optical components such
as optical couplers or optical connectors, six compo-
nents (Fig. 20.7) were identified as key components of
OPS systems: optical switches, fast tunable lasers, fast
tunable filters, optical gates, fiber delay lines, and burst-
mode receivers:

� The optical switch represents the central and key
element of any packet switching system. Differ-
ent technologies were investigated. One of them is
based on the use of semiconductor optical ampli-
fiers (SOAs) to switch in a very short time (typically
a few 100 ps for the SOA) at the packet rhythm.
A switch then includes optical couplers and SOAs
integrated on one chip. Other types of switches
were investigated, based on directive couplers. In
all cases, a switch must be able to switch a packet
in a short time (a few ns), with significant isola-
tion with respect to the paths in off-state and with
minimum loss (so as not to constrain the optical
signal-to-noise ratio).� Fast tunable lasers [20.51] were identified as poten-
tial components to switch data in space switches by
exploiting the tunability of lasers and tunable filters.
The objective is then to broadcast all the data to the
output ports, but select only the correct output port
for the data, a technique called broadcast and select.
The selection can be done using an active switch
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Fig. 20.7 (a) Optical switch (SOA array for the realization of a space switch) (N. Sahri et al., OFC’01,PDP OPTO+/Alcatel),
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including optical gates, with tunable filters at each
output port.� Fast tunable filters were required to support the
broadcast-and-select mechanism. When broadcast-
ing data through an optical switch, a fast tunable
filter is mandatory to select one packet at a specific
wavelength. One possible implementation of a fast
tunable filter involves the integration of one optical
demultiplexer, an SOA gate array, and one optical
multiplexer. This device is called a wavelength se-
lector [20.52].

� Optical gates [20.53], used as switches, can allow
data to cross the gate or can block the data. This de-
vice, in a space switching architecture, can be the
key element for a pure space switch. The key ad-
vantages of this component are its short switching
time (a few 100 ps for the rise and fall times at 10–
90%), high on/off ratio (generally > 40 dB), good
stability, and simple realization, making it a serious
candidate for use in many OPS systems.� Fiber delay lines [20.54] can be used as buffers to
solve the contention between two packets aimed at
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the same output port at the same time. If deflected
to the fiber delay line, packets are thus delayed to be
serialized with respect to the other packet. The con-
tention can then be solved. However, the buffering
capacity of this technique is limited, since the depth
of the buffer is directly linked to the number of fiber
delay lines and their distribution in the structure of
the buffer.� Burst-mode receivers are required to demodulate
optical packets/bursts at the reception side. Burst-
mode receivers for amplified systems must be opti-
mized to tolerate a smaller optical signal-to-noise
ratio (OSNR). Therefore, the operating points of
a burst-mode receiver for OPS systems are not the
same as for passive optical network (PON) sys-
tems. The clock recovery must be fast enough so
as not to constrain the preamble of optical packets
too much. Finally, the burst-mode receiver must be
tolerant to fast packet power variations, as in PON
systems, but with a smaller amplitude to preserve
the OSNR.

Towards an All-Optical Vision
with New Functions

The all-optical vision was a target of the early 1990s in
different research laboratories. To reach this goal, the
OPS community explored different key subsystems in-
cluding:

� OPS fabrics� Optical buffering� Optical reamplification–reshaping–retiming (3R)
regeneration devices� Optical synchronization subsystems.

OPS Fabrics. Different architectures for OPS systems
were explored. Some of them were based on pure
space switch architectures, while some were based
on broadcast-and-select techniques exploiting tunable
lasers and tunable filters. Some examples of realization
are described later on.

Optical Buffering. Different structures for optical
buffers were investigated. However, this technique was
abandoned in the late 1990s, even if some actions to
identify how to realize optical memories restarted in
the late 2010s. A set of fiber delay lines can hardly
compete with an electronic memory offering the four
basic functions of write, store, cancel, and read. Even
in the case of fixed-duration optical packets, where it
was demonstrated that the packet loss rate was accept-
able, this technology was not retained for the design of
commercial switching systems.

Optical 3R Regeneration. Optical 3R regenerators
were studied in the mid-1990s to overcome the power
budget limits of high-capacity packet switches. Optical
3R regenerators based on active elements were inves-
tigated with O/E/O or O/O/O clock recovery systems.
Different structures for all-optical 3R regenerators were
investigated. One, based on cross-gain modulation
semiconductor optical amplifiers and Mach–Zehnder
interferometers with O/E clock recovery, gave excel-
lent performance. The key point was the integration
of the device, despite initiatives such as the LASOR
project at UCSB. In 1997, a first demonstration was
carried out, with a cascade of several 3R OOO regen-
erators at 10Gb=s over 20 000 km up to 800 000 km.
Later, the possibility of exploiting all-optical clock re-
covery using self-pulsating lasers was demonstrated.
Although several demonstrations of the potential of
optical 3R regenerators over quasi-unlimited distances
were achieved, this device was abandoned in the mid-
2000s, with the emergence of new modulation formats
and forward error correction (FEC) systems.

Optical Synchronization. Optical synchronization
appeared in the late 1990s as relevant to synchronous
switching of optical packets, as performed in electronic
switches to optimize the performance of the switch.
To synchronize packet streams, two types of optical
synchronizers were investigated: a coarse synchronizer
to realign the packets in the guard band, and a finer
synchronizer guaranteeing that the distance between
consecutive packets was respected within a certain tol-
erance to avoid overlap of consecutive packets. Thus,
the first synchronizer acts at the flow level, whereas the
second synchronizer operates at the packet level. This
structure based on a set of fiber delay lines was investi-
gated in the IST DAVID project.

Revisiting the Concepts: Towards Hybrid
Systems and Networks

In the early 2000s, the European IST DAVID project
proposed to compare an OPS network with an op-
toelectronic packet switching network. The difference
between the two was that, in the hybrid model, OPS
technology was limited to the space switching and
3R regenerators. The switching capacity targeted was
2.56Tb=s. It was demonstrated that the structure of
the wavelength selector (the end device of the opti-
cal switch) could be different if one implemented an
all-optical packet network or an optoelectronic packet
switch (an optical packet switch surrounded by O/E/O
transceivers). For the all-optical node, a polarization
converter is needed in the wavelength selector to re-
affect only one polarization state to all the consecutive
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packets, before OOO regeneration. With an O/E 3R
regenerator, conventional wavelength selectors can be
adopted.

To address the problem of buffering, add/drop
multiplexer architectures were investigated in parallel.
These systems are close to an electronic technology,
since with a contention order limited to 2 and an add
port that has an electronic buffer, contention can be
properly solved as in a fully electronic systems. Add/
drop multiplexer architectures based on tunable lasers
and wavelength selectors were first investigated. In the
late 2010s, the ECOFRAME project focused only on
packet optical add/drop multiplexers (POADMs) using
optical slot switching (OSS) technology. Interesting re-
sults were obtained, demonstrating the potential of this
new technology.

Towards Simplicity
The necessity for simple systems goes hand in hand
with the identification of opportunities for the access
and metro network segments, reinforced today by the
support for cloud computing. In parallel, the lack of
commercial fast tunable lasers and the difficulties in
producing effective wavelength selectors have reori-
ented research towards simpler devices. The new goal
then became how to make the system simpler, based
on available commercial components to propose low-
cost and high-energy-efficient nodes adapted to a 5G
strategy and to support the emergence of new vertical
markets (Industry 4.0, IoT (Internet of Things), Smart
Cities, etc.). It was then mandatory to rethink the sys-
tem design to tackle this new objective. The energy is
also a key issue to solve, leading to the need to fo-
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Fig. 20.8 Evolution
path of OPS
technology: from
complexity to
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cus on eco-designed systems to target new markets in
this perspective. Figure 20.8 summarizes the evolution
of OPS technologies, from complexity to simplicity.
Note that optical flow switching (OFS) was envisaged
in the early 2000s as a potential alternative to OPS tech-
nology. OFS proposes the use of long packets (in the
range of 100ms) to support switching times for the
nodes in the range of ms, thereby creating opportuni-
ties for cross-connects in switching fabrics. However,
these systems showed some limitations in terms of
network efficiency without any satisfactory ratio strate-
gies, thus dramatically impacting the latency of each
node.

20.3.3 Optical Switching Technologies
by Network Segment

What Optical Technology in What Network
Segment?

OPS has been identified as a potential technology to
provide a solution for future packet systems and net-
works. However, the migration from circuit to packet is
not obvious due to several physical barriers. Therefore,
we need to come back to simple systems, in network
segments where this technology could be competitive
or provide new features. The following briefly describes
the directions observed and the opportunities:

� The first network segment that paid attention to
optical packets was optical access networks. Op-
tical packets are generated at the optical network
unit (ONU) level, then sent synchronously in a tree
topology. Contention resolution is solved by adopt-
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ing a centralized synchronization in order to serial-
ize the optical packets that will be transported on
the same optical fiber interconnected to the optical
line terminal (OLT). Japan was the first to pro-
pose an Ethernet passive optical network (EPON)
system to their subscribers, in June 2001. The
EPON proposed offered 1Gb=s for upstream traf-
fic and 1Gb=s for downstream traffic. PONs were
the first to propose optical packet technology in the
infrastructure of the network with burst-mode trans-
mitters at the ONU side, optical packets including
a physical header to support burst reception, and
optical burst receivers at the OLT side to be able
to receive asynchronous packet streams potentially
suffering from power discrepancies.� In the metro arena, one can distinguish access ag-
gregation and the metro core or regional metro.
Access aggregation, whose role is to aggregate
traffic from several PON systems, is identified as
the first network segment where OPS technology
could be introduced. The challenges for this net-
work segment are cost, energy consumption, and
performance. Innovative approaches have thus been
investigated to create market opportunities through
small incremental steps when compared with PON
technology. This case will be particularly discussed
in the next paragraphs. The metro core is probably
more challenging, since there is a need for a mesh
topology, imposing more complex nodes. However,
if a generic box operating in the access aggrega-
tion part had the potential for easy scalability while
supporting high bit rates and complex modulation
formats, a new technology based on OPS technolo-
gies exploiting OADMs could be envisaged.� In the 5G arena, there could be interest in the
use of OPS technologies in fronthaul/backhaul/X-
haul solutions. The need for ultralow latencies in
these network segments positions OPS technology
as a potential candidate through the exploitation
of optical bypasses in a packet mode. Machine-
to-machine (M2M) traffic, part of the Internet of
Things (IoT) and requiring multiconnectivity net-
works enabled by a packet technology, could also
be a catalyst for the adoption of OPS.� Local area networks (LANs) could be a use case
where OPS technologies could provide some ad-
vantages. Passive optical LANs (POLs) are already
envisaged in LANs. With a small step in terms of
technology, focusing on components coming from
access networks, OPS technology could offer new
solutions in line with the requirements of LANs
(low cost, high network efficiency, and multicon-
nectivity).

� In core networks, opportunities for new OPS tech-
nology are becoming less and less convincing in
areas where the stability of traffic allows use of
circuit switching. However, OPS technology could
offer new solutions for the interconnection of line
cards of high-capacity routers, making they more
compact and reliable, and with fewer optical fibers.
Here, the potential of optical technology to switch
in an ultrahigh-capacity mode by combining time,
wavelength, phase, and amplitude modulation could
be exploited in multimode and multicore fibers
inside a small switch. One example of such a back-
plane is described in the next paragraphs.� In data centers, OPS technology can find several
applications. Firstly, to balance the load in edge
routers of load balancers, an optical switch can
be used with a simple scheduler to distribute the
traffic in different line cards of the edge router.
This is a good typical example application, since
contention is automatically solved by the policy
adopted for the scheduler. A second application
case is probably the interconnection of disaggre-
gated servers, using small optical switches to realize
dynamic interconnection. Finally, OPS technology
could be used for the interconnection of top-of-rack
(ToR) switches.

Some Illustrations of OPS Testbeds
Optical ATM Switch of the RACE 2039 ATMOS Project.
The European RACE 2039 asynchronous-transfer-
mode optical switching (ATMOS) project (1991–1995)
targeted the realization of an ATM optical switch to
explore the potential of optical technologies. The op-
tical packet was an optical cell (close to 170 ns at
2.5Gb=s) including a guard band of a few nanoseconds
to absorb the switching time of the active elements of
the switch. In September 1993 at Montreux, Switzer-
land, the project demonstrated a 4� 4, 2.5Gb=s per
input ATM switch, called a fiber delay line switch, in-
cluding four tunable distributed Bragg reflector (DBR)
lasers capable of switching four wavelengths spaced
over 0.6 nm using 16 SOA gates, giving access to four
fiber delay lines, with four fixed filters able to select
channels with a 3-dB bandwidth of 0.3 nm and rejec-
tion above 30 dB at 0.6 nm. The switch was managed
by an electronic scheduler to solve real-time contention.
The demonstrator was shown during the ECOC 1993
exhibition (Fig. 20.9; [20.55]) over 4 days error free.
This was the first public rack-mounted ATM optical
packet switch demonstration including fast tunability,
scheduling, optical buffering, and fixed optical filter-
ing, paving the way for other investigations. At the end
of the project, another important result was the first all-
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Fig. 20.9 ATM optical switch presented at ECOC 1993,
Montreux, Switzerland

optical wavelength conversion performed at 20Gb=s by
DTU-COM, a partner of the project. This key result
opened the path to all-optical regeneration, which was
then exploited in the KEOPS project.

The KEOPS Project. The European KEOPS project
(1995–1998) aimed to go a step further by studying the
feasibility of an optical packet network. A new packet
format was proposed by CNET, different from the ATM
cell of the ATMOS project since it was fixed in time
and not in number of bits. The optical packet included
a payload and a guard band to absorb the switching
regime of the optical components (tunable lasers and
optical gates). Three demonstrators were targeted: one
by France Telecom focused on an optical packet switch,
one by Alcatel-Alstom Research targeting an all-optical
network, and one by CSELT targeting a ring network.
The following key subsystems were realized:

� An optical 3R regenerator operating at 10G with
on–off keying (OOK) modulation formats. It was
demonstrated in the laboratory first over 20 000 km
then up to 800 000 km, crossing more than 1000 3R
10G regenerators error free, with a limited sensi-
tivity penalty (less than 2 dB). This was the first
demonstration of the potential of active optical re-
generation over long distances at 10Gb=s. The 3R
regenerator was a key element to test the cascade
of optical packet switches in a network configura-
tion without O/E/O conversion in the core of the
network [20.56].� An optical packet switch, offering 160Gb=s of
switching capacity with a 16� 16 switch, operating
at 10Gb=s per input port. The architecture was quite
different from the RACE 2039 ATMOS switch, be-
ing called a broadcast-and-select switch. The archi-
tecture included wavelength selectors (equivalent to

Fig. 20.10 Demonstrator of the European KEOPS project

fast tunable filters) at the end of the switch to select
the packet coming from one of the inputs. The archi-
tecture was demonstrated to be feasible with small
sensitivity penalties, but the power budget was com-
pletely exploited by the switch architecture. Thus,
3R regenerators were identified as mandatory ele-
ments to cascade several optical switches.

Figure 20.10 [20.57] shows the final demonstrator
of a network, to validate the cascade of 40 network sec-
tions, including an optical regenerator.

Towards Optical Slotted Systems
The KEOPS project demonstrated the need for new
packet formats, larger than an ATM cell, to target
high-capacity switching systems. Optical packets with
a fixed duration were adopted to optimize the con-
tention issues. It was effectively demonstrated that the
adoption of variable optical packets could create some
unfairness in the cascade of nodes: The first nodes
crossed have access to an acceptable bandwidth, but the
last nodes suffer from small holes, thus making the in-
sertion of long packets impossible. The fixed-duration
optical packet has the advantage of guaranteeing fair-
ness in terms of bandwidth access to all the nodes of
a network.

The IST DAVID Project. The IST DAVID project (2000–
2003) explored different optical packet switching net-
works around five technologies:

� An optical packet switch in two versions: with
O/E/O regenerators and with all-optical 3R regen-
erators� A packet optical add/drop multiplexer (POADM)
technology based on fast tunable lasers and wave-
length selectors� A packet optical add/drop multiplexer technology
with a dual bus
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� All-optical 3R regenerators with enhanced charac-
teristics� Optical synchronizers, to synchronize flows of
packets and remove packet jitter accumulation.

The optical packet switch demonstrator (Fig. 20.11) in
this project targeted a switching capacity of 2.56Tb=s.
The optical switching architecture adopted was the one
investigated in the KEOPS project with no fiber de-
lay lines in the core of the architecture. To solve the
contention, a recirculating buffer was adopted, based
on either fiber delay lines or an O/E/O buffer. In this
switch, a saturated wavelength transporting the modu-
lation of the WDM signal but with inverted polarity was
used. This saturated wavelength was combined with the
WDM signal to stabilize the gain of the SOAs used

SOA 1

SOA 8

a) b)
2.56 Tb/s with

wavelength selector

Fig. 20.12 (a) The 16-channel InP-
based wavelength selector structure,
(b) the rack-mounted wavelength
selector including one optical
demultiplexer, 16 SOAs, and one
optical multiplexer

in the space switch. The gain was then dependent on
a constant-amplitude signal (the sum of the data and
the inverted data) to cancel the cross-gain modulation
effect that can occur when injecting a signal closer to
the saturation area of the SOA. The saturated signal
was then rejected by the optical multiplexer at the out-
put of the switch. Note that the switch includes two
stages of SOAs. The first stage of SOAs selects the
WDM input, whereas the second stage of SOAs selects
the wavelength of the preselected WDM signal. We ob-
serve in Fig. 20.11 that the wavelength selector is also
a polarization converter in order to guarantee a constant
polarization state before the all-optical 3R regenerator.

In parallel, a packet optical add/drop multiplexer
(POADM) was also investigated, based on fast tun-
able lasers and fast wavelength selectors. The project



Optical Packet Switching and Optical Burst Switching 20.3 Optical Packet Switching: Concept and Technology 687
Part

B
|20.3

Metro core
network

Upstream

Downstream

Optical ethernet
aggregation ring

Metro ethernet
switch hub

Passive optical
ethernet A/D node

Access
feeder Access

feeder

CSMA/CA

Photodiode

MAC

BM-Tx

BM-Tx

Rx

Rx

Optical
MUX/DEMUX

Inner ring outputInner ring input

Outer
ring input

Protection resources

Outer
ring output

FDL
40/6010/90

Metro ethernet
switch (access
node)

Access

Metro ethernet
switch access nodes

MAC

A/D  . . . . . . . . . Add/drop
BM  . . . . . . . . . Burst mode
CSMA . . . . . . . Carrier sense multiple access
CSMA/CA  . . . CSMA with collision avoidance
DBORN  . . . . . Dual bus optical ring network
DEMUX  . . . . . Demultiplexer

FDL . . . . . . . . . Fiber delay line
LAN  . . . . . . . . Local area network
MAC  . . . . . . . . Medium access control
MUX . . . . . . . . Multiplexer
Rx  . . . . . . . . . . Receiver
Tx  . . . . . . . . . . Transmitter

a) b)

Fig. 20.13a,b Dual-bus optical ring network (DBORN). (a) DBORN ring topology deployed in metro access network, (b) passive
optical Ethernet A/D node

Electronic

Power equalization stage

ILM Ck recovery

OOP
IPSOA

ILM
ILM

b)a)

Optical
3R regenerator

Fig. 20.14 (a) MZI-based all-optical 3R regenerator structure, (b) rack-mounted demonstrator

tested a wavelength selector (16 channels with spac-
ing of 200GHz) coming from the FLORA project
(Fig. 20.12). The wavelength selector exhibited polar-
ization sensitivity of less than 0.5 dB, a spectral flatness
close to 1 dB, and a fiber-to-fiber gain close to a few dB.

A dual-bus optical ring network (Fig. 20.13;
[20.58]) was also proposed as an alternative to the
POADM technology, the objective being to simplify the
technology of the node and to adopt a dual bus, as in
PON systems, viz. one for the upstream traffic and one
for the downstream traffic. The only difference with re-
spect to PON systems was the adoption of a ring topol-
ogy. Passive add/drop multiplexers with no embedded

optical amplification were adopted. The upstream was
characterized by burst transmission, whereas the down-
stream was fully synchronous, like in a PON system.
A demonstrator was realized and shown at the end of
the project.

To enable the cascade of switches, different optical
3R regenerator structures were investigatedwith Mach–
Zehnder interferometer (MZI) devices. The structure
shown in Fig. 20.14 includes: one power equaliza-
tion stage and a polarization converter using a SOA
in a cross-gain modulation scheme, one stage for the
NRZ! RZ conversion sampled with a clock recovered
using a MZI device and tuned to invert the polarity of
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the data (OOP (out of phase)), and one final stage using
a MZI maintaining the polarity (IP (in phase)). This 3R
regenerator included all the functions necessary to re-
generate the signal in the phase and amplitude domains.
The principle of operation of Fig. 20.14 was as follows:
The incoming signal was converted to a new wave-
length through a cross-gain modulation scheme. The
objective of this first stage was to stabilize the power
and to fix the polarization that is imposed by the probe.
This conversion also creates an inversion of the polarity.
Before entering the MZI, a filter is used to reject the in-
coming wavelength transporting the data and a coupler
extracts a part of the power of the modulated probe, to
extract the clock. This recovered clock modulates the
probe of the first MZI stage. After the first MZI stage,
the data signal is sampled by the clock synchronously
with the incoming data. The NRZ signal is then trans-
formed to a RZ signal, but with inverted polarity. This
first stage removes the time jitter created by the switch-
ing system. The output of the first MZI stage is then
connected to a filter to reject the pump and to select only
the probe modulated with the clock. The second stage
of the MZI, operating in-phase to maintain the polar-

ity of the signal, is used to regenerate the amplitude of
the pulses. At the output of the all-optical regenerator,
the signal has been retimed, and filtered in the time and
amplitude domains.

Two optical synchronizers were realized (Fig.
20.15; [20.59]). The first one targeted the synchroniza-
tion of the packet flow to align the packets at the input
of the optical packet switch. The configuration of one
branch is set up in order to have a fixed phase with re-
spect to a reference signal. When a phase misalignment
is detected due to a temperature evolution of the fiber,
the second branch is then set up to a new delay value to
readjust the phase of the data streams. In that case, the
switching between branch 1 and branch 2 is made using
a SOA. The second stage targets the reduction of the
packet jitter to avoid all overlap of packets during the
cascade of many nodes. Since the phase variations are
quite slow, classical 2� 2 optical cross-connects were
used in the coarse synchronizer except for the optical
switch selecting one of the two paths. For the fine syn-
chronizer, SOAs were used to switch rapidly during the
guard band and then be able to realign the phase of any
packet in real time.
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All these elements were assembled, and the perfor-
mance of a fully equipped packet switch was evaluated
(Figs. 20.16 and 20.17; [20.60]). By cascading opti-
cal synchronization, optical regeneration, optical space
switching, and optical regeneration, it is then possible
to build an OPS network.

Although the DAVID project revealed some limits
at the optical integration level, through the introduc-
tion of new technologies and subsystems, it highlighted
a reorientation towards a hybrid approach combining
the best of the optical and electronic technologies self-
consistently.

The ECOFRAME Project. The ANR ECOFRAME
project (2006–2009) [20.61] was launched to study the
potential of POADMs. The technology (Fig. 20.18) was
based on fast tunable lasers, optical gate arrays for man-
agement of pass-through (eliminating the wavelength
selector in that case), and a photodiode array for the
reception part. It was a trade-off in order to capitalize
on the conclusions of the DAVID project. The ANR
ECOFRAME project realized a demonstrator including
three nodes. Excellent performance was obtained. The
demonstrator was then exploited in two different new
projects: One project with NTT whose objective was
to interconnect two rings with an optical packet switch
router, and a European project (ALPHA) whose objec-
tive was to build an integrated network including two
apartments, two PON systems, and one metro ring net-
work.

Fig. 20.17 Photo of the all-optical packet switch of the
DAVID project

NTT Hybrid Packet Router. The hybrid packet router
realized by NTT (Fig. 20.19; [20.62]) is a funda-
mental development, with extensive work focused on
the exploitation of the best optical technologies to go
beyond the potential of electronic technologies. The
switch/router included an optical space switch, all-
optical header detection, and a recirculation electronic
buffer, having optical shift registers. The switch/router
was designed to offer new advantages when compared
with fully electronic solutions, in particular a strong
reduction of the power consumption. However, more
importantly, this team realized an unprecedented goal
by proposing new devices and new components for
many functions currently realized in electronics but
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identified as limited in capacity or frequency. NTT
paved the way for a new generation of components and
systems with an ecofriendly design approach.

A collaboration was set up between Bell Labs
and NTT in early 2007 to realize the integration of
two demonstrators: two optical rings based on the
ECOFRAME POADM technology, interconnected with
the hybrid packet router of NTT (Fig. 20.19). The in-
tegration was done in 2010, and the demonstrator was
shown at the ECOC 2010 exhibition with error-free op-
eration over the duration of the event (Fig. 20.20). For
this experiment, an MPLS tag was placed in front of
the optical slots of the packet rings to be able to process

Home 1 + WDM TDM PON + metro

RoF
Living room of home 1

Living room of home 2

Room 1 and 2 of home 1
P-OADM metro

WDM TDM
PON

Fig. 20.21 Demonstrator of the European ALPHA project
in 2011

the destination of the optical packets when detected by
the NTT switch. It was then possible to switch the op-
tical slots from one ring to the second ring, through the
switch/router.

Video streams where transported over slots, through
the rings, and through the NTT switch/router to validate
an end-to-end technology based on a new optical packet
switching technology.

Furthermore, the double ring, rearranged in order to
have a protected ring, was tested in the context of the
ALPHA project (2007–2011) [20.63]. This test involved
a complete network including two home networks,
a WDM TDM PON system, a point-to-point PON sys-
tem, and a double-ring POADM network (Fig. 20.21).
An application server was implemented in the metro
to provide services at homes. Once again, a multi-bit-
rate, multimodulation format was used, on top of an ac-
cess plus metro network, through real-time applications
and the transport of a radio-over-fiber (RoF) technology
on the WDM TDM PON system. This last experiment
demonstrated the robustness of the technology.

20.3.4 WDM Switching Systems

Adopted in transmission systems, exploitation of the
WDM dimension was rapidly successful, with EDFAs
being able to amplify a WDM comb. The WDM di-
mension was not really identified as a key dimension to
simplify the switching system design, even if some at-
tempts were made in this respect in the mid-2000s using
waveband OADMs. Professor Ken-Ichi Sato was the
first to propose WDM OADM to simplify system de-
sign. Furthermore, multigranularity OADMs were also
proposed, combining wavelength cross-connects and
waveband cross-connects (Fig. 20.22; [20.64]).

The French RNRT ROM-EO project launched in
2003 with the objective of identifying the right direc-
tions to design a high-capacity metro network, reaching
a similar conclusion. The WDM dimension has to be
exploited to reduce the connectivity of optical switches
and thereby relax the constraints on optical integration.

During the same period, NICT also proposed mul-
ticolor packets (Fig. 20.23; [20.65]) to increase the
capacity of packet switching systems while preserving
the propagation distance. This was a fundamental driver
towards making these OPS systems more efficient.

The ANR N-GREEN project (2015–2018) then tar-
geted a new approach for low-cost and low-power
optical technologies. The ANR N-GREEN project pro-
posed to explore an orthogonal direction when com-
pared with the Flexgrid approach, viz. simplification of
the transceivers and of the ADM structure to make the
system cheap and energy efficient. The second idea was
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Fig. 20.22 Multigranular OADM exploiting waveband
switching

to better exploit the WDM dimension (a natural parallel
dimension that is well managed by optical technolo-
gies) and the optical integration capability (mainly in
the transceivers). Thus, the N-GREEN project proposed
two main ideas:

� Very simple OADMs through better exploitation
of the WDM dimension. Eco-design rules were
adopted to make the system very simple, highly
scalable, and adapted to the access aggregationmar-
ket. The objective was also to propose a cheap tech-
nology while offering good performance in terms of
end-to-end delays. The proposed concept of WDM
ADM was investigated for different 5G scenarios,
together with access aggregation applications.� Better exploitation of the WDM dimension through
WDM packets in order to design a high-capacity
backplane that was compact and simple enough
to integrate self-protection capabilities. The switch
size was limited to 16� 16, in order to target an in-
ternal switching capacity close to 1 Pb=s.

20.3.5 Successes and Difficulties

Main Successes in Optical Switching
Reconfigurable optical add/drop multiplexers (R-
OADMs) were identified as potential candidates for
the optical transport layer in the early 2000s. The
catalysts were probably wavelength-selective switches
(WSS). An WSS is an integrated optical device includ-
ing a microelectromechanical system (MEMS) matrix,
and optical multiplexers and demultiplexers. Different
structures of R-OADM were proposed for the mar-
ketplace. The R-OADM paved the way for optical
networking based on circuit switching technology. R-
OADM technology is implemented worldwide today in
telco networks and is a full success. R-OADM tech-
nology allows the transport of high bit rates over long
distances. R-OADMs represent the first generation of
optical products offering both high capacity and rich
connectivity. This technology is well adapted for the
backbone, where the traffic matrix is quite stable, or
for the exchange of data between distant data centers.
However, the emergence of big data centers demanding
regular reconfigurations of the network created the need
for more flexible network concepts.

The FlexGrid concept is considered as the second
generation of R-OADM-based networks. To overcome
the rigidity of circuit switching technology, it was pro-
posed to add some level of flexibility to the transceivers
and to the R-OADMs. At the transponder level, the em-
phasis is on tunability for the bit rate and for modulation
format adaptation, in order to select the correct bit rate
at a specific wavelength. At the R-OADM level, the ob-
jective is to replace the existing R-OADMs with flexible
R-OADMs able to adjust the channel spacing to the in-
jected optical comb.

Main Successes in Optical Packets:
Only in PON Systems

PON systems were investigated in the early 1990s. It
was only in the late 1990s that PON systems were
considered as potential products for the access net-
work. The EPON system was first deployed in Japan,
in June 2001. In the late 2000s, more than 10million
subscribers were connected to a fiber. In other coun-
tries, this dynamic of deployment was less evident,
and we had to wait until the end of the 2000s to see
support for fiber deployment everywhere for every-
body. In Europe, the gigabyte passive optical network
(GPON) system supporting Ethernet and ATM proto-
cols was selected for massive deployment. This de-
ployment allowed burst-mode technology to mature,
creating opportunities for new network models. The
burst-mode technology used in PON systems comprises
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Fig. 20.23 Multicolor packets introduced by NICT (courtesy of NICT)

a burst-mode transmitter and burst-mode receiver. The
burst-mode transmitter is designed to support long se-
ries of zeros to introduce a guard band in front of
each packet. This guard band is mandatory to absorb
phase variations between two consecutive packets to
take into account static length dispersions between dif-
ferent ONUs connected to the same optical coupler, as
well as dynamic length dispersions due to thermal ef-
fects impacting the index of the fiber (between 40 and
200 ps=(degkm)).

The WDM dimension, beyond point-to-point sys-
tems, has been identified as key to increase the capacity
of optical PON systems. The first attempt used WDM
PON without exploiting the TDM technique. These
WDM PONs were deployed in the mid-2000s in some
countries, particularly South Korea. However, the lack
of efficiency imposed by the large granularity and with-
out the possibility of multiplexing the traffic of different
subscribers on the same transport fiber interconnecting
the optical aggregation point (coupler or multiplexer)
and the OLT rapidly pushed the scientific community to
look at WDM TDM PON systems (Fig. 20.24). These
last systems are simply an extension of classical EPON
or GPON systems through the WDM dimension, allow-
ing better exploitation of the capacity of the transport
fiber. Because of the proximity to end users, cost issues

dominated the choice of technology, with many studies
demonstrating that WDM TDM PON systems are less
expensive than pureWDMPON systems. However, this
is still a stacking solution where the WDM dimension
is simply used to increase the capacity of transport.

OPS Technologies Not Yet on the Market
One of the main barriers to optical packet technology
is the optical component technology. To make this new
technology feasible, new components are required, such
as fast tunable lasers, optical gates, or more complex
devices. In the following we explain the relevant diffi-
culties.

Fast tunable lasers have been identified as key com-
ponents for OPS systems and networks. However, they
are extremely challenging to stabilize. A tunable laser
needs to have several sections to guarantee output
power, to enable tunability over a large optical band-
width, to readjust its wavelength position to align it to
a spectrum grid, and to gate the output power. This im-
poses a large number of electronic drivers to control
the component. The control of the carrier density vari-
ation and the control of thermal effects when injecting
currents to select the new wavelength are unresolved is-
sues. Another aspect is the mass production of tunable
lasers that emit exactly on the same grid. Finally, statis-
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Fig. 20.24 One WDM TDM PON architecture explored in the ALPHA project

tical control, depending on the traffic, can impose low
frequencies at the driver level, possibly modifying the
generated currents and impacting the wavelength selec-
tion. This problem was studied in depth in the 1990s.

OPS technology also proposes an optical bypass in
all-optical concepts; for example, to manage optical by-
pass at the packet granularity, wavelength selectors are
required for POADM. Several attempts have been made
in the past to realize fast wavelength selectors. One
of the most relevant realizations was made by Alcatel
Opto+ in the context of the FLORA project and then
exploited in the DAVID project. A 16-wavelength se-
lector was realized, including one optical demultiplexer,
a 16-gate array, and an optical multiplexer, in InP. The
component exhibited aC2/C3 dB gain, a flatness of the
spectrum within 1 dB, and less than 1 dB of polarization
sensibility. Several trials have been carried out more re-
cently using Si photonics technology, but these devices
require more functions to support cascades, in partic-
ular an automatic gain control per SOA, and variable
optical attenuators (VOA) at the input of each SOA to
control the injected power.

The packet power dynamic is a fundamental prob-
lem to solve. Without any control of the packet power
in a cascade of nodes, the quality of signal (QoS) can-
not be guaranteed at the end of a network due to the

degradation of the optical signal-to-noise ratio (OSNR).
Power management raises new constraints on the wave-
length selectors, which must include an automatic gain
control system, and monitoring systems to monitor
the power at each node. Whereas the power dynamic
range of PON systems can be handle by burst-mode re-
ceivers, amplified optical networks cannot be managed
in the same way. Amplified optical networks require
distributed optical power controllers and equalizers to
guarantee the cascade of optical systems. OPS systems
are very sensitive to optical packet power variations
between consecutive packets, and require burst-mode
receivers with small power dynamics and high OSNR
degradation tolerance.

Finally, because of nonlinear effects when inject-
ing a data stream into the saturated area of a SOA,
it is important to control the nominal maximum input
power. Therefore, a VOA has to be integrated in front
of each SOA in the wavelength selection device to fix
the maximum input power injected into each SOA at the
calibration phase of the optical switching nodes.

20.3.6 Towards Simplicity

Because of the complexity of management of OPS tech-
nology, device simplicity is strongly needed in order to
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ease its chances in practice. The questions then are how
to build simple OPS technology, how to control opti-
cal signals from an end-to-end perspective, and how to
minimize the optical integration constraints that limit
the number of components to integrate. Since the mid-
2000s, the scientific community has tried to simplify
OPS systems in order to allow the creation of a new
generation of systems.

How to Achieve Simplicity?
To make the systems simpler, we need to reexploit the
WDM dimension. The WDM dimension can of course
increase the transport capacity of a transmission sys-
tem, but it can also introduce a parallelism in the optical
domain that can be exploited to simplify the switching
system architectures.

Effectively, if we switch subbands of wavelengths
instead of wavelengths, we could reduce by one order of
magnitude the complexity of the optical bypass system
if the subband is formed from 10 wavelengths. So, by
combining WDM switching and OADM structures, we
can then propose simple nodes that could be envisaged
for a new generation of OADMs.

At first sight, we could see a disadvantage in the in-
troduction of WDM switching, since it requires WDM
TRX. WDM TRX contributes to simplify the TRX
structures. In WDM packet switching systems, we do
not need fast tunable lasers or fast tunable filters. The
ADM can be as simple as two optical couplers and
one optical amplifier. The question is then: Is it not
too expensive to install WDM TRX at the beginning
when this capacity is not required? In fact, a total
cost of ownership (TCO) analysis demonstrates that
the opposite is true. By targeting end-of-life capacity
we reduce operating expense (OPEX) costs, can bene-
fit from the optical integration of current TRX to have
cheaper TRX, and can better exploit network resources
through a software-defined networking (SDN) orches-
trator without the need to regularly reinstall new boards
in order to enable capacity growth, in contrast to the
single-channel approach.

Previous analyses have demonstrated that system
simplicity is required for two main reasons:

� The cost of optical technology must be cheaper to
be competitive with Ethernet.� One must service 5G applications, where cost is
a key issue.

Eco-design to Reduce Energy Consumption
and Cost

Eco-design has been identified as fundamental in dif-
ferent industrial sectors to design new generations of
systems and products. Eco-design is targeted at pro-

ducing energy-efficiency designs to reduce the energy
consumption of ICTs. The GWATT tool shows that
two network segments are particularly important for
eco-design, viz. access aggregation and data centers.
Therefore, OPS systems should use eco-design tech-
niques to reduce energy consumption.

The first attempt at eco-design was to add an eco-
management layer, in order to put some equipment
into sleep mode when no traffic was crossing nodes.
However, this layer increased the cost of products, and
operators were not ready to pay more, even if they
would pay less for energy consumption.

Eco-design means to try to reuse existing technol-
ogy in different configurations, to take into account the
carbon footprint of all its enabling elements, to reduce
as much as possible the operation frequency to control
power consumption, and to identify business models
where the product can be under control from the be-
ginning of its production to the end of its life, including
its recycling process. OPS technology has the poten-
tial to provide a new generation of eco-design systems
if:

� We take into account the carbon footprint, from the
design to the recycling.� We design the system, when possible, with existing
components.� We adopt a long-lifetime subsystem, independent of
the bit rate or modulation format, to increase the life
time of the product to facilitate upgrades.� We have modular parts, to pay as we grow on the
electronics side.� We have a programmable system, to manage its evo-
lution easily, including easy upgrades.

Modularity, to pay as you grow, is important; but one
must find a trade-off to limit upgrades on site that di-
rectly impact OPEX. Programmability is fundamental
to control and adapt resources, reducing the need for
physical maintenance. It is then important that OPS
systems are fully programmable, to easily adapt their
functionality to the needs of the network, and to sim-
plify the provision of resources when required. The
objective is then to design white/green boxes, at low
cost and low energy consumption, and offering new per-
spectives in terms of performance when compared with
electronic systems.

20.3.7 Opportunities

Aligning Optical Packet Technology
with Network Evolution

Nowadays, packet technology is used in the following
network segments:
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� In the access segment with ADSL, EPON, and
GPON systems� In the metro segment with Ethernet andMPLS tech-
nologies� In the core segment with IP/MPLS and Ethernet
technologies.

Optical technology is used to enable high-capacity con-
nections everywhere in the network. OPS technology
could be more competitive than pure electronic solu-
tions for the following main reason: Optical bypass
overcomes the need for buffering and more generally
electronic processing for passthrough traffic. Beyond
the processing reduction, packet jitter can be kept at
a minimum, at least for traffic crossing OPS nodes.

Network Segments Where OPS Could Bring
New Advantages

Active optical LANs could be the natural evolution of
passive optical LANs based on xPON systems. It has
been demonstrated that PON systems can be deployed
in LANs with potential benefits in power consump-
tion and cost. However, the need for multiconnectivity
networks, and not only hub-and-spoke architectures,
could raise the need for a new technology. Active op-
tical LANs could help in this regard. This possibility
could maintain the double bus (one for upstream and
one for downstream traffic) while adding some inte-
grated amplification. The use of optical couplers to
enable distributed broadcasting is a promising alterna-
tive to enable local point-to-point connections when
using OPS technology.

Access aggregation and backhauling are interesting
use cases to introduce OPS technology. By combining
the WDM dimension and components from the access,
a new low-cost technology such as that proposed in the
ANR N-GREEN project can be considered.

For the metro core segment, more capacity is re-
quired than in the access segment. It also requires mesh
topologies. Therefore, OPS technology could be ex-
ploited to replace the optical transport layer (based
on R-OADMs) plus the L2 of the OTN technology
to achieve an L2/L1 low-cost technology that would
be compliant with IP/MPLS technology while offering
a dynamic optical layer to facilitate the exchange of data
between distant data centers.

Fronthaul is also an important use case, being very
sensitive to the end-to-end latency and synchronization
issues. One should be able to guarantee less than 250�s
in this part of the network for 5G technology. This small
latency imposes short distances (maximum 20 km) to
guarantee enough time for the processing carried out in
the base band units. OPS technology in a WDM version
to relax the time constraints through an acceleration of

the bit rate and by adopting a TDMA mechanism for
synchronization issues could be a good candidate for
5G fronthaul. In addition, a 4G technology could be put
on top to enable a backhaul to offer a Xhaul technology.

Even if the need for ultrahigh-capacity backbones
has slowed due to the cloudification of the metro area,
OPS could be of interest in backbones to exchange
data between distant data centers in a dynamic way.
The objective is to reproduce the dynamic intracon-
nection inside the data center, but extended to the
network. OPS technology could provide such a tech-
nology, and through sharing of the optical spectrum it
is then possible to combine FlexGrid and OPS, like in
the N-GREEN project. Another application case is in
C100 Tb=s backplanes for interconnection of line cards
of large switches [20.66]. OPS technology could be of
interest to offer ultrahigh switching capacities at low
cost and low power consumption.

Data centers are also an important segment where
OPS technology can be introduced [20.67, 68]. We
identify at least three use case for OPS technology:

� Load balancers to share the capacity between differ-
ent line cards of the border router� For disaggregated servers to interconnect dynami-
cally memories and central processing units (CPUs)� For interconnection of top-of-rack switches to offer
minimum latency between the board router and the
servers.

Market Perspectives
For a realistic introduction of OPS technology into
modern networks, there is a need to capitalize on:

� Simple systems� Optical components already proven to be robust,
and developed for different use cases� SDN to integrate programmability and reduce capi-
tal expenditure (CAPEX) and OPEX� Low-cost designs� Low power consumption and eco-design ap-
proaches� The WDM dimension used as a parallel dimension
to reduce the frequency at the edge of the network
and in the line cards of the optical systems� The identification of realistic use cases for operators� Interoperability with Ethernet� Amultivendor approach and related standardization
to ease market concerns.

20.3.8 Conclusions and Perspectives for OPS

Many achievements have been made in the overall OPS
arena, from all-optical concepts to hybrid concepts, in-
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cluding simple systems for rapid introduction into the
market. However, it seems clear that the community
needs to propose very simple solutions based on ro-
bust components, and to focus its attention on realistic
use cases. Today, a need is clearly identified in access
aggregation and 5G, but also anywhere where shorter
end-to-end latencies are required.

Optical packet technologies have the potential to:

� Offer low-power-consumption solutions� Offer low-latency systems thanks to the adoption of
optical bypass� Outperform Ethernet� Better exploit the WDM dimension to pave the way
to white/green boxes for fully programmable sys-
tems� Increase the reliability of the network by mini-
mizing the number of component crossed in the
passthrough� Change the upgrademodel, by doing upgradeswith-
out any interruption of service� Pave the way to new business models by exploiting
subsystems offering longer lifetimes and other sub-
systems offering modularity.

The limitations of OPS technology are mainly due
to the lack of optical memories. Even if some work
has been carried out in the past to identify some ap-
proaches able to store some bits, the storage capacity is
not enough to be envisaged in packet switches.

The second limitation is the duality of analog C
digital dimensions. These constraints today limit OPS
systems to optical add/drop systems that reduce connec-
tivity to 2, to the requirement for at least one electronic
buffer on the insertion port, and buffering performance
in terms of contention resolution comparable to full
electronic systems. This is the only way today to com-
pete with electronic technology.

Finally, another limitation is related to the com-
ponents. The community has focused its energy on
complex components such as fast tunable lasers and
wavelength selectors. However, these dedicated compo-
nents are hardly compatible with low-cost approaches
and are antagonist to eco-design approaches. It is
mandatory to rethink the system design, which must be
articulated around optical components already present
in the marketplace, taking advantage of their large dis-
tribution volumes.

Perspectives
Over the next decade, the exploitation of OPS tech-
nologies seems interesting for the following network
segments:

� Access aggregation networks, based on ring topolo-
gies� FH/BH/XH to satisfy the key performance in-
dicators (KPIs) of 5G, with low-cost and high-
performance technology [20.69].� Active optical LANs to create an evolution scenario
to passive optical LANs� Inside data centers:
– For load balancers
– For the interconnection between ToR switches

and their servers to minimize latency and sup-
press packet jitter� Optical backbones where latency is a key issue.

In the medium term, the metro core is probably a good
target, since we could reuse existing IP/MPLS switches/
routers with a new optical transport layer combining L2
and L1 through OPS technology such as WDM slotted
add/drop multiplexer technology.

Requirements for OPS
There is a need for efficient processes for high-volume
production of generic WDM transmitters (subband, se-
lectable) to reduce their cost. New approaches are also
needed for system and component design (in particular,
tunable components). Si photonics could be a strategic
direction to explore to make ultralow-cost components
and devices.

The cloud environment is creating new opportuni-
ties in terms of end-to-end latency. OPS technology
could create a breakthrough when repositioned in the
5G context. Cloudification puts new constraints on the
network and leads to a new question: How to pro-
vide a packet-based solution offering zero jitter and the
shortest end-to-end latency (excluding the propagation
delay)? For example, in the 5G context, OPS tech-
nology could be the only known technology offering
short end-to-end latencies, no packet jitter when adopt-
ing synchronous mechanisms, compatibility with M2M
traffic through distributed connectivity, high energy ef-
ficiency, low cost, easy upgrades, and SDN compliance.
Therefore, proposals are required to identify pragmatic
directions to support cloud environments.

Energy efficiency will have a major impact on the
industry in the next decade in terms of its capacity
to reduce CO2 emissions. Therefore, eco-design and
eco-management are extremely important. OPS tech-
nology has the potential to offer high switching ca-
pacities with energy efficiencies that could be as low
as 100 fJ=bit (10 Tb=s crossing an optical gate, assum-
ing 1W of power consumption). As an example, the
ANR N-GREEN project targeted new WDM add/drop
multiplexers, reducing power consumption by comb-
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ing parallelism in the optical domain to slow down
the frequency in the edge electronic interfaces, low-
power-consuming components, and simple systems
leading to small losses [20.70, 71]. TheWDM approach
is extremely powerful to make compact systems for
OADMs, but also for systems used in the interconnec-
tion of high-bit-rate line cards of large switches/routers.

The L2 technique can be reconsidered and
broadcast-and-select mechanisms envisaged to offer
minimum latencies and prepare convergence towards
Industry 4.0 to achieve coexistence of M2M traffic.

The route to market could be rethought by propos-
ing an incremental scenario based on well-known com-
ponents and systems, while integrating a long-term
vision by proposing disruptive systems via an incre-
mental evolution; for example, one could start with
PON systems and introduce optical amplification and

replace the tree topology by a bus topology, to in-
troduce optical add/drop systems. A second example
could be to start with a circuit technology, and intro-
duce a low-TCO=bit OADM to create an incremental
scenario, better adapted for the access part.

OPS will then define the new generation of sustain-
able systems and networks. Many opportunities exist in
this regard, and the scientific community should look at
promising directions in the short and medium term; sys-
tem simplicity is a key enabler to open up markets, and
incremental steps could be found as in the case of POL
systems. OPS technology could provide a real solution
for 5G problems, since it can address its KPIs. Finally,
with the emergence of new vertical markets, low-cost
OPS technology could be advantageous in terms of la-
tency, cost, and energy consumption, with respect to
other classical technologies.

20.4 General Conclusions

OPS and OBS technologies have been extensively stud-
ied with the perspective of finding an alternative to
pure electronic switching systems. In the early 1990s,
there was a strong emphasis on these new technolo-
gies, but the lack of optical memory and the poor
maturity of highly integrated optical technology pre-
vented its introduction into networks. It then became
necessary to rethink the technical approach to find
a realistic path to market. OBS has demonstrated
that burstification of native packets is extremely ef-
ficient to transport data, and that the transport of
headers on a separate resource could be more effi-
cient than adopting headers attached to the payload.
OPS technology also reached the same conclusions.
The lack of optical memory pushed the community
to propose OADMs to have electronic buffers at the
add and drop ports, and the transport of the head-
ers on a separate wavelength was also seen as an
efficient technique to route the optical packets in a net-
work.

Finally, OBS and OPS led to innovative concepts,
adopting the burstification of native packets, the trans-
port of headers on a separate wavelength, and electronic
buffering to offer performance that could be competi-
tive with fully electronic systems.

This technology, mainly based today on optical slot
switching (on a single wavelength or in WDM), opens
new perspectives in terms of short end-to-end latencies
(thanks to the adoption of optical bypass and broadcast-
and-selectmechanisms), lowerenergyconsumption than
fully electronic systems, and easy upgrade when adopt-
ing transparent and colorless ODAM structures.

With the need for energy-efficient systems satisfy-
ing the KPIs of 5G, OBS/OPS technology could be
a good candidate for the next generation of systems
and networks if a strategy for their introduction into the
network is proposed. An incremental evolution of the
technology in a disruptive long-term vision is probably
one path to market and will provide concrete end-to-end
5G solutions.
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The Internet (and consequently modern society and
lifestyles) is based on different types of interconnected
datacenters (DCs) that are owned by major industry
giants such as datacenter operators (e.g., Google, Ama-
zon, Facebook, Alibaba, and Microsoft) and telecom
operators (e.g., Verizon, AT&T, Orange, DT, Vodafone,
NTT, and China Telecom) alongside many smaller da-
tacenter and telecom operators. Due to end-user needs,
overall Internet traffic is increasing at a significant rate
each year. All of these industry players are therefore
forced to make significant investments in infrastruc-
ture (e.g., datacenters, central offices, and transmission
equipment) to satisfy the ever-growing demands of
their customers for more bandwidth-hungry services
based on video as well as the emergence of new tech-
nologies (e.g., artificial intelligence) that require more
and more data to be exchanged among people, ma-
chines, and things (as in the Internet-of-Everything).
Notably, the vast majority of the total internet traf-
fic generated stays within the datacenters, some of it
is exchanged among datacenters, while only a small
percentage represents end-user to datacenter traffic. In
order to handle the continuous growth in traffic, more
large datacenters comprising thousands of servers that
are interconnected using ultrahigh-throughput switches
are needed. Datacenters based on electrical switches
and interconnects consume excessive power when they
are employed to handle the increased communication
bandwidths of available and emerging cloud applica-
tions. As a result, optical interconnects and even optical
switching have gained significant attention over the
past decade as promising futureproof solutions that of-
fer higher interconnection speeds along with reduced
energy consumption. Their applicability ranges from
inter- and intra-datacenter interconnections down to
the level of chip-to-chip and on-chip interconnections,
supporting high-performance computing (HPC). The
associated datacenter interconnection (DCI) and high-
performance computer networks that are based on novel
optoelectronics and photonics technologies, devices,
subsystems, and systems represent an enormous mar-
ket opportunity for the optical communications industry
ecosystem, and are therefore the focus of Part C of this
Handbook.

Chapter 21 defines the interconnect types used in
the global network of datacenters, describes the inter-
and intra-datacenter network architectures used by the
major datacenter operators, and discusses their evolv-
ing high-level requirements in terms of interconnection
bandwidth, switch-port speeds, energy consumption,
and associated scalability trends.

Chapter 22 first defines the metrics that are used to
evaluate and compare the performance levels of high-
performance computing (HPC) systems. It then focuses

on the state-of-the-art performance of these systems
and predicted future requirements for the metrics. An
analysis of the topology and characteristics of HPC
interconnects is then provided, and the HPC intercon-
nect building blocks for realizing adapters, routers, and
high-speed connectivity links are discussed in detail.
Finally, the main photonic technologies that are en-
visioned to provide the basis for optically connected
router ASICs are explored.

Chapter 23 focuses on the interconnection topolo-
gies and technologies for implementing intra-datacenter
interconnections. Currently implemented architectures
are presented first, after which their possible evolu-
tion—which relies heavily on the use of photonics tech-
nologies—is analyzed. Interconnect network topologies
are classified into categories, and the relevant literature
is surveyed. The most important topologies are com-
pared in terms of their scalability by considering the
maximum number of servers that each topology can ac-
commodate while retaining the same number of ports
in each switch and the same number of ports in a server
for a given topology. Other performance metrics (e.g.,
topology diameter, bandwidth, and bisection width) are
also compared. The authors then discuss the pros and
cons of today’s electronic interfaces as compared to
embedded optics approaches using standard currently
available pluggable optical interfaces, as well as pos-
sible future implementations based on 2.5-D and 3-D
integration using novel interposers and the potential
monolithic cointegration of CMOS switch ASICs and
silicon-photonics optical interfaces. Finally, the chap-
ter summarizes the advantages and disadvantages of the
main all-optical switching technologies and architec-
tures that have been proposed for possible use in future
optical interconnects in an effort to alleviate the limita-
tions of electronic switches.

Chapter 24 discusses the implications of hyperscale
datacenter architectures and interconnection require-
ments for optical transceivers. The authors summarize
the implementation of available standardized interfaces,
survey the current technologies and signal modulation/-
multiplexing approaches that can be used to realize
cost-effective and power-efficient optical transceivers,
and discuss the ways in which the desired data-rate scal-
ing may be achieved in the future. According to the
ethernet roadmap, switch interface speeds of 800Gb=s
and 1.6Tb=s will be required after 2020. Hence, the
speeds of optical interconnect transceivers must soon
be increased from the 200 and 400Gb=s speeds that
are currently commercially available. The need for
a paradigm shift from the current era of pluggable
transceiver module dominance towards new packaging
approaches is discussed. Based on trends in the optical
communications industry and the needs of hyperscale
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datacenter operators and ASIC switch vendors, the on-
board-optics approach (OBO) and co-packaged optics
(CPO) solution are introduced. CPO, which refers to
the intimate coupling of optics with an ASIC in one
package, represents the next step in attempts to move
the optics closer to the switch chip. Such tightly cou-
pled optics promises to overcome the growing system
challenges associated with linking the high-speed sig-
nals of an ASIC to pluggable optics modules residing
on the platform’s faceplate, thus allowing the faceplate
bandwidth density to be increased as desired.

Chapter 25 provides a detailed discussion of the
benefits that can result from the introduction of optical
switching inside datacenters as a next step in the evolu-

tion of optical interconnects. The authors first discuss
the slow switching-speed technologies used in the con-
ventional optical circuit switching (OCS) approach and
compare their performance levels based on a number of
important characteristics. They then introduce the key
technologies that can be used to implement the faster
optical switches needed for optical burst and even
optical packet switching (OBS and OPS). Technologies
that could enable ultrafast switching are compared
in terms of switching speed, scaling capability, and
other important parameters. Finally, the technical
challenges that must be addressed by the research
community before fast optical switches for OBS/OPS
can be made commercially feasible are analyzed.



Evolving Req
707

Part
C
|21

21. Evolving Requirements and Trends
in Datacenter Networks

Hong Liu, Ryohei Urata, Xiang Zhou, Amin Vahdat

In this manuscript, we present an overview of
Google’s datacenter network, which has led and
defined the industry over the past few decades.
Starting inside the datacenter, we cover all as-
pects, from networking/topology to key hardware
components of interconnect and switching, traf-
fic/throughput, and energy usage/efficiency for
intra-datacenter networks. Likewise, we discuss
topology and interconnect for inter-datacenter
networks. With particular focus on optical in-
terconnect, we also discuss future technology
directions for scaling bandwidth through a combi-
nation of higher baud rates, wavelength-division
multiplexing (WDM), coherent communication
(polarization multiplexing, I/Q modulation), and
space-division multiplexing (SDM), along with the
corresponding trade-offs between these various
dimensions and how these trade-offs are adjusted
at different length scales. Although questions re-
main on the exact implementation to be adopted
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in the future, one thing is clear: the evolution of
datacenter networks and the underlying technolo-
gies have been and will remain a critical driver for
enabling new compute capabilities in the cloud.

Over the past decade, the datacenter has become
the technology enabler for web-based applications,
with prominent examples being web search, social
media applications, and enterprise software (email/
docs/storage). With the user interface often being a thin
client device (stateless mobile/laptop device), the ac-
tual running of the application is performed in a remote
datacenter. Starting from humble beginnings several
decades ago [21.1], Google’s compute infrastructure
has been dramatically improved on all axes, from the
cooling and power infrastructure and associated effi-
ciency (power usage effectiveness, PUE), to the under-
lying hardware of servers, storage, and networking. In
fact, the datacenter has quickly evolved from just racks
of servers to a unified, global computer consisting of
copies of massive datacenters interconnected through-
out the world to deliver various services with low la-
tency and high reliability, in a synchronized/consistent
fashion. Google has thus built a global computing in-

frastructure and, in turn, developed and incorporated
transformative datacenter networking technologies in
order to keep pace with the increasing number and
bandwidth demands of these applications.

The importance of the datacenter will be further en-
hanced as the cloud IaaS (infrastructure-as-a-service)
growth migrates an increasing share of all compute to
the cloud. Cloud-based platforms enjoy the same ben-
efits as the aforementioned computing for web apps
in terms of scalability, accessibility, and reliability.
Without the concerns of running and maintaining an
information technology (IT) infrastructure, users have
immediate access to a single machine or thousands of
machines to quickly and easily scale and handle in-
creasing user workloads/services whenever the need
arises. All user data reside in the cloud and are accessi-
ble anywhere in the world as long as there is a network
connection. Lastly, the data are automatically backed up
with multiple copies dispersed throughout the world,
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a) b)
Fig. 21.1a,b Google’s datacenter (a)
showing rows of racks which house
hundreds of thousands of servers in-
side the building (http://www.google.
com/about/datacenters/) and (b) global
B4 inter-datacenter wide area network
(WAN) (after [21.2])

being fault-tolerant to local hardware or facility fail-
ure.

All of these benefits require a reliable and scalable
network infrastructure. Datacenter networks are typi-
cally separated into two categories: (1) intra-datacenter
networks used to connect machines/servers within the
same building or same campus, and (2) inter-datacenter
networks that interconnect multiple datacenters. As
a result of their role/function, the intra- versus inter-
type networks have different requirements regarding
topology, reliability, and bandwidth capacity. Intra-
datacenter networks employ a massively parallel fabric
with rich path diversity for scalability and load balanc-
ing. Inter-datacenter networks are more point-to-point,
with much higher capacity per link and interconnect
having much longer reaches/distances. Figure 21.2 pro-
vides a high-level view of datacenter interconnects,

Distance

Cluster

Intra-DC
(clusters)

Inter-DC 
(campus)

DC to backbone
(metro)

Global inter-DC
(backbone, LH)

1 km 2 km 80 km 1000s km

Edge aggregation
block 1

Edge aggregation
block 2

Edge aggregation
block N

Spine 
block 1

Spine 
block 2

Spine 
block 3

Spine 
block 4

Spine 
block M

... ...

...

...

...
Google datacenter

Google edge

Carrier/ISP edge

Google datacenter

Google datacenter

Google edge

Carrier/ISP edge

Google edge

Carrier/ISP edge

Fig. 21.2 A high-level view of interconnection types for the global datacenter network

divided into four segments based on reach and corre-
sponding technology adopted:

1. The intra-datacenter interconnect for link distances
up to 1 km within the same building (mix of copper
and optics)

2. The intra-campus network, which interconnects
clusters housed in different buildings within a 2 km
campus neighborhood

3. The point-to-point metro edge access, which pro-
vides connections between datacenters and the
global backbone network or POPs (point-of-pres-
ence), with a link distance typically less than 80 km;
and

4. The long-haul and subsea backbone transport inter-
connecting datacenters throughout the world, with
up to thousands of kilometers of reach.

http://www.google.com/about/datacenters/
http://www.google.com/about/datacenters/
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21.1 Intra-Datacenter Network

The datacenter network at the building scale is typically
a scale-out type of network that is wide and flat (such as
a fat-tree network) through a richly interconnected and
meshed network. This network interconnects thousands
of commodity-class servers and storage devices beneath
it. Leveraging a similar approach to scale-out comput-
ing with the implementation of arrays of commodity
servers for increasing aggregate compute, scale-out
datacenter networks are constructed using the following
design principles: multiple stages of meshed switching
blocks to maximize scale-out and nonblocking band-
width provisioning with small failure domains; the use
of low-cost, commodity merchant switch silicon for
faster product cycles to take full advantage of Moore’s
law; and centralized control software with routing and
management protocols tailored to intra-datacenter re-
quirements [21.1]. A diagram of an intra-datacenter
network example is shown in Fig. 21.3a,b [21.1, 3].
Machines are housed in racks, which connect up to
top-of-rack (ToR) switches. There are multiple paths
from the ToR to edge switches (often referred to as
leaf switches) for path redundancy and fault tolerance.
The edge switches may consist of multiple switches
interconnected in a tightly coupled meshed fashion
to constitute a nonblocking switching unit. These in-
ternal switches may consist of single switch silicon
application-specific integrated circuits (ASICs) or an
array of ASICs interconnected with a mesh topol-
ogy. With its large radix, the edge switches can then
be fanned out to all spine switches to create a net-
work which maximizes bisection bandwidth (bisection
bandwidth is the minimum possible bandwidth of the
network when the fabric is bisected at all possible tiers).

a) b)
Edge

switch
Edge

switch
Edge

switch

Server

ToR

Server

ToR

Server

ToR

Server

ToR

Edge
switch

Edge aggregation
block 1

Edge aggregation
block 2

Edge aggregation
block N

Spine 
block 1

Spine 
block 2

Spine 
block 3

Spine 
block 4

Spine 
block M

... ...

...

...

...

Fig. 21.3a,b Diagram of scale-out type of datacenter network. A tiered architecture is used with (a) fan-out from ToR to
edge switches with multiple connections, (b) from edge aggregation block to spine blocks with all-to-all connections

An ideal datacenter network should be nonblock-
ing to allow flexible placement of compute jobs among
machines, flat with as few tiers as possible to reduce
latency and cost, and wide enough to support all com-
pute nodes with predictable latency from machine to
machine. The two most important characteristics of
intra-datacenter networks are scalability and cost/power
efficiency, which are influenced by all aspects of the da-
tacenter network design: fabric topology, physical lay-
out, switch hardware, interconnect selection, network
routing, and management control. With the anticipated
growth of the cloud, the scaling and efficiency aspects
will continue to influence future network designs. For
example, a datacenter with> 100 000 servers, each with
100Gb=s of bandwidth allocated, would require an in-
ternal network with 10 Pb=s of aggregate bandwidth
to support full-bandwidth communication among all
servers. On the other hand, in order to maintain energy
and space efficiency, as the bandwidth and number of
servers scale up, the datacenter network needs to scale
within the same footprint and cost.

There are many considerations in building a large-
scale datacenter network, including but not limited
to cost (capital expenditure and operating expenses;
CapEx and OpEx) and performance. The key technolo-
gies are the fabric topology chosen, the switch silicon
ASIC, and the interconnect to implement the fabric,
each of which will be discussed below.

21.1.1 Fabric Topology

To connect tens of thousands of nodes, there are a va-
riety of network topologies which can be chosen: flat-
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a)

b)
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Fig. 21.4a,b Diagram of Clos fabric
built with k-port switches showing (a)
two-stage Clos, (b) three-stage Clos

tened butterfly [21.4], B-cube [21.5], Clos [21.6], and
others [21.7]. The topology choice is often a trade-
off between software routing complexity, physical link
efficiency/number, and fabric scalability. For example,
flattened butterfly trades off fewer physical links but re-
quires adaptive routing to load-balance arbitrary traffic
patterns, whereas a Clos/fat tree has multiple physical
paths and simpler routing to handle arbitrary traffic pat-
terns.

As described in Fig. 21.3, Clos topology is most
commonly used for large-scale datacenters to support
full-bisection bandwidth and graceful fault tolerance.
This architecture enables the use of identical switching
elements with smaller radix (i.e., the switch ASIC) to
form a multistage Clos for a very large-scale network
fabric that would be impossible to achieve with mono-
lithic single-chip or single-chassis technologies [21.8].
Figure 21.4a shows a two-stage Clos constructed with
identical k-port switches with all-to-all spine-to-leaf
switch connections. The leaf switches have k nodes of
k-port switches, with k=2 ports of each switch connect-
ing to system ports, and k=2 ports fanning out to k=2
spine switch nodes. The k ports of each spine switch

fan out to all leaf switches (k nodes)

Total bisection bandwidthD number of spine links

� bandwidth per link� 2
Total number of connected system portsD .k2/=2 :

To further increase the bisection bandwidth and total
number of system ports (or hosts) that can be inter-
connected, the two-stage fat tree can be extended to
a three-stage fat tree (Fig. 21.4b) with k=2 port con-
nections to each lower-stage switch. Layers can be
continually added in this manner to increase the band-
width of the network at the expense of latency and cost.
Ideally, a fully meshed networking fabric that connects
every system port in a datacenter provides full bisec-
tion bandwidth (same amount of bandwidth between
any two nodes), which leads to easier programming (no
consideration of the underlying network infrastructure
and where bandwidth constraints lie) and better uti-
lization of server compute capability. However, such
a design would be prohibitively expensive, and mod-
est oversubscription (i.e., bandwidth provisioned is less
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Fig. 21.5 Evolution of bisection bandwidth insideGoogle’s
datacenter

than maximum possible peak/demand bandwidth with
fewer upward-facing than downward-facing links) is of-
ten applied at some layer/tier to reduce CapEx.

Figure 21.5 shows the evolution of Google’s data-
center network fabric bandwidth over time. Leveraging
the Clos topology and the increase of switch ASIC
bandwidths, a three-orders-of-magnitude increase in
bandwidth was achieved over roughly a decade, with
the Jupiter network capable of 1:3Pb=s of bisection
bandwidth at maximum scale (after [21.1]).

21.1.2 Switch Silicon

Driving sustained increases in bandwidth, merchant
switch silicon has become a key building block for data-
center fabrics, as it enables faster time to market and
quicker product refresh cycles at much lower cost than
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Fig. 21.6 Switch I/O bandwidth and
technology scaling trend

with customized ASICs. With the continuous scaling
of technologies for signaling speed, the increase in the
number of signal pins, and power scaling from Moore’s
law, the capacity of high-speed switch chips has seen
an impressive tenfold increase over the past 10 years.
The evolution of the bandwidth available from a sin-
gle switch chip is shown in Fig. 21.6. A single switch
chip today can offer > 12 Tb=s of switching capacity,
and > 25Tb=s switching capacity in the near future us-
ing a 7 nm complementary metal–oxide semiconductor
(CMOS) technology node. The radix (number of ports)
of the switch chip has also increased from 16 to 256 in
the past 10 years. The higher switch capacity and larger
radix enable large-scale and more efficient datacenter
fabrics with > Pb=s bisection bandwidth, using fewer
stages and external interconnections.

However, switch silicon bandwidth may become
constrained by the saturation of package pin count and
slowing power consumption improvements of the I/O
(SerDes interface of each port), due to Moore’s law
slowdown. While opportunities exist to improve the
energy efficiency of each channel with advances in
CMOS technology, the package pin count scales more
slowly than I/O speed and power, per the International
Technology Roadmap for Semiconductors (ITRS) pro-
jection, thus slowing the aggregate switch bandwidth
growth.

21.1.3 Intra-Datacenter Interconnect

Inside the datacenter, one of the most notable charac-
teristics of the network is the large amount of fan-out.
A much larger number of transceivers and interconnects
are thus required to implement the topology, which mo-
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Fig. 21.7 Cost and reach comparison for electrical and op-
tical interconnection for 40G and 100G

tivates a strong focus on improving cost, power, and
density/size, at a variety of reaches.

Figure 21.7 shows the cost comparison for electri-
cal and VCSEL-based short-reach optics at 40G (4�
10Gb=s) and 100G (4�25Gb=s). Printed circuit board
(PCB) traces are used for the switch I/O connections
between chip-to-chip, chip-to-module, and backplane
interconnects up to 1m reach. Although there has been
much anticipation and debate regarding optical intra-
rack connections, for the data rates shown in Fig. 21.7,
copper direct attach cable (DAC) still seems to be
the most cost-effective and power-efficient intercon-
nect for intra-rack connections up to 3m at 25Gb=s.
Vertical-cavity surface-emitting laser (VCSEL)- and
multimode fiber (MMF)-based short-reach technolo-
gies have shown the best overall link cost (transceiver
cost plus fiber cost) for up to 25Gb=s per lane speed
and for reaches up to 100m.

VCSEL- and MMF-based technologies have
been widely deployed in Google datacenters since
2007 [21.1]. This has tipped the scales away from
copper interconnects, which were bulky and very
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Fig. 21.8 Pulse-amplitude modulation-based link (specifically PAM4, four levels). Leveraging of technological de-
velopments for the line side (long-haul), in the form of high-speed ADC (analog-to-digital converter) and DAC
(digital-to-analog converter) design, allows increased bandwidth with the same baud rate and number of optical compo-
nents

difficult to deploy at the number and lane speed scales
required for inter-rack connection. Over the past 10
years, the performance of VCSEL arrays has improved
to extend the reach to 100m at 40Gb=s (4� 10Gb=s)
over OM3 fiber and 100m at 100Gb=s (4� 25Gb=s)
over OM4 fiber. Beyond 50Gb=s lane speed, due to
the performance limitations on bandwidth and reach, it
may be challenging for VCSELs to scale for 100Gb=s
PAM4 without advanced digital signal processing
(DSP).

The interconnections between the edge aggregation
switches and the spine switches form the core of the net-
work fabric, which can span an entire mega-datacenter
building or campus. Long-reach optical transceivers
and single-mode fiber (SMF) transmission technolo-
gies must be used to achieve the required bandwidth
reach and cabling efficiency. In 2012, Google achieved
the first large-scale deployment of wavelength-division
multiplexing (WDM)/single-mode fiber (SMF)-based
interconnects inside the datacenters with 40GbE quad
(4-channel) small form-factor pluggable (QSFP) form-
factor transceivers [21.1]. Using wavelength-division
multiplexing and photonic integration, the solution can
scale to higher data rates of 400Gb=s, with four wave-
lengths each running at 100Gb=s PAM4 modulation,
and longer reach (> 2 km).

Next Generation: Intra-Rack Interconnect
For traditional on-off keying (OOK) modulation, be-
yond 50Gb=s lane speed, the reach of signal transmis-
sion over copper is limited by the large loss at high
frequency. Pulse-amplitude modulation (PAM) signal-
ing overcomes the loss limitation at the expense of
signal-to-noise ratio (SNR) penalty due to multilevel
signaling. Lower-loss PCB materials and DSP-powered
PAM4 (four-level PAM) SerDes may be needed to en-
able low-cost PCB interconnects. Because of the higher
power consumption of SerDes I/O required to compen-
sate for the physical impairments (loss, inter-symbol
interference (ISI), reflection, etc.), achieving a PCB
backplane trace of 1m, which is typically needed for
interconnecting line cards, is challenging. Although
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high-speed I/O can scale beyond 100Gb=s, the elec-
trical reach may be too short even for chip-to-module
connection with good energy efficiency. This may ne-
cessitate the closer integration of optics to electronics.

Next Generation: Inter-Rack Interconnect
The next-generation electrical I/O will be PAM4-based,
with linear interfaces for the optical transmitter and
receiver. Technologies developed for modern coher-
ent systems used for dense wavelength-division mul-
tiplexing (DWDM) line-side optics (such as linear
laser drivers (LD) and linear transimpedance ampli-
fiers (TIAs) at the front end and high-speed analog-
to-digital converter (ADC) and digital-to-analog con-
verter (DAC)) form the necessary basis of next-gen
high-speed datacenter transceivers. In addition, high-
performance DSP capability has emerged for datacenter
applications in order to relax the bandwidth and linear-
ity requirements for optical components and to com-
pensate for other link impairments [21.10]. Compared
with long-haul transmission, the power consumption of
the DSP functions could be significantly reduced for
the much shorter-reach datacenter applications with the
elimination of chromatic/polarization mode dispersion
(CD/PMD) and polarization/phase recovery to meet the
power and density requirements. Another potential area
of development is low-latency and low-overhead for-
ward error correction (FEC) specifically targeted for
datacenter applications.

To scale the performance of direct-detection PAM
signaling beyond 100G PAM4, PAM-N technology
may be extended by a recently proposed FlexPAM con-
cept [21.9], where irregular PAM (such as PAM5) with
flexible and fine spectral efficiency (SE) granularity
can be realized by using a single chip with a common

DSP architecture. The need for FlexPAM with fine SE
granularity can be clearly seen from Fig. 21.9, which
shows the achievable receiver sensitivity of different
PAMs versus component bandwidth (by using Shan-
non mutual information theory) to achieve 200Gb=s
throughput for a pragmatic externally modulated
short-reach optical system. A dramatic improvement in
performance can be achieved with a slight increase in
the modulation bandwidth efficiency for a bandwidth-
limited system. For components with achievable
bandwidth of 40GHz, the receiver sensitivity can be
improved by 5:5 dB using irregular PAM5 compared
with regular PAM4. Although using regular PAM8 can
achieve similar receiver sensitivity, PAM8 has a 5–6 dB
higher link penalty than PAM5, due to level-dependent
impairments such as multiple-path interference
(MPI) [21.9]. Such a technique may be useful for
scaling of short-reach systems to beyond 1 Tb=s.

The use of coherent transmission to increase data
rate per channel/wavelength has been previously dis-
cussed as another possibility for intra-datacenter in-
terconnect beyond 100Gb=s per channel [21.11]. The
benefits of a coherent approach include the use of
a single laser for multiple degrees of freedom (in-
phase, quadrature, and polarization) and increased re-
ceiver sensitivity. The sensitivity advantage is shown
in Fig. 21.10. Operating at an identical net symbol rate
of 50GBd, 480Gb=s coherent PM-16QAM, with mod-
erate 13 dBm local oscillator (LO) power, can achieve
15 dB better sensitivity than 112Gb=s PAM4 with di-
rect detection.

On the downside, the DSP functions required to ex-
tract the various degrees of freedom at the receiving
end consume more power than with a direct-detection
receiver. Therefore, it has traditionally been used only
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Fig. 21.10 Receiver power sensitivity
comparison between coherent and
direct detection

in long-haul and metro networks due to its imple-
mentation complexity and high power consumption.
Other disadvantages are the increased requirements for
the quality and control of components (modulator and
laser), doubling the number of photodetectors, and test
complexity. Finally, although not fundamental, the tech-
nology has not been developed for traditional datacenter
wavelengths, affecting deployability. So far, disadvan-
tages have outweighed advantages for intra-datacenter
use of digital coherent technologies.

However, there have been enormous reductions in
cost, power, and density with respect to coherent tech-
nologies for metro and long-haul transport systems over
the last decade. Figure 21.11 shows power and linear
density per gigabit per second as a function of time for
datacenter transceivers and coherent transceivers (ex-
cludes external erbium-doped fiber amplifiers, EDFAs).
Some estimates for target 200/400Gb=s transceivers in-
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1

0.1
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Reach (mm/(Gb/s))a) b)
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Fig. 21.11a,b Comparison of datacenter (solid lines) and coherent transceiver (dashed lines) power per Gb=s and linear
density per Gb=s. Triangles indicate shorter reaches (< 100 km)

clude 200Gb=s (4� 50Gb=s PAM4) in QSFP for the
datacenter, and 400Gb=s in octal (8-channel) small
form-factor pluggable (OSFP) for both datacenter and
coherent (1� 400Gb=s) transceivers [21.12]. From
these plots, it is clear that datacenter and coherent inter-
connect technologies are converging from a power and
density perspective, with this trend expected to further
accelerate with shorter coherent reaches (< 100 km,
triangles in Fig. 21.11) shedding unnecessary DSP
functions. The extension of coherent technologies to
shorter reaches will likely enable aggregate intercon-
nect cost reduction (inter- and intra-datacenter reaches)
with shared volumes. In addition to relying on Moore’s
law for power reduction, low-voltage modulators and
uncooled LOs need to be investigated to meet the
power/density target for datacenter optics. For scaling
beyond 1:6 Tb=s, coherent detection could be a more
viable option than direct detection.
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Another option for increasing the aggregate data rate
per interface is to increase the number of wavelength
channels. With this approach, WDM integration will be
critical, with three possible approaches: silicon photon-
ics, monolithic III–V, or a hybrid solution. For silicon
photonics, the main challenges are link budget, packag-
ing, and optical and electrical integration. Grating and
edge couplers with lower loss and improved alignment
tolerance are essential to improving performance, yield,
and cost. Electrical integration will minimize parasitics
to reduce power and size. Silicon photonics may lever-
age the packaging technologies and techniques of tradi-
tional CMOS (f2 f, 2-D, 2.5-D, 3-D integration), giving
it critical advantages. Monolithic III–V photonic inte-
grated circuits need fundamental improvements in epi-
taxial growth and fabrication. Reduction and/or identifi-
cation of defects early in the III–V process may be aided
by data mining and better analytics.

Intra-Campus Interconnect
There are always trade-offs among spectral efficiency,
power consumption, path diversity, and cabling com-
plexity. For the intra-building network, a connection-
rich mesh topology is desirable; hence, coarse wave-
length-division multiplexing (CWDM) with lower
spectral efficiency has been the technology of choice
for achieving lower power, cheaper transceiver cost, and
a richer network fabric. On the other hand, at higher
aggregation layers such as the inter-building network,
bandwidth is more concentrated over point-to-point
links, and dark fiber is more expensive to deploy; hence,
DWDM with higher spectral efficiency is preferred.
As datacenter traffic continues to grow, the quantity
of fibers required from building to building becomes
difficult to scale and manage [21.13]. More spectrally
efficient and pluggable DWDM technology is needed
to scale the intra-campus bandwidth. The use of plug-
gable DWDM technology not only greatly reduces the
number of fibers needed (e.g., a 100GHz-spaced 48-
channel DWDM system reduces the required number
of fiber connections by a factor of 48), but also allows
simpler fiber management. The higher optical link bud-

get supported by the use of optical amplifiers may also
enable new network-level functionalities such as larger
campuses or intermediate switching nodes.

Density and cost are two key factors that deter-
mine the applicability of DWDM technologies for
campus applications. Additionally, to facilitate deploy-
ment and inventory management, full-band wavelength
tunability is highly desirable. DWDM technology re-
quires stable wavelength grids, and this often ne-
cessitates temperature-stabilized (thermoelectric (TE)-
cooled) packaging. Innovative laser chip and package
designs are needed to bring down cost and power con-
sumption, especially for full-band tunable lasers.

21.1.4 Throughput Requirements
and Traffic Characteristics

Figure 21.13 shows the traffic generated by servers
inside Google’s datacenter, which has been doubling
every 12–15 months [21.1]. This is much faster than
the bandwidth growth of private backbone WANs, with
40–50% growth every 12 months [21.2].

Bandwidth provisioning to servers is a trade-off
between performance (latency, energy) and cost effi-
ciency. While various software techniques can be used
to allocate resources more efficiently [21.14, 15] so as
to extract the most value and efficiency of compute and
storage resources, the networks that interconnect them
must be correctly balanced. Otherwise, one or two re-
sources would limit the value that could be extracted
from other resources, or could cause some resources to
be idle, and that would increase system costs. Accord-
ing to Amdahl’s balanced system law, a system should
have 1Mb=s of I/O for every 1MHz of computation in
a parallel computing environment. Ideally, the network
bandwidth would be slightly over-provisioned relative
to both compute and storage to ensure there are no is-
sues in efficiently connecting compute and storage.

Unlike compute and storage, networking bandwidth
is a distributed resource. Despite the availability of soft-
ware techniques to improve the dynamic allocation of
networking bandwidth at the datacenter scale [21.16–
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Fig. 21.13 Google’s traffic growth
generated by servers inside datacenters

18], reliable and scalable networking bandwidth shar-
ing remains challenging even in network topologies
with no oversubscription. Empirically, the bandwidth
to the server can often be adjusted at the ToR by
changing the oversubscription ratio and monitoring the
utilization of the uplinks. For a rack of m servers,
each capable of 100Gb=s of burst bandwidth, if the
ToR has m�100Gb=s downlinks and n�100Gb=s up-
links, the average bandwidth available to each server is
.n=m/� 100Gb=s (with an oversubscription of m W n).

The total computing and communication capacity
required for each target application also vary widely.
Consider Google Search as an example: it often touches
50+ services and 1000+ servers with distributed data
stored in memory or flash. Caching service (memkey-
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val) requires a large amount of networking bandwidth
for copying of large files, while score and sort (web-
search) consumes little network bandwidth [21.14].
With the adoption of flash today and other nonvolatile
memory (NVM) technologies with large I/O capability
in the future, designing a network to efficiently maxi-
mize the performance of compute and storage resources
will remain a key challenge.

21.1.5 Energy Efficiency
of Datacenter Network

With the unprecedented growth in users and traffic, da-
tacenters continue to expand to house more machines
and networking gear. The cost of power and its associ-

http://www.cfp-msa.org
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ated delivery and cooling are becoming significant fac-
tors in the total expenditures of large-scale datacenters.
Power consumption inside the datacenter is distributed
in the following order [21.19]: servers consume around
33%, memory 30%, power delivery and building cool-
ing 20%, disks 10%. Over the past 10 years, significant
effort has been spent in improving energy efficiency,
from the individual components to building-level de-
sign. Besides the improvement in cooling and power
delivery systems, low-power hardware components and
energy-proportional designs enable energy savings for
processors [21.20], memory [21.21], storage devices,
and networking systems [21.22].

The networking portion constitutes only 7% of the
entire power envelope of the datacenter [21.19]. The
portion of networking attributable to optics is a smaller
subset of that power (half or less). Thus, a reduc-
tion in networking power consumption will not yield
a dramatic improvement in overall datacenter power
efficiency and corresponding reduction in CapEx and
OpEx. However, the reduction of power in optical mod-
ules is still important for increasing front panel linear
density and reducing the overall datacenter fabric foot-
print and cost. In practice, the switch line card/system’s
form factor is limited by the transceiver’s power con-
sumption and the electrical feeds to the transceiver. The
size constraint on optics comes from the front panel lin-
ear density (.Gb=s/=mm) of the line card, where all the
bandwidth of the switch ASIC(s) housed on the line
card must be extracted via the front panel. Figure 21.14
shows some pluggable optical transceiver standard form
factors for 100GbE and the associated power consump-

tion of each. Obviously, with the smaller form-factor
solutions with small connector pin pitch, more band-
width can be brought out per linear dimension of
the line card. However, the small-form-factor optical
transceiver often has a smaller power envelope because
of a more limited surface area for heat extraction.

Figure 21.15a shows the switch I/O bandwidth
trend line and the front panel bandwidth achieved
for 10, 40, and 100Gb=s. Pluggable optics technol-
ogy saw a tenfold improvement over 7 years, with
an increase in electrical I/O speed (from 10, 25, to
50Gb=s) and a decrease in connector pin pitch from
0:8mm for .40Gb=s/=.100Gb=s/ QSFP to 0:6mm for
400Gb=s OSFP. Thus far, through the use of 400Gb=s
transceivers, there has been no scaling problem for data-
center pluggable optics to effectively match and extract
the switch capacity.

Delving into what determines power at the compo-
nent level can be quite complex, as the type of device
and the design details give rise to a wide range of
power numbers. Because of the analog nature of opti-
cal components, even with the advances in high-speed
SerDes technologies, the power efficiency of datacen-
ter optical transceivers improves only 10� every 10
years (Fig. 21.14b), which is slower than the growth of
switch bandwidth capacity and front panel density. Im-
provements in thermal design for pluggable optics has
helped to sustain bandwidth density improvements in
the past. More aggressive thermal management and cre-
ative copackaging of electrical and optical devices will
be needed to meet the more stringent bandwidth density
requirements for port speed of 400Gb=s and beyond.
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21.2 Inter-Datacenter Network

While economies of scale suggest that datacenters
should be as large as possible, typically restricted by
the amount of power available for the site, datacenters
should also be distributed across the planet for fault tol-
erance, latency locality, and better user experience. The
rapid adoption of cloud services also drives a new set of
requirements and challenges for wide area networking
(WAN) in terms of capacity, accessibility, and flexibility.
To meet the two sets of requirements, Google has built
two separateWANnetworks: public back-end backbone
(B2) and private back-end backbone (B4). Figure 21.16
shows Google’s wide area datacenter network topol-
ogy [21.22]. Parallel to the private back-end network
is a user-facing public backbone (B2), which end users
interconnect to through peering, transit, or direct con-
nection to gain access to various cloud services. In order
to support better user experience with lower latency, the
fiber topology of the public backbone is meshier, with
more stringent availability performance. The private
back-end backbone (B4) provides connectivity among
datacenters only, to support large-scale data copies,
remote storage access, and end user data replication
for reliability. The private back-end backbone network
is usually architecturally simple, with point-to-point
links, but requiring much higher bandwidth to support
large-volume internal application traffic [21.2].

The inter-datacenter private back-end network em-
ploys scarce and expensive long-distance fiber for trans-
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Fig. 21.16 Google’s wide area
network (WAN) architecture (af-
ter [21.23])

mission. The public-facing transport network, in addi-
tion, contains many high-capacity metro transport links
to interconnect with other carriers’ networks. Metro
transport networks also serve to connect carrier net-
works to edge cache systems used by content providers
in order to improve content distribution experiences
with low latency without burdening the expensive back-
bone transport network. In recent years, fast-growing
bandwidth-intensive services such as YouTube and Net-
flix and other cloud applications are accelerating the
deployment of edge cache and metro optical transport
systems [21.22].

21.2.1 Interconnect Network Architecture
Evolution for WAN

With traffic engineering or buffering at the edge, the ag-
gregated WAN traffic entering and leaving datacenters
can be controlled based on capacity availability [21.2].
Unlike fibers inside datacenters, long-haul transmission
fibers are expensive and time-consuming to build or ac-
quire. Datacenters are often located in remote areas,
which drives the requirement for a range of reaches all
the way from a few hundred kilometers to 6000 km.
Given the space and power-hungry nature of regener-
ation nodes, the focus of inter-datacenter links is on
high-capacity, high-spectral efficiency, ultra-long-haul
transmission systems. Considerable hardware and soft-
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ware [21.2] innovation and effort have been directed
toward improving spectral efficiency and utilization of
WAN links.

From a transport topology point of view, while
metro networks (the network that connects our data-
centers and peering POPs to our B2/B4 backbone
networks) still use point-to-point link-based architec-
tures, long-haul (LH) networks have evolved from tra-
ditional point-to-point link-based architectures to mesh
architectures enabled by colorless, directionless, and
contentionless (CDC) ROADM (reconfigurable opti-
cal add-drop multiplexer). With software control, CDC
ROADMs can add-drop any wavelength from any di-
rection to any transponder without contention in the
add/drop path, thereby enabling an unconstrained dy-
namic network at the physical layer.

The CDC ROADM-based mesh network architec-
ture has a number of advantages: (a) higher network
utilization efficiency, (b) shorter reconfiguration time,
and (c) operational simplicity:

(a) Network efficiency comes from a couple of ar-
eas. An arbitrary wavelength-routed mesh provides
superior CapEx and OpEx performance relative
to terminated point-to-point links. Secondly, CDC
ROADM architecture enables bandwidth reconfig-
uration to meet the variation in network demand,
unlike the traditional point-to-point network topol-
ogy, where additional fibers and amplifiers must be
deployed to transport those wavelengths or in the
event of a bandwidth demand surge.

(b) CDC ROADM architecture enables optical layer re-
configuration around links under repair to reduce
the mean time between failures, thus increasing

the overall network availability. CDC-ROADM-
enabled mesh networks could provide section-by-
section (between ROADM nodes) 1 W n share optical
protection as well as dynamic mesh restoration (the
capability to dynamically identify and activate new
routes at the time of a failure). In particular, 1 W n
protection allows us to protect optical layer services
without the need for reserving 50% of the network
capacity, which is required with 1C 1 protection
used in point-to-point-based networks.

(c) The use of CDC ROADM could enable end-to-end
touchless provisioning and activation of network
bandwidth without requiring technicians on-site to
provision the connection of each circuit. Moreover,
the sparing of transponders in the CDC add/drop
node becomes a simple software command to ac-
tivate a prepopulated spare instead of physically
reseating a new card and reprovisioning it.

In addition to the introduction of CDC ROADM
for a more flexible optical layer, disaggregation of
key functional blocks is emerging as an important
trend [21.24]. Traditionally, LH transport systems have
been provided by system vendors as proprietary solu-
tions, where the terminal optics (i.e., line card-based
optical transponders) will work only with their propri-
etary line systems. The key functional blocks, such as
ROADM and OA, can only be managed by their pro-
prietary line management system, and have numerous
control and equalization loops at the link level. Such
an integrated solution has the advantage of well-defined
transport performance, but it also has challenges in in-
teroperability due to lack of common specifications,
flexibility in vendor and technology selection, and



Part
C
|21.2

720 Part C Datacenter and Super-Computer Networking

centralized network management and automation. The
disaggregation of key transport functional blocks with
a well-defined I/O interface addresses these problems.
The first phase of disaggregation is to decouple terminal
optics from the line system, which we have deployed
for several years. In the second phase, ROADM disag-
gregation into key functional blocks provides a num-
ber of benefits, which include (a) modularity at the
degree and link levels and the use of multivendor
line systems, (b) faster insertion cycles for new sub-
system building blocks, and (c) a greatly simplified
control and management plane architecture by em-
bodying modern software-defined networking (SDN)
principles.

The ROADM technology has also been evolv-
ing from fixed grid (typically 50GHz or 100G fixed
DWDM grid) toward a flexible grid (with grid granu-
larity reduced from 50 to 12:5GHz). The introduction
of flexible-grid ROADM could reduce the guard band
between channels (e.g., 100Gb=s quadrature phase-
shift keying QPSK over 37:5GHz channel spacing) and
pack multiple channels together with minimal channel
guard bands through the Nyquist pulse-shaping tech-
nique [21.25], improving spectral efficiency in long-
haul transmission fiber.

21.2.2 LH Interconnect Bandwidth Scaling

Since long-haul fiber is a very scarce resource and
time-consuming to deploy, in order to meet the in-
creased bandwidth demands of private backbone WAN,
the bandwidth capacity scaling of long-haul is achieved
mainly by increasing the single-fiber capacity. Fig-
ure 21.18 shows an increase in single-fiber capacity
from 3:2�40Tb=s with the following techniques.
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Fig. 21.18 LH network single-fiber
capacity (with reach > 600 km) scal-
ings. (PM: polarization-multiplexed,
DPSK: differential phase-shift key-
ing; QPSK: quadrature phase-shift
keying; QAM: quadrature amplitude
modulation)

Dense Wavelength-Division Multiplexing
(DWDM)

DWDM channels with 50GHz spacing (with up to
96 channels over the extended C-band optical am-
plifier bandwidth) have been used for LH transport
systems with 40�200Gb=s per channel. Very tight laser
wavelength control is required for DWDM systems
with small wavelength spacing, because any wave-
length drift will cause the system to experience higher
loss and spectrum distortion from the filtering effects
of Mux/Demux (multiplex/de-multiplex) (and cascaded
ROADMs), as well as larger DWDM crosstalk from the
neighboring channels. Wavelength control accuracy has
improved from early DWDM systems with˙5GHz ac-
curacy, to current accuracy of ˙2:5GHz, in order to
reduce the filtering and crosstalk penalties. Flexible-
grid or gridless super-channels may be used to increase
the optical spectrum utilization and thus the overall
single-fiber capacity.

Four-Dimensional Modulation/Multiplexing
Each optical carrier has four degrees of freedom: X and
Y-polarization, in-phase, and quadrature phase compo-
nents. Polarization-multiplexed (PM) QPSK and PM
M-QAM (quadrature amplitude modulation) such as
PM-8QAM and PM-16QAM utilize all four dimensions
of an optical carrier, and thus can increase the modula-
tion spectral efficiency in terms of bits per symbol by
a factor of 4 as compared with the single-polarization
direct intensity modulation format with one dimension
of an optical carrier only.

Digital Coherent Detection
Digital signal processing (DSP) has enabled coherent
detection, where both polarization demultiplexing and
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carrier phase recovery are carried out in the digital do-
main by:

1. linearly mapping the incoming optical signal field
into an electrical signal through a polarization- and
phase-diverse coherent detection front end

2. digitizing the detected electrical signal; and
3. using a 2� 2 multi-input and multi-output (MIMO)

equalizer to recover the polarization and using
a feed-forward-based phase estimation algorithm to
track fast-changing optical phases.

Digital coherent detection not only encodes information
into the full four dimensions of an optical carrier; it also
enables electrical compensation of optical chromatic
dispersion and polarization mode dispersion, which are
the major impairments for high-speed optical transmis-
sion.

C+L Band
C-band (1528–1565nm) and L-band (1570–1610nm)
are two communication bands that coincide with the
third transmission window of silica fiber and the wave-
length range of EDFAs. EDFAs can be made to operate
at both C-band and L-band, and fiber loss in the L-band
is still very low. When C-band capacity becomes in-
sufficient, L-band is the next natural spectral region to
double the single-fiber capacity.

Eventually, fiber nonlinear effects and OSNR (opti-
cal signal-to-noise ratio) requirements for higher-spec-
tral-efficiency (i.e., higher bits per symbol) modulation
formats [21.27] limit the single-fiber capacity. Fig-
ure 21.19 shows the estimated transmission reach limit
for different higher-order modulation formats (with dif-
ferent spectral efficiency rates) at a fixed symbol rate
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Fig. 21.19 Estimated transmission
reach for different modulation formats
all operating at 40GBd symbol
rate and 50GHz channel spacing
(after [21.26])

of 40GBd and fixed channel spacing of 50GHz. The
transmission reach rapidly decreases as the modulation
spectral efficiency increases. Both hardware [21.26, 28,
29] and software techniques [21.2] designed to im-
prove the resource utilization of network capacity have
been investigated in recent years. Rate-adaptive op-
tics [21.26], which optimizes the fiber capacity based
on fiber route, can effectively increase network re-
source utilization: shorter routes using higher-SE (spec-
tral efficiency) modulation formats (and thus higher
capacity), and longer routes using lower-SE modula-
tion formats (less capacity). Very fine-granularity rate-
adaptive optical transceivers could be realized by using
either the time-domain hybrid QAM technique [21.26]
or the probabilistic constellation-shaping (PCS) tech-
nique [21.29]. The time-domain hybrid QAM has the
advantage of simpler implementation, while the PCS
offers better performance. As discussed earlier, the
overall transport capacity can also be increased with
Nyquist pulse-shaping-based super-channel techniques
to increase spectrum utilization [21.25].

SDN has advanced greatly over the past 10 years.
Not only does it enable the network-level programma-
bility to make the above rate-adaptive optical transmis-
sion feasible, but the centralized optical control plane
is also essential for allocating bandwidth among differ-
ent services based on application priority. As a result,
instead of over-provisioning and underutilization of
bandwidth, the utilization of expensive long-haul links
can be improved to near 100% [21.2].

Metro to LH: IP+DWDM to IPoDWDM
Traditional terminal optics-based transport technology
has been used for metro and LH backbone networks.
With this technique, the transport interface rate (i.e.,
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Fig. 21.20 Metro transport optics evolution (an example)

the line-side interface rate) is decoupled from the router
interface rate (i.e., the client rate), with client optics in-
terconnecting the router and the transport equipment.
Such a technique was adopted mainly for two reasons:
(1) the router interface rate is slower than the transport
line-side interface rate, and (2) the router technology
scales well with Moore’s law, with much lower power
consumption than transport optics. Thus the speed and
density of router ports have evolved much faster than
the transport optics. With the decoupling of the trans-
port optics and router on separate systems, the router
and transport optics can scale at their own pace to
achieve the best overall economics. As the router inter-
face rate increases to be comparable to DWDM line-
side interface rates (100Gb=s and beyond), not only
is the cost of client optics greatly increased (relative
to the line-side optics), but the role of traffic groom-
ing using client optics is also reduced. On the other
hand, with the advance of digital coherent detection,
the transport technology evolution becomes largely dic-
tated by the coherent DSP power, which has scaled well
with Moore’s law—the same as the routers. Therefore,
starting from 100Gb=s, a fundamental paradigm shift
has taken place in the metro and LH networks: we are
starting to move away from the traditional IP+DWDM
architecture, toward a converged IP (internet protocol)

over DWDM (IPoDWDM) architecture, by eliminating
the client optics and putting the transport optics directly
into the router interface ports. Such an IPoDWDM ar-
chitecture not only saves power, cost, and space, but
also simplifies network management and control.

Figure 21.20 shows the evolution of metro transport
optics from traditional terminal optics to a lean datacen-
ter connection interconnect (DCI) box with simplified
management interface, and eventually to the pluggable
400G coherent module (i.e., the 400G-ZR, an Optical
Internetworking Forum (OIF) standard which is under
active development). As shown in the figure, traditional
line card-based terminal optics occupies 13 rack units
and consumes 3 kW of power for 2 Tb=s of transport ca-
pacity, whereas the 1 Tb=s DCI box occupies one rack
unit and consumes 1 kW of power. When the 400G-ZR
pluggable transceiver is available in 2019, its coher-
ent optoelectronics is expected to consume < 15W
power and will be realized in an OSFP module [21.30],
the same form factor that will be used for 400Gb=s
client optics. Such dramatic power and size reduction
is made possible by the continuous power reduction
with CMOS technology (40 to 28, to 14, to 7 nm) and
the advancements in photonic integrated circuits (PICs),
including both InP- and silicon photonics-based inte-
gration technologies.

21.3 Conclusion

The evolution of the datacenter network and its pho-
tonic technologies over the past decade has been driven
by tremendous advances in hardware and software tech-
nologies, both within (intra-datacenter) and between
(inter-datacenter) networks. The tenets of SDN will
continue to have a major impact by enabling scal-
able, dynamic networks with better programmability
and efficiency. The line-side technologies (wavelength-

division multiplexing, digital signal processing) have
migrated from traditional telecom applications to help
drive the bandwidth growth of datacenter applications.
Moving forward, the continuing growth of datacenters
and cloud applications will become the key technology
driver for more aggressive reductions in power, cost,
and density through intimate integration of electronics
and photonics.
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22. Evolving Requirements and Trends of HPC

Sébastien Rumley , Keren Bergman , M. Ashkan Seyedi, Marco Fiorentino

High-performance computing (HPC) denotes the
design, build or use of computing systems sub-
stantially larger than typical desktop or laptop
computers, in order to solve problems that are
unsolvable on these traditional machines. Today’s
largest high-performance computers, a.k.a. su-
percomputers, are all organized around several
thousands of compute nodes, which are collec-
tively leveraged to tackle heavy computational
problems. This orchestrated operation is only pos-
sible if compute nodes are able to communicate
among themselves with low latency and high
bandwidth.

In 2004 the ASCI Purple supercomputer was
the first to implement optical technologies in
the interconnects that support these internode
communications. However, research on optical in-
terconnects for HPC applications dates back to the
early 1990s. Historically, HPC has been a large driver
for the development of short-distance optical
links, such as the ones found in today’s data-
centers (as described elsewhere in this volume). As
the number of research areas and industries that
exploit HPC is growing, the need for improved HPC
interconnection networks is expected to persist.

In this chapter we review the requirements
of current HPC systems for optical communication
networks and we forecast future requirements on
the basis of discernible HPC trends.
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22.1 Challenges of HPC

High-performance computing (HPC) denotes the design
and use of computers specifically engineered to tackle
large computational challenges. A computational chal-
lenge comprises the correct execution of the instruc-
tions declared in a program and, possibly, the appro-
priate transformation of input data into output results.
According to this definition numerous devices such as
personal computers, laptops, and even smartphones or
watches tackle amyriad of computational challenges ev-
ery day. Traditional or embedded computers, however,

reach their limits when the challenge involves a very
large number of operations, a massive amount of input,
intermediate, or output data, or both. In those cases, tra-
ditional computers might at best deliver the correct out-
put, but after an execution time so long that the results
have very little or no value [22.1] (e.g., weather forecast
delivered after the forecast epoch). In many cases, how-
ever, traditional computers will simply fail to execute the
program altogether due to insufficient temporary storage
space, to the presence of a random error in one of the
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components, or to external causes such as a power fail-
ure. Some applications of computing thus require sys-
tems able to:

� Execute a large number of instructions per seconds
to limit the total execution time� Hold large enough intermediate states during the
computation� Be able to continue and/or resume correct opera-
tion for weeks or even months even in the face of
a power or component failure.

Computers meeting these requirements are gener-
ally called high-performance computing systems.

Of course, requirements for a large number of op-
erations per second, large memory and storage, and
prolonged error-free operation are continuously grow-
ing as high-performance computing hardware evolves
and progresses. Today’s laptops and smartphones have
capabilities that the most powerful supercomputers had
about 20 years ago. High-performance computing can
therefore be defined as the avant-garde of the comput-
ing industry. In particular, the field has seen the first

use of optical fibers directly within a computing sys-
tem, and might prefigure a generalized use of photonics
in general purpose computing (e.g., in interfaces for ul-
trahigh definition displays [22.2]), making this focus on
HPC relevant in the context of this book.

In this chapter, the main characteristics and ratio-
nales of HPC, and of the associated high-performance
interconnects, will first be reviewed. If HPC is the en-
try door to computing systems at large for the photonics
community, it is worthwhile analyzing past, current and
future requirements and trends of HPC in the context of
this book. If these HPC requirements are not properly
understood, the opportunity to enter the computing sys-
tem market might be lost. The next section (Sect. 22.2)
thus provides a digest of what a high-performance sys-
tem is, and how it differs from other systems, e.g.,
from datacenters (Sect. 22.2.1). In Sect. 22.3, a de-
scription of HPC interconnection systems is provided.
This description comes with more details as the inter-
connection network is the part with the highest need
for optical technologies. Finally, in Sect. 22.4, we re-
view the photonic technologies that might be deployed
in next-generation HPC systems.

22.2 Defining High-Performance Computing

In the definition provided in the introduction of this
chapter, HPC was compared to traditional computers,
but HPC systems are also distinct from datacenters.

22.2.1 HPC and Datacenters

HPCs and datacenter machines have many things in
common: they comprise a large number of compute
cores, memories, and storage, consume large amounts
of power, require heat dissipation and cooling, are op-
erated 24/7, and often span large areas. Both execute
a massive number of instructions per second. Data-
centers and HPC systems can be mainly distinguished
from each other by looking at the size of the tasks
they execute. In an HPC machine, a single task can
easily use most or even all resources and do so for
days or even weeks. In datacenters, in contrast, most
tasks are completed within seconds, and mobilize only
a small fraction of the datacenter resources. A typical
HPC task is a weather forecast simulation for a whole
country, whereas a typical datacenter task consists of
servicing a user web request. Consequently, datacen-
ters currently use components and networks that are
performing worse than their HPC counterparts. Re-
quirements in terms of error and failure recovery, in
particular, are less stringent in datacenters.

This situation, however, will change as the com-
plexity of datacenter tasks grows. Computationally in-
tensive tasks that would have been considered as high-
performance computing a few years ago are emerging
now in some datacenters. In-depth processing of video
streams, for indexing or illegal content detection, is
a typical example. Another example is natural language
processing (NLP) [22.3]. A certain level of convergence
between HPCs and datacenters is expected to take place
in the next few years [22.4]. For this reason, HPC can
be considered as the avant-garde for improved datacen-
ter technologies as well, in particular for technologies
that directly apply to hyperscale datacenters, as cooling,
automated server management, and, obviously, inter-
connects.

22.2.2 Quantitatively Measuring HPC

High-performance computers come in a large variety of
architectures, designs and sizes [22.5] suited for exe-
cuting specific applications or application classes. Yet
since the early days HPC practitioners have attempted
to build a universal metric to compare HPC systems.
Floating point operations per second (FLOPS) has be-
come the gold standard for measuring performance of
HPC systems. A floating point operation (abbreviated
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flop) can be any arithmetic or logic one, e.g., C, �, 	,
=, AND, OR, SQRT, and so on, applied to operands of
a specific precision. When operands have 64 bits, which
is the default case in HPC, the FLOPS are said to be
full-precision, while single- and half- precision FLOPS
correspond to 32 and 16 bit operands respectively. Note
that flop is a unit, and should be distinguished from the
FLOPS unit, which represents flop=s.

FLOPS can represent either the number of opera-
tions a computing element is theoretically capable of
delivering per second, in which case the term installed
FLOPS is used, or the number of operations a comput-
ing element has effectively delivered while performing
a computation (delivered FLOPS).

Counting Installed FLOPS
Determining the FLOPS installed in a system begins
by identifying the FLOPS capability of each processing
unit (PU) present in the system. A processing unit can
be a CPU (central processing unit), a GPU (graphics
processing unit), or any other digital logic component
destined to perform computational operations.

To identify the FLOPS capability, one first has to
consider the largest set of computational units that can
be used at the same time, and determines how many
floating point operations these units can perform in par-
allel. This number indicates the width of the PU and
its unit is abbreviated flop. For example, a PU with
four computational units each able to perform a fused
multiply-add d D axCb can perform widthD 8 flop si-
multaneously.

As a second step, the width must be multiplied by
the rate to obtain the flop=cycle throughput of the PU.
The rate indicates the number of cycles separating ad-
missions of new batch of operations in the PU, and
this regardless of the number of cycles required for this
batch to be completed. In the ideal case, the rate is equal
to 1, which means that a new batch consisting of width
operations can be started at every cycle, and therefore
that the PU micro-architecture is capable of carrying
width � rateD width � 1D width flop=cycle. Note that
a rate close or equal to 1 is rather common in modern
micro-architectures.

The width � rate figure (in flop=cycle) must finally
be multiplied by the frequency of the PU clock, ex-
pressed in cycles per second (thus, in Hz), to obtain the
installed FLOPS capability of the PU (in flop=s). For
example, if the PU with width D 8 flop that we consid-
ered above has a rateD 0.5 and is clocked at 3Ghz, its
installed capability would be 8 flop�0:5 �3�109 s�1 D
12� 109 flop=sD 12 gigaFLOPS (abbreviated GF).

The FLOPS installed in all the PUs in the sys-
tem are finally summed up to yield the full-system
installed capability. This generally works by multiply-

ing the number of PUs present within a chip (the term
socket is also used) by the number of chips installed
in every compute node, and finally by the number of
compute nodes present in the system. The term com-
pute node, often simply abbreviated as node, is widely
used in the HPC community and can be assimilated
to a server, in the sense that a node generally runs its
own instance of the operating system and can work in
relative autonomy. In contrast to conventional comput-
ing, however, compute nodes might not be individually
boxed. The BlueGene architecture from IBM, for in-
stance, consists of motherboards accepting 16 daughter
boards, with two nodes on each daughter board [22.6].
Thirty-two nodes thus share a blade, which also pro-
vides a common power supply and cooling system.

At the end of 2017, Sunway TaihuLight was the
publicly disclosed computer with the most installed
FLOPS. Each CPU can execute 8 flop=cycle. With
a rate of 1 and clock frequency of 1.45GHz, each CPU
delivers 11.6GF. With slightly more than a million of
such CPUs, the full system has an installed computing
power in excess of 120 PF (petaFLOPS) [22.7].

Counting Delivered FLOPS
Installed FLOPS must be considered as a higher bound
of performance, as they only reflect the maximum num-
ber of operations per second the system can perform.
A system, however, rarely operates at full capacity, es-
sentially for two types of reasons. First, the mix of
operations to be performed at a given point in time
may not fully match the capabilities of the computa-
tional units. In the above fused multiply example, the
maximum width is reached when four dD axCb oper-
ations can be realized in parallel. Should the executed
program only require multiplications, half of the PU ca-
pability would remain unused. Second, the input data
required to perform the programmed operations might
not be available yet, either because it must be fetched
from memory, is en route from another PU, or is cur-
rently being calculated within a computational unit. All
these circumstances will cause the PU to stall, most
often for a couple of cycles but sometimes for much
longer, while waiting for data to be available in the reg-
isters and causing a net loss of FLOPS compared to the
installed capability. These leaks of FLOPS are not only
unavoidable; they also reflect the quality of system de-
sign. Hence, it is not hard to realize that even the most
powerful chip multiprocessor (CMP) will underperform
without an adequate supply of data from memory and
other CMPs. To judge the practical capability of an
HPC system, the notion of delivered FLOPS is intro-
duced.

The delivered FLOPS metric is obtained by divid-
ing the number of flop required to complete a specific
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calculation (generally a benchmark) by the time taken
by the system to perform the calculations. The for-
mer number can be obtained either by annotating the
code with operation counters and executing it, or by
means of a complexity analysis of the underlying algo-
rithm. One of the most famous of the benchmarks used
to evaluate the delivered FLOPS, LINPACK (linear
equations software package), requires the solution of
a system of linear equations, which is known to require
2=3n3C2n2CO.n/ flop. The time taken to perform the
calculations is generally experimentally measured, as
predicting the number of PU cycles required, although
theoretically possible, is generally intractable.

We note that the installed FLOPS metric is rather
universal, possibly only subject to the interpretation
of the width and rate parameters [22.8]. The delivered
FLOPS metric of a given system, in contrast, depends
on many aspects: the type of calculation performed by
the benchmark application, the way it has been pro-
grammed, the compiler used and possibly even the input
dataset. Different codes will challenge the components
of an HPC system differently. The LINPACK bench-
mark, used in the Top 500 ranking [22.9], is known to
be extremely computationally intensive, stressing com-
putational units primarily. Another benchmark called
HPCG (high-performance conjugate gradient) [22.10],
in contrast, stresses the communication infrastructure
predominantly. Across multiple systems, the delivered
FLOPS thus largely depends on the architecture and de-
sign choices. Two systems with equal installed FLOPS
but different architectures generally deliver different
delivered FLOPS when executing the same bench-
mark.

System Efficiency
The so-called system efficiency metric can be obtained
by dividing the delivered FLOPS by the installed one.
For the users of an HPC system, the efficiency denotes
the intensity at which the tested benchmark leverages
the computational resources. System designers, in con-
trast, will see the system efficiency as the result of
efforts aimed at adequately connecting the computa-
tional units with the memory and among themselves to
limit the number and duration of PU stalls. LINPACK
calculations are relatively straightforward to conduct,
even on highly parallel architectures (Sect. 22.2.4), and
therefore system efficiencies for LINPACK are gener-
ally above 50% and sometimes above 90% [22.9, 11].
For HPCG, in contrast, efficiency rarely exceeds 10%
and sometimes even falls below 1% [22.10].

Other Performance Evaluation Strategies
FLOPS-based performance evaluation methodologies
are frequently criticized because they assign an over-

sized importance to computational units. As evidenced
by the HPCG benchmark, computational units are not
necessarily the performance bottleneck and, for some
application, focus should be placed on other charac-
teristics of the system. The Graph 500 is known as
a benchmark that is not based on FLOPS [22.12, 13].
It comprises the pseudorandom construction of a mas-
sive graph with up to trillions of edges followed by
a breadth-first search (BFS) over the graph. The per-
formance is reported in terms of traversed edges per
second (TEPS). This benchmark mimics calculations
used in data analytics. The HPC system exhibiting the
best performance on this benchmark, as of Novem-
ber 2017, is the six-year-old K computer, with 38
teraTEPS. This is more than the 24 teraTEPS demon-
strated by Sunway TaihuLight (ranked second), even
though the latter has more than 11 times more installed
FLOPS.

Quantitatively Describing HPC Systems:
Conclusions

Table 22.1 and Fig. 22.1 summarize the characteris-
tics of some of the most powerful HPC systems active
at the time of writing. FLOPS, installed or delivered,
is a simple metric permitting description of the ca-
pabilities of an HPC system. As shown through the
Graph 500 example, however, FLOPS counts are far
from being a universal metric. Nevertheless, as we will
see in the next section, FLOPS counts remain a pow-
erful tool to scale various requirements, such as the
memory bandwidth or communication bandwidth. It is
therefore important to be aware of the FLOPS charac-
teristics of the main systems.

In general, collocating many computational units
within a single PU, and many PUs within a chip, re-
quires engineering and technological exploits. Such
exploits will boost a system’s installed FLOPS, but of-
fer no guarantee of increasing the delivered FLOPS
and more generally improving the overall performance.
In the design phase of a supercomputer architecture,
HPC system designers face the choice of investing
resources in installed FLOPS exclusively, which can
cause a drop in the efficiency, or in other resources
such as memory or the interconnection network that are
likely to increase the overall efficiency. A system can
be considered balanced for a given application when
an additional dollar spent on installed FLOPS raises
the delivered FLOPS by the same amount as a dollar
invested on other components. For example, if adding
more PUs in a system results in more delivered FLOPS,
but boosting memory or interconnects of that system
keeps performance unchanged, the computing part of
that system is likely to be undersized compared to the
noncomputing part.
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Table 22.1 Main benchmarks for supercomputers

System name Year of intro-
duction

Top 500
rank

HPCG
rank

Graph 500
rank

Delivered
petaFLOPS
(LINPACK/
Top 500)

Delivered
petaFLOPS
(HPCG)

TEPS
(Graph 500)

Sunway TaihuLight 2016 1 5 2 93 015 0.481 23 756
Tianhe-2 (MilkyWay-2) 2013 2 2 7a 33 863 0.580 2061
Piz Daint 2016 3 4 19 590 0.486
Gyoukou 2017 4 19 135
Titan 2012 5 9 3 17 590 0.322
Sequoia 2012 6 8 17 173 0.330 23 751
Trinity 2017 7 3 14 137 0.546
Cori 2016 8 7 1 14 015 0.355
Oakforest-PACS 2016 9 6 4 13 555 0.385
K computer 2011 10 1 10 510 0.603 38 621
Mira 2012 11 12 8587 0.167 14 982
TSUBAME3.0 2017 13 10 8125 0.189
JUQUEEN 2013 22 19 5 5009 0.096 5848

System name Year of intro-
duction

Top 500
rank

HPCG
rank

Graph 500
rank

Delivered
petaFLOPS
(LINPACK/
Top 500)

Delivered
petaFLOPS
(HPCG)

TEPS
(Graph 500)

Sunway TaihuLight 2016 1 5 2 93 015 0.481 23 756
Tianhe-2 (MilkyWay-2) 2013 2 2 7a 33 863 0.580 2061
Piz Daint 2016 3 4 19 590 0.486
Gyoukou 2017 4 19 135
Titan 2012 5 9 3 17 590 0.322
Sequoia 2012 6 8 17 173 0.330 23 751
Trinity 2017 7 3 14 137 0.546
Cori 2016 8 7 1 14 015 0.355
Oakforest-PACS 2016 9 6 4 13 555 0.385
K computer 2011 10 1 10 510 0.603 38 621
Mira 2012 11 12 8587 0.167 14 982
TSUBAME3.0 2017 13 10 8125 0.189
JUQUEEN 2013 22 19 5 5009 0.096 5848

a Performance of a fractions of MIRA (ranked sixth, seventh and ninth in the graph500) excluded; if taken into account, Tianhe-2
ranks tenth
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Fig. 22.1 Performance relative to
leader of various supercomputers
executing the Top 500 (LINPACK),
HPCG (high-performance conjugate
gradients) and graph500 (graph
construction and search) benchmarks.
Results from November 2017

22.2.3 Economics of HPC

Hyperion Research, a consultancy firm, estimated the
HPC market to be worth $ 11.2B in 2016, and seg-
mented the market into four categories: i) the largest
systems, priced over $ 500k (and up to hundreds of
$M), denoted as supercomputers, ii) divisional systems
priced between $ 250k and $ 500k, iii) departmen-
tal systems ($ 100k–250k) and iv) workgroup systems
(under $ 100k) [22.14]. These categories represent re-
spectively 37, 20, 28 and 15% of the HPC market. For
comparison, IDC, another consultancy firm, estimates

the whole server market to be worth around $ 60B. HPC
equipment thus represents an important but not domi-
nant share of the total server computer market (which
does not include desktop or laptop computers, but does
include datacenters).

As of November 2017, supercomputers, the above
listed category of most interest for optical networking,
were defined as systems with 200TF (teraFLOPS) or
more of installed computing power, and 6700TF were
sufficient to be listed in the 500 most powerful super-
computers. The number of supercomputers installed in
2016 is of the order of one thousand. Due to the scale
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of the systems sold, the HPC market, and more partic-
ularly the supercomputer market, represent significant
revenues and margins, but not many units sold.

The cost per installed and fully connected TF, which
has been constantly falling thanks to progresses in very
large scale integration (VLSI) and semiconductor fab-
rication processes, in 2017 were roughly on the order
of $ 2000. In 2017, a budget of � $ 200M thus affords
a 100PF system. This amount of �$ 200M has been
frequently invoked by the US Department of Energy,
one of the main operators of supercomputers, as the
upper limit for the largest scale machines. To reach
an EF (exaFLOPS) installed capacity, the next grand
challenge in supercomputing [22.11], while remaining
within a $ 200M budget, the cost per TF should be re-
duced by an order of magnitude at least [22.15], and be
brought below $ 200 per TF.

Energy consumption costs and other operational
costs (OpEx), if generally inferior to acquisition costs
(CapEx), represent a significant portion of the total
cost of ownership (TCO). By dividing the delivered
FLOPS metric by the average power consumption, the
energy efficiency of a system (expressed in FLOPS per
Watt, or flop per Joule) can be obtained. The current
rule-of-thumb is 1GF=W (gigaFLOPS per Watt); as of
November 2017, out of the 306 systems disclosing en-
ergy efficiency in the Top 500 benchmark, 204 were
showing an energy efficiency metric better than this
mark. Seven systems were also capable of delivering
more than 10GF=W. An energy efficiency of 6GF=W
has been measured when executing LINPACK on the
Top 500 benchmark leader Sunway TaihuLight [22.9].

Although relatively energy efficient, the Sunway
TaihuLight system consumed an average of 15MW
during the execution. Such high power consumption,
comparable to that of a town, requires special access
to the electric grid, as well as special-purpose power
transform stations, which increases direct and indirect
costs. To avoid excessive power-supply overhead costs,
it is commonly agreed that the power consumption of
a supercomputer should be kept below 100MW. The
US Department of Energy, both one of the largest su-
percomputer operators, and the operator of some of the
largest systems, discourages power consumptions be-
yond 20MW. Reaching an exaFLOPS capacity with
a 20MW power budget requires energy efficiency to in-
crease to 50GF=W at least.

Supercomputers usually have lifetimes of five to
seven years. For instance, the K computer became op-
erational in 2011 and is still active six years later. As
performance growth tends to decelerate (as it will be ad-
dressed in Sect. 22.2.5), longer lifetimes might become
the rule. Thus, it is worth remarking here that oper-
ating a 20MW-system for ten years yields a lifetime

consumption of 1752MWh. At� $ 75 per MWh, a fair
estimate of the price paid by wholesale electricity con-
sumers [22.16], the electricity cost amounts to $ 131M,
a figure not very far from to the $ 200M acquisition cost
mentioned above. This comparison shows that reducing
power consumption can be relevant just from an operat-
ing cost perspective. Should the CapEx cost per TF be
improved by a factor of ten in the next few years while
the OpEx power per gigaFLOPS stays unchanged, an
exaFLOPS-capable computer would consume 100MW
and thus cost $ 655M over ten years. This 3:2� more
than its acquisition cost, not taking into account ex-
tra power-supply station costs. Progress on the energy
efficiency front must thus be realized alongside im-
provements in the cost efficiency [22.15].

22.2.4 Parallel Nature of High-Performance
Computing

HPC has traditionally relied on parallelism to increase
the advantage over mainstream computers while relying
on the same semiconductor process for chip manufac-
turing. In fact, historically, most of the advances in
processor architecture have been introduced in HPC
systems first. The CDC 6600 system, introduced in
1964 and considered to be the first supercomputer, with
its central processor equipped with ten functional units,
was capable of working on different instructions at the
same time [22.17]. This superscalar design, correspond-
ing to a width factor larger than 1, is now prevalent
in most modern processors. The CDC 6600 successor,
the CDC 7600, introduced pipelining [22.18], i.e., the
capability for a functional unit to work on several in-
structions at the same time, and thus to approach the
aforementioned ideal rate of 1 (even though completing
each instruction would take multiple cycles). This CDC
7600 was to be outperformed by the Cray-1 system in
the early 1980s [22.19]. The Cray-1 supercomputer re-
lied on vector processing, a feature present today in
not only graphical processing units (GPUs), but also
in conventional processors (Intel MMX, PowerPC Al-
tivec) [22.20]. Vector processing allows one instruction
to be applied to multiple data at the same time, leading
to even higher width values.

Besides introducing more parallelism within the
PU, HPC has also relied on spatial chip- or node-
parallelism to develop more powerful systems. Spatial
parallelism means collocating multiple computing el-
ements, usually all identical, within the same system,
along with an interconnection network. The Cray X-
MP supercomputer, which succeeded to the Cray-1 as
the most powerful supercomputer in 1985, initiated the
trend with two and then four interconnected vector pro-
cessors. Other companies, however, quickly realized
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(Source: top500.org)

that combining many cheap components around an ef-
ficient interconnect could be more cost-effective than
tailoring custom chips whose complexity was close to
unmanageable. In the 1990s systems with more than
one hundred processors came on the market. Fujistu’s
Numerical Wind Tunnel, the fastest supercomputer in
1993, incorporated 140 processors [22.21], and Think-
ing Machines CM-5/1024, the second-fastest machine
in 1993 according to the Top 500 ranking, had more
than one thousand processors.

This was only the beginning of establishing chip
parallelism as one of the main drivers of HPC per-
formance. As shown in Fig. 22.2, the number of
cores present in the 20 most powerful supercomputers
steadily increased during the 1990s.

22.2.5 End of Dennard Scaling and Beyond

As apparent in Fig. 22.2, from the early 1990s to the
mid-2000s, the progression in chip- or node-level par-
allelism was still accompanied by a steady increase
in each single PU capability, through increased clock
speeds and PU inner parallelism (called instruction-
level parallelism ILP). Progress in the miniaturization
of transistors have driven this PU performance pro-
gression. Dennard et al. [22.22] stated in 1974 that by
decreasing the size of a transistor by a factor k, the
transistor operates k times faster, while its power con-
sumption (at the faster rate) is divided by � k2. This
implies that power density is constant, i.e., a chip of
surface S consumes roughly the same power, no matter
if it carries thousands, millions or billions of transistors.
Moreover, the more transistors, the faster the chip oper-

ating frequency. According to what has become known
as Dennard’s law, each new generation of semiconduc-
tor fabrication technology thus provided an additional
budget of transistors that can be used to boost the
PU performance, for instance through enlarged widths
or rates closer to 1, along with an intrinsic speed-up
through the clock frequency. It is worth noting that
Dennard’s scaling provides the physical grounds for the
better-known Moore’s Law. Moore’s Law, in its initial
version of 1965, postulated that the number of transis-
tors in densely integrated circuits doubles about every
12 months. The projected rate of growth was later re-
vised to every 24 months in 1975.

Dennard’s scaling neglects a couple of phenom-
ena, in particular leakage current and threshold voltage,
deemed marginal in 1974 when Dennard’s law was
minted. After three decades of fast-paced scaling, how-
ever, these phenomena started to play a role after the
turn of the millennium, and currently almost domi-
nate the transistor power consumption. These effects
partly caused the inner PU performance to plateau in the
mid-2000s (as highlighted in Fig. 22.2). Hence, from
thereon, PU clock frequency has been curbed to com-
pensate for the extra power consumption due to leakage
current and threshold voltage. The other reason for PU
performance to saturate is that it has become more ad-
vantageous to collocate two or more identical CPUs on
the same chip, something called core-level parallelism,
than to further augment the complexity of a single PU
through increased width and improved rates.

Core-level parallelism is nowadays the main perfor-
mance driver, but it might not remain such for long.
Moore’s law is nearing its end [22.23]: leading semi-

http://top500.org
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conductor manufacturers currently operate (in 2018)
at a resolution of � 10 nm, leading to � 60 nm-wide
transistors. Industrial fabrication platforms allowing
sub-10 nm resolution are in preparation, and IBM re-
cently presented a 5 nm prototype process [22.24]. But
resolutions below 2 nm are generally considered nearly
impossible to achieve: that would mean structures with
only 10 atoms (an atom of silicon, measured through
its covalent radius, is 220 fm large). This means that
the number of transistors available on a single chip will
eventually be limited to around 100 billion, a factor ten
from today. This portends ultimate chip-level FLOPS

performance of 50–100TFs, as opposed to � 5 TFs to-
day.

Beyond this ultimate integration point, scheduled
to happen around 2024 [22.25], further performance
enhancements will almost exclusively be obtained by
means of chip parallelism. In order to maintain the
cost efficiency, chip designs will have to be simplified.
Supercomputer housing and packaging (racks, power
supply, etc.) will similarly have to be rationalized. In
addition, and central to this chapter, interconnection
networks will have to be tremendously improved in
terms of cost and energy consumption.

22.3 Contemporary High-Performance Interconnection Networks

As shown in the previous section, installed comput-
ing power in excess of 5 TFs requires more than one
chip, and requires these chips to be interconnected. For
systems up to 50 TFs, it is possible to collocate up to
a dozen of chips inside a single compute node (e.g.,
the recently introduced Nvidia DGX-1 station [22.26]),
and to interconnect them using ad hoc links hardwired
onto the motherboard. To reach higher installed com-
puting power, however, there is little other option but
to use multiple nodes side by side, and to introduce
a high-performance interconnect to glue these nodes
together in order to obtain a standalone system. An
interconnection network is therefore a necessary and
key component of any contemporary supercomputer.
The goal of this section is to provide a comprehen-
sive overview of the topology and characteristics of
HPC interconnects. A correct understanding of these
requirements is deemed necessary to correctly seize
the role played by optical networking in HPC sys-
tems.

22.3.1 Interconnect Building Blocks

Figure 22.3 provides a high-level picture of an HPC
interconnect, limiting the components to three types:
adapters, routers and links.

Adapters
Adapters, also sometimes called NICs (network inter-
face controllers), are the entry points to the network.
The role of the adapter is obviously to inject packets
into the interconnect access links with the appropri-
ate format, as well as to collect incoming packets.
High-performance NICs, however, also integrate ad-
vanced functionalities such as communication offload-
ing [22.27], allowing a compute node to receive data
from the network and store it into its memory while per-

forming other computations (unrelated to the transmit-
ted data). This capability to compute and communicate
in parallel keeps the system efficiency high, as it pre-
vents installed FLOPS from being wasted. Adapters are
often connected to the computing chip(s) using PCIe
(peripheral component interconnect express) links. In
some case, the adapter is integrated on the same die
along with computational units (e.g., in the BlueGene
architecture from IBM [22.6, 28]).

Discrete adapters pluggable into PCIe ports are be-
ing proposed by several vendors, for a price currently
spanning from � $ 100 to � $ 1000, depending on the
data rate and format. In 2017, for 100Gb=s speeds,
mostly relevant for modern interconnects, adapter price
starts at $ 450.

Routers
The packet routers, also denoted as switches, receive
packets onto their N input ports and ensure these pack-
ets are forwarded with minimal delay to the correct
N output ports. To minimize delays, a cut-through ap-
proach is adopted, i.e., the first bits of a packet are
emitted onto the output port even though the last bits
of the packet have not reached the router yet. High-
performance routers are generally capable of extremely
fast reaction times and, in the absence of traffic conges-
tion, delay packets by tens of nanoseconds only [22.29].
Routers are also generally capable of delivering close
to 100% throughput, i.e., they receive and send data
on every link at maximal rate, as long as packets are
adequately distributed onto output links. In addition to
basic forwarding, routers are able to detect errors and
apply quality-of-service (QoS) policies. QoS policing
allows, for instance, traffic exchanged by computing
resources, generally more sensitively to latency, to be
processed with higher priority than traffic carrying out-
put results to be stored onto the file system.
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From the HPC system architect perspective, routers
are mainly characterized by the link-level and network-
level protocols they implement, the data rate of the
port, and the number of ports they provide (called the
radix). The product of these last two figures gives the
router total switching bandwidth, which represents the
data amount that traverses the router and undergoes
a switching operation every second. For example, a 36-
port router operating at 100 Gb=s offers a 3.6 Tb=s
total switching bandwidth. Note that router vendors
sometimes present their product in terms of total I/O
bandwidth, which is the sum of both ingoing and out-
going bandwidths, and thus equates to double the total
switching bandwidth. In the above example, the router
has a total I/O bandwidth of 7.2 Tb=s.

Modern HPC packet routers integrated on a single
chip [22.29] provide up to 80 ports and link data rates
up to 100Gb=s, leading to total bandwidths reaching
5–10Tb=s today (2017). They generally dissipate 100–
200W, leading to an energy dissipated per bit at full
load of 10 to 40 pJ=bit. The router architecture reported
by Scott et al. [22.29], which has been extensively
leveraged in the recent systems from Cray [22.30, 31],
a supercomputer vendor, shows a zero-load latency of
31.25ns. This zero-load latency is the minimal amount
of delay experienced by the first data bit of a packet
transiting through the router.

Several vendors offer standalone boxed HPC
routers including the router chip, a controller, fans,
power supply, and connectors, for a price per port
ranging from $ 100 to $ 500 per port and a price per
Gb=s of $ 1.5 to $ 10, depending on the data rate and

number of ports. Routers delivering 100Gb=s with
48 ports currently deliver the best cost=bandwidth ra-
tio of � 1:8 $=Gb=s translating into � $ 180 per port
($ 8640 for the full equipment). A speed of 100Gb=s
was the highest offered by vendors, although products
supporting 200Gb=s were about to emerge. Products
supporting 400Gb=s are in preparation.

Multiple router chips can be combined inside a sin-
gle package to offer an increased number of ports.
The so-called resulting director switches can offer more
than five hundred ports [22.32], at the expense of a sig-
nificantly larger cost, higher per switched bit power
consumption, and higher latency, reflecting the fact that
most bits effectively traverse two or even three chips
internally.

Links
HPC interconnect links connect adapters to their entry-
point router, and routers among themselves. Links can
be active or passive. In the latter case, the signals emit-
ted by the adapter, the router chip, or a port-dedicated
retiming chip are directly sent onto the transmission
medium. This medium can be a copper-based cable,
most often a coaxial cable with two inner conduc-
tors (called twinaxial, and often shortened twin-ax), or
simply a pair of wires on a backplane. Differential sig-
naling [22.33] is generally employed.

Active links, in contrast, have a transceiver on each
end. A transceiver prepares and transforms the data re-
ceived from the adapter or router for a transmission
over a (generally) longer distance than passive links. It
similarly receives the data after its transmission along
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the link and adapts it back to the requirements of the
router or adapter port. Active links can be electrical, in
which case the transceiver simply retimes and/or ampli-
fies the signal prior to launching it onto the transmission
medium. Most active links, however, are based on opti-
cal communication technologies. An optical active link
is either composed of a pair of transceivers and a fiber
cable of arbitrary length (within the range supported
by the transceiver), or prepackaged with a fixed-length
fiber. The latter option is called an active optical cable
(AOC).

Links, active or passive, are mainly distinguished
by their length, price and power consumption. Fig-
ure 22.4, which partly reuses data from Besta and
Hoefler [22.34] illustrates the relationship between link
lengths and costs, considering the cheapest commercial
on-the-shelf links available at two points in time (2014
and 2017). Electrical links are roughly five times less
expensive than their optical counterparts, in $ per link
terms, but are clearly limited in length. In 2014, the
most economical data rate was 40Gb=s, a speed that
passive cables could carry over distances up to 7m. In
2017, 100Gb=s turned out to be the most economical
data rate, but lengths of electrical cables were limited
to 5m. It is worth noting, however, that prices given
in Fig. 22.4 correspond to discrete components, to be
bought separately and individually. Cheaper electrical
links can be obtained by integrating many copper traces
onto a single motherboard, for instance, as well as by
ordering large quantities.

The transmission technology over metallic wires
causes electrical links to abruptly turn uneconomical
beyond a certain point. This overall results in a price

discontinuity, clearly visible in Fig. 22.4, between short
connections (currently below 5m) and longer ones. As
of today, and as shown in Fig. 22.3, metallic wires
are used to connect chips among themselves on the
same motherboard (chip-to-chip links), motherboards
among themselves within a chassis or cabinet (intra-
cabinet links), and to connect cabinets located within
the same rack (intrarack links). Several neighboring
racks may even be interconnected with metallic wires.
Optical links, in return, are used for interrack links ex-
clusively. As will be seen in Sect. 22.3.4 describing the
Dragonfly topology, the major price difference between
electrical and optical links have so far encouraged inter-
connect designers to develop interconnection schemes
that make the most use of electrical cable and limit the
number of optical connections required.

It is important to note that electrical cables can
be expected to become uneconomical for shorter dis-
tances as data rates evolve toward 400Gb=s and beyond
(as summarized in Sect. 22.3.6). Optical links, in con-
trast, are expected to become more economical thanks
to higher integration, as will be evoked in Sect. 22.4.
Overall, one can expect optics to eventually equip all
intercabinet links (i.e., roughly longer than one meter),
and possibly some intracabinet ones (> 30 cm).

In terms of power consumption, the most energy ef-
ficient active optical links consume 15–25mW=(Gb=s)
(or equivalently pJ=bit, as Watt is equivalent to J=s).
A 100Gb=s link thus consumes about 4W, i.e., 2W per
extremity. Such an energy efficiency figure, of the order
of 10 pJ=bit, might seem a lot provided that numbers in
the 1 pJ=bit range or even below are frequently evoked
in the literature (e.g., as summarized in the survey from
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Thraskias et al. [22.35]). However, it is important to
note that this power consumption corresponds to the
amount of power that is driven from the host, and thus
includes everything from the laser, through the modu-
lator, the driver, to the serializer, and to the electrical
interface. The power consumption of the latter is sel-
dom included in the literature, in which articles often
focus on the transmission subsystems, and not on the
full system.

The energy dissipation of the active optical cable
adds to the energy dissipated by the router and adapter
to send, receive, and transmit data. The latter is gener-
ally limited to 2–3 pJ=bit [22.36].

22.3.2 Injection Bandwidth

The high-level representation of an HPC interconnect
shown in Fig. 22.3 does not illustrate two very impor-
tant aspects of the design of an HPC interconnect: the
bandwidth of the system links, and the way routers are
interconnected, i.e., its topology.We start by describing
the former.

The amount of bandwidth a compute node has
available to reach out to the other nodes through the
interconnect is called the injection bandwidth. The in-
jection bandwidth is generally set in proportion of
the FLOPS installed on the node. A scaling factor in
byte=s=FLOPS is thus introduced to obtain the byte=s
required by a node with a given amount of installed
FLOPS. Note that the byte=s=FLOPS unit is gener-

ally simplified in byte=flop, where flop stands again for
floating point operation, a terminology that is also more
intuitive. Note also that for convenience, 1 byte=flop
is often approximated with 10 bit=flop. Fundamentally,
1 byte D 8 bits but due to transmission system over-
heads as parity checks or line codes, more than 8 bits are
physically sent over a link for each byte. The 1 byte �
10 bits approximation accounts for these overheads.

The injection bandwidth scaling factor of an ex-
isting system indicates how many bytes can be com-
municated onto the interconnect for each executed flop
before reaching network congestion, which itself causes
execution slowdown. Injection bandwidth scaling fac-
tors of leading supercomputers are between 0.01 and
0.001byte=flop and show a decreasing trend over time,
as shown in Fig. 22.5.

The injection bandwidth scaling factor is strongly
related to the verbosity factor, that denotes how many
bytes are listened to and spoken out each time a flop
is executed. Verbosity factors can be defined for vari-
ous components of the supercomputer node. At the very
core of the PU, the verbosity is of 24 byte=flop at least,
as an operation requires two 8-byte (64 bits) operands,
produces an 8-byte result and requires an instruction.
However, operands or results are often almost immedi-
ately reused for another operation, and thus do not need
to be read again from or stored in the memory. Through
reuse, the verbosity of the main memory can diminish
to � 0:1 bytes=flop (a figure generally considered by
HPC node designers) or even less. The ability to reuse



Part
C
|22.3

736 Part C Datacenter and Super-Computer Networking

operands, however, is highly application-dependent.
The aforementioned HPCG benchmark, for instance,
has a memory verbosity of 4 bytes=flop [22.37], which
alone almost explains why system efficiencies while
executing the HPCG benchmark seldom exceed 10%
(Table 22.1). The network verbosity factor is similarly
dependent on the application, but furthermore depends
on the size of the problem being solved, the number
of nodes solving it, and the way the application is
mapped to these nodes [22.38]. As such, it is hard to
predict, but can be measured experimentally [22.39]. In
general, network verbosity factors tend to decrease as
computational power of nodes is increased: with larger
nodes, a larger proportion of the data exchanges be-
tween PUs remain concealed within the nodes, and does
not emerge onto the interconnect. This effect, known as
the surface-to-volume ratio, partly explains the decreas-
ing injection bandwidth scaling factor trend shown in
Fig. 22.5.

Historically, nodes have been most often equipped
with a single adapter to provide the node’s entire in-
jection bandwidth. However, the recent increase in the
number of installed FLOPS per node, which mainly
drove the computing power progression in the last few
years (Fig. 22.5), calls for a multiplication of adapters.
Typically, a 40 TF node such as the Nvidia DGX-1
station needs 40GB=s of bandwidth just to support
a network verbosity factor of 0.001byte=flop. As no
single adapter on the market can deliver 40GB=s of
bandwidth yet, the station integrates four independent
adapters each running at � 10GB=s. The term double-
rail or quad-rail is sometimes used to denote node
architecture with multiple adapters.

Obviously, multirail node architectures put larger
demand on interconnect topology scalability (as will
be defined in the next subsection). A thousand-node
system with quad-rail adapters requires, for instance,
an interconnect supporting 4000 end-points. An end-
point is a generic term that describe a leaf connected
to a topology.

22.3.3 Topologies

Next to the node injection bandwidth and associated
supported network verbosity factor, the topology is the
most notable characteristic of an HPC interconnect. The
topology defines how end-points are connected to their
entry-point routers, and how these routers are connected
among themselves. Neglecting lost packets, which sel-
dom occur in HPC, an interconnect can be seen as an
abstract packet delayer: any packet injected onto the in-
terconnect is eventually delivered to its destination node
with some delay. The role of the topology essentially
consists of minimizing these delays, given the available

hardware and injection bandwidth (dictated by a net-
work verbosity factor).

To minimize delays, an HPC topology must first en-
sure that any node can reach any other node through
a minimal number of hops over the network. This min-
imizes latency as each hop comes at the expense of
some zero-load latency. To that end, the average dis-
tance of the topology should be minimized to guarantee
low delays on average. However, the worst-case delay,
which can be highly deleterious in parallel environ-
ments [22.40], should also be minimized. This is why
topology architects pay very special attention to the
topology diameter. The diameter is the number of hops
in the longest of the minimal paths connecting one
vertex to another, and thus a proxy for the worst-case
zero-load latency. If the diameter of the topology is D,
and realizing a hop in the topology takes about 50 ns,
as reported for instance for the Blue Gene/Q intercon-
nect [22.28], a packet will be delayed by 50Dns at least.

In addition to ensuring low baseline, zero-load la-
tency due to propagation along links and traversal of
routers, the topology must ensure that in most practi-
cal cases, as few packets as possible will experience
too-long delays due to queuing. To achieve this, traf-
fic injected should find sufficiently ample and lightly
loaded paths onto the network to reach its destination.

By scaling the bandwidth available for a given
topology (e.g., by doubling the bandwidth available on
every link), one generally improves performances, so
the overall bandwidth provided by an interconnect is an
important quality factor. At the same time, two topolo-
gies comprising the same number of links and the same
aggregated bandwidth (summed over all links) might
yield distinct performances [22.41]. A good topology
is a combination of an adequate quantity of routers
and bandwidth with a deft recipe that describes how
routers and end-points are connected. As for injection
bandwidth, topology requirements depend on the appli-
cation(s) execution in the supercomputer.

HPC topologies can be direct or indirect. In direct
topologies, every router has end-points attached to it,
whereas indirect topologies involve inner routers not
directly exposed to the end-points. In the remainder of
this subsection, the properties of some of the most com-
mon and exemplary topologies are detailed. Note that
mathematical developments leading to scaling equa-
tions are omitted for the sake of conciseness.

Indirect Topologies
Fat-Trees. Indirect topologies are generally called fat-
trees: end-points are the leaves of the tree, and traffic
progresses up the root until it reaches a common an-
cestor with the destination, at which point it is routed
downwards back to the destination end-point. The num-
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ber of routers that must be traversed to reach the root of
the tree (including the root router) indicates the number
of levels present in the tree minus one. For instance,
in the fat-tree constructs visible in Table 22.2 (to be
defined next), three routers must be traversed to reach
the top level, thus all these constructs are two-level fat-
trees. The diameter of the fat-tree, excluding hops from
and to end-points, is simply the double of the number
of levels.

If the total bandwidth available between any con-
secutive levels of the tree is constant, and equal to
the total bandwidth connecting the end-points to the
entry-point routers, a fat-tree is said to be fully provi-
sioned. As long as the traffic destined to one particu-
lar end-point does not exceed the end-point’s ejection
bandwidth, fully provisioned fat-trees are immune to
congestion, even if all the traffic must progress up to
the root of the tree. Fully provisioned and populated
fat-trees with k levels and constructed with routers with
radix r (thus offering r ports) have in total r.r=2/k�1
ports available for end-points. If each compute node
occupies a single end-point, the corresponding HPC
system can scale up to r.r=2/k�1 nodes. Fully provi-
sioned fat-trees involve .2k� 1/.r=2/k�1 routers with
.k�1/r.r=2/k�1 internal links. An internal link is a link
that connects two routers and thus that is not connected
to an end-point. This corresponds to k�1 internal links
per end-point, or k links in total (counting the link con-
necting the end-point to the interconnect). This also
corresponds to .2k� 1/=r routers per end-point.

These expressions in per end-point terms are handy
as they permit us to quickly evaluate the interconnect
cost in proportion to the end-point’s one. Consider, for
example, a fully provisioned fat-tree with kD 2 levels
made of routers with rD 48 ports, and accepting up
to r.r=2/k�1D 1152 end-points. With a router and link
prices of $ 8000 and $ 80 (passive links, Fig. 22.4), cor-
responding to 100Gb=s data rate, the cost per end-
point is in this case .2k� 1/=r�$ 8000C.k�1/�$ 80D
.3=48� $ 8000/C .2� 80/D $ 660. This cost per end-
point must be compared to the cost per TF discussed
in Sect. 22.2.3. If the budget for a 1 TF node (intercon-
nect included) is $ 2000 and if this node is connected
through a single adapter, the interconnect cost repre-
sents about a third of the cost. We note that connecting
a 1 TF node through a single 100Gb=s adapter yields an
injection bandwidth scaling factor of 0.001 bit=flop Å
0.01byte=flop. For a three-level fat-tree, scalable up
to 27 648 end-points, the cost per end-point grows to
.$ 8000�5=48/C.3�$80/D $ 1073, inwhich case in-
terconnect equipment would represent more than a half
of the budget. These example calculations illustrate how
interconnect equipment cost prevents the injection band-
width scaling factor from being kept relatively high.

Slimmed Fat-Trees. To mitigate the relatively high
cost of fully provisioned fat-trees, oversubscription is
often applied to fat-trees, which then become slimmed
fat-trees or tapered fat-trees [22.38]. Oversubscription
consists of allocating more ports downward the tree
than upward. For example, out of the 48 ports of
a router, 36 can be used to connect end-points, while
only 12 are used to connect to the higher levels. In this
case the oversubscription ratio is 36 W 12 thus 3 W 1. Ap-
plying an oversubscription of x W 1 allows us to inflate
the scalability of the fat-tree by 2x=.xC1/. The scalabil-
ity of a two-level fat-tree with a 3 W 1 oversubscription
ratio applied to either level thus grows by 2�3=4D 1:5,
while the scalability of a three-level fat-tree with two
successive 2 W 1 oversubscription ratios is multiplied by
16=9, and thus increases by about 78%. Table 22.2 dis-
plays all possible ways to oversubscribe a two-levels
fat-tree with rD 6.

Oversubscription permits us to enlarge the fat-tree
scalability for a given number of levels k and router
radix r. This permits us to connect more modes while
conserving a low diameter (this will be further dis-
cussed in next subsection). Oversubscription also per-
mits us to reduce the number of routers and links per
end-point. Assuming that the scalability offered by the
resulting fat-tree is fully utilized, i.e., that

� r
2

 2x1
x1C 1

� r
2

 2x2
x2C 1

� � � r ;

end-points are interconnected. The number of routers
required per end-point is reduced by a factor

2k� 1

1C 2
x1
C 2

x1x2
C : : :

and the number of internal links per end-point by a fac-
tor

k� 1
1
x1
C 1

x1x2
C : : : ;

where xi is the oversubscription realized between level
i and iC 1. A two times repeated 2 W 1 oversubscription
thus permits us to reduce router costs by 50% and ca-
bling by 62.5% in a three-level fat-tree. Considering
a three-level fat-tree, rD 48 and the aforementioned
prices, this permits us to reduce the cost per end-point
down to $ 557 from $ 1073 while extending the scal-
ability to close to 50k end-points. Figure 22.6 and
Table 22.2 aim at graphically illustrating the impact of
oversubscription by considering the nine options avail-
able with radix r D 6. Figure 22.6 shows how routers
and link per end-point figures, and consequently cost
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Table 22.2 Oversubscription options for two-level fat-trees with radix rD 6

x2 D 1 x2 D 2 x2 D 5
x1 D 1

Scalability D 54 Scalability D 72 Scalability D 90
Routers: 45 Routers: 48 Routers: 21
Internal links: 108 Internal links: 108 Internal links: 108

x1 D 2

Scalability D 72 Scalability D 96 Scalability D 120
Routers: 36 Routers: 40 Routers: 44
Internal links: 72 Internal links: 72 Internal links: 72

x1 D 5

Scalability D 90 Scalability D 120 Scalability D 150
Routers: 27 Routers: 32 Routers: 37
Internal links: 36 Internal links: 36 Internal links: 36

x2 D 1 x2 D 2 x2 D 5
x1 D 1

Scalability D 54 Scalability D 72 Scalability D 90
Routers: 45 Routers: 48 Routers: 21
Internal links: 108 Internal links: 108 Internal links: 108

x1 D 2

Scalability D 72 Scalability D 96 Scalability D 120
Routers: 36 Routers: 40 Routers: 44
Internal links: 72 Internal links: 72 Internal links: 72

x1 D 5

Scalability D 90 Scalability D 120 Scalability D 150
Routers: 27 Routers: 32 Routers: 37
Internal links: 36 Internal links: 36 Internal links: 36

Hops separating end-point pairs: 0 2 4 60 2 4 6
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x1 = 1, x2 = 1

x1 = 1, x2 = 2

x1 = 1, x2 = 5

x1 = 2, x2 = 1

x1 = 2, x2 = 2

x1 = 2, x2 = 5

x1 = 5, x2 = 1

x1 = 5, x2 = 2

x1 = 5, x2 = 5

0 1 2 3 4 5

Router ports per end-point
Internal links per end-point

Fig. 22.6 Effect of oversubscription factors on a two-level fat-tree with six-ported routers. If no oversubscription is
applied (x1 D x2 D 1), two internal links (one per level) are associated with each end-point. These two internal links
occupy four router ports, in addition to the entry router port used by the end-point, thus five ports in total. On the
contrary, if the highest level of oversubscription is applied at both levels (x1 D x2 D 5), the number of internal links per
end-point falls drastically to� 0:24. This demonstrates that oversubscription is a powerful tool to tailor the performance,
and thus cost, of an interconnect

per end-point, decrease as oversubscription factor x1
and x2 are increased. Table 22.2 shows how the scal-
ability, and the routing distances, are affected.

Substantial savings can be obtained by means of
oversubscribed fat-trees, but over-subscription also im-
poses limits on the verbosity supported in specific
cases [22.38]. Consider once again an 2 W 1 oversub-
scription ratio applied twice. The maximum network
verbosity factor supported is divided by a factor of
four if the entire traffic needs to progress up to the
tree root to reach the final destination. Oversubscription
factors should therefore be determined with adequate
knowledge of the expected traffic patterns. If intense
traffic flows are mostly concealed along the diagonal
of the traffic matrix, indicating that end-points mostly
exchange traffic with the end-point with the next imme-
diate index, relatively high oversubscription ratios can
be tolerated. In those cases the traffic pattern is said
to show locality. In contrast, if traffic is expected to
be mostly exchanged between end-points separated by
two or three fat-tree levels, and therefore has to operate
four or six hops to reach its destination, oversubscrip-
tion will act as a bottleneck.

It is worth nothing that when the largest part of the
traffic must reach the root of an overprovisioned tree,
i.e., for traffic patterns without locality, the bottleneck
at the root level renders the injection bandwidths un-
derutilized. This shows that for traffic patterns without
locality, it only makes sense to linearly reduce the avail-
able bandwidth everywhere in the tree if costs have
to be compressed. For traffic patterns with locality, in
contrast, costs can be saved by gradually tapering band-
width across the tree levels, following the effects of

locality. The effect of fat-tree network configurations
on realistic workloads executed on very large systems
has been analyzed in the literature, notably by Jain et
al. [22.42]

Also note that more complex constructs of tree-
inspired topologies exist, in particular the orthogonal
fat-tree, which trades immunity to adversarial traffic
patterns for improved scalability [22.43].

Directed Topologies
Fat-trees oblige traffic to take an even number of hops
through the topology. Two hops are minimally required
to ingress and egress the interconnect. However, un-
less two end-points share the same entry-point router,
their communications must involve at least four hops,
including hops from and to an end-point (see topology
examples in Table 22.2).

It is possible to reduce this minimal number of hops
for nonentry router-sharing end-points to three by con-
sidering direct topologies where every router acts as
an entry point for end-points. The term direct topology
originates from designs where compute nodes fulfill
routing functionalities themselves, thus communicate
directly. Historically, direct topologies also often tried
to reproduce the locality patterns shown by specific dis-
tributed applications.

Before diving into descriptions of the most common
direct topology constructs, it is worth analyzing the per
end-point requirements in terms of links and routers of
direct topologies.

Consider first that in the worst case, all traffic trav-
els over as many hops as the diameter D. Under this
assumption, each bit of traffic will leave a router D
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times for another router, leave a router once for the fi-
nal destination, and thus leave DC 1 routers in total.
Over the r ports of a router, r.D=.DC 1// ports should
thus be assigned to links connecting routers, leaving
r.1=.DC 1// ports available on every router to accom-
modate end-points.

From there, one can deduce that the number of
end-points per router is r=.DC 1/, and thus that the
router per end-point is .DC 1/=r. For example, tak-
ing DD 3 and rD 48, r.D=.DC 1//D 48 3

4 D 36 ports
out of the 48 will be devoted to internal links, while
r.1=.DC 1//D 12 ports are available on each router
for end-points. The number of routers per end-point
is 1=12. Considering again a price of $ 8000 for such
a router, the router cost per end-point is $ 666.

Further considering all routers similar among
themselves, a router offers r ports and accommo-
dates r=.DC 1/ end-points, so each end-point requires
r=.r=.DC 1//D DC 1 ports, and thus .DC 1/=2 links
(as two ports necessarily translate into a link). As
a general rule, diameter 2 and 3 direct topologies thus
require � 1:5 and � 2 links per end-point respectively,
including the link connecting the end-point to the in-
terconnect, to offer enough bandwidth in total to carry
traffic over the longest paths. Situations with fewer links
per end-point denote oversubscribed direct topologies.

Toruses. A typical example of a topology mimicking
a traffic pattern is the 3-D torus, that is ideally suited
for so-called 3-D stencil-based parallel applications.
This can be, for instance, a fluid dynamics simulation
in a 3-D volume by means of finite-element methods.
A portion of the 3-D volume (a cube) is assigned to
each compute node. At each step of the simulation, the
compute node must exchange boundary conditions with
the six other nodes responsible for the six neighbor-
ing cubes. If these six nodes are directly connected to
the original compute node, traffic undertakes a minimal
number of hops onto the topology. IBM’s BlueGene/L
supercomputer series was based on a 3-D torus [22.6].

A 3-D torus requires two ports to navigate on each
dimension with the six neighboring nodes, plus at least
one port to connect to the end-point. A 3-D torus is thus
advantageous for its low requirement in number of ports
per router of seven, independent of the size of the inter-
connect. However, if very suited for 3-D stencils, 3-D
toruses are badly suited for arbitrary traffic patterns.
Hence, the worst-case number of hops required in a 3-D
torus is proportional to the cube root of the number of
end-points. A 3-D torus of size 11� 11� 11 shows for
instance a diameter of 15. This diameter far exceeds that
of a three-level fat-tree with diameter of six only.

To offer better support to arbitrary traffic pat-
terns, toruses can be constructed in higher dimensions.

For instance, the above-mentioned K computer uses
a six-dimensional torus of dimension 2�2�3�5�5�
6 [22.44]. IBM’s BlueGene/P and Q series employed
a 5-D-torus interconnect [22.28]. Diameters in 5-D or
6-D toruses are reduced to fifth- or sixth-degree roots,
but nevertheless remain proportional to the scale. To al-
leviate this scaling limitation, direct topologies offering
constant diameter (within their scalability limits) have
also been proposed and are introduced next.

Flattened-Butterfly Topologies. As in toruses,
routers in a flattened-butterfly topology [22.45] are
organized as an n-dimensional lattice (where n> 1),
but instead of connecting them with their neighboring
routers exclusively, they are connected to all other
routers that share at least one coordinate on the lattice.
If the lattice is of dimension 4� 4, the router at coordi-
nate .0;0/ will be connected to .0; 1/, .0;2/ and .0;3/
along the x-axis, and .1; 0/, .2;0/ and .3;0/ along the
y-axis. This construct, also called Hyper-X [22.46], has
diameter n, as in the worst case one hop is required
on each dimension. According to the above-mentioned
method, rn=.nC 1/ ports among r can be devoted to
other routers (r=.nC 1/ per dimension). The lattice
can be thus of size 1C r=.nC 1/ in every dimension,
leading to a number of routers of .1C r=.nC 1//n and
finally to a scalability of

�
r

nC 1

��
1C r

nC 1

�n

:

In the one-dimensional case, which corresponds to
a full-mesh topology in which any router is connected
to any other router, the diameter is one, so r=2 ports are
allocated to end-points, and the r=2 remaining ports are
used to connect to r=2 other routers. 1-D flattened but-
terflies thus involve r=2C 1 routers in total, leading to
scalability of r=2.r=2C1/.With rD 48, 600 end-points
can be accommodated.

In the 2-D case, the topology is scalable to up to
4624 end-points with rD 48. This is vastly superior to
the two-level fat-tree, which scales to 1152 end-points
only, for an identical number of hops. However, as
shown in Fig. 22.7, if n-dimensional flattened butter-
flies have overall all the bandwidth required to support
as many two-hop flows as end-points, this bandwidth is
not necessarily available at the right place and conges-
tion might occur, something a fully provisioned fat-tree
is immune against.

Moore Bound and Scalability Limits
Being able to use a topology of diameter D� 1 instead
of D generally permits us to decrease global intercon-
nect latencies by D=.D� 1/, and the number of links
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Fig. 22.7a–c Example case of blockingness in a 2-D-flattened butterfly even though only r=.DC 1/D 6=.2C 1/D 2
end-points are connected to each router. As long as two routers do not share a coordinate, there are D shortest paths
available between them. The DD 2 shortest paths leading to router 4 from 1 are shown in blue and magenta. If the two
end-points connected to router 1 need to send data at full rate to the two end-points connected to router 4, these two
shortest paths can be utilized. However, this allows no bandwidth on the shortest paths leading from router 2 to router 3:
neither on path 2–1–3 (a) nor on path 2–4–3 (b). Traffic exchanged by the end-points shown in red can be routed over
a nonminimal distance path, for example over 2-3-6-4 (c). However, this path has three hops and thus consumes three
units of bandwidth, one more than the DD 2 units allocated to each end-point

and routers per end-point by .DC 1/=D. Specifically,
achieving diameter 2 instead of 3 saves 33% in latency
and 25% on link and router costs, while achieving diam-
eter 3 instead of 4 decreases latency by 25%, and costs
by 20%. There is therefore a great incentive to find low-
diameter topologies with large scalability.

A straightforward way to decrease the diameter is
to use routers with more ports. For instance, a three-
dimensional flattened butterfly is required to support
15 000 end-points with 48 port routers. However, if
routerswith 72 ports are available, a 2-D flattened butter-
fly becomes possible (as a 25�25 lattice containing 625
routers, each supporting 24 end-points). Routers with
higher numbers of ports, however, may not be available
or may exhibit high cost/performance ratios, as devel-
oped in Sect. 22.3.1,Routers. There is therefore a strong
incentive to construct topologies whose scalability is
maximal for a given diameter and number of ports.

A scalability bound for topologies of diameter D
built around routers with r ports can be obtained
through the following steps. Assume again that RD
r.D=DC 1/ ports are allocated to connections between
routers. Let us call this parameter R the internal radix,
i.e., the radix of the interconnect facing ports. From
a given origin router in the topology, RD r.D=DC 1/
other routers are reachable in one hop; we call these
level 1 (L1). Through each of these R L1 routers, an-
other R� 1 L2 routers at most can be reached in two
hops, thus no more than R.R� 1/ routers in total can
be reached in two hops. Following a recurrence re-
lationship, no more than R.R� 1/D�1 routers can be
reached in D hops. That generally means that a topol-

ogy of diameter D cannot have more than 1CRC
R.R� 1/C : : :CR.R� 1/n�1 routers. Notice that each
router different than the root one has one port de-
ducted from R to connect to its parent router. As each
router can accommodate r=.DC 1/D R=D end-points,
no more than

R

D

	
1CRCR.R� 1/C : : :CR.R� 1/D�1



(22.1)

end-points can be supported. For DD 2 and rD 48,
RD 32 and the maximum scalability is 16 400. This is
more than three times the scalability of the 2-D flattened
butterfly. This scalability bound, evaluated for differ-
ent diameters and as function of radix in Fig. 22.8, is
called the Moore bound (after Edward F. Moore, not
to be confused with Gordon Moore of Moore’s Law).
Besta and Hoefler et al. [22.34] have shown that di-
ameter 2 topologies achieving more than 80% of the
maximal Moore bound scalability could be found, as
well as diameter 3 topologies achieving more than 60%
of the bound.

The Moore bound, as explained above and given
by (22.1), considers that always R.R� 1/D�1 routers
are located at distance D of any origin router. A more
relaxed definition is given by the generalized Moore
bound, which allows the last layer to be only partially
filled [22.47].

22.3.4 Dragonfly Topology

So far, topologies have been presented from a very the-
oretical perspective, mostly ignoring practical aspects
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Fig. 22.8 Dots: Maximal theoretical topology scalability
according to the Moore bound (22.1); squares: scalability
of n-dimensional flattened butterfly; crosses: scalability of
two- and three-level fat-trees without oversubscription, for
diameter D and router radix r

of field deployments. In particular, the cost difference
between electrical and optical links, already introduced
in Sect. 22.3.1, Links, has not been taken into account.
As developed earlier, this cost difference is still rela-
tively important. There is therefore a strong incentive to
take the cost of the different links into account when de-
signing a topology, and more specifically, when making
oversubscription decisions. This has led interconnect
designers to design topologies establishing a clear dis-
tinction between long, intercabinet links, and short,
intracabinet ones. The dragonfly is the most widespread
examples of such constructs.

The dragonfly topology, introduced by Kim et al.
[22.48], is a direct topology that strongly relies on the
concept of groups. A group is composed of a collec-
tion of routers assumed to be physically located in
a relatively compact volume (typically within the same
cabinet), along with the end-points directly attached to
them. Under this assumption, links connecting routers
belonging to the same group among themselves, called
intragroup links, can remain based on conventional
electrical transmission technologies. Links connecting
the end-points to the routers are similarly assumed to
be electrical. In contrast, links connecting routers across
group boundaries, called intergroup links, are optical as
they generally traverse long distances.

The dragonfly topology can be seen as hierarchical.
Two end-points may be connected to the same router,
connected to two distinct routers but part of the same
group, or to two distinct routers belonging to different

groups. An optical link is utilized only in the latter case,
i.e., only on the upper level of the hierarchy.

When two end-points located in two distinct groups
G1 and G2 communicate, their traffic, after emerging at
the access router, is first routed within the G1 group to
a gateway router that provides an intergroup link toward
G2 (first hop). The gateway router sends the traffic over
the intergroup link (second hop) and upon arrival in the
G2 group the traffic is dispatched to the access router of
the destination end-points (third hop), to finally be dis-
tributed to the end-point itself. The dragonfly topology
has therefore diameter DD 3.

Intragroup Level Dragonfly Connectivity
Within groups, bandwidth is generally made available
in large quantities, taking advantage of the relatively
low cost of electrical cables. For groups up to 10–
15 routers, a full-mesh connectivity can be adopted,
whereas for larger groups, a 2-D-flattened butterfly is
generally considered.

In the interconnection network of Cray XC se-
ries [22.49], taken here as an example to describe
a dragonfly group, 96 routers form a group. Each group
is internally organized in a 2-D flattened butterfly with
lattice .xD 16/� .yD 6/. Each router corresponds to
a blade. Sixteen blades form a chassis, which thus
represents a horizontal slice of the flattened butter-
fly, and six chassis form a group. Each chassis in-
cludes .16� 15/=2D 120 electrical links, implemented
as wire traces on the chassis backplane, which form
the first dimension of the flattened butterfly. A six-
chassis group has 720 such links in total. The second
dimension of the flattened butterfly is implemented with
16� ..5� 6/=2/D 240 links, which are constructed us-
ing twin-ax copper cables.

Intergroup Level Dragonfly Connectivity
Groups are connected among themselves by connecting
pair of routers belonging to different groups. The in-
tergroup connectivity can take many different aspects,
but in general every pair of groups have as at least one
direct connection.

Consider a dragonfly composed of g groups with a
routers in each group. Further consider that each router
has h intergroup links attached to it. To guarantee one
link between each pair of groups, a requirement to en-
sure diameter 3, each group must have g� 1 intergroup
links, and thus h� .g� 1/=a. If h� g� 1, each router
can be directly connected to every other group and the
dragonfly becomes effectively a 2-D flattened butter-
fly [22.50].

Setting h to a low value may result in oversub-
scribed intergroup bandwidth, thus in bottlenecks and
overall computational performance penalties for work-
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Fig. 22.9a–c Possible scenarios for dragonfly dimensioning. In the three cases, the provisioning of more intergroup
links in the dragonfly topology leads to a linear increase of the interconnect cost (blue dots – a reference cost of 1 unit
is assumed for a dragonfly with minimal connectivity, i.e., hD 1 intergroup link per router), until the point where every
router is connected to all other groups through g� 1 links. Bandwidth provisioning has, however, different impacts on
performance (red triangles). In the case (a), performance grows steady until every router is connected to half of the
groups, and saturates hereafter. In the case (b), provisioning more bandwidth only marginally improve performance.
In the case (c), performance growth is steady even until reaching full provisioning, suggesting an injection bandwidth
bottleneck. Finally, the cost-performance ratio curve (orange squares) indicates which value of h is to advantage: about
hD g=4 in the case (a), hD 1 in the case (b) and hD g� 1 in the case (c)

loads involving large amounts of intergroup traffic. In
contrast, setting h to a high value has a major impact
on global interconnect cost. Dragonflies based HPC ar-
chitectures are designed so that the selection of h is at
the discretion of the customer/operator. Being able to
choose h between 1 and g�1 allows the supercomputer
vendor to customize the expensive global bandwidth
of the dragonfly, and thus, to a large extent, the final
cost, to the need and/or budget of the customer. The
supercomputer operator, taking into account the traf-
fic locality properties of the workloads that are destined
to the system, makes the final call for h. Figure 22.9
shows how h should ideally be selected. The total cost
of a system as a function of h, and relative to the hD 1
case, is represented by the dots. Cost grows linearly
with h. The performance of the system, also relative
to the hD 1 case, is illustrated by triangles. Perfor-
mance is expected to grow monotonically with h, as
adding bandwidth to a system should not be detrimen-
tal to performance, but is also expected to saturate as
the computational resources are limited. Finally, the

squares show the cost-performance ratio. Figure 22.9
shows three particular cases. In Fig. 22.9a, performance
growth is steady at first but quickly fades as h grows.
This results in a sweet spot in the cost-performance
ratio curve, which indicates the ideal value of h. In
Fig. 22.9b, more intergroup links only limitedly con-
tribute to performance, resulting in an optimal choice
of h to be 1. This situation indicates that even with
minimal dragonfly connectivity, network resources are
generally oversized. Finally, Fig. 22.9c shows the re-
verse case where cost performance/ratio is continuously
improved until hD g� 1. This situation is synonym of
undersized network resources.

Note that the applicability of this rule is limited by
workload execution times prediction capabilities. Also
note that the same economical approach can be applied
to any part of the interconnect, and more generally, to
any design variable of the system. However, changing
the amount of memory available inside an end-point,
or the bandwidth of the link connecting an end-point
to its router, generally requires motherboards to be re-
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designed, something impossible to do at procurement
time. In contrast, the number of optical links can be
provisioned almost independently of the end-point and
cabinet design. The dragonfly topology capability to ex-
pose an important design variable to the end-user is one
of the main factors that drove its adoption.

22.3.5 Higher Networking Layers

Next to offered bandwidth and topologies, HPC inter-
connects are also characterized by specific operational
modes at the link and network layers. The most impor-
tant of these aspects are mentioned here.

Lossless Flow Control
Intuitively, it is relatively easy to understand that to
keep sending packets to a destination that is over-
whelmed by previous packets is likely to be counterpro-
ductive. In order to prevent gridlocks and subsequent
performance collapses [22.51], the amount of traffic
that is being injected into a packet-based network must
be controlled, something generally described as flow
control.

Historically, packet-based computer networks have
predominantly relied on lossy schemes to achieve flow
control. Indeed, the distributed and loosely coupled
nature of the Internet has been partly based on the pos-
sibility for intermediate routers to drop packets [22.52]:
packets that cannot be placed in the queue associated
to a link because this queue is full are simply discarded.
The recipient, noticing that one packet is missing or that
no packets are received at all, informs the sender that
congestion is likely underway and that the rate at which
data is sent must be reduced.

Lossy flow-control-based networks are well suited
for large-scale and poorly structured networks like the
Internet but are largely unsuited for HPC. First, the loss
of a single packet might cause one of the supercom-
puter PUs to stall while waiting for the dropped packet
to be resent and delivered. The overall parallel perfor-
mance is very often determined by the performance of
the slowest end-point [22.40]. Packet losses can thus
have dire consequences in the context of a massively
distributed computation. Second, possible packet drops
oblige network interfaces to maintain a copy of all pack-
ets already sent but not yet acknowledged, which may
result in a large memory footprint [22.53]. In addition to
these shortcomings directly related to packet loss, lossy
flow-control schemes have been shown to lead to poor
utilization of bottlenecked links [22.54].

Lossless flow-control schemes have therefore been
developed, the most widespread in the HPC context

being the credit-based one [22.55]. Each emitter port
maintains a counter indicating how many free slots re-
main available at the corresponding remote reception
port. Each time a packet is sent, this counter is decre-
mented. If the counter reaches 0, packet injection is
interrupted. Injection resumes upon reception of cred-
its. Whenever a slot is made free at the remote port, this
port sends a credit back to the sender port. Upon recep-
tion of this credit, the counter is incremented [22.56].
A delay exists between the moment a slot is effec-
tively made free, and the point the sender receives the
corresponding credit. The situation where the counter
reaches 0 even though free slots are available (there-
fore with credits on their way) is called a credit stall.
To avoid credit stalls, buffer depths at the receiver side
must be made proportional to the link latency [22.55].
The use of credit-based flow control is thus limited to
local links with relatively low latency.

Routing
A supercomputer being a closed world managed by
a single entity, end-points and routers alike can be num-
bered in independent and consistent ways. This allows
us to use much shorter address fields in packets: a 16
bits address field can be used to distinguish up to 65 536
end-points, which is sufficient in most cases (to be com-
pared with 48 bits MAC addresses [22.57], or 128 bits
IPv6 ones). This also greatly simplifies routing deci-
sions at routers.

The closed-world vision offered by HPC systems
also enables routers, in case of congestion, to adapt
their forwarding decisions to exploit the path diver-
sity available in the topology. Figure 22.10 illustrates
adaptive routing applied to the 2-D torus and dragonfly
cases. Adaptive routing, also known as deflection rout-
ing, has been studied in the context of torus [22.58, 59],
fat-tree [22.60] and dragonfly-based networks [22.48,
61]. Notable implementations are reported in refer-
ences [22.28, 30, 62]. Because each router unilaterally
and independently decides to deflect part of the traf-
fic to an alternate route, adaptive routing does not
lead to minimal congestion levels as if routes were
calculated by means of a multicommodity flow for-
mulation [22.63]. In return, routers, when performing
adaptive routing, are able to react to congestions in mi-
croseconds, if not less. This high reactivity is crucial
to prevent counterproductive, day-late-and-dollar-short
routing decisions. Recently, adaptive routing has been
shown to be competitive compared to per-flow (i.e.,
per source-destination pair) route optimization and re-
source management using software defined networking
(SDN) [22.63].
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a)

b)

Fig. 22.10a,b Adaptive routing
applied to torus (a) and dragonfly (b)
topologies. In the first case, the path
is lengthened by two hops (from three
to five), and in the second case by one
hop (from three to four)

22.3.6 Contemporary HPC Networks:
Summary

In this section, the characteristics of modern HPC inter-
connects have been reviewed. The main rules of thumb
to retain are the following:

� The standard link-level bandwidth is 100Gb=s in
2017. This same year some 200Gb=s products
are being introduced, while 400Gb=s ones are an-
nounced for 2018 or 2019.� Routers routinely provide between 30 and 80 ports,
delivering close to 10 Tb=s of switching band-
width.� FLOPS installed in a compute node must be mul-
tiplied by a factor 0.001–0.01 to obtain the node
injection bandwidth (in bytes). A compute node of-
fering 10TF thus requires between 100Gb=s and
1Tb=s of injection bandwidth.� Due to mismatch between link-level bandwidth (�
100Gb=s) and injection bandwidth, end-points are
increasingly being connected through multiple in-
dependent links.� Diameter is considered the important metric for
HPC topology, as it guarantees low latency between
any pair of end-points. Keeping diameter 2 for

10 000 end-points requires 42 ports at least (Moore
bound). A slim-fly [22.34] construct requires 43
ports, a 2-D flattened butterfly 63 and a 2-D fat-tree
with no oversubscription, 142 ports.� Cost difference between electrical and optical ca-
bles must be taken into account in the topology
design process. Optical links, the most expensive
components, must be oversubscribed in priority.
The dragonfly topology is specifically thought to
ease optical link oversubscription.� HPC specific flow-control protocol and routing
schemes are deployed in many HPC interconnects
and permit high utilization and low latency. End-
to-end transfer times are often inferior to the mi-
crosecond [22.28]. Transmission delay routinely
dominates transfer times.

Owing to the very important role that interconnects
play in supercomputers, the HPC community has very
high expectancies in terms of performance, in particular
in term of latency. At the same time, costs and power
budgets must be severely controlled.

It is with the rules of this challenging environment
in mind that optical technologies for next-generation in-
terconnects must be developed, as addressed in the next
section.
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22.4 Future of Optics in HPC Interconnects

Most metallic wire-based transmission lines have a cut-
off frequency inferior to the GHz. This causes high
bandwidth signals with modulated rates superior to the
GBd to be severely attenuated across distances and suf-
fer signal integrity issues. As supercomputers got larger
and required more interconnect bandwidth, designers
turned to optics for the longest cables to enable longer
reach. The ASCI Purple supercomputer, introduced in
2005, is notably known to be the first system to include
optical links [22.64]. Since then, most supercomput-
ers have incorporated optical links. As supercomputers
head into the exascale era, and as signaling rates are
about to transition from 25Gb=s to 50Gb=s to support
Tb=s-order link bandwidths required by heavyweight
end-points, optical cables are more than ever a con-
stituent of HPC interconnects [22.15]. From its debut
in HPC, photonics has also constituted a way to re-
duce the volume occupied by bulky copper cables, in
order to facilitate cooling and simplify maintenance. In
2017, optics is principally seen as a means to limit the
bulk around computing equipment, and more precisely
to reduce the footprint of metallic traces connecting
router ASICs (application-specific integrated circuits)
to transceiver connectors (such as QSFP (quad small
form-factor pluggable)). Hence, these traces increas-
ingly act as a bottleneck to the total switching band-
width of routers, which, as discussed in Sect. 22.3.1,
Routers, need to scale beyond 10Tb=s. To that aim,
solutions to bring tens of Tb=s of optical bandwidth di-
rectly into the router ASIC or in its direct proximity
(e.g., on an underlying interposer die or substrate), and
offering large bandwidth densities, are under intense in-
vestigation.

In this section, the two main technologies envi-
sioned to realize architectures involving optically con-
nected router ASICs, VCSELs (vertical-cavity surface-
emitting lasers) with multimode fibers and silicon pho-
tonics with single-mode fiber-based links, are reviewed.
The capability of these technologies to deliver the re-
quired levels of escape bandwidth density, in particular,
is analyzed. More forward-looking technologies such
as plasmonics, optical switching, and free-space optics,
are also reviewed and their likeliness to address HPC
interconnect challenges analyzed.

22.4.1 VCSEL/MMF Link Technology

The VCSEL technology consists of VCSEL arrays that
use both space (i.e., fiber parallel) and wavelength di-
mensions to increase the total link bandwidth [22.65].
An n-fiber,m-wavelength link requiresm dies each con-

sisting of n VCSELs, arranged as a one-dimensional
array. Each array is taken from a separate wafer with
a specific quantum well epilayer design, dedicated
to the emission of a specific wavelength. By adher-
ing to typical coarse wavelength division multiplexing
(CWDM) wavelength spacing, the separation between
each wavelength of emission of subsequent VCSEL
channels is on the order of 25 nm in the range of
850–1100nm. Note that the VCSEL-specific acronym
SWDM (shortwave wavelength division multiplexing)
has been introduced for this technology [22.66]. In ad-
dition to the m VCSEL array, each link extremity also
includes arrays of photodiodes fabricated on the same
quantumwell epiwafers, with typical aperture of 25 µm,
20–25GHz 3 dB bandwidth, and 0.8A=W responsivity.
Wavelength multiplexing and demultiplexing is real-
ized by means of passive thin-film filters [22.67]. VC-
SELs and photodiodes are attached to the carrier also
supporting the ASIC, while the filters are attached to
the male connector.

An SWDM 200Gb=s link (mD 4 wavelengths and
25GHz PAM-4 modulation) with 50m reach has been
demonstrated [22.68]. A full design with nD 6 fibers
per direction, mD 4 wavelengths, and performing
25GHz modulation on each wavelength, resulting in
600Gb=s full-duplex links, has been reported [22.69].

Packaging, Bandwidth,
and Bandwidth Density

VCSEL dies successfully passing wafer-level testing
are flip-chip assembled through solder reflow. This as-
sembly process is not damaging and guarantees high
yield. The solder reflow technology keeps impedances
well controlled as no hanging wires are involved.
This allows for leaner control circuitries. The injection
molded female part of the connector is computer vision
aligned to the VCSELs and attached to the carrier with
solder reflow as well. This guarantees a satisfying align-
ment of the female part of the connector with the carrier,
and consequently of the VCSELs and photodiodes with
the WDM filters and multimode fibers. As of Novem-
ber 2017, fibers were spaced 250�m apart; 126�m is
considered for the future but is subject to yield issues
due to reliable stripping and cleaving of the fiber coat-
ing at these narrower dimensions. This limitation is an
area of advanced development by fiber manufacturers.
Connectors can be clipped in and removed by hand, the-
oretically allowing manual maintenance operations at
the connector level.

The optomechanical package is a major limiting
factor for bandwidth density. Connector footprint is
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Fig. 22.11 (a) Geometrical analysis of area available for
VCSEL around router chip, and of typical wire distances.
(b) Impact of substrate size on wire length (upper x-axis)
and resulting optical bandwidth I

typically 1 cm2 [22.69], which results in a bandwidth
density of 6 (Gb=s)=mm2 in the 600Gb=s full-duplex
example case (12 (Gb=s)=mm2 if only one direction
is considered). Considering a 8� 8 cm large substrate,
carrying a 2� 2 cm large ASIC, about 56 cm2 remain
available for VCSEL connectors, enabling 50� 0:6D
30Tb=s of bandwidth for the router ASIC. The band-
width density of 6 (Gb=s)=mm2 is likely to scale as:

� PAM-4 signaling is used instead of NRZ (2�)� Signaling rates evolve from 25Gbd to 50Gbd (2�)� Wavelengths are increased from 4 to 6 (1:5�)� The number of fibers per connector is doubled po-
tentially using 125�m spacing (2�).

Altogether, the technology has the potential to scale
to � 7 Tb=s per per connector, resulting in �
70 .Gb=s/=mm2 D 7 .Tb=s/=cm2. This would result in
extremely compact carriers of roughly 4� 4 cm if 50
Tb=s of ASIC bandwidth are required. Figure 22.11 il-
lustrates how the available optical bandwidth is affected
by the substrate size, considering various scenarios.
Also visible on the figure is the relationship between
substrate size (bottom x-axis graduation) and length of
metallic wires (top x-axis graduation) connecting the
ASIC to the VCSELs and photodiodes.

Electrical escape bandwidth densities shall also be
considered in conjunction with the optical. Hence, to
reach the VCSELs and their associated connectors,
electrical signals must

� Escape the main CMOS (complementary metal ox-
ide semiconductor) die to reach the substrate (verti-
cal escape bandwidth)� Escape the chip reticle (lateral escape bandwidth).

Considering a 150�m pitch between the solder
bumps connecting the ASIC chip to the substrate
(45 bumps=mm2), three bumps per lane (VCSEL drive,
photodiode, ground), an ASIC die size of 2� 2 cm, and
assuming that 20% of the bumps dedicated to IO, the
vertical escape bandwidth is typically

20%� 400mm2 � 45mm�2 � 25 Gb
s

3
D 30

Tb

s
:

As for the lateral escape bandwidth, if a 100�m pitch
between two wires on the substrate, a 80mm long chip
edge, and four metal layers in substrate are considered,

a)

b)
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Vertical and lateral escape bandwidths may thus
constitute another obstacle to scalability of router band-
width envelope. They can be scaled if a larger ASIC
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chip is considered, although the lateral bandwidth lim-
itation will only scale as the square root of the chip
surface. All these calculations are based on a 25Gb=s
bit-rate. Transitioning to 50Gb=s, for example using
PAM-4 modulation, automatically doubles bandwidth.

Transmission Quality and Reach
At 25Gb=s per wavelength, VCSEL technology can
reach distances up to 300m with standard OM3 fibers.
Specialty fibers with optimized modal bandwidth (�
5GHz=km) may be required to carry higher speed sig-
nals (50Gbd) over distances exceeding 50m, which is
sufficient for HPC applications.

With only four to six wavelengths per fiber, wave-
length spacing can be kept above 20 nm, which is large
enough to tolerate VCSEL wavelength drift due to tem-
perature variations. Thin-film filters can be designed
with a band pass wide enough to adequately capture
the signal even under changing temperature conditions.
Outside of the band of interest, their filtering effect is
high and guarantees high crosstalk suppression.

Beyond six wavelengths, the tolerance to temper-
ature variation decreases sharply due to the reduced
wavelength spacing. Cascaded losses associated with
the multiple reflections taking place within the thin-film
filters become significant.

Cost
The VCSEL packaging option allows all components
to be aligned and attached through a standard sol-
der reflow process. VCSELs, in particular, are treated
as simple capacitors by integrated circuit packaging
houses. The yield of the assembly process has been
shown to be excellent and does not affect costs signif-
icantly. VCSELs can be wafer tested and show yields
> 80%. Injection molded plastic connectors can be
produced at very low cost. For these reasons, it is rea-
sonable to expect the cost of the VCSEL-based solution
to drop largely under the critical 1 $=(Gb=s) mark. This
cost is subject to improvement as bandwidth is scaled
and/or large quantities are produced.

Power
The power consumption of a directly modulated VC-
SEL driver is of the order of � 20mW [22.71],
which translates into � 0:8 pJ=bit for 25Gb=s. Reach-
ing higher modulation speeds requires slightly raised
bias currents only, keeping the driving power almost
flat. From a pure VCSEL perspective, high symbol rates
are thus advantageous for power efficiency.

The VCSEL driving power represents, however, an
almost marginal fraction of the total power consump-
tion of an end-to-end link. Pre-emphasis is required
before the final driver stage to overcome VCSEL diode

bandwidth and equalization is similarly required af-
ter the transimpedance amplification (TIA) and limit-
ing amplifier stages at receiver side. Clock recovery
mechanisms must also be accounted for, as well as
serialization-deserialization operations. The consump-
tion of each of these elements is of the order of
1 pJ=bit [22.71].

Reliability
The effect of temperatures up to 70 ıC as well as of el-
evated current levels on VCSELs’ reliability and wear
out have been evaluated. VCSEL lifetimes superior to
ten years have been extrapolated. Thermal simulations
have shown that temperature should not exceed 70 ıC
in the close proximity of the VCSELs. Aluminum being
a very reactive element, aluminum-free designs should
be favored to reach high reliability. VCSELs with ac-
tive regions comparable to the ones used in pump lasers,
showing lifetimes > 25 years, have been designed. The
thin-film filters used to demultiplex SWDM signals
have routinely been deployed in satellites over the past
years and are known to be robust to temperatures well
beyond 70 ıC, being deposited and annealed at high
temperatures. All these elements should concur with
excellent reliability figures for VCSEL-based intercon-
nects.

22.4.2 Silicon Photonics Technology

Silicon photonics technology is based on the idea of
manipulating light by means of nanoscale structures
imprinted in a silicon die using lithographic processes
inspired by [22.72, 73] or identical to CMOS [22.74].
After 50 years of silicon semiconductor industrial de-
velopments, the electrical properties of silicon are well
understood. Silicon photonics builds on this experience:
changing electrical properties results in changing op-
tical properties as well. Silicon photonics is currently
exploited by several vendors includingMellanox to pro-
duce 100Gb=s active optical cables and short distance
transceivers for HPC applications. External modula-
tion is based on Mach–Zehnder interferometers [22.75]
or electroabsorption [22.76]. Microring resonators with
an integrated PN junction have also been proposed to
perform modulation [22.77] and WDM links offering
320Gb=s on a single fiber have been demonstrated us-
ing eight ring resonators and eight ring filters [22.78].
A comprehensive analysis of ring resonator-based links
is provided in [22.79].

Packaging, Bandwidth,
and Bandwidth Density

Silicon photonics naturally meshes with single-mode
optics and thus requires single-mode fibers to be cou-
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pled to the optical die. Single-mode optical inputs/out-
puts allow us to take advantage of the long reach
enabled by the low dispersion of single-mode fibers.
However, single-mode optics pose a far greater chal-
lenge in terms of packaging than multimode optics. An
alignment precision of the order of 10% of the mode
field diameter, i.e., around one micron, is required,
compared to 5–10�m for multimode fibers in the VC-
SELs technology.

For packaging solutions that use vertical coupling,
grating couplers with approximately 10 micron spot
size are the de facto standard, but fiber coupling that
is cost effective and scalable is still lacking in indus-
try for these alignment tolerances. Existing solutions
still suffer from lack of maturity and result in long,
thus expensive, coupling processes, as well as sig-
nificant optical losses. Advanced, vision-based optical
IO connector alignment equipment is under develop-
ment. Alternative techniques, among others evanescent
coupling, have also been investigated [22.70]. Plas-
tic ferrules for connectors are in practice excluded as
they cannot tolerate temperature changes observed on
the chip edge. Ferrules should thus be made of metal
or of a custom material with a coefficient of ther-
mal expansion matching that of silicon. In comparison,
edge-coupled solutions that use nitride layers to expand
the beam profile and use spot-size converters are also
under exploration. This latter technique has the advan-
tage of being polarization insensitive but comes at the
expense of larger footprint, increased process steps and
requires surface preparation such as dice/cleave or dry
etch to expose the correct facet for fiber coupling. Once
this facet is prepared, pick-and-place machines can be
used to quickly and efficiently align fiber ribbons to the
chip to enable high bandwidth density. It should also be
noted that such optical chips are thus not a candidate
for wafer-level testing and require proxy measurements
to make sure the photonic circuits are accurate, which
requires the use of vertical grating couplers.

With a projected per-fiber bandwidth of the order of
200–500Gb=s for silicon photonics, connectors accom-
modating fiber ribbons with 8–16 fibers are envisioned
to reach tens of Tb=s of optical escape bandwidth. Eight
connectors each offering eight fibers in each direction
(thus 64 fibers in each direction) and 360Gb=s per fiber
(as 24� 15Gb=s) offers for instance 23.04Tb=s of to-
tal bandwidth envelope. The optical escape bandwidth
can be scaled to � 50Tb=s by considering more nu-
merous channels (40 or more, as in DWDM (dense
wavelength division multiplexing) applications), higher
modulations rates, and/or more advanced modulation
formats [22.80]. The number of connectors attached to
a chip can also be reasonably scaled. Waveguide pitch
is not a limitation as distances as short as 20�m be-

tween couplers have been demonstrated. As for fiber
pitches, assuming 250�m pitch between two fibers in
a cable, 480 fibers can theoretically be attached around
the 120 mm long edge of a 3�3 cm interposer. Connec-
tor mechanical stability is the eventual limiting factor.
Couplers must be separated in connectors of reasonably
small size to limit mechanical stress. Consider a 16-
fiber connector, whose fibers occupy 4mm of the edge
and with ferrule/attachments that occupy 4mm as well.
Three such 8mm diameter connectors can be mounted
along a> 2:4 cm long edge, four along a > 3:2 cm long
one. The maximum number of fibers affixed to a SiP
chip can thus be estimated to be 256. This results in
128 full-duplex connections. Combined with a per-fiber
bandwidth of 500Gb=s, a total optical escape band-
width of 64Tb=s can be foreseen.

Similar to the VCSEL-based approach, the SiP so-
lution is also subject to electrical escape bandwidth
limitations if a dual chip approach is selected and the
CMOS drivers are not incorporated into the same die
(as shown in Fig. 14 of [22.81], for instance). A ring
resonator is typically associated with six control pads:
heater control plus ground, diode junction control plus
ground, and photodiode plus ground (the photodiode
being required to provide feedback for thermal stabi-
lization [22.82]). Since two rings are required per wave-
length (neglecting the last wavelength, which requires
no ring for filtering), a lane in the SiP solution requires
up to 12 bumps. However, since the driver die is likely
to also be made of silicon, and thus to exhibit simi-
lar thermal expansion coefficients, finer bump pitches
(40–70�m) than for the VCSEL solution (150�m) are
allowed. This translates into vertical escape bandwidth
in excess of 40 Tb=s:

20%� 400mm2 .ASIC area devoted to IO/

0:07� 0:07mm2 .area per bump/

� 15 Gb
s per lane

6 bumps per lane
' 40

Tb

s
:

As in the VCSEL case, the area associated with the
bumps dominates the silicon real estate requirements
of the IO functions. The same holds at the photonic
layer: the four pads required to control a ring oc-
cupy an area (with 50�m pitch) of 200�m� 200�m.
This guarantees sufficient spacing between the rings
and other optical components. Silicon photonics, being
based on single-mode fibers, allows links to span over
distances superior to 100m. Pending appropriate link
budgets, quasi error-free operation (BER < 10�15) can
be achieved.

Ring-resonator-based modulators should allow en-
ergy efficiencies around 1 pJ=bit (not counting addi-
tional circuitries). Mach–Zehnder-based modulators are
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slightly less efficient. Similar to the VCSEL-based so-
lution, additional circuits are required to operate the
transition between the digital and optical formats. How-
ever, the silicon photonic solution being able to support
a potentially large number of wavelengths, lower bit-
rates can be envisioned, which slightly reduces the
requirements for pre-emphasis and SERDES (serializ-
er/deserializer). This is expected to result in slightly
better energy efficiencies than in the VCSEL case.

22.4.3 Other Forward-Looking Technologies
for HPC Interconnects

Optical interconnects for HPC systems based on di-
rectly modulated VCSELs combined with MMF (multi-
mode fiber) are expected to emerge around the year
2020. These VCSEL-based interconnects will likely be
the ones equipping the first exascale systems. Intercon-
nects based on integrated silicon photonics will likely
emerge a couple of years later as packaging methods
will have matured and cointegrated photonics-specific
issues will have been solved.

Beyond this point it is not clear which other pho-
tonic technologies can further contribute to HPC inter-
connect performance. One of the major limitations of
photonics resides in the relative bulkiness of the compo-
nents: a waveguide in silicon has a cross-section close
to a tenth of �m2. The footprint of a ring resonator
in silicon is close to 1000�m2; that of a photodiode
only slightly inferior [22.83] while VCSELs are slightly
larger. As wavelengths of interest are in the �m region,
guiding structures made of conventional materials can-
not be made much smaller than a tenth of �m while
devices interacting with light must be at least ten times
longer or wider than the wavelength. This is respec-
tively one and three order of magnitude larger than
transistors in the most advanced CMOS processes. The
important footprint of photonics devices not only limits
the bandwidth densities as calculated above. It also pre-
vents scaling of electrical parameters as the resistance
(R) and capacitance (C) of electro-optical components
in charge of converting electrical signals into optical
ones and vice versa [22.84]. The receiver sensitivity, for
instance, which is one of the main determinants of the
energy efficiency of an optical link as it dictates in most
cases the amount of optical power the laser must supply,
is strongly determined by the capacitance of the photo-
diode [22.85].

The footprint drawback of photonics could be al-
leviated by turning to plasmonics [22.86]. Plasmons
represent oscillations of the free electrons present in
a metallic volume. Plasmons propagating along the sur-
face of a metallic volume are called surface plasmons.
Surface plasmons are very sensitive to environment

changes, can convey energy in a very dense form, and
can couple with light. This results in the capacity of
plasmonic devices to confine light in subwavelength
dimensions [22.87], a feature that can be exploited to
minimize footprint [22.88].

Recent research has shown that compact and ul-
trafast modulators based on plasmonics can be real-
ized [22.89]. The application of plasmonics for pho-
todetectors is reviewed by Brongersma [22.84]. Plas-
monics have attracted major attention from academia.
However, industrial applications of plasmonics, as for
instance in HPC interconnects, remain far looking and
major gaps preventing adoption must be addressed. In
particular, the inclusion of plasmonic materials, such as
graphene or polymers, in lithographic processes such
as CMOS in a scalable cost-effective way remains
to be demonstrated. Moreover, the capability of plas-
monic devices to operate at high rates can only be
exploited if electrical driving circuits supporting the
same rates are available. For speeds above 100GHz, the
use of a lithography process optimized for extremely
high frequencies (EHF) such as silicon-germanium is
almost mandatory, which drift apart from the high in-
tegration goal described earlier in this section. Finally,
all demonstrations of communication subsystems in-
volving plasmonics have so far been characterized by
high optical losses. Unless gain can be incorporated
in plasmonics-based devices [22.90], these losses will
severely limit industrial applicability.

A handful of technologies have also been evoked
to complement HPC optical interconnects as described
in Sect. 22.3. Optical spatial switches have been pro-
posed to reshuffle the fiber connectivity to achieve
a better matching between connectivity and traffic ma-
trices over relatively long periods of time [22.91–93].
Technologies underlying the realization of such spatial
optical switches are reviewed by Cheng et al. [22.94].
Optical switching has also been evoked as a possible
replacement for electrical packet switches. However, as
summarized in reference [22.15], optical switching at
the packet or even flow level is heavily limited by the
lack of buffering capabilities in the optical domain.

Instead of reshuffling the topology by means of
optical switches, Fujiwara et al. [22.95] and Hu
et al. [22.96] have proposed connecting racks with free-
space optical (FSO) links in lieu of optical fibers. By
adapting the beam direction, the connectivity can be
fully reconfigured. Free-space connections also bene-
fit from a faster propagation time of light in air than in
silicon, and from Euclidean distance instead of typical
Manhattan routing. Altogether, FSO-based intercon-
nects could reduce the time-of-flight latency by a factor
of two. Given that this time-of-flight latency typically
represents more than half of the total latency, this can
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enable nonnegligible performance gains. FSO links,
however, are affected by scintillation and mechanical
vibrations. Losses pertaining to this effect must be com-
pensated at the expense of energy efficiency. Moreover,
a path to fabrication of FSO links at a price comparable
to that of optical links as detailed in Sect. 22.3.1, Links,
is to be demonstrated. FSO terminals, finally, must be

placed at the top of the rack and can thus be located
more than one meter apart from routers or adapters.
Communicating data over this distance at 100Gb=s
speeds incurs additional cost and energy consumptions.

The use of FSO links for interchip communications
has also been proposed as a way to extend transmission
capabilities beyond that of a single fiber [22.97].

22.5 Summary

As high-performance computing applications prolifer-
ate, there is a strong global appetite for HPC systems
of increasing capability. As shown in Sect. 22.2 of this
chapter, the supercomputers required to tackle today’s
largest computational challenges necessarily rely on
chip parallelism to reach tens of petaFLOPS, and soon
one or more exaFLOPS, of installed computing power.
This places the interconnect at the center of the techni-
cal and scientific effort to increase HPC performance.

Building large-scale HPC interconnects is primar-
ily achieved by minimizing the costs, as well as, and
increasingly, power consumption. The performance of
an interconnect, along with its cost and power con-
sumption, must be related to those of the end-points.
These relationships have been detailed in Sect. 22.3. By
considering a cost of $ 2000 for one installed TF, and
a network verbosity factor of 0.01 byte=flop, the cost of
the 10GB=sD 100Gb=s of interconnection bandwidth
required per end-point can be upper bound by several
hundreds of dollars. The analyses and explanations pro-
vided on the topology level in Sect. 22.3.3 justify this
rule of thumb. More importantly, the understanding of
simple rules of thumb, and of scalability bounds such
as the Moore bound (Sect. 22.3.3, Moore Bound and
Scalability Limits), allows one to remark that no mas-
sive cost savings should be expected from particularly

innovative topologies as long as no oversubscription is
applied. Costs can be tapered by means of oversubscrip-
tion, but tapering ratios should be selected knowing the
impact they will have on HPC application performance.

A budget of $ 100–200 for 100Gb=s directly sets
a price objective of � 1 $=(Gb=s), a figure that is thus
far out of reach for optical technologies. The most im-
mediate and stringent requirement of HPC in terms
of optical technologies thus consists today of ways
and means to rationalize transceiver development costs.
As detailed in Sect. 22.4, multiwavelength VCSEL-
based CWDM links and silicon photonic integration
are among the main technologies envisioned to attain
the cost and power efficiency metrics dictated by HPC
trends.

Highly integrated optical technologies are also re-
quired to allow total switching bandwidths of packet
routers to scale beyond 10 Tb=s. High FLOPS density
compute nodes totaling tens of TFs have an urgent need
for link bandwidths of 400Gb=s and beyond. At such
rates, the reach of passive cables will likely be reduced
to � 1m, obliging packet routers to communicate opti-
cally on most of their ports. Here as well, VCSEL/MMF
and silicon photonics technologies are the best posi-
tioned to solve the packet router bandwidth density
challenge.
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23. Intra-Datacenter Network Architectures

Roberto Proietti, Pouya Fotouhi, Sebastian Werner, S.J. Ben Yoo

This Handbook chapter provides an overview of
existing interconnection topologies and architec-
tures for large-scale cloud computing systems. We
discuss (a) tree-based solutions (also referred to as
indirect topologies in this chapter), largely adopted
in most of today’s data center systems, as well as
(b) directly connected topologies, such as full mesh
(all-to-all), flattened butterfly, and HyperX. This
chapter also touches upon some emerging inter-
connect solutions enabled by recent advances in
photonic integrated technologies and switches,
while more details about these aspects can be
found in the Handbook Chaps. 21, 24, and 25.
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Data centers have become the center of how the
world functions today. While billions of consumers
rely on the availability of data centers in their daily
lives for services such as navigation, personal bank-
ing, search engines, or social networking, commer-
cial businesses exploit the computing and storage
capabilities of data centers to increase productivity
through data analytics and statistics. To provide sat-

isfying and reliable services to all users and their
application domains, data centers must offer high
performance, cost efficiency, sustainability, and scal-
ability. In particular, energy efficiency significantly
affects operating costs, sustainability, and scalabil-
ity. Hence, the cost-effective design of a data center
must consider both operating expenses and capital ex-
penses.

23.1 Trends and Future Challenges of Cloud Data Centers

With IPv6, data centers can now address every appli-
ance and sensor on earth and exoplanet. A vast set of
data from everywhere will be networked, processed,
and accessed on virtual platforms (commonly referred
to as cloud architectures) that consist of data systems,
networks (optical, electrical/wireless and wireline), and
client interfaces (e.g., terminals or hand-held devices).
At the physical layer, these virtual platforms run in data
centers, which are essentially a collection of internet-
worked servers designed to store, access, and process
data for the clients—a system architecture aptly termed
warehouse-scale computing systems. In fact, the explo-
sive growth of data that needs to be stored, accessed,

and processed, has led to the current trend of turning
warehouse-scale computing systems into increasingly
larger and deeply networked hyper-scale data centers.

Such system scales have created three main prob-
lems that, if not solved, will prevent data centers from
supporting the projected data growth in the future.
Firstly, the power consumption of data centers limits
their scalability. Secondly, the intradata center intercon-
nection limits its performance. Thirdly, the interdata
center interconnection limits the performance and uti-
lization of the cloud. In particular, the energy efficiency
of the cyberinfrastructure links all three issues together.
Readers should also refer to Chap. 21 Evolving require-
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(after [23.1])

ments and trends of data centers networks for more
details.

Today’s data centers already consume megawatts
of power and require a large power distribution and
cooling infrastructure. Global data center IP traffic is
expected to grow threefold over the next 5 years, at
a compound annual growth rate (CAGR) of 25% from
2016 to 2021. At the same time, the energy consump-
tion in US data centers reached 91 TWh in 2013 and
is expected to increase at a rate that doubles about ev-
ery 8 years [23.2]. The exponential trend of data growth
has led to the emergence of optical communication
between racks in data centers to overcome the band-
width and energy limitations of electrical interconnects.
While this transition from electrical interconnection to
optical interconnection has greatly increased commu-
nication capacity and improved energy efficiency, the
energy efficiency is still not good enough to support
scalability for future data centers for several reasons,
which we discuss below.

First, as illustrated in Fig. 23.1, typical data cen-
ters deploy networks with a very large number of
power-hungry electronic switches cascaded in numer-
ous stages according to a spine-leaf tree topology with
PODs (portable data centers). Due to limitations in
radix (port count) and bandwidth of the electronic
switches, the inefficiency of the cascaded switch stages
accumulates, especially in terms of latency, throughput,
and power consumption.

Modular data centers have become increasingly
popular among web service providers. Microsoft,

Google, and Facebook [23.3] constructed data cen-
ters based on self-contained shipping containers (often
called a POD) with up to thousands of servers, network
infrastructure, and cooling system attached. Providing
a nonblocking switch to connect all servers at the POD
level is feasible as the number of servers scales up to
thousands. However, at the whole data center scale with
up to thousands of PODs, achieving energy efficiency
and high performance for the network is nontrivial.

Second, although the demand for high-capacity
communications brought optics to data centers, today’s
solutions based on pluggable optical modules offer only
partial savings in the communication chain. Histori-
cally, integrated circuits and systems have improved
by collapsing functions into a single integrated cir-
cuit and eliminating interfaces. For instance, embedded
solutions proposed by COBO (Consortium for On-
Board Optics) [23.4] fail to eliminate any intermediate
electronic interfaces such as equalizers and serializ-
ers/deserializers (SERDES). Readers should also refer
to Chap. 24 System aspects for optical interconnect
transceivers for more details.

The transmission distances and bandwidth on elec-
trical wires without repeaters are severely limited due to
losses (skin effects or bulk resistivity) and distortion im-
posed on the signals by the impedance of the electrical
wires [23.6]. According to Miller and Ozaktas [23.6],
the transmission distance limit is

limD
r

B0

B

1

A
;
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where A is the cross-sectional area of the electrical
wire, B the line rate, and B0 D 1015 (inductive capac-
itive (LC) lines) to 1016 bit=s (resistive capacitive (RC)
lines). This indicates a < 1 cm transmission limit at
25Gb=s line rates for typical modern on-chip electrical
interconnects. On the other hand, optical interconnects
are free of such impedance effects and become advanta-
geous over their electrical counterparts beyond a certain
distance at a given line rate. Naeemi et al. [23.7] de-
fined this distance as a partition length and Beausoleil
et al. [23.8] calculated these lengths according to ITRS
(International Technology Roadmap for Semiconduc-
tors) [23.9], where they found the partition length for
a wire or waveguide width of 1�m to be less than
2mm. Readers should also refer to the survey paper by
Thraskias et al. [23.10] for a comprehensive overview
and comparison of electrical and photonic intercon-
nects.

Third, today’s cloud computing architectures are
designed with a fixed topology with fixed patterns of
data movements at fixed data rates, while actual compu-
tations have large peak-to-average ratios in processing,
bursty data traffic, dynamically changing data move-
ment patterns, and heterogeneous processing threads.

To achieve low-service latency within modular data
centers, inter-POD network requirements in terms of
bandwidth and latency should not be ignored. A search
engine, for instance, requires hundreds of servers for
computation. These servers are not necessarily located

within a single POD and most often are distributed
among multiple PODs. Moreover, there are periodic
traffic patterns due to back-up operations on virtual
machines, as well as large-scale database management
operations. Different groups of nodes may have differ-
ent traffic characteristics. Thus, dynamically providing
higher bandwidth for strongly coupled nodes within
data centers is desirable, yet realizing such a dynamic
bandwidth provisioning in the data center is by no
means trivial.

Unlike telecommunications where typically� 80%
traffic bypasses and � 20% traffic add/drops locally,
data traffic in computing systems is � 80% internal
and � 20% external, with traffic bandwidth amounts
in the order of Pb/s. The statistics from Cisco [23.5]
shown in Fig. 23.2 support this argument by showing
that 77% of the traffic is internal and 23% is exter-
nal. Therefore, in order to sustain this ever-increasing
traffic inside data centers, the symbiotic integration of
photonics and electronics must happen at every level—
between racks, boards, cards, chips, and memories. The
reader can also refer to the following references that
provide interesting insights for the traffic characteristics
in data centers [23.11–13].

Certainly, the topologies and architectures of future
data centers that make heavy use of photonics technolo-
gies should be revisited to take into account the benefits
of optical interconnects discussed above, while, at the
same time, account for the limitation of switching func-
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tionalities in the optical domain (for more details, see
Sect. 23.3.2 and [23.14–29]).

While many elements and aspects define a particular
data center architecture (interconnect topology, network
and link protocols, routing schemes [23.30–32], phys-
ical layer implementations), this chapter focuses on
presenting an overview of existing topologies as well
as emerging architectural solutions enabled by photonic
technologies.

The remainder of this chapter is organized as
follows. Section 23.2 covers the legacy interconnect
topologies widely adopted in many deployed data cen-
ters as well as other topologies more suitable for
high performance computing (HPC) systems or demon-
strated at a research level. Section 23.3 provides an
overview of existing and emerging photonic technolo-
gies enabling new possible architectural solutions. Sec-
tion 23.4 concludes the chapter.

23.2 Data Center Topologies

A network topology defines the arrangement of the vari-
ous elements (links, nodes, etc.) of a computer network.
Essentially, it is the topological structure of a network
and may be depicted physically or logically. Several
recent surveys provide thorough investigations of data
center network topologies, each with a different fo-
cus [23.33–35]. This section focuses on a representative
subset of the wide range of topologies that have been
proposed for data centers to date. The notations used in
this section are as follows, k is the number of ports in
a switch, m the number of servers connected to a ToR, n
the number of ports in a server, and S the total number
of servers within a data center network.

Network topologies can be classified in different
ways. One classification divides topologies into tree-
based and non-tree-based topologies. Liu et al. [23.35]
classify topologies into two categories: fixed and flex-
ible. A topology that can be modified after being de-
ployed is referred to as a flexible topology, and fixed
otherwise. Wu et al. [23.34] present a classification
based on the connections between end point servers.
A switch-based network, also referred to as an indi-
rect network, consists of multiple levels of switches to
connect the end servers. On the other hand, a direct net-
work connects servers to each other without any switch,
routers, or network devices. A hybrid network employs
a combination of these two methods. This chapter di-
vides topologies into two categories: direct and indirect.
Our definition of a direct or indirect network is differ-
ent from that of Wu et al. [23.34]. An indirect topology
is defined as a topology with some switches connecting
only other switches (and not compute nodes) to each
other. We define a direct topology as a topology where
all the switches are connected to at least one compute
node. In other words, there are no intermediate levels
of switches in the topology. Please note that a compute
node here could refer to either a single server or a rack
of servers. In the latter case, it is represented by a top-
of-the-rack (ToR) switch.

23.2.1 Indirect Topologies

Tree
Although often considered simple topologies, tree
topologies are broadly used in data center networks.
Tree topologies may have either two or three levels.
In a two-level tree, switches at the core level connect
the switches at the lower level, which are referred to
as edges. Servers are located at the leaves and are con-
nected to the switches at the edge level. In a three-level
tree, an intermediate level called aggregation is added
between the core and edge levels. Figure 23.3 illus-
trates a 4-ary three-level tree topology with 16 servers,
8 edge switches, 4 aggregation switches, and a single
core switch.

Note that in tree topologies, a switch can be con-
nected only to the parent switch and its children. In
other words, switches in the same tier or in nonneigh-
boring tiers are not connected to each other.

Tree topologies are intuitive and simple but entail
a number of drawbacks. First, the number of servers
a tree topology can accommodate is bounded by the
number of ports in the switches. Second, performance
and reliability of switches should increase as we go
higher in the topology levels, which would require dif-
ferent switches for different levels and, in turn, a move
away from using commodity switches for such systems.

Fat Tree
As an extension to tree topologies, fat trees are widely
used in commercial data center networks as well as re-
search prototype interconnections [23.36, 37]. Fat trees
were originally proposed by Leiserson in 1985 [23.38].
While there have been several attempts to formalize and
use fat trees since then, we found the method used by
Al-Fares et al. [23.39] to be the most intuitive and com-
prehensive.

Similar to three-level tree topologies, fat trees also
consist of three levels: core, aggregation, and edges. Al-
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Fig. 23.3 Illustration of a 4-ary tree topology

Core

Aggregation

Edge
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Fig. 23.4 Illustration of a 4-ary fat tree topology

Fares et al. [23.39] adds the POD to the terminology,
which consists of aggregation switches, edge switches,
and servers. A k-ary fat tree contains .k=2/2 k-port core
switches and k PODs. Each core switch is connected to
the aggregation layer of each POD through one port (the
i-th port of any core switch is connected to POD i). Each
POD has two layers of k=2 k-port switches. Switches in
the upper layer (i.e., aggregation layer) are connected
to core switches using k=2 of their ports. The remain-
ing k=2 ports are used to connect to k=2 switches at the
lower layer (i.e., edge layer).

�
k

2

�

agg: switches=POD
�
�
k

2

�

ports=switch

D
�
k2

4

�

core switches

:

Each k-port switch at the edge layer uses k=2 of its
ports to connect to the aggregation layer and the remain-

ing ports to directly connect to k=2 hosts. Therefore,
a k-ary fat-tree provides support for a total of k3=4 hosts
using k port switches. Figure 23.4 shows a 4-ary fat-tree
topology as described before

kPODs �
�
k

2

�

edge switches=POD
�
�
k

2

�

servers=switch

D
�
k3

4

�

servers
:

Unlike tree topologies, fat trees can use commodity
off-the-shelf switches at all levels. Thus, fat trees offer
more flexibility and can be more cost effective com-
pared to tree topologies.

23.2.2 Directly Connected Topologies

This section describes topologies and architectures
which are directly connected, meaning that each ToR
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Fig. 23.5 All-to-all interconnection

switch always has a group of ports connecting to
a group of nodes.

All-to-All
The all-to-all architecture (also known as full-mesh
topology) is a fully connected topology, where each
element (ToR in this case) connects to all the other
elements in the network (Fig. 23.5a). All-to-all is the
simplest topology to realize and offers the lowest diam-
eter (minimum number of hops); however, its inherently
limited scalability represents a significant drawback. In
fact, the number of ToRs that can be interconnected
is restricted by the number of ToR ports (k�m, ac-
cording to the notation used) available for rack-to-rack
interconnection. Another drawback is cabling, which
requires a very high number of cables that grows with
2�Œ.k�m/�1	2. Luckily, this problem can be alleviated
by using the unique properties of wavelength routing in
arrayed waveguide grating routers (AWGRs) [23.40],
as is described later in Sect. 23.3.2 and illustrated in
Fig. 23.16.

HyperX
The HyperX topology, introduced for the first time by
Ahn et al. [23.41], can be derived from the all-to-all
topology by dividing the nodes into groups (or dimen-
sions) and by removing some intergroup links. Within
a group, all nodes are fully connected. Between the

groups, each node connects to all the nodes in the
other groups with the same positions or coordinates.
Figures 23.6 and 23.7 show two examples of HyperX
topologies in two dimensions. This architecture allows
us to increase the scalability of the system at the ex-
pense of a larger diameter and a higher average hop
count compared to the all-to-all. In the examples of
Figs. 23.6 and 23.7, the ToR switch has four ports for
inter-rack communication. This would allow us to in-
terconnect only five racks in a full-mesh topology. By
using HyperX, up to eight or nine racks can be in-
terconnected at the expense of increasing the network
diameter.

Flattened Butterfly Topology
Another popular topology is the flattened butterfly (FB)
topology [23.42, 43], typically represented in rows and
columns, as shown in Fig. 23.8. Each node (or ToR)
is fully connected with all the nodes in the same row
and column. In practice, we can consider the rows and
columns as two different dimensions of a HyperX.

Torus
The torus topology [23.43, 44] can also be derived from
the HyperX topology when assuming that each dimen-
sion is not fully connected but simply interconnected
based on a ring topology. A 2-D torus (two-dimensional
torus) can then be obtained by taking the flattened but-
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terfly topology described before and keeping only the
links interconnecting with the neighboring nodes (see
Fig. 23.9). Additional dimensions can be added to ob-
tain a multidimensional torus (e.g., 3-D torus as shown
in Fig. 23.10). As we can see, in each coordinate (x, y, or
z) the nodes are interconnected in a ring. For this reason,
the torus is certainly the most scalable topology, but it
should be noted that the diameter and average number
of hops in the network can become high even at small
scales.

DCell and BCube
DCell [23.45] consists of a basic element DCell0, which
connects k servers to one k-port switch. A R-level DCell
(DCellR) is built up recursively as follows: DCell1 com-
prises kC1 DCell0, where each of the k servers of every
DCell0 connects to a server in another DCell0. Con-
sequently, full connectivity is provided within DCell1,
with exactly one link between each DCell0 pair. Fig-
ure 23.11 exemplifies a DCell1 consisting of 5 DCell0
elements with four servers each. Continuing this con-
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Fig. 23.8 Flattened butterfly topology

nectivity pattern up to a level R will result in DCellR—
constructed out of multiple DCellR�1—in which each
server will have RC 1 links: one link to connect to the
switch at level 0 and one link on each level i to connect
to a server in the same DCelli (but different DCelli�1).

The number of servers in DCell thus has a double-
exponential scalability: for instance, for tR�1 servers in
each DCellR�1, a DCellR will consist of tR DCellR�1
and, in turn, tR�1�tR servers. The number of servers on
level R is tR D tR�1 � .tR�1C 1/. The number of NICs
(network interface card) (k) available on each server
limits the number of levels of a DCell. One key benefit
of DCell is its ability to scale to a very large number of
servers with only very few ports required in the servers
and switches. For instance, it has been reported that for
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Fig. 23.9 2-D-torus topology

kD 6 and RD 3, DCell can accommodate more than 3
million servers [23.45].

BCube [23.46] is a topology specifically designed to
facilitate the shipping and portability of container-based
modular data centers. Its construction begins similarly
to DCell in the sense that a basic element BCube0 con-
nects k servers to one k-port switch; however, its scaling
is different: to construct BCube1, k switches are added
and connected to one server in each BCube0. There-
fore, BCube1 consists of k BCube0 and requires in total
2k switches, or more generally: A BCubek consists of
k BCubeR�1 and kR additional k-port switches, each of
which are connected to one server in each BCubeR�1.

Both BCube and DCell require servers to have RC
1 NICs; however, the additional switches per level in
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Fig. 23.11 DCell topology

BCube lead to less efficient scalability (although it is
sufficient for container-based data centers [23.46]).

23.2.3 Comparison of Topologies

To illustrate the impact of topologies on data center net-
works, this section compares a subset of the topologies
discussed earlier.

It should be noted that among the subset of topolo-
gies considered for the comparison, the nodes in tree
and fat tree topologies are assumed to have a single-
port network interface, while the other four topolo-
gies require nodes with multiple ports embedded.
Also, it should be noted that the all-to-all and torus
topologies considered for the comparison are different
from the illustrations presented in the sections above.
For this comparison section, these topologies are as-
sumed to connect compute nodes directly, and not
ToR switches as discussed before. The following mea-
sures are taken into consideration to compare different
topologies (note that the comparison method used in
this section uses similar terminology to that of Liu
et al. [23.35]).

Total Number of Servers
In order to compare the scalability among topologies,
the maximum number of servers one topology can ac-
commodate (S) is calculated. Our analyses were made
under the same number of ports in each switch (k) and
the same number of ports in a server (n), if applicable,
for a given topology. For all-to-all, the number of nodes
connected to each ToR switch is represented by m; D
represents the dimension of a torus topology. For the

tree topology, we assumed a three-level topology. Pa-
rameter R represents the recursion level in a recursive
topology (i.e., DCell and BCube).

Total Number of Switches
The number of switches one topology requires provides
an estimation of the cost of the network to be deployed.
Unless otherwise stated, we assume that all switches
used in every topology are identical.

Diameter of the Topology
To elaborate the efficiency of routing for a given topol-
ogy, we considered the diameter of the network. The
diameter can be defined as the longest of the shortest
paths between two nodes in a network. The transmis-
sion latency is highly correlated with the diameter of
the topology.

Bandwidth
As a measure of performance, the bandwidth (in the
number of links) provided by each topology is pre-
sented in Table 23.1. Our analyses are based on two
scenarios. One-to-one shows the maximum bandwidth
offered by each topology in a scenario where one ar-
bitrary node communicates with another node in the
network. The second scenario, labeled as all-to-all,
shows the maximum bandwidth each topology offers
when every node actively communicates with all other
end points in the network.

Bisection Width
This parameter is taken into consideration as a measure
of fault resilience for each topology. It is defined as the



Part
C
|23.3

766 Part C Datacenter and Super-Computer Networking

Table 23.1 Comparison results

Tree Fat tree All-to-all 2-D torus DCell BCube
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k

2
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S

4 logk S
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2

minimum number of links to be removed in order to
divide the network into two equal subsets. The larger
the bisection width, the higher failure rate the topology
can tolerate.

Table 23.1 shows a comparison of the parame-
ters discussed above. For the total number of servers,
DCell provides higher scalability as the number of
servers this topology can accommodate grows double-
exponentially with the number of ports in each server
(n). However, it should be noted that increasing the
number of ports in a server will eventually degrade
performance, since the bandwidth provided by a given
node is limited. Tree topology suffers from poor hard-
ware redundancy, and BCube is expected to have
a higher cost for the network, as it uses more switches.

All-to-all, torus, and fat tree offer a small constant
diameter, outperforming the exponentially growing
(with n) diameter in DCell as well as the logarithmi-
cally growing diameter in BCube and tree topologies.
Among the topologies considered for comparison, as
one may expect, all-to-all offer highest all-to-all band-
width, as all the links would be simultaneously used to
transfer the data. Fat tree topology also provides con-
siderable all-to-all bandwidth using redundant switches
in the aggregation and edge levels. Tree-based topol-
ogy provides the lowest all-to-all bandwidth among the
topologies under study, since the bandwidth is limited
by the number of ports in one switch (k). Moreover, the
tree topology provides the lowest fault resilience, as it
offers the smallest bisection width.

23.3 Emerging Data Center Solutions with Photonics Technologies

Power consumption in electronics is a serious road-
block, even if we can keep up with Moore’s law
regarding integrating more devices on each chip to
meet the demands of future applications. At the de-
vice level, Dennard’s law [23.47], which describes
the simultaneous improvements in transistor density,
switching speed, and power dissipation [23.47] to fol-
lowMoore’s law [23.48], was already obsolete in 2004.
As Fig. 23.12 illustrates, while Moore’s law contin-
ued for more than four decades, the clock speeds and
the power efficiencies have flat-lined since 2004. Mul-
ticore solutions emerged shortly after 2004 as a new
processor-level solution for power efficiency and scal-
ing, sometimes called the new Moore’s law. While we
believe that multicore and chip-level parallelism solu-
tions will continue to expand, communication and data
movements will continue to be a challenge. For this
reason, over three successive generations, the perfor-
mance/Watt has improved only marginally.

Obviously, electronics alone cannot provide so-
lutions for all the challenges of massively parallel
data processing. As mentioned already in Sect. 23.1,
while electronics accompany skin effects, capaci-
tance, electromagnetic interference (EMI), and dis-
tortion/dispersion, photonics supports nearly distance-
independent parallel transport across the vast optical
bandwidth [23.49]. As computing nodes are evolv-
ing to multicore and multiprocessor systems with very
high bandwidth requirements between processors and
memory banks on the same board, interchip optical in-
terconnects could also provide significant benefits in
terms of energy per bit. In [23.49] a comparison be-
tween optical interconnects with on-chip and off-chip
laser and electrical interconnects is shown, which has
the promising advantages of the optical solution for dis-
tances above few tens of millimeters. More information
regarding optical versus electrical interconnects is pro-
vided in [23.50–53].
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Fig. 23.12 A 45-year trend of the
number of transistors per integrated
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(figure created based on data from
Kunle Olukotun, Lance Hammond,
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Horowitz, F. Labonte, O. Shacham,
and Christopher Batten) (after [23.1])

23.3.1 Embedded Photonics, Silicon
Photonics, and Heterogeneous
2.5-D Integration

We envision that future data centers will exploit photon-
ics embedded with electronics through close integration
everywhere; in chip-to-chip, board-to-board, and rack-
to-rack interconnections.

While monolithic co-integration of CMOS (com-
plementary metal–oxide–semiconductor) and silicon
photonics in the same fabrication runs is attractive, the
yield and the required technological compatibility chal-
lenges make it impractically expensive at the moment
(e.g., 14 and 7 nm electronic CMOS compatibility with
silicon photonics). Optical interposers and OE-PCBs
(optoelectronic printed circuit boards) (Fig. 23.13) rep-
resent more practical and effective short-term technolo-
gies that could enable reduced parasitic, low power
consumption, dense optical interconnects, and close in-
tegration of photonics and electronics, while allowing
flexible combinations of heterogeneous technologies
with reasonable yield.

Figure 23.14a–d illustrates a method of embedded
photonics utilizing active silicon photonic interposers
(optical interposer with silicon photonic modulators
and detectors) interfacing with electronic integrated cir-
cuits (ICs) and OE-PCBs. Figure 23.14a and b show

a side-view and a top-view schematic of 2.5-D inte-
gration of the electronic ICs, active silicon photonic
interposers, and OE-PCBs achieved by this method.
Figure 23.14c shows an assembly process using evanes-
cent coupling between the silicon photonic waveguides
and the OE-PCB waveguides, and Fig. 23.14d illus-
trates the case with such multiple optical interposers
assembled on a larger OE-PCB. OE-PCBs and OE-
backplanes will exploit low-loss optical waveguide lay-
ers laminated on conventional electrical PCBs.

OE-PCBs and OE-Backplanes
PCBs with embedded optical layers could offer a cost-
effective opportunity to reduce energy consumptions
and latency induced by electrical wires at high data
rates [23.54–59]. Successful OE-PCBs will eliminate
any need for high-speed electrical interconnections on
board, and electrical connections will only support
power and low-speed control and programming. The
majority of past efforts [23.54–59] focused on multi-
mode polymer optical waveguides within FR4 PCBs,
where multimode dispersions and high losses limited
the performance and energy efficiency improvements.
There has been recent advances in single-mode optical
polymer PCBs [23.60] and multimode glass waveguide
PCBs [23.61–63] to pursue single-mode glass optical
waveguides embedded in electrical PCBs. Initial efforts



Part
C
|23.3

768 Part C Datacenter and Super-Computer Networking

ASIC

BGA package

MEM

BGA package

ASIC

BGA package

MEM

BGA package

ASIC

MEM

Electrical PCB Electrical
I/O module

Electrical
I/O module

Electrical
I/O module

Electrical
I/O module

Electrical PCB Optical
I/O module

Optical
I/O module

Optical
I/O module

Optical
I/O module

PENTEK

Optical-electrical PCB

Optical-
electrical 
PCB

Optical-
interposer

SiPh I/O

SiPh I/O

Electrical ICs

Optical
interposers

a) b) c)

Fig. 23.13a–c Comparisons of (a) today’s electronic interfaces with electronic I/Os. (b) Today’s embedded optics with standard
pluggable optical interfaces to BGA (ball grid array) packaged ASICs and (c) the proposed embedded photonics with 2.5-D and
3-D integration using silicon-photonic interposers (after [23.1])

...
Micro-BUMP

OE PCB

OE
PCB

OE
PCB

OE PCB

BUMP

Optical
interposer

Optical
interposers

Optical
interposers

Optical
interposers

Optical
interposers

Optical-
electrical
PCB

Optical-
electrical
PCB

ASIC 1

ASIC 1 ASIC 2

ASIC 3

DRAM

DRAM

Active optical layer

Active
optical
interposer

Multi-λ SOA chip

λ1 λ2 λ12

Electrical ICs

Electrical
ICs

Electrical
ICs

Electrical
ICs

Electrical
ICs

a) b)

c) d)
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will utilize the glass lamination technology mentioned
in [23.62] to embed ion-exchanged silica waveguide
layer in between two FR4 electrical PCBs [23.62].
This method offers relatively sturdy operation, which
somewhat mitigates the difference in thermal coeffi-
cients of expansion (TCEs) between the glass and the
FR4; however, it requires the opening of the FR4 in
shape to drop in the optical interposer modules. Simi-
lar openings should be made on the FR4 on the other
side to balance the stress and TCE difference. Success-
ful progress in developing OE-PCBs with optical and
electrical connectors allow realization of OE-PCBs and
building of servers and switches interconnected with
optical waveguides.

23.3.2 High-Radix Optical Switches

As mentioned in Sect. 23.1, the limited radix and
bandwidth of electronic switches severely affect data
center scalability in terms of latency, throughput, and
power consumption. Optical switching can potentially
overcome these limitations, and many optical switch
architectures have been investigated and reported in
the literature. Table 23.2 summarizes the main all-
optical switching technologies highlighting the pros
and cons of each solution. The readers should also refer
to Chap. 25 Optical switching for data center networks
for more details.

Despite the significant differences highlighted in
Table 23.2, all these optical switches share a com-
mon aspect: they are bufferless (there is no buffering
operation at the switch input and output ports) and,
therefore, cannot be cascaded. Therefore, they could be
used only as core switches in folded-CLOS type archi-
tectures (i.e., fat tree [23.39, 64]) or they could be used

Table 23.2 Different all-optical switching technologies

Optical 3-D
MEMS all-
optical switch

Piezoelectric
Directlight®

Beam-steering
all-optical
switch

Wavelength
routing switch
(e.g., AWGR
with tunable
lasers)

SOA-based
broadcast and
select

SOA-based
crossbar

MRR-based
crossbar

Switching time � 1ms � 1ms � 1 ns � 1 ns � 1 ns � 1�s
Scalability 312� 312 384� 384 512� 512 64� 64 16� 16 4� 4
Applications OCS, OPS OCS, OPS OCS, OPS OCS, OPS OCS, OPS OCS
Level of transparency Strict Strict Wavelength-

dependent
Strict Strict Wavelength-

dependent
Crosstalk < �55 dB < �55 dB <�35 dB < �45 dB < �45 dB < 20 dB
Polarization dependent
loss (PDL)

< 0:1 dB < 0:1 dB Wavelength
dependent

< 1 dB < 1 dB < 0:1 dB

Switching Space Space Wavelength Space Space Wavelength
References [23.5, 11, 12] [23.24] [23.17–20, 26] [23.13–16] [23.25] [23.21, 22]

Optical 3-D
MEMS all-
optical switch

Piezoelectric
Directlight®

Beam-steering
all-optical
switch

Wavelength
routing switch
(e.g., AWGR
with tunable
lasers)

SOA-based
broadcast and
select

SOA-based
crossbar

MRR-based
crossbar

Switching time � 1ms � 1ms � 1 ns � 1 ns � 1 ns � 1�s
Scalability 312� 312 384� 384 512� 512 64� 64 16� 16 4� 4
Applications OCS, OPS OCS, OPS OCS, OPS OCS, OPS OCS, OPS OCS
Level of transparency Strict Strict Wavelength-

dependent
Strict Strict Wavelength-

dependent
Crosstalk < �55 dB < �55 dB <�35 dB < �45 dB < �45 dB < 20 dB
Polarization dependent
loss (PDL)

< 0:1 dB < 0:1 dB Wavelength
dependent

< 1 dB < 1 dB < 0:1 dB

Switching Space Space Wavelength Space Space Wavelength
References [23.5, 11, 12] [23.24] [23.17–20, 26] [23.13–16] [23.25] [23.21, 22]

MEMS: microelectro-mechanical system; SOA: semiconductor optical amplifier; AWGR: arrayed waveguide grating router;
MRR: microring resonator; OCS: optical circuit switching; OPS: optical packet switching

in directly connected architectures like torus [23.65],
flattened butterfly [23.66, 67], or dragonfly [23.68],
where they can directly interconnect computing nodes
or ToR switches. Among the solutions in Table 23.2,
MEMS switches are the only ones currently commer-
cially available. However, due to the slow switching
time of the order of milliseconds, MEMS can only
switch so-called elephant flows [23.37, 69, 70], and they
cannot replace the packet-switching features of elec-
tronic switches.

We envision that the next-generation high-radix
high-bandwidth data center switches will make use of
multiple electronic switches optically interconnected
via silicon interposer and OE-PCB technologies with
2.5-D hybrid electro-optic integration platforms. The
low crosstalk, very low loss and high energy efficiency
provided by photonic interconnects could enable un-
precedented switch bandwidth and radix. Figure 23.15
shows an example of such a hybrid approach cur-
rently under development at UC Davis NGNS labora-
tories. This switch is called RH-LIONS (reconfigurable
hierarchical low-latency interconnect optical network
switch).

RH-LIONS makes use of the electronic-photonic
integration technologies discussed above to implement
a switching architecture with small electrical switches
at the edges that are all-optical interconnected via wave-
length routing in an arrayed waveguide grating router.

An arrayed waveguide grating router
(AWGR) [23.40, 71] is an example of a device
with such wavelength routing capability. As Fig. 23.16
illustrates, the well-known wavelength routing property
of an AWGR allows any input port to communicate
with any output port simultaneously using different
wavelengths without contention. Thus, an N�N AWGR
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intrinsically provides all-to-all communication among
N nodes in a flat topology using N wavelengths. This
realization is called a passive AWGR switch or a pas-
sive low-latency interconnect optical network switch
(LIONS), since no optical reconfiguration is necessary.
This is true under the assumption that each node
connected to the AWGR has N transceivers (TRXs)
and an embedded switch forwarding the packets to the
proper TRX based on the destination.

RH-LIONS can scale beyond 128 ports and 50 Tb=s
capacity. Figure 23.15 shows a two-hierarchy RH-
LIONS switch of radix p�N. Shown is an example of
a 128-port switch with N D 16, pD 8, bD p, �D 4,
and K D N ��D 64. In general, a two-hierarchy RH-
LIONS switch would include N islands (green circles
in Fig. 23.15b). Each island is composed of p electronic
switches (S in Fig. 23.15) and connects to p nodes; p
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also represents the number of required wavelengths and
AWGR ports for intra-island all-to-all communication;
� is the number of AWGR-ports and the number of
wavelengths reserved for interisland communications.
Therefore, pC� is the total number of AWGR ports
and wavelengths required. To reach a very high band-
width per switch port, we assume using a WDM optical
value of b (number of wavelengths per port), where bD
aggregate-switch-BW/#switch-port/line-rate/2. Finally,
a K �K optical switch (circuit switching) allows using
fewer optical transceivers � for interisland communica-
tion, while enabling topology reconfiguration between
the islands. For instance, if �D 4, we can create a base-
line mesh, and then theK�K optical switch can be used
to modify the topology according to the traffic patterns.
To build a 128-port RH-LIONS switch, we need 16 12-
port AWGRs (one AWGR per island,N D 16 is the total
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number of islands), 128 20-port E-switches (pC�C
bD 20 ports for S in Fig. 23.15), and one circuit-based
optical switch (e.g., MEMS K-port, K D ��N, where
�D 4 and N D 16). In Fig. 23.15, each port of the
switch can support up to 200Gb=s (board-level I/O, bD
8WDM, 25GHz optical frequency), for a total aggre-
gate bandwidth of 51:2 Tb=s. The E-switch could be an
energy-efficient commodity switch die (e.g., 300mW
per port with up to 24 ports at 25Gb=s [23.72] for the
packaged chip).

In the following sections, we report a few examples
of architectural solutions recently published and lever-
aging some of the photonic interconnect and switching
technologies discussed above. In particular, HALL (hi-
erarchical all-to-all) and ARON (application-driven re-
configurable optical network), which were developed at
UC Davis NGNS networking laboratories.

23.3.3 Emerging Architectures
with Optical Switching

HALL
This section discusses the hierarchical all-to-all op-
tical interconnect architecture (HALL) [23.73] (also
called Hi-LIONS: hierarchical low-latency interconnect
optical network switch), which implements all-to-all
connection in hierarchical fashion to reach scalabil-
ity levels well beyond what is possible with a single
AWGR [23.74]. Figure 23.17 illustrates the architec-
ture. The lower hierarchy is a computing blade with the
same architecture as the island described in Fig. 23.15
(only replacing switches with processors). However, in
general, the lower hierarchy could also be represented
by a ToR switch with p wavelength-specific TRXs. The
architecture in Fig. 23.17 scales as p� .p� 1/� .p�
2/� .p� 3/. There are p� 1 blades in a rack, p� 2
racks in a cluster, and p� 3 clusters in a POD. The ar-
chitecture can scale to a high number of nodes while
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Fig. 23.17 A HALL topology

using a limited number of wavelengths (< 32). Inter-
POD communication can still be achieved using another
level in the hierarchy or using a different approach.

ARON
To achieve faster and agile reconfigurations, researchers
at UC Davis investigated an application-driven opti-
cally-reconfigurable architecture (ARON [23.75]) by
combining wavelength routing in AWGRs and nanosec-
ond-scale wavelength-tunable transceivers [23.76]. As
Fig. 23.18 shows, corresponding to the user demands or
communication patterns, the full system is divided into
multiple application regions (AppRegions), which are
reconfigured into proper topologies (such as dragonfly,
torus, etc.) by tuning the wavelengths of transceivers via
a software-defined control plane.

Figure 23.18b shows the physical architecture
of ARON, which consists of a basic subnetwork
and a reconfigurable network. The basic subnetwork
is a mesh topology that guarantees minimum full-
system connectivity, while the reconfigurable network
is used to perform topology reconfiguration. The pro-
posed application-driven POD architecture is based on
AWGR. A POD consists of m racks, each one con-
taining n nodes, one AWGR (AWGRf) for the basic
subnetwork, and one AWGR (AWGRt) for the recon-
figurable network. Each node contains an r-port router
with s fixed-lambda transceivers (TRXs) for the basic
subnetwork and .r� s/ tunable TRXs for the recon-
figurable subnetwork. The control plane contains an
application manager (AM), an OpenFlow controller
(OC), and several OpenFlow agents (OAs) responsi-
ble for topology reconfiguration via wavelength tuning.
There are also n inter-rack AWGRs (AWGRT).

Each AWGRT has its channels on a wavelength grid
that is interleaved with the channel grid of AWGRt (i.e.,
both grids have a channel spacing of 0:8 nm, but they
are offset to 0:4 nm). This way, each node can use the
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same r� s tunable TRXs for intra or inter-rack recon-
figuration by working on a different grid [23.75].

Let us assume 64 as the typical value for the AWGR
port count. Then, a POD is composed as follows:

� m�n nodes, each one with r transceivers, s of which
are at fixed lambda.� nD 64=.r� s/ nodes per rack. If .r� s/D 2, then
nD 32.� mD 64=.r� s/ racks with two AWGRs per rack. If
.r� s/D 2, mD 32, and the number of AWGRs in
the first layer is 64.� A second layer of n AWGRs (AWGRT).

Figure 23.19 shows an example of what could
be achieved with such reconfigurability. As
Fig. 23.19a shows, mesh is the suitable topology
under neighborhood traffic, since it can achieve sim-
ilar performance with much fewer transceivers than
HyperX. When the traffic changes to uniform random,
we configured to HyperX to achieve 1.26× higher
throughput and 1.97× lower latency.

c-Through
To improve the network in the current data centers,
Wang et al. [23.46, 77] proposed a hybrid electrical-
optical architecture called c-Through. In c-Through,
each ToR switch is connected to two networks: the elec-
trical packet-switched network and the optical circuit-
switched network. The optical network should con-
nect ToR pairs with high traffic in between, as the
optical switch only provides matching on the ToR
graph [23.77].

Each host includes a traffic monitoring unit to
record the bandwidth requirements across the network.
This information is handed to an optical configurations
manager to apply appropriate configurations to the op-
tical switch.

A maximum weight perfect matching problem is
formulated based on the traffic demand and the con-
nected links. The perfect matching problem in c-
Through is solved using Edmonds’ algorithm [23.78].

The optical manager configures the optical cir-
cuit switch and updates the ToR switches accordingly.
A VLAN-based routing with two different virtual local
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area networks (VLANs) is used to route the traffic in
each ToR. One VLAN is used for the packet-switched
network and one is used for the circuit-switched net-
work. For a given packet, the second VLAN is used
if the sending ToR is connected to the destination ToR
through the optical circuit.

Simulation results based on microbenchmarks as
well as real-world applications shows that c-Through
is well suited for slowly changing traffic patterns. For
such applications, c-Through significantly reduces the
latency between the two ToRs connected through the
optical circuit and reduces the completion time [23.33].

Helios
Helios [23.79] is a hybrid electrical/optical switch ar-
chitecture for modular data centers and exhibits a sim-
ilar architecture to c-Through. However, different from
c-Through, Helios relies on WDM links and its scheme
follows the design of typical two-layer data center net-
works, ToR switches (referred to as POD switches), and
core switches. Conventional electrical packet switches
can be used for POD switches. For core switches, either
optical circuit switches or electrical packet switches can
be used.

Helios takes advantage of both electrical and optical
networks, each for different scenarios. For POD switch
pairs requiring high-bandwidth links, the optical circuit
switch is used. On the other hand, all-to-all traffic pat-
terns among different POD switches are serviced using
electrical packet switches.

The high-level architecture of Helios is illustrated
in Fig. 23.20. Each POD is required to have both
colorless and WDM transceivers. POD switches are
connected to electrical packet switches at the core level
through colorless transceivers. WDM transceivers are
used to connect the POD to the core optical circuit
switches. Using a passive optical multiplexer, W links
from WDM transceivers are multiplexed to form a su-
perlink with a capacity of W times the capacity of the

TOR TOR TOR TOR TOR TOR

Core

Aggregation

WDM

Optical circuit switch

Fig. 23.20 The Helios architecture

transceiver. Assuming the same number of WDM and
colorless transceivers on each POD, half of the total
bandwidth can be shared among PODs. The remaining
half can be allocated according to the traffic pattern.

In the Helios architecture, the control unit consists
of three units: the topology manager (TM), the circuit
switch manager (CSM), and the POD switch manager
(PSM). The topology manager seeks the optimal con-
figuration for the optical circuit switch by monitoring
the traffic. According to the decisions made by the TM
unit, the POD switch manager decides whether to use
the optical circuit switch or the electrical packet switch
to route each packet. The circuit switch manager con-
figures the Glimmerglass MEMS switch based on the
connections graph it receives.

In the Helios architecture, the main advantage
comes from using off-the-shelf optical components
and transceivers. The optical transceivers used in POD
switches are wavelength division multiplexing (WDM)
transceivers. A switch from Glimmerglass [23.79, 80]
is used for the optical circuit switches. For the per-
formance analysis provided, a Glimmerglass crossbar
optical circuit switch has been used. Helios also offers
a trade-off between cost and the number of wavelengths
per link. The more expensive dense WDM units can
support more wavelengths, while coarse WDM units
offer support for a limited number of wavelengths at
a lower cost [23.33].

The shortcoming of this approach lies in the recon-
figuration time of theMEMS switches used. A reconfig-
uration time of several millisecondsmake Helios a good
candidate for communication patterns with connections
longer than a few seconds. The significant increase in
throughput as the stability parameter increases further
reveals the impact of the reconfiguration overhead.

OSA
OSA [23.15] is another architecture taking advantage
of commercially available MEMS switches and also
makes use of wavelength selective switches to achieve
dynamic topology reconfiguration by exploiting spatial
and wavelength switching.

Assume that each ToR switch is connected to
MEMS through a single port out of N ports available.
Therefore, considering the bipartite port-matching in
MEMS, a ToR may communicate with only one other
ToR at any time. Thus, the graph at ToR level is discon-
nected. Alternatively, each ToR can communicate with
K other ToRs at any instant, if K ports are used to con-
nect each ToR to the MEMS. However, the total number
of ToRs connected to one MEMS is reduced from N to
N=K. Note that here, K is not the port count but the de-
gree of each ToR within the ToR graph. OSA ensures
the connectivity of the ToR graph through MEMS con-
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figuration, as connected sets of ToRs are defined though
MEMS configuration.

In the OSA architecture, to achieve connectivity
across the network, communicating with the ToRs be-
yond the topology connected by the local MEMS re-
quires traversing through remote MEMS hops. Such
packets should get through optical–electrical–optical
(O–E–O) conversion in order to read the packet header
and identify the destination at each hop. The O–E–O
conversion-including protocol overheads imposes con-
siderable latency to packet transmission. Moreover, the
bandwidth offered by each MEMS port is limited.
Therefore, OSA should maintain a minimum number
of hops for connections where significant traffic is ex-
pected.

For communication with higher data rates than what
a single ToR link offers, OSA uses wavelength de-
multiplexing (WDM), as optical fibers are capable of
transmitting multiple wavelengths simultaneously. As
Fig. 23.21 illustrates, each ToR connects to the MEMS
through a wavelength selective switch (WSS) unit and

a multiplexer (MUX). If the communication between
one ToR and another requires W times the rate of
a single port,W ports (each dedicated to a unique wave-
length) are used to service this request. Using WDM,
these W wavelengths are multiplexed into a single fiber
feeding the WSS unit. Each wavelength is mapped to
the corresponding port in the MEMS by the WSS unit.
The OSA architecture provides a dynamic link capacity
at runtime by choosing appropriate values for parame-
ter W .

OSA requires bidirectional circuits in MEMS in
order to efficiently use all MEMS ports. Thus, opti-
cal circulators are needed between MEMS ports and
the ToR. A send channel of the transceiver from ToR
passes though the MUX and WSS and then connects
to MEMS port through the optical circulator. Incoming
traffic from MEMS port to the ToR is delivered simul-
taneously through the coupler and the demultiplexer
(DEMUX). It should be noted that the capacity links
in each direction are independent of each other, even
though the links within MEMS are bidirectional.

23.4 Conclusions

This chapter presented an overview of the intradata
center interconnect topologies and architectures used
and currently deployed from cloud computing service
providers as well as other architectures proposed and
studied in research institutions.Among the various solu-
tions discussed, some provide the better scalability often
associated with an increased average number of hops or
cabling complexity. Architectures employing reconfig-
urability provide the flexibility needed for hosting di-
verse applications and high-performance computations.

Like in any engineering problem, the oracle solution
highly depends on the application of the system. Hence,
the design choice should take into account the charac-
teristics of the applications, as well as the deployment,
maintenance issues, and capital and operating costs. As
our demands for various data services grow, we expect
that new data center architectures exploiting the bene-
fits of emerging photonic technologies will emerge to
meet the ever-changing requirements of various appli-
cations.
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24. System Aspects for Optical
Interconnect Transceivers

Brad Booth, David Piehler

Data centers have shown andwill continue to show
tremendous growth. The data center requirements
and the resulting architectures determine the op-
timal optical interconnect approach. This work
outlines hyperscale data center architectures and
implications for the optical transceiver technology
used therein. The Microsoft hyperscale data center
architecture leads to the choice of the four-lane
parallel single-mode fiber (PSM4) transceiver as
optimal. We review the various optical transmitter
technologies, including directly modulated lasers
(DMLs), integrated distributed feedback laser/elec-
troabsorption modulators (DFB/EAM), and silicon
photonics (SiPho). The increase in optical signal-
ing rates from 25 to 50–100 Gb=s per wavelength
is described, along with their inclusion in de-
fined optical specifications from the IEEE Ethernet
standardization organization, as well as industry
multisource agreements (MSAs). Finally, we show
how data center bandwidth requirements will lead
to an evolution of optical packaging paradigms
from pluggable modules to on-board-optics and
copackaged optics.
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Data centers come in a variety of shapes and sizes, from
those with a few servers in a rack to hundreds of thou-
sands of them in a massive warehouse. Whether the
data center is storing corporate email or performing cal-
culations for a new medicine, the network is a critical
element for the movement of data, be it a data center in
the cloud or in a closet down the hall. People continue

to generate data. Machines generate data. The network
permits that data to be shared with other people or other
machines. It is what gives us the ability to share pho-
tographs or videos, permits your favorite app to run,
or even have cars communicate with other cars. As the
amount of information continues to grow, so does the
need for data centers.

24.1 Data Center Requirements

This trend was documented in the IEEE 802.3™ In-
dustry Connections Ethernet Bandwidth Assessment
report [24.1]. The report was a snapshot of the indus-
try in 2012, and since that time cloud, the Internet of
things (IoT), 5G, artificial intelligence (AI), and ma-
chine learning have appeared in the industry to further
drive the growth of traffic.

While data centers may use the similar philosophies
for creating their networks, there are business-related
decisions that influence how they are designed. This
design, in turn, impacts the choices made for the inter-
connect technology. Typically, networks are optimized
for their workloads and their future growth, but the total
cost of ownership plays a critical role.

© Springer Nature Switzerland AG 2020
B. Mukherjee et al. (Eds.), Springer Handbook of Optical Networks, Springer Handbooks, https://doi.org/10.1007/978-3-030-16250-4_24

https://doi.org/10.1007/978-3-030-16250-4_24


Part
C
|24.1

780 Part C Datacenter and Super-Computer Networking

Traffic relative to 2010 values
100

10

1

0.01

0.1

202020182016201420122010200820062004
Year

Science fit
ESnet 2004–2011
CAGR = 70%

Financial sector fit
CAGR = 95%

Euro-IX
historical data

NYSE
historical data

IP traffic
CAGR = 32%

HSSG tutorial
CAGR = 36%

HSSG tutorial
CAGR = 58%

Cable CAGR = 50%

Peering fit
CAGR = 61%
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Study Group) (after [24.1])

24.1.1 Workloads

The variation in workloads is as vast as the difference
between posting an update to a social media site ver-
sus performing a computational analysis for landing
a probe on Mars. Data centers can be designed to sup-
port one or two application workloads, or they can be
designed to support a vast array of applications. For ex-
ample, a data center designed for a social media website
may only have one or two applications running on it;
whereas, a data center designed for business clients may
have to support hundreds of applications.

These different workloads place different demands
on the data center network architecture. To run a com-
putationally intensive workload like high-performance
computing (HPC) or deep neural networks (DNN), la-
tency plays a significant role. The longer the data is in
transit over the data center network, the longer the next
process in the computation must wait. In the case of up-
loading a video or photograph, the large amount of data
and the speed of the network have a direct and notice-
able impact on the person uploading the file; therefore,
the speed of the network is key to the time it takes to
upload, but latency in the data center network is in-
significant in comparison to the time it takes to transfer
the data to the data center.

Figure 24.2 shows an image often used by Facebook
to describe their network topology.

Figure 24.3 is used by Microsoft to describe their
network architecture (DC = data center, RNG = regional
network gateway).

The difference in the appearance of these architec-
tures is due the size of the networks, the application

workloads supported, and the equipment used within
the network. While Microsoft and Facebook both op-
erate large data centers, there is a difference in their
customer base, their revenue generation, their data cen-
ters in operation, and their data center growth strategy.

24.1.2 Growth

Building and growing large-scale data centers is a com-
plex operation. The networking portion of the data
center needs to be considered because it has an impact
on the cost and the lifetime. In cloud data centers, the
server is connected to the first switch tier via a passive
direct-attach copper (DAC) cable or via an active opti-
cal cable (AOC). DACs and AOCs are commonly used
in areas of the network where there is the greatest vol-
ume of connections. In the diagram of the Microsoft
architecture (Fig. 24.3), the servers connect to the tier
0 switch via DACs. The servers and tier 0 switch are in
a rack. The tier 1 switch is an end-of-row or middle-of-
row switch connected to the tier 0 switches with AOCs.
Because Microsoft growth and refresh cycles are not
based on a single server or a rack of servers, but rather
on a row of servers, the network equipment and cables
are either new or replaced (Table 24.1). From the tier 1
to the tier 3, that cable infrastructure (fiber optics) can
be either part of the building or in conduit.

The type of optical fiber used has a direct impact
on the growth of the data center and the technolo-
gies that can be considered. Although multimode fiber
(MMF) has continued to improve with each successive
generation there has been an impact to the reach. Ta-
ble 24.2 gives an indication of this, with the fastest
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Table 24.1 Typical connectivity distance in a Microsoft
data center

Switch connections Typical distance
(m)

Technology

Server–tier 0 0–3 DAC
Tier 0–tier 1 1–30 AOC
Tier 1–tier 2 Up to 500 SMF
Tier 2–tier 3 Up to 70 000 SMF

Switch connections Typical distance
(m)

Technology

Server–tier 0 0–3 DAC
Tier 0–tier 1 1–30 AOC
Tier 1–tier 2 Up to 500 SMF
Tier 2–tier 3 Up to 70 000 SMF

MMF links being limited to 150m or less, while the
slowest MMF links can extend to 2 km. For MMF
links, InGaAsP-based, directly-modulated, vertical cav-
ity surface emitting lasers (VCSELs) operating at about
850 nm are used as transmitters [24.3]. VCSELs oper-
ate on multiple transverse modes, separated by about
0.1 nm. The � 10�m emitting diameter of a VCSEL
easily couples to the � 50�m MMF core, and this
is essential to their relative low cost when incorpo-
rated in transceivers. The origin of the MMF distance�
bandwidth limitations are in modal dispersion and
chromatic dispersion. In the past 20 years, significant
improvements in the MMF distance� bandwidth prod-
uct have been enabled by improved fiber design and
control of the laser launch conditions, but further ma-
jor improvements are unlikely. If not for its physical
distance� bandwidth limitations, VCSEL-based MMF
would remain the low-cost, low-power consumption
winner for optical connectivity in the data center. MMF
and VCSEL technologies continue to be embedded in
relatively short-reach AOCs.

For intensity-modulation direct-detection (IM/DD)
transmission systems in single-mode fiber (SMF),
the most fundamental limitation to the distance�
bandwidth product is chromatic dispersion-induced
fading at high modulation frequencies. Operation near
� 1310nm, the minimum dispersion wavelength of
standard SMF, maximizes the distance� bandwidth
product. For pure intensity modulation (meaning an ab-
sence of phase or frequency modulation, i.e., no chirp),
the frequency, f3 dB, at which the fiber transfer function
drops by 3 dB, is given by [24.4]

f3 dB D 1

�

r
c

3LD
;

where L is fiber distance, D is chromatic dispersion,
� is the laser wavelength, and c is the speed of light.
For a small chromatic dispersion, 1 ps=(nmkm), at
a wavelength near 1310 nm and a distance of 10 km,
f3 dB = 132GHz, which limits the modulation band-
width. Information theory indicates that the theoretical
maximum symbols per unit time transmitted is twice
the modulation bandwidth (Nyquist frequency). Other
effects such as such as chromatic dispersion-induced

Number 
of lanes

Bits per 
symbol

Signal
bandwidth

Fig. 24.4 Direc-
tions for increasing
the data rate of an
optical interconnect

signal distortion may further limit modulation band-
width. SMF, therefore, has been and will continue to
be used for tier 1–tier 2 connections in large-scale data
centers, and increasingly in smaller-scale data centers
as bandwidth needs continue to grow.

One theme of this chapter is the rapidly increasing
data-rate requirements of data center optical intercon-
nects (Fig. 24.4). In order to achieve a desired data rate,
tradeoffs are made based on technical maturity, cost,
and complexity. The three main directions for increas-
ing the overall data rate of an optical link are illustrated
below. The simplest, lowest risk approach is always
to segment into parallel lanes where the sum of the
data rates of the individual lanes equal the net data
rate. In general, the lower data rates come with lower
technical risk. As optical component costs dominate
transceiver costs, the ultimate low-cost solution usually
involves minimizing the number of lanes, with higher-
speed laser transmitter technology.

SMF has seen significant growth in data centers
since it has not yet reached its physical distance�
bandwidth product limit, and, therefore, can support
higher data rates at the same reach. Data centers have
two options for deploying single-mode fiber: duplex or
parallel. Duplex (two-fiber) SMF cable is lower cost
than parallel single-mode (PSM) but has required the
use of wavelength division multiplexing (WDM) to
support greater bandwidths per fiber. PSM typically
supports a single wavelength on each fiber. For exam-
ple, to transmit 100Gb Ethernet over duplex fiber pairs,
one could use an optical module that transmits four dif-
ferent 25Gb=s wavelengths on a single fiber; this is
known in the industry as 100G-CWDM4 (Fig. 24.5a).
An alternative approach is to use an optical module
that uses four different fibers carrying 25Gb=s wave-
lengths; this is known in the industry as 100G-PSM4
(Fig. 24.5b). The biggest differences between CWDM4
and PSM4 is that CWDM4 requires each wavelength
to be different and a multiplexor to merge the wave-
lengths, whereas PSM4 can use the same wavelength
on four different fibers.

24.1.3 Total Cost of Ownership

Total cost of ownership has two elements: capital ex-
penditure (CapEx) and operational expenditure (OpEx).
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Fig. 24.5 (a)70 Schematic diagram of a CWDM4 optical transceiver using two fibers for bi-directional transmission.
(b) Schematic diagram of a PSM4 optical transceiver using eight fibers for bi-directional transmission. Each transceiver is fed by
four independent 25 Gb=s electrical signals for an aggregate data rate of 100Gb=s. Optical connections are solid lines. Electrical
connections are dashed lines. (CDR = clock and data recovery; TIA = transimpedance amplifier; E/O = electrical to optical signal
conversion, typically one of the options outlined in the third section of this chapter; O/E = optical to electric signal conversion,
typically a PIN photodiode; CWDM = coarse wavelength division multiplexor; MOD = optical intensity modulator)

It is fairly easy to use CapEx to make a comparison.
In the case of a fiber optic network, it is the cost of
the equipment, the cost of the module, and the cost of
the infrastructure relative to the period of amortization.
Switches, routers, and network adapters typically have
the same amortization period as the optical module. The
fiber infrastructure may have a different amortization
period. In the case of duplex SMF versus PSM, the
duplex fiber is two strands of fiber and the PSM is typ-
ically 12 strands of fiber; therefore, the cost of PSM is
up to six times greater than duplex SMF. The MPO con-
nector used for PSM is also costlier than the LC (Lucent
connector) duplex connector. This would seem to imply
that duplex SMF would be the more cost-effective op-
tion, but when the CapEx of the fiber, connectors, and
installation is amortized over a longer period than the
optical modules, the modules become a bigger influence
on the overall CapEx.

Figure 24.6 shows a comparison of the cost of the
fiber and modules relative to their period of amorti-
zation [24.5]. The cost of PSM fiber is greater than
traditional duplex SMF, but PSM4 optics have lower
costs than CWDM4 optics. If the cost of the fiber and
optical module is combined and amortized over the life
of the optical module or the life of the fiber (which is

Relative costs
3.00

2.50

2.00

1.50

1.00

0.50

0
Fiber Optics Optics life Fiber life

PSM4
SMF

Fig. 24.6 Relative costs for deploying PSM4 versus
CWDM4 (SMF) in a Microsoft data center

much longer than the life of the module), the cost of
PSM fiber and PSM4 optics become more affordable as
time progresses.

Unlike CapEx, OpEx is harder to compare. A sub-
stantial portion of OpEx is the cost of power. While this
is usually the overlying driver in the OpEx equation,
the costs of installation and maintenance are also criti-
cal elements. Looking at installation and maintenance,
one aspect to understand is that many switches installed
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a) b)

Fig. 24.7a,b QSFP [24.6] (quad small-form pluggable) PSM4 module with fiber pigtail and MPO (multifiber) connec-
tor (a); duplex QSFP module with two LC connector receptacles (b)

in data centers are typically not populated with optical
modules. A technician must unpack and install these
modules in the field. Each fiber connection must be
cleaned before mating the connectors. When Microsoft
analyzed the time involved in cleaning the connectors,
they made the choice to use pigtailed optical modules
(Fig. 24.7a). These modules, unlike traditional optical

modules (Fig. 24.7b), do not have an optical connector
on the module. Instead of using fiber-optic patch cords
to connect from the module to the patch panel and hav-
ing to clean two connectors, Microsoft opted to have
the modules come with the patch cord permanently at-
tached to the module at the factory. This results in only
one connector, instead of two, to be cleaned.

24.2 SMF Transmitter Toolkit

Optical transmitter cost is a major contributor to CapEx.
Optical transmitter power consumption is a major con-
tributor to OpEx. The technical approaches available
for SMF optical transceivers outlined below are used
to trade off performance, cost, and power consump-
tion.

The transmitter toolkit for commercial optical trans-
mitters for SMF is diverse. SMF light sources tend
to operate at either 1310 nm for minimum chromatic
dispersion or 1550 nm for minimumfiber loss. As trans-
mitter speed increases, chromatic dispersion is a bigger
problem than loss, so most light sources operate in the
O-band, at around 1310 nm. (Semiconductor lasers op-
erating at 1310 nm also have better electrical efficiency
compared to 1550 nm lasers.)

24.2.1 Directly-Modulated DFB Laser

The most cost-effective and lowest-power consump-
tion SMF transmitter solution has most often been
the uncooled, directly-modulated distributed feedback
(DFB) laser, sometimes simply referred to as a directly-
modulated laser (DML). Simple modulation of the
laser’s bias current generates similarly modulated light

intensity (Fig. 24.8). DFB lasers are characterized by
their chirp, which is the degree of wavelength (or
optical frequency) modulation accompanying intensity
modulation. The fiber’s chromatic dispersion interacts
with laser chirp to distort the modulated waveform as
it propagates through the fiber. Operation near 1310nm
minimizes this effect.

When necessary, DFB lasers that can be operated
without temperature control over the temperature range
of �40 to C85 ıC are available. When operated un-
cooled, their wavelength varies by about 0.1 nm=ıC. In
a typical data center environment, an optical transmitter
may be required to operate over a temperature range of
C5 to C75 ıC, which leads to a ˙3.5 nm wavelength
stability for an uncooled DFB laser.

DC bias + modulation

DFB

InP
Light 
out Fig. 24.8 Diagram

of a directly-modu-
lated DFB laser
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DFB lasers are bandwidth limited by their relax-
ation oscillations, which lead to an increasingly non-
linear modulation transfer function as frequencies ap-
proach the relaxation oscillation frequency [24.7]. The
problem is especially acute as the instantaneous laser-
drive current approaches the laser threshold current.
This has the effect of decreasing the useable extinction
ratio when pushing the bandwidth limits. The relaxation
oscillation frequency also decreases when the laser op-
erates at the high end of its temperature range. The
relaxation oscillation frequency is an intrinsic property
of the DFB material and device design.

24.2.2 Externally-Modulated DFB Laser

The alternative to direct modulation of DFB laser is to
let the DFB continuously generate light and modulate
its output with what is essentially a very fast shutter.
There are two common ways to create an externally-
modulated laser (EML): the electro-absorptive modula-
tor (EAM) and the Mach–Zehnder modulator (MZM).
Thus far, high-speed EMLs were commercially avail-
able before comparable speed DMLs, primarily due to
the longer technology development cycle needed to im-
prove DFB device design for higher-speed operation.

Integrated Electro-Absorptive Modulator/
DFB Lasers

Integrated DFB lasers with EAMs can be fabricated on
a common InP substrate (Fig. 24.9). Although the EAM
retains residual chirp, it is over an order of magnitude
smaller than the DFB DML for equivalent modula-
tion. The EAM bandwidth is limited by resistance �
capacitance (RC) time constant and residual induc-
tance [24.8], which can be overcome by appropriate
packaging [24.9]. Today, commercial EAMs are avail-
able with 3 dB bandwidths up to 50GHz [24.10]. The
EAM transfer function does not have the relaxation os-
cillation of the DFB DML and is much better behaved
at high frequencies. The integrated DFB/EAM modula-
tion transfer function is highly temperature dependent
and must often be tightly temperature controlled for
optimal operation. In the near future, DFB/EAMs will
become available in cooler-less formats [24.11].

Silicon Photonics
A potential low-cost, low-power external modulator is
realized through the use of silicon photonics (SiPho).

DC bias Modulation

DFB EAM

InP
Light out

Fig. 24.9 Diagram of an externally-modulated DFB laser.
The electro-absorptive modulator (EAM) is external to the
DFB laser but fabricated on the same InP substrate

DC bias Modulation

DFB MZM

SiInP
Light 
out

Fig. 24.10 Diagram of an externally-modulated DFB laser.
The Mach–Zehnder modulator (MZM) is external to the
DFB laser and fabricated in a separate silicon photonic
(SiPho) substrate

MZMs can be fabricated on silicon substrates for
compact size and high bandwidth. Compared to the
EAM, the SiPho MZM is insensitive to changes in
temperature [24.12]. The low V�L means that the mod-
ulator driver operates with exceptionally low power
consumption. One still, however, needs a continuous
wave (cw) InP-based laser source or sources coupled
to the waveguide (Fig. 24.10). The cost of SiPho ben-
efits from high-volume complementary metal–oxide–
semiconductor (CMOS) fabrication; however, pack-
aging remains an issue due to the large mode mis-
match between the SiPho waveguide and the cw DFB
laser [24.13].

An additional advantage of the SiPho approach is
that the WDM multiplexor can be integrated onto the
silicon substrate.

Advancements continue to be made with DMLs and
EMLs. There is work in the industry to develop EAMs
that can be fabricated on a silicon substrate [24.14], and
MZMs that are fabricated on an InP substrate [24.15].
The characteristics of these light sources will continue
to influence optical transmission specifications.
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24.3 Optical Specifications

The IEEE 802.3 Ethernet standards organization has
been prevalent in the development of optical (and elec-
trical) data center interconnect specifications, but it
is not the only organization to develop optical inter-
connect specifications. Sometimes, it takes competing
forces to move interconnect technology forward to yield
new and relevant solutions.

24.3.1 IEEE 802.3 Ethernet

Common interface standards are essential to commu-
nication and interoperation between network elements.
As the IT industry has grown, different firms have
specialized in the design, manufacture, and sale of var-
ious network elements. Facilitating this growth, the
IEEE Standards Association has been proactive in de-
veloping timely and appropriate network interconnect
standards under the IEEE 802.3™ Ethernet brand.
A new standard must show broad market potential, be
compatible with pre-existing Ethernet standards, have
a distinct identity, and be technically and economically
feasible. In developing a new standard, the relevant
IEEE 802.3 task force must make tradeoffs between

Table 24.2 IEEE 802.3 Data center Ethernet Optical Standards

Year
ratified

Ethernet
speed

Designation Optical
data rate

Wavelength
(nm)

Fiber count
(F)

Maximum reach
MMF (km) SMF (km)

1987 10MbE FOIRL 12.5M=� 850 2 1 –
1993 10MbE 10BASE-FB 12.5M=� 850 2 2 –
1993 10MbE 10BASE-FL 12.5M=� 850 2 2 –
1995 100MbE 100BASE-FX 125M=� 1310 2 2 –
1998 1GbE 1000BASE-SX 1.25G=� 850 2 0.550 –
1998 1GbE 1000BASE-LX 1.25G=� 1310 2 0.550 2
2002 10GbE 10GBASE-SR 10G=� 850 2 0.400 –
2002 10GbE 10GBASE-LR 10G=� 1310 2 – 10
2002 10GbE 10GBASE-ER 10G=� 1550 2 – 40
2002 10GbE 10GBASE-LX4 3.125G=� 10G-CWDM 2 0.300 10
2005 100MbE 100BASE-BX10 125M=� 1310=1550 1 – 10
2005 100MbE 100BASE-LX10 125M=� 1310 2 – 10
2005 1GbE 1000BASE-BX10 1.25G=� 1310=1550 1 – 10
2005 1GbE 1000BASE-LX10 1.25G=� 1310 2 – 10
2006 10GbE 10GBASE-LRM 10G=� 1310 2 0.220 –
2010 100GbE 100GBASE-SR10 10G=� 850 20 0.150 –
2010 40GbE 40GBASE-SR4 10G=� 850 8 0.150 –
2010 40GbE 40GBASE-LR4 10G=� CWDM 2 – 10
2010 40GbE 40GBASE-ER4 10G=� CWDM 2 – 40
2010 100GbE 100GBASE-LR4 25G=� LAN-WDM 2 – 10
2010 100GbE 100GBASE-ER4 25G=� LAN-WDM 2 – 40
2011 40GbE 40GBASE-FR 40G=� 1550 2 – 2
2015 100GbE 100GBASE-SR4 25G=� 850 8 0.100 –
2016 25GbE 25GBASE-SR 25G=� 850 2 0.100 –

Year
ratified

Ethernet
speed

Designation Optical
data rate

Wavelength
(nm)

Fiber count
(F)

Maximum reach
MMF (km) SMF (km)

1987 10MbE FOIRL 12.5M=� 850 2 1 –
1993 10MbE 10BASE-FB 12.5M=� 850 2 2 –
1993 10MbE 10BASE-FL 12.5M=� 850 2 2 –
1995 100MbE 100BASE-FX 125M=� 1310 2 2 –
1998 1GbE 1000BASE-SX 1.25G=� 850 2 0.550 –
1998 1GbE 1000BASE-LX 1.25G=� 1310 2 0.550 2
2002 10GbE 10GBASE-SR 10G=� 850 2 0.400 –
2002 10GbE 10GBASE-LR 10G=� 1310 2 – 10
2002 10GbE 10GBASE-ER 10G=� 1550 2 – 40
2002 10GbE 10GBASE-LX4 3.125G=� 10G-CWDM 2 0.300 10
2005 100MbE 100BASE-BX10 125M=� 1310=1550 1 – 10
2005 100MbE 100BASE-LX10 125M=� 1310 2 – 10
2005 1GbE 1000BASE-BX10 1.25G=� 1310=1550 1 – 10
2005 1GbE 1000BASE-LX10 1.25G=� 1310 2 – 10
2006 10GbE 10GBASE-LRM 10G=� 1310 2 0.220 –
2010 100GbE 100GBASE-SR10 10G=� 850 20 0.150 –
2010 40GbE 40GBASE-SR4 10G=� 850 8 0.150 –
2010 40GbE 40GBASE-LR4 10G=� CWDM 2 – 10
2010 40GbE 40GBASE-ER4 10G=� CWDM 2 – 40
2010 100GbE 100GBASE-LR4 25G=� LAN-WDM 2 – 10
2010 100GbE 100GBASE-ER4 25G=� LAN-WDM 2 – 40
2011 40GbE 40GBASE-FR 40G=� 1550 2 – 2
2015 100GbE 100GBASE-SR4 25G=� 850 8 0.100 –
2016 25GbE 25GBASE-SR 25G=� 850 2 0.100 –

market needs, technical aggressiveness, and time-to-
market.

Table 24.2 lists all the optical transceiver standards
approved or in development by IEEE 802.3 [24.16].
Some approved standards make little market impact, ei-
ther because they are technically obsolete by the time
the standard is approved, or the market demand for
such an optical transceiver has diminished. The IEEE
Ethernet standardization process remains essential, if
a transceiver is to be successful in the market. Directly
or indirectly, it forms a critical foundation for the indus-
try to build upon.

24.3.2 MSAs and Consortia

Multisource agreements (MSAs) and consortia often fill
the gaps when an IEEE 802.3 either cannot be created
in a timely fashion or there is no sufficient agreement
on the technical solution or market demand. Module
form factor and packaging MSAs have been around for
some time, as manufacturers grouped together to make
sure mechanical and electrical connections between op-
tical modules and their hosts were interoperable and
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Table 24.2 (continued)

Year
ratified

Ethernet
speed

Designation Optical
data rate

Wavelength
(nm)

Fiber count
(F)

Maximum reach
MMF (km) SMF (km)

2017 25GbE 25GBASE-LR 25G=� 1310 2 – 10
2017 25GbE 25GBASE-ER 25G=� 1310 2 – 40
2017 200GbE 200GBASE-DR4 50G=� 1310 8 – 0.500
2017 200GbE 200GBASE-FR4 50G=� CWDM 2 – 2
2017 200GbE 200GBASE-LR4 50G=� LAN-WDM 2 – 10
2017 400GbE 400GBASE-FR8 50G=� extLAN-WDM 2 – 2
2017 400GbE 400GBASE-LR8 50G=� extLAN-WDM 2 – 10
2017 400GbE 400GBASE-SR16 25G=� 850 32 0.100 –
2017 400GbE 400GBASE-DR4 100G=� 1310 8 – 0.500
2018 50GbE 50GBASE-SR 50G=� 850 2 0.100 –
2018 100GbE 100GBASE-SR2 50G=� 850 4 0.100 –
2018 200GbE 200GBASE-SR4 50G=� 850 8 0.100 –
2018 50GbE 50GBASE-FR 50G=� 1310 2 – 2
2018 50GbE 50GBASE-LR 50G=� 1310 2 – 10
2018 100GbE 100GBASE-DR 100G=� 1310 2 – 0.500
2020 400GbE 400BASE-SR8 50G=� 850 16 0.100 –
2020 400GbE 400BASE-SR4.2 50G=� 860/910 8 0.150 –

Year
ratified

Ethernet
speed

Designation Optical
data rate

Wavelength
(nm)

Fiber count
(F)

Maximum reach
MMF (km) SMF (km)

2017 25GbE 25GBASE-LR 25G=� 1310 2 – 10
2017 25GbE 25GBASE-ER 25G=� 1310 2 – 40
2017 200GbE 200GBASE-DR4 50G=� 1310 8 – 0.500
2017 200GbE 200GBASE-FR4 50G=� CWDM 2 – 2
2017 200GbE 200GBASE-LR4 50G=� LAN-WDM 2 – 10
2017 400GbE 400GBASE-FR8 50G=� extLAN-WDM 2 – 2
2017 400GbE 400GBASE-LR8 50G=� extLAN-WDM 2 – 10
2017 400GbE 400GBASE-SR16 25G=� 850 32 0.100 –
2017 400GbE 400GBASE-DR4 100G=� 1310 8 – 0.500
2018 50GbE 50GBASE-SR 50G=� 850 2 0.100 –
2018 100GbE 100GBASE-SR2 50G=� 850 4 0.100 –
2018 200GbE 200GBASE-SR4 50G=� 850 8 0.100 –
2018 50GbE 50GBASE-FR 50G=� 1310 2 – 2
2018 50GbE 50GBASE-LR 50G=� 1310 2 – 10
2018 100GbE 100GBASE-DR 100G=� 1310 2 – 0.500
2020 400GbE 400BASE-SR8 50G=� 850 16 0.100 –
2020 400GbE 400BASE-SR4.2 50G=� 860/910 8 0.150 –

M=�DMb=s per wavelength. G=�D Gb=s per wavelength. 10G-CWDM = (1275, 1300, 1325, 1350 nm); CWDM = coarse
wavelength-division multiplexing (grid) = (1271, 1291, 1311, 1331 nm); LAN-WDM = local area network – wavelength-division
multiplexing (grid) = (1295.56, 1300.05, 1304.58, 1309.14 nm); ext(ended) LAN-WDM = (1273.54, 1277.89, 1282.26, 1286.66,
1295.56, 1300.05, 1304.58, 1309.14 nm)

interchangeable. MSAs have also been formed to de-
fine optical specifications that satisfy a specific market
need.

The Optical Internetworking Forum (OIF) [24.17]
continues to create standards that impact the work of the
IEEE. The OIF’s common electrical interfaces (CEI)
has formed the basis for recent Ethernet high-speed
electrical interfaces, and the OIF’s standards for op-
tical transport in the wide-area-network (WAN) are
increasingly relevant to inter-data center interconnects
and may eventually impact intra-data center intercon-
nect.

24.3.3 Proprietary Solutions

IEEE 802.3 defines the logical and physical electronic
interface to a transceiver module called an attachment
unit interface (AUI). MSAs have defined the mechani-
cal, power, and telemetry interfaces, as well as the form
factor for the optical transceiver. It is possible to uti-
lize those specifications to define a proprietary optical
specification.

Tables 24.3 and 24.4 list 100Gb and 400Gb Ether-
net optical transceivers that were defined or are being
defined by MSAs, industry consensus, or proprietary
organizations.

24.4 25G=�, 50G=�, and 100 G=� Optical Technologies

Tables 24.2, 24.3 and 24.4 give IEEE and non-IEEE
definitions for various bandwidth optical links. By not-
ing the optical technology used for any overall data rate,
one infers how the total bandwidth is partitioned among
the optical lanes.

At the time of this writing (2018), 100Gb Ether-
net is the dominant rate for intradata center optical
links, and the clear majority of these links are made
up of four optical lanes, each modulated with 25Gb=s
nonreturn to zero (NRZ) signaling. Initial implemen-

tations used 100GBASE-LR4, which was based on
four DFB/EAM lasers operating on the LAN-WDM
grid and required active temperature control to sta-
bilize wavelength and to insure proper operation of
the DFB/EAM. At the time of 100GBASE-LR4 stan-
dardization, DFB/EAMs were the only proven solution
with sufficient modulation bandwidth. As cost (OpEx
C CapEx) became a dominant issue in deployment,
the 100GBASE-LR4 specification needed to be aug-
mented by new lower-cost solutions. One key path to
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Table 24.3 Non-IEEE 802.3 100Gb Ethernet data center optical interconnects

Designation Organization Fiber Wavelength
(nm)

Fiber count
(F)

Max reach
(km)

Remarks

ESR4 Consensus MMF 850 8 0.300 Extended-range SR4
SWDM4 MSA [24.18] MMF SWDM 2 0.100
BI-DI Proprietary [24.19] MMF 860/910 2 0.100 50G=� technology
PSM4 MSA [24.20] SMF 1310 8 0.500
CWDM4 MSA [24.21] SMF CWDM 2 2
CLR4 MSA [24.22] SMF CWDM 2 2 No FEC required
CWDM4/OCP MSA [24.23] SMF CWDM 2 0.500 Temperature range (15–45 ıC)
4WDM-10 MSA [24.24] SMF CWDM 2 10
4WDM-20 MSA [24.24] SMF LAN-WDM 2 20
4WDM-40 MSA [24.24] SMF LAN-WDM 2 40
ER4-lite Consensus SMF LAN-WDM 2 � 35
ColorZ Proprietary [24.25] SMF DWDM 2 80 Metro data center interconnect;

50 G/� technology
100GBASE-FR MSA [24.26] SMF 1310 2 2 100G=� technology
100GBASE-LR MSA [24.26] SMF 1310 2 10 100G=� technology

Designation Organization Fiber Wavelength
(nm)

Fiber count
(F)

Max reach
(km)

Remarks

ESR4 Consensus MMF 850 8 0.300 Extended-range SR4
SWDM4 MSA [24.18] MMF SWDM 2 0.100
BI-DI Proprietary [24.19] MMF 860/910 2 0.100 50G=� technology
PSM4 MSA [24.20] SMF 1310 8 0.500
CWDM4 MSA [24.21] SMF CWDM 2 2
CLR4 MSA [24.22] SMF CWDM 2 2 No FEC required
CWDM4/OCP MSA [24.23] SMF CWDM 2 0.500 Temperature range (15–45 ıC)
4WDM-10 MSA [24.24] SMF CWDM 2 10
4WDM-20 MSA [24.24] SMF LAN-WDM 2 20
4WDM-40 MSA [24.24] SMF LAN-WDM 2 40
ER4-lite Consensus SMF LAN-WDM 2 � 35
ColorZ Proprietary [24.25] SMF DWDM 2 80 Metro data center interconnect;

50 G/� technology
100GBASE-FR MSA [24.26] SMF 1310 2 2 100G=� technology
100GBASE-LR MSA [24.26] SMF 1310 2 10 100G=� technology

SWDM = short-wavelength-division multiplexing = (850, 880, 910, 940 nm). FEC = forward-error correction

Table 24.4 Non-IEEE 802.3 400Gb Ethernet data center optical interconnects

Designation Organization Fiber Wavelength (nm) Fiber count
(F)

Max reach
(km)

Remarks

400GBASE-FR4 MSA [24.26] SMF CWDM 2 2 100G=� technology
400GBASE-LR4 MSA [24.26] SMF CWDM 2 10 100G=� technology
400G ZR OIF [24.17] SMF DWDM 2 120 Metro data center interconnect;

400G=� coherent technology

Designation Organization Fiber Wavelength (nm) Fiber count
(F)

Max reach
(km)

Remarks

400GBASE-FR4 MSA [24.26] SMF CWDM 2 2 100G=� technology
400GBASE-LR4 MSA [24.26] SMF CWDM 2 10 100G=� technology
400G ZR OIF [24.17] SMF DWDM 2 120 Metro data center interconnect;

400G=� coherent technology

lower cost was to use uncooled DML DFBs, as the
industry developed lasers with improved modulation
bandwidth [24.27]. DML DFBs intrinsically have lower
parts cost than the more complex DFB/EAM, and they
use less electrical power through more efficient mod-
ulation and the lack of thermo-electric cooling. Over
transceiver operating ranges (typically C5 to C75 ıC),
their decreased wavelength stability required the use of
the wider-window CWDM wavelength grid. This led to
the CWDM4 MSA, which further lowered costs by re-
ducing the link distance specification from 10 to 2 km.
The PSM4 MSA led to even lower optical parts costs
by further reducing the link distance specification to
500m and eliminating the wavelength multiplexor (as
well as its associated optical loss). Advantageously, as
illustrated in Fig. 24.5b, with the PSM4 SiPho architec-
ture a single laser can feed four MZMs [24.28], further
lowering the optical cost. Today, PSM4 and CWDM4
are the dominant 100Gb Ethernet links used in hyper-
scale data centers.

The 50G=� optics using four-level pulse-amplitude
modulation (PAM4) – which has the same Baud rate
as 25G=� optics except there are two bits per symbol
compared to NRZ’s one – has more stringent optical re-

quirements (Fig. 24.11). Linear (as opposed to limiting)
drivers and transimpedance amplifiers are needed in
the transceiver. Compared to NRZ, 4.8 dB (10 log10.3/)
more signal-to-noise ratio is required to achieve an
equivalent bit error ratio (BER), thus, noise sources
such as laser RIN (relative intensity noise) and multi-
path interference (MPI) become increasingly dominant
alongside the distance� bandwidth product limit. As
with 25G=�, most early work with this technology has
used externally modulated lasers – mainly DFB/EAMs.

40 ps40 ps40 ps

a) b) c)

Fig. 24.11a–c Eye diagrams for (a) 25GBd NRZ signaling
(25 Gb=s data rate), (b) 25GBd PAM4 signaling (50Gb=s
data rate), and (c) 50GBd PAM4 signaling (100Gb=s data
rate) with identical extinction ratios. Note the eye shrink-
age as data rates increase
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Recent work with DMLs, however, is promising [24.29,
30].

The 100G=� optics beginning to emerge in the
industry also use PAM4, but with a symbol rate of
50GBd, which is twice of that used in 25G=� and
50G=� technology. Multilevel modulation at these
higher data rates are especially sensitive to the fre-
quency response limitations of the optical device and its
packaging and to nonlinearities in the transmit and re-
ceive electronics and in the optical device, in addition to
the above-cited impairments. At these higher data rates,
digital signal processing and forward-error correction
(FEC) within the transceiver are essential for success-
ful operation [24.31].

As the general trend for reducing optical cost has
been to minimize the number of optical lanes by using
the highest speed optics, 100G=� technology holds the
promise of leading to the lowest cost 100 and 400Gb
Ethernet interconnect in the immediate future. Since
the IEEE (Table 24.2) defines only 500m links using
100G=� technology (100GBASE-DR and 400GBASE-
DR4), a new MSA (100G Lambda MSA) has recently
formed to specify longer-range 2 and 10 km 100 and
400Gb Ethernet links. As of 2020, the IEEE has be-
gun work to standardize these links. We expect that
as data center bandwidth needs grow, 100Gb Ethernet
links will transition to 400Gb links using 100G=� op-
tics.

24.5 Optical Packaging

One area that is impacted by the increase in connectiv-
ity speeds is the package for the optical module. While
traditional client optics use digital interfaces, line-side
optics have often used analog interfaces until the power
declines enough in the digital signal processor (DSP)
chip to permit it to be integrated into the optical module
package. Each successive generation of optics has de-
veloped either a new form factor or an improvement on
an existing form factor.

If an end user wishes to use a past generation of
optics in a new switch, then having a form factor that
permits migration from one generation to the next has
value to that customer. On the other hand, if using op-
tics from different speed generations in the same socket
is not a requirement, then the customer may be more
likely to select a module optimized for their application.

As the speed of the electrical interfaces between
the chip and the optical module progress from today’s
25GBd NRZ (25Gb=s) to 50GBd PAM4 (100Gb=s),
there will be additional impact associated with the in-
terface due to power, latency, and materials required. It
will become more difficult mitigate those impacts with-
out also analyzing where the optical module is placed.
While optics on the faceplate are common today, it is
only a question of time until the optics move closer and
closer to the chips that are performing the networking.

24.5.1 The Pluggable Module Paradigm

The QSFP (quad small form-factor pluggable) optical
transceiver modules illustrated in Fig. 24.7 represent
the present state-of-the-art for 100Gb Ethernet opti-
cal packaging. Here, the optics are separate from the
networking equipment, which has built-in QSFP recep-
tacles. There are several advantages to this architecture:

(1) the end-user can install additional transceivers as
bandwidth requirements increase (pay as you grow);
(2) replacing field-failed modules is straightforward;
(3) a mix of modules and cables (for example, short-
reach and long-reach) can be used in a single piece
of equipment. For a hyperscale data center, however,
these advantages may not be great. For example, hy-
perscale users usually install equipment fully populated
with transceivers on day 1. Additionally, there are op-
erational issues when thousands of transceivers must be
un-boxed, plugged in, and tested. Receiving network-
ing equipment preprovisioned with transceivers would
be optimal.

There are technical reasons why the pluggablemod-
ule paradigm may fail to scale-up as Ethernet switching
speeds continue to increase. Consider the typical form
factor for an Ethernet switch – the 1 rack unit (1 RU)
pizza box. The front panel (48.3 cm wide� 4:45 cm
high) of the rack-mounted pizza box can be covered
by up to 36 QSFP receptacles with the remaining area
dedicated to air vents. Through the back panel power
supplies and fans are accessed. The switching applica-
tion specific integrated circuit (ASIC) communicates to
the transceiver through a metallic trace on the printed
circuit board (PCB), which is increasingly lossy at
high frequencies. In some cases, the length and loss
of the trace make a retimer between the ASIC and
the transceiver module necessary (Fig. 24.12a). As sig-
naling Baud rates and/or modulation order increase,
the high-frequency loss requirements for traces become
more demanding. These demands can be met by us-
ing higher-power electrical transceivers (also known
as SerDes (serializer/deserializer)) on the switch ASIC
and/or the retimer, or by using lower-loss materials
to bridge the distance. Either way, higher speeds or
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Fig. 24.12a–c Ethernet switch-
ing ASIC to chassis front panel
electro-optical link for the cases of
(a) pluggable transceiver module,
(b) on-board-optical transceiver, and
(c) optical transceivers copackaged
with switching ASIC

modulations will impact the overall power budget and
architecture of the switching equipment.

As the data rate of the optical transceiver module in-
creases, so does its power consumption.While a 100Gb
Ethernet QSFP optical module typically dissipates �
3:5W, it is anticipated that a 400Gb Ethernet optical
module will dissipate � 12W independently of the op-
tical module form factor. (Both next-generation, 400Gb
pluggable module form factors, quad small form-factor
pluggable double density (QSFP-DD) [24.32] and octal
small form pluggable (OSFP) [24.33], can accommo-
date up to 32 receptacles on a front panel.) While this
represents a slight improvement in W=(Gb=s), the total
power dissipated at the front panel increases by nearly
a factor of 4. Also note that these switch module recep-
tacles, mounted on the front panel, are not in an optimal
location for thermal management.

Today, a typical 3.2 Tb=s Ethernet switch in a pizza
box has 32 100Gb QSFP ports on its front panel.
The next generation of 12.8 Tb=s Ethernet switch will
have 32 400Gb QSFP-DD or OSFP ports on their
front panel, as well as twice as many electrical traces
within, each facilitating twice the (electrical) data rate
(50Gb=s PAM4) compared to the previous generation.
Such switches are being designed as this is written, but

they are pushing up against the thermal limitations for
a pizza box.

We anticipate that the next generation of Ether-
net switch ASICs, operating at 25.6 Tb=s, will utilize
100Gb=s (PAM4) SerDes, and feed up to 32 800Gb=s
optical modules (using 8�100G=� technology). Fitting
into the pizza box using the existing pluggable module
paradigm will be extremely difficult, if not impossible.
A new approach to optical packaging is necessary. In
the remainder of this section, we consider two inno-
vative approaches – on-board-optics (Fig. 24.12b) and
copackaged optics (Fig. 24.12c). Both architectures im-
prove the power and thermal situations by moving the
optics closer to the switching ASIC.

24.5.2 On-Board-Optics

In 2015, the Consortium for On-Board Optics
(COBO) [24.34] was formed to challenge some of the
shortcomings of the pluggable-module paradigm by
moving the optical modules from receptacle on the front
panel to be mounted closer to the switch ASIC on
the PCB. This has several immediate positive effects.
First, the electrical traces are shorter, thereby elimi-
nating the need for retimers and permitting the switch
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ASIC SerDes to operate at a lower power, since the
electrical loss is reduced. Also, the number of mod-
ules is no longer limited by the front panel area. The
on-board module is connected to a pluggable fiber con-
nector bulk-head adaptor on the front panel through
a multiple parallel fiber cable (Fig. 24.12b). This makes
available more front panel area for air flow. Finally,
the board-mounted optics open the design space for
more effective thermal solutions. Each on-board optical
module can now have a large and effective finned heat
sink, for example. Although on-board optics have been
deployed before in proprietary designs for networking
equipment, COBO’s goal was to create a common spec-
ification for industry-wide use.

COBO released version 1.0 of an on-board op-
tical module specification in 2018. The specification
addressed the (PCB) host-to-module electrical inter-
face, the host-to-module electro-mechanical connector
and form factor interface, as well as thermal and opti-
cal connectivity. The electrical interface specification is
based on the IEEE Ethernet 400GAUI-8 [24.16] chip-
to-module interface (eight lanes of 50Gb=s PAM4).
The electrical specification supports modules using the
400Gb Ethernet optics defined in Tables 24.2 and 24.4
through an eight-lane interface and a dual 400Gb Eth-
ernet module using a 16-lane interface. The net capacity
of 800 (Gb=s)=module allows for fewer modules, sav-
ing valuable board space. (Fewer modules also simplify
PCB traces and the fiber cables to the front panel.) The
specification was created with the next generation of
chip-to-module electrical interfaces (100Gb=s PAM4)
presently being standardized in IEEE Ethernet [24.35]
and OIF in mind. As a result, COBO testing of the
specified on-board optical module indicates that it will
support 800Gb and 1.6 Tb modules when the IEEE and
OIF finish their work.

The high-speed electrical connector allows for
snap-in insertion and removal of the modules. This
differs from previous proprietary on-board designs in
which the modules are mounted directly onto the PCB.
This simplifies the construction of the on-board optics-
based switches and makes for straightforward rework
(in case the fiber cable is broken, for example). Advan-
tageously for the hyperscale user, Ethernet switches can
be delivered fully populated with tested optical modules
for quick installation within the data center.

COBO has designated three classes of module that
differ based on size and power dissipation capability.
The smallest, class A, is designated for VCSEL-based
MMF applications. Class B is designated for SMF

applications, such as 400GBASE-DR4 or 400GBASE-
FR4 (Tables 24.2 and 24.4). Class C is designated for
the highest power consumption applications, such as the
DSP-intensive coherent optical 400G ZR (Table 24.4)
module.

24.5.3 Copackaged Optics

The ultimate in moving optics closer to the switch-
ing ASIC is the assembly of both at the chip level
in the same package (Fig. 24.12c). This minimizes
the length of the electrical signaling path between the
switch ASIC and the optics, significantly reducing the
power that would be consumed driving signals from
the ASIC to the front panel or to an on-board module.
In the ideal implementation, the need for signal retim-
ing/CDR functionality in the optical subsystem may be
eliminated, which is a further benefit to overall power
dissipation.

Let us now consider the next-next-generation Eth-
ernet switch ASIC – one with 25.6 Tb=s of total band-
width. If we assume that we continue to use 100G=�
optics (and use a 100Gb=s SerDes for the chip to optics
link), we end up with a total of 256 electrical-to-optical
and optical-to-electrical conversions near the switch
ASIC. SiPho is the most appropriate technology to meet
this requirement due to its low power consumption, its
amenability to small feature sizes, and its copackaging
compatibility.

As this chapter is beingwritten, the key technologies
for copackaging are being developed. Several obstacles,
both technical and commercial, have yet to be over-
come. Although copackaging reduces overall system
power consumption, it nevertheless concentrates power
dissipation to a relatively small region. Solutions in-
clude moving beyond reliance on air-flow cooling to
consideration of heat pipes and close-loop liquid cool-
ing. Another challenge is fiber attachment/management.
While direct attachment of fibers to the SiPho chips may
now be straightforward, management of (2� 256D)
512 fibers hanging off a single package pose signifi-
cant manufacturing problems. Innovative technologies
for fiber attachment and connectorization require de-
velopment. Finally, a successful commercial model for
the convergence of optical and ASIC technologies must
emerge. Traditionally, separate and distinct vendors pro-
vided these elements. Success may require not only
a standardized ASIC – optical interface, but also the
emergence of a commercial ecosystem including co-
packaging specialists to integrate the overall package.
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24.6 The Future

As cloud data centers continue to grow, they will con-
tinue to place new requirements on optical transceivers.
As the ink dries on the specification for 400Gb Eth-
ernet, there are already discussions on what speed is
next: 800Gb, 1 or 1.6 Tb? Many of the necessary el-
ements to create these high-bandwidth connections are
already in existence or in development. As shown in
Fig. 24.4, choices can be made to increase the speed of
the connection. There are tradeoffs to be made based
upon the fiber available and the cost implications of the
various technical choices. Looking past 100G=�, one
may question whether or not intensity-modulated direct
detect will continue to be an option [24.36]. The OIF
400G ZR project gives insight that it is possible to use
coherent technology for shorter reaches. If that is the
case, then 400G=� may be a viable technology to de-
velop 1.6 Tb Ethernet products.

24.6.1 Future Market Dynamics

As showcased previously, the nature of the market for
data center interconnects has changed rapidly in the
past few years. The diverse enterprise data center has
seen its market share shrink, while the market growth is
now dominated by the cloud data centers. The hallmark
of the enterprise market is the diversity in data center
sizes and designs requiring a wide variety of connec-
tivity solutions. The cloud data centers are notable for
their exceptional scale and uniformity.

As cloud data centers grow to take on tasks like
IoT, DNN, and AI, the requirements are going to have
a direct impact on the optical technology of the future.
With the ability to bring significant market volume to
the adoption of innovative technologies and new topolo-
gies, there is a growing need to understand how the
technical choices impact the adoption and deployement
of optical transceivers in the data centers of the future.
Power, latency, and cost will become critical factors in
optical transceiver technology.

References

24.1 IEEE 802.3 Ethernet Working Group: IEEE industry
connections ethernet bandwidth assessment,
http://www.ieee802.org/3/ad_hoc/bwa/BWA_
Report.pdf (2012)

24.2 Facebook: Introducing data center fabric, the
next-generation Facebook data center net-
work, https://engineering.fb.com/production-
engineering/introducing-data-center-fabric-
the-next-generation-facebook-data-center-
network/ (2014)

24.3 K.P. Jackson, C.L. Schow: VCSEL-based transceivers
for data communications. In: VCSELs – Funda-
mentals, Technology and Applications of Vertical-
Cavity Surface-Emitting Lasers, ed. by R. Michalzik
(Springer, Berlin, Heidelberg 2013)

24.4 L.A. Neto, D. Erasme, N. Genay, P. Chanclou, Q. De-
niel, F. Traore, T. Anfray, R. Hmadou, C. Aupetit-
Berthelemot: Simple estimation of fiber disper-
sion and laser chirp parameters using the downhill
simplex fitting algorithm, J. Lightwave Technol. 31,
334–342 (2013)

24.5 B. Booth: Thoughts on big ticket items, http://
www.ieee802.org/3/bs/public/15_03/booth_3bs_
01a_0315.pdf (2015)

24.6 SFF-8665: Specification for QSFP+ 28 Gb/s 4X plug-
gable transceiver solution (QSFP28) Rev 1.9, https://
www.snia.org/sff/specifications (June 29, 2015)

24.7 G. Morthier, P. Vankwikelberge: Handbook of Dis-
tributed Feedback Laser Diodes (Artech House, Lon-
don 2013)

24.8 G.L. Li, C.K. Sun, S.A. Pappert, W.X. Chen, P.K.L. Yu:
Ultrahigh-speed traveling wave electroabsorption
modulator – design and analysis, IEEE Trans. Mi-
crow. Theory Tech. 47, 1177–1183 (1999)

24.9 S. Kanazawa, H. Yamazaki, Y. Nakanishi, Y. Ueda,
W. Kobayashi, Y. Muramoto, H. Ishii, H. Sanjoh: 214-
Gb/s 4-PAM operation of flip-chip interconnection
EADFB laser module, J. Lightwave Technol. 35, 418–
422 (2017)

24.10 NeoPhotonics Corporation: Laser 28G and
56G EML High Performance, https://www.
neophotonics.com/products/laser-28g-56g-
eml-high-performance/

24.11 T. Fujisawa, S. Kanazawa, W. Kobayashi, K. Taka-
hata, A. Ohki, R. Iga, H. Ishii: 50 Gbit/s uncooled
operation (5–85 ıC) of 1.3 �m electroabsorption
modulator integrated with DFB laser, Electron. Lett.
49, 204–205 (2013)

24.12 T.L. Chen, C. Doerr, R. Aroca, S.Y. Park, J.C. Geyer,
T. Nielsen, C. Rasmussen, B. Mikkelsen: Silicon
photonics for coherent transmission. In: Opt. Fiber
Commun. Conf., OSA Technical Digest (online) (Opti-
cal Society of America, Washington, DC 2016), Paper
Th1B.1

24.13 N. Pavarelli, J.S. Lee, M. Rensing, C. Scarcella,
S. Zhou, P. Ossieur, P.A. O’Brien: Optical and elec-
tronic packaging processes for silicon photonic sys-
tems, J. Lightwave Technol. 33, 991–997 (2015)

24.14 J. Liu, M. Beals, A. Pomerene, S. Bernardis, R. Sun,
J. Cheng, J. Michel: Waveguide-integrated, ul-

http://www.ieee802.org/3/ad_hoc/bwa/BWA_Report.pdf
http://www.ieee802.org/3/ad_hoc/bwa/BWA_Report.pdf
https://engineering.fb.com/production-engineering/introducing-data-center-fabric-the-next-generation-facebook-data-center-network/
https://engineering.fb.com/production-engineering/introducing-data-center-fabric-the-next-generation-facebook-data-center-network/
https://engineering.fb.com/production-engineering/introducing-data-center-fabric-the-next-generation-facebook-data-center-network/
https://engineering.fb.com/production-engineering/introducing-data-center-fabric-the-next-generation-facebook-data-center-network/
http://www.ieee802.org/3/bs/public/15_03/booth_3bs_01a_0315.pdf
http://www.ieee802.org/3/bs/public/15_03/booth_3bs_01a_0315.pdf
http://www.ieee802.org/3/bs/public/15_03/booth_3bs_01a_0315.pdf
https://www.snia.org/sff/specifications
https://www.snia.org/sff/specifications
https://www.neophotonics.com/products/laser-28g-56g-eml-high-performance/
https://www.neophotonics.com/products/laser-28g-56g-eml-high-performance/
https://www.neophotonics.com/products/laser-28g-56g-eml-high-performance/


System Aspects for Optical Interconnect Transceivers References 793
Part

C
|24

tralow-energy GeSi electro-absorption modula-
tors, Nat. Photonics 2, 433–437 (2008)

24.15 S. Lange, S. Wolf, J. Lutz, L. Altenhain, R. Schmid,
R. Kaiser, M. Schell, C. Koos, S. Randel: 100 GBd
intensity modulation and direct detection with
an InP-based monolithic DFB laser Mach–Zehnder
modulator, J. Lightwave Technol. 36, 97–102 (2018)

24.16 IEEE: 802.3-2018 – IEEE Standard for Ethernet (IEEE,
New York 2018)

24.17 The Optical Internet Working Forum: http://www.
oiforum.com

24.18 SWDM Alliance: http://www.swdm.org/msa/
24.19 Broadcom, Inc.: Product Brief, https://docs.

broadcom.com/doc/PB_AFBR-89BDDZ_2018-01-19
24.20 100G PSM4 MSA: http://www.psm4.org
24.21 Interface standard 100 Gb/s lowcost 100 G optical

interface: http://www.cwdm4-msa.org
24.22 A. Bechtolsheim, M. Paniccia: 100G CLR4 Industry

Alliance, https://www.intel.com/content/dam/
www/public/us/en/documents/presentation/clr4-
press-deck.pdf (2014)

24.23 Open Compute Project: Facebook – CWDM4-OCP,
https://www.opencompute.org/wiki/Networking/
SpecsAndDesigns#Facebook_-_CWDM4-OCP

24.24 Industry Consortium 4 WDM: www.4wdm-msa.org
24.25 Inphi Corporation: ColorZ specifications, https://

www.inphi.com
24.26 100GLambda MSA: https://www.100glambda.com
24.27 T. Yamamoto: High-speed directly modulated

lasers. In: Opt. Fiber Commun. Conf., OSA Techni-
cal Digest (Optical Society of America, Washington,
DC 2012), Paper OTh3F.5

24.28 P. De Dobbelaere, G. Armijo, J. Balardeta, B. Chase,
Y. Chi, A. Dahl, Y. De Koninck: Silicon-photonics-

based optical transceivers for high-speed inter-
connect applications. In: SPIE OPTO (2016), Paper
977503-977503

24.29 Y. Matsui, T. Pham, T. Sudo, G. Carey, B. Young,
C. Roxlo: 112-Gb/s WDM link using two directly
modulated Al-MQW BH DFB lasers at 56 Gb/s. In:
Opt. Fiber Commun. Conf. Post Deadline Papers, OSA
Technical Digest (online) (Optical Society of Amer-
ica, Washington, DC 2015), Paper Th5B.6

24.30 P.P. Baveja, M. Li, D. Wang, C. Hsieh, H. Zhang,
N. Ma, Y. Wang, J. Lii, E. Liang, C. Wang, M. Ho,
J. Zheng: 56 Gb/s PAM-4 directly modulated laser
for 200G/400G data-center optical links. In: Opt.
Fiber Commun. Conf., OSA Technical Digest (online)
(Optical Society of America, Washington, DC 2017),
Paper Th4G.6

24.31 V. Bhatt: Deploying DSP in optical transceiver mod-
ules. In: Opt. Fiber Commun. Conf., OSA Technical
Digest (online) (Optical Society of America, Wash-
ington, DC 2015), Paper W4H.4

24.32 The QSFP-DD MSA: https://www.qsfp-dd.com
24.33 OSFP MSA: https://osfpmsa.org
24.34 Consortium for Onboard Optics: https://

onboardoptics.org
24.35 IEEE P802.3ck 100 Gb/s, 200 Gb/s, and 400 Gb/s Elec-

trical Interfaces Task Force: http://www.ieee802.
org/3/ck/

24.36 D.V. Plant, M. Morsy-Osman, M. Chagnon: Optical
communication systems for datacenter networks.
In: Opt. Fiber Commun. Conf., OSA Technical Digest
(online) (Optical Society of America, Washington, DC
2017), Paper W3B.1

Brad Booth
Microsoft
Snohomish, WA, USA
brbooth@microsoft.com

Brad Booth is a distinguished leader in Ethernet technology development and
standardization. Currently heading up the Ethernet Technology Consortium and the
Consortium for On-Board Optics, he is a Network Hardware Manager at Microsoft,
leading the development of hyperscale networking products for Microsoft’s cloud
data centers. He is the founder and past Chairman of the Ethernet Alliance. Brad was
previously a Distinguished Engineer in the Office of the CTO at Dell Networking.

David Piehler
Dell Technologies
Santa Clara, CA, USA
david.piehler@dell.com

David Piehler is a Distinguished Engineer at Dell Technologies’ Networking
business unit, where his work focuses on high-speed inter and intradata
center optical transmission. Previous positions include Chief Scientist
at NeoPhotonics, Vice President, Broadband Access Networks R+D at
Harmonic, Inc., and Entrepreneur-in-Residence at the Mayfield Fund. He
received his PhD in Physics from the University of California, Berkeley for
experimental work in nonlinear optics.

http://www.oiforum.com
http://www.oiforum.com
http://www.swdm.org/msa/
https://docs.broadcom.com/doc/PB_AFBR-89BDDZ_2018-01-19
https://docs.broadcom.com/doc/PB_AFBR-89BDDZ_2018-01-19
http://www.psm4.org
http://www.cwdm4-msa.org
https://www.intel.com/content/dam/www/public/us/en/documents/presentation/clr4-press-deck.pdf
https://www.intel.com/content/dam/www/public/us/en/documents/presentation/clr4-press-deck.pdf
https://www.intel.com/content/dam/www/public/us/en/documents/presentation/clr4-press-deck.pdf
https://www.opencompute.org/wiki/Networking/SpecsAndDesigns#Facebook_-_CWDM4-OCP
https://www.opencompute.org/wiki/Networking/SpecsAndDesigns#Facebook_-_CWDM4-OCP
https://www.inphi.com
https://www.inphi.com
https://www.100glambda.com
https://www.qsfp-dd.com
https://osfpmsa.org
https://onboardoptics.org
https://onboardoptics.org
http://www.ieee802.org/3/ck/
http://www.ieee802.org/3/ck/


Optical Switc
795

Part
C
|25

25. Optical Switching for Data Center Networks

Nick Parsons , Nicola Calabretta

Cloud computing, the Internet of Things, and Big
Data applications are imposing stringent require-
ments on communications within warehouse-
scale data centers (DC) in terms of high bandwidth,
low latency, and massive interconnectivity. Tradi-
tional DC networks based on electronic switching
use hierarchical tree-structured topologies that
introduce communication bottlenecks and require
high energy consumption. Thus, to enable scal-
able growth both in the number of connected
endpoints and in the exchanged traffic volume,
novel architectural and technological innovations
have to be investigated.

Optical switching technologies are attrac-
tive due to their transparency to data rate
and data format, and enable energy-efficient
network architectures that eliminate layers of
power-consuming optoelectronic transceivers. In
particular, new architectures that exploit optical
circuit switching (OCS), optical packet switching
(OPS), and optical burst switching (OBS) technolo-
gies have been widely investigated recently for
intra-DC networks.

This chapter reports on the technologies used
to implement OCS, OPS, and OBS nodes, together
with recently investigated and demonstrated op-
tical data center network (DCN) architectures.
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25.1 Data Center Network Architecture: Requirements and Challenges

Data centers require reliable and resilient power dis-
tribution, cooling, and communication networks. Con-
siderable advances have been made in data center
infrastructure engineering and management, aimed at
bringing down the capital, operating, and energy costs
of such facilities. However, server utilization remains
low because of imperfect management and distribu-
tion of resources, together with data latency caused by
oversubscription in the data center network (DCN) that
interconnects clusters of compute, memory, and storage
devices. Some cloud service providers have gone so far
as to state that the network is throttling their data cen-
ter.

Consequently, there is considerable scope for devel-
oping novel devices and architectures to enhance DCN
efficiency. In this chapter, we examine the potential for
switching directly at the optical layer in data center net-
works and discuss recent advances in the state of the
art.

25.1.1 Data Center Network Evolution

As Internet traffic continues to grow exponentially, the
limitations of existing data center network (DCN) ar-
chitectures to scale have become increasingly apparent.
Bandwidth requirements inside data center networks
are typically 3�4 times greater than the external Inter-
net demand and doubles at least every 12�15 months
as the rate of data generation accelerates, with hun-
dreds of new devices being connected every second
across the globe. Data center facilities are under con-
tinuous pressure to grow infrastructure capacity while
also improving quality of service, reducing costs, and
importantly, minimizing their carbon footprint. Re-
cent publications have documented how data center
networks have evolved rapidly in response to this de-
mand [25.1, 2], using uniform commodity hardware
and a fault-tolerant multilayer network with a Clos-
structured [25.3] nonblocking architecture, as shown in
Fig. 25.1.

Point-to-point optical fiber links at 40Gb=s or more
are used to interconnect network nodes where routing
is performed electrically by layer 3 packet switches,
resulting in multiple optical–electrical–optical (OEO)
conversions between endpoints. Because fiber runs in
large data center networks may span up to 2 km or
more, standard single-mode fiber is generally used in
preference to multimode fiber as link rates increase to
100Gb=s and beyond.

25.1.2 Requirements for Optical Switching
Technologies Used in Data Centers

Data centers consist of a multitude of servers as com-
puting nodes and storage subsystems, interconnected by
appropriate networking hardware and accompanied by
highly engineered power and cooling systems [25.4].
The DCN is designed to support the large data work-
loads exchanged between the parallel server machines.
Traditional DCNs use a multitier architecture, with
tens of servers housed in individual racks, which are
themselves grouped into clusters. Top-of-rack (ToR)
switches interconnect the servers via copper or opti-
cal links, while interrack communication is handled by
layers of electronic switches. Ideally, the DCN should
provide a full bisection bandwidth, thus the oversub-
scription ratio is 1:1, indicating high server utilization
and computation efficiency. However, due to the super-
linear costs associated with scaling the bandwidth and
port density of electronic switches, such a design would
be prohibitively expensive for a large-scale DCN. In
practice, DCs tend to enforce an oversubscription of
1:4 to 1:10 [25.5]. More bandwidth is available for
intrarack than interrack communication, and similar ra-
tios are to be found at higher switching layers.

A set of stringent requirements are imposed on
DCNs, a few key points of which are listed in the fol-
lowing:

� Capacity: An increasing fraction of data centers are
migrating to warehouse scale. Although substantial
traffic will continue to cross between users and data
centers, the vast majority of data communication
takes place within the data center [25.6]. Recent
studies have shown a continuous increase of inter-
rack traffic with a clear majority (> 50%) of traffic
being intracluster [25.7]. Higher-bandwidth inter-
connects in combination with high-capacity switch-
ing elements are required, especially for interrack
and intercluster communications, to avoid conges-
tion drops caused by the inherent burstiness of flows
in the intentionally oversubscribed network [25.1].� Latency: Packet latency is defined as the time it
takes for a data packet to traverse the network from
the sender to receiver node (end-to-end latency),
which includes both the propagation and switch la-
tency. Within closed environments such as DCs, the
latency is dominated by the contributions from the
buffering, routing algorithm, and arbitration in the
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switching elements. Low latency is a crucial perfor-
mance requirement, especially for mission-critical
and latency-sensitive applications, where microsec-
onds matter (e.g., financial networking).� Interconnectivity: The servers in data centers have
tens to hundreds of concurrent flows on aver-
age [25.7]. Considering the small fraction of in-
trarack traffic, almost all flows will traverse an up-
link at the ToR switch as interrack communication.
Therefore, the degree of interconnectivity supported
by the switching network should be large enough
to accommodate the number of concurrent flows.
Moreover, considering that most flows are short and
tend to be internally bursty, fast and dynamic recon-
figuration of such interconnectivity (e.g., statistical
multiplexing) is also needed to guarantee efficient
bandwidth utilization and timely service delivery.� Scalability: The network architecture should enable
scaling to large numbers of nodes to address future
capacity needs in a cost-efficient manner. Exten-
sion of an existing network in terms of both node
count and bandwidth in an incremental fashion is
preferable, i.e., without having to replace a dispro-
portionate amount of the installed hardware.� Flexibility: Data centers are expected to adopt tech-
nologies that allow them to flexibly manage the
service delivery and adapt to changing needs. To
this end, the resources (such as computing, storage,
and network) are pooled and dynamically optimized
by the control plane through software configuration.
In addition, open standards, open protocols, and
open-source developments are increasingly used to
facilitate and speed up the deployment, operation,
and management of the application- and service-
based environment.� Power/cost efficiency: A data center represents
a large capital investment to which the DCN makes
a significant contribution [25.8]. Besides the costs
of installing computing hardware and software, run-
ning a large-scale data center focuses attention on
power consumption. Power efficiency is a key target
for reducing energy-related costs while increasing
network capacity. In this sense, significant efforts
have been made towards the employment of opti-
cal technology and resource virtualization, both of
which can lead to enhancements in power and cost
efficiency [25.9].

As can be seen from these requirements, high-
capacity switching networks with low switching latency
and fine switching granularity (e.g., deploying statisti-
cal multiplexing) are necessary to effectively improve
the bandwidth efficiency and handle DC traffic flows.
The large number of concurrent flows makes large inter-

connectivity as well as fast reconfiguration a necessity
for the switches, in which case a combination of circuit
and fast optical switching approachesmay be employed.
Pairwise interconnection of optical circuits with recon-
figuration times of tens of milliseconds has been ex-
ploited for applications with well-scheduled and long-
lived tasks, while fast (packet or burst) optical switches
have potential to be used for dynamic and small flows.

With the increasing number of server nodes and
rapid upgrade in input/output (I/O) bandwidth, the
above-mentioned requirements would be quite chal-
lenging for current DCNs, in terms of both switch-
ing node and network architectures. First, it is dif-
ficult for electronic switches to satisfy future band-
width needs. The increasing parallelism in micropro-
cessors has enabled continued advancements in com-
putational density. Despite the continuous efforts from
commercial silicon providers towards the development
of application-specific integrated circuits (ASICs), the
implementation of high-bandwidth electronic switch
nodes is limited (to multi-Tb/s) by the switch ASIC
I/O bandwidth due to the scaling limitations of the ball
grid array (BGA) package [25.10]. Higher bandwidth
is achievable by stacking several ASICs in a multitier
structure, but at the expense of increased latency and
higher cost. Another factor limiting the scaling of elec-
tronic switches is power consumption. As an electronic
switch has to store and transmit each bit of information,
it dissipates energy with each bit transition, resulting
in power consumption at least proportional to the bit
rate of the information it carries. In addition, the OEO
conversions and format-dependent interfaces also need
to be included as a front-end, greatly deteriorating the
power- and cost-efficiency performance.

Interconnecting thousands of ToRs, eachwith a large
amount of aggregated traffic, places an enormous pres-
sure on the multitier tree-like topology employed by
current DCNs. Due to the limited performance in
terms of bandwidth and port density of conventional
electronic switches, networks are commonly configured
with oversubscription. Consequently, data-intensive
computations become bottlenecked, especially regard-
ing communication between servers residing in different
racks or clusters. The multiple layers of switches also
result in high latency, mainly caused by the queueing
delay of buffer processing when a packet traverses
the whole DCN to reach its destination. Therefore, to
effectively address the bandwidth, latency, scalability,
and power requirements imposed by next-generation
DCNs, optical switching technologies and network
architectures are of paramount significance. With the
prevalence of high-capacity optical interconnects, opti-
cally switched DCNs have been proposed as a solution
to overcome the potential scaling issues of electronic
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switching and traditional tree-like topologies [25.11,
12]. A switching network that handles data traffic in
the optical domain can avoid power-consuming OEO
conversions, along with their associated data latency.
Such a network also eliminates the dedicated interface
required for modulation-dependent processes, achiev-
ing better efficiency and less complexity. Moreover,
benefiting from their optical transparency, the operation
of optical switching (including its power consumption)
is independent of the bit rate of the information carried.
Scalability to higher bandwidth and employment of
wavelength-division multiplexing (WDM) technol-
ogy can be seamlessly supported, enabling superior
performance in terms of power per unit bandwidth.

Various optical switching techniques have been in-
vestigated for DC applications, among which OPS,
OBS, and OCS are the most prominent. With respect
to the requirements for DCNs, optical switching tech-
nologies and the potential of photonic integration can
support high capacity and power/cost-efficient scaling.
Software-defined networking (SDN) is also seeing pen-
etration into newly proposed optical DCNs, to facilitate
flexible provisioning and performance enhancement.

Automation of network operations is a key aim to
reduce operating costs and increase service velocity for
both telecom and data center network operators. SDN
paradigms promise open, vendor-independent control
planes that enable rapid innovation in service creation,
resource optimization, and monitoring. However, the
fiber layer still relies predominantly on manual inter-
vention for moves, adds, and changes, requiring days to
weeks to implement.

OCS networks employ mature and commercially
available switching technologies with reconfiguration
times on the order of tens of milliseconds and are best
suited to applications with well-scheduled and long-
lived tasks. OPS and OBS networks use fast optical
switches that allow rapid on-demand resource utiliza-
tion with highly flexible connectivity enabled by statis-
tical multiplexing and are appealing switching schemes
for DCNs, albeit currently at the research stage. In the
following sections, the main classes of technologies
employed to realize OCS, OPS, and OBS are discussed.

25.1.3 Optical Circuit Switching
Technologies

Optical circuit switches (OCS) are a class of photonic
devices that enable routing of data traffic directly at the
fiber layer, without requiring OEO conversion. They are
sometimes referred to as all-optical (OOO) switches,
to differentiate them from OEO cross-connects where
switching is performed in the electrical domain. For

widespread OOO deployment in data center networks,
several technology challenges need to be addressed:

� Scalability: Users see an ultimate demand to scale
to several thousand ports, so that all nodes in
a warehouse-scale data center can be connected
without blocking. To avoid the creation of single
points of failure when using one large switch-
ing matrix, scalable multiswitch architectures built
from nonblocking elements of 100�500 port pairs
are likely to have more attractive reliability, service-
ability, and first-in costs.� Loss: To enable use of commodity optical
transceivers, OOO elements must minimize their
demand on link power and optical signal-to-noise
ratio (OSNR) budgets. If average losses are kept at
around 1 dB as the fabric size increases, the impact
on link loss is minimal, allowing consideration of
multistage architectures.� Speed: Ideal switching times down to the microsec-
ond scale are potentially required so that paths
can be set up and torn down rapidly as traffic
demand changes. This is difficult for established
micromechanical technologies, where the fastest
switch times are currently on the order of 10ms.
Hybrid optical–electrical architectures are likely to
emerge where short-term changes in demand are ac-
commodated in the electrical domain, while OOO
switches are reconfigured to align with longer-term,
more persistent traffic flows.� Cost: Probably the greatest barrier to entry histori-
cally has been the per-port cost of OOO switches.
OOO economics are now competitive even com-
pared with 10-GbE OEO and become more attrac-
tive as data rates increase.

Technologies for all-optical switching have matured
considerably over the past decade and are well es-
tablished in markets adjacent to data communications.
They can be grouped broadly into four classes:

� Robot patch panels automate the manual cross-
connection of fibers inside an enclosure [25.13].
While their optical and reliability performance is
similar to that of a patch cord, each connection
takes many seconds to complete, so the technology
is more suited to applications where rapid and re-
peated reconfiguration is not required.� Planar lightwave circuits (PLCs) use arrays of el-
emental 2� 2, 1� 2, or on/off waveguide device
interactions (Fig. 25.2) to build larger optical switch
matrices. A wide variety of device interactions and
material systems can be used to create a switching
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Fig. 25.2 Schematic of a 2� 2 Mach–Zehnder interfer-
ometric PLC switch element in silica on silicon. (Af-
ter [25.14])

element, but the maximum matrix size is limited
by the accumulated fiber-to-fiber optical loss, polar-
ization dependence, and crosstalk from the switch
elements and waveguide crossovers necessitated by
the inherent planar geometry. Typical N �N de-
vices use wide-sense nonblocking or dilated Beneš
topologies. Diversity schemes have been proposed
to reduce polarization dependence, at the expense
of chip complexity and waveguide crossovers.� 3-D MEMS devices make connections in free space
by reflecting collimated light beams off pairs of
steerable silicon micromirrors (Fig. 25.3) and are
able to switch in around 20ms but have relatively
high optical loss. These devices generally require
light to be present on the fiber to complete con-
nections. Although early research demonstrated the
possibility of switching fabrics of up to 1296�
1296 [25.15] and, more recently, 512�512 [25.16],
commercial products have been restricted to 320�
320 matrix size by yield limitations on both the
monolithic micromirrors and the fiber collimator ar-
rays.� Direct beam-steering switches point pairs of col-
limated fibers directly at each other using piezo-
electric actuators to combine good optical per-
formance with millisecond switching speeds and
high radix connectivity. Very low backreflections
minimize impairments to high-speed signals. The
integrated position control of each port is indepen-
dent of the light level and enables switching of
dark fibers for path preprovisioning. Direct beam
steering is currently the most promising approach
to create high-radix optical circuit switches, with
nonblocking cross-connects using DirectLight tech-
nology available commercially at matrix sizes up to
384�384 fiber ports and median connection loss of
1:5 dB [25.17].
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Fig. 25.3 Cross-sectional view of a conventional 3-D
MEMS optical switch. (After [25.17])

The patented DirectLight dark fiber beam-steering op-
tical switch technology provides nonblocking connec-
tivity between 2-D arrays of fiber-coupled lenses in
free space by using piezoelectric actuation in com-
bination with integrated position sensor feedback to
directly align the collimated optics on each path, thus
avoiding the performance impairments associated with
conventional microelectromechanical system (MEMS)
micromirrors. Switching occurs entirely independently
of the power level, color, or direction of the light on the
path. The principle of operation is shown in Fig. 25.4,
where opposing 2-D arrays of fiber-pigtailed collima-
tors are individually steered by piezoelectric actuators
via a low-stress flexure pivot. Voltages applied to the ac-
tuators independently control the collimator orientation
in two angular dimensions. The pointing angles of the
actuators are continuously monitored by high-accuracy
absolute position sensors.

The maximum number of ports addressable in each
dimension of the 2-D array varies approximately with
the product of the actuator angular range and the sep-
aration of the arrays, and inversely with the actuator
spacing. However, because the collimators in a Direct-
Light actuator rotate about the fiber termination and
have a finite axial length, the minimum actuator spacing
is also a function of the angular range. Consequently,
the fill factor of the array is relatively low, leading to
very good crosstalk isolation between adjacent ports.
Interleaving of actuator arrays can also be used to dou-
ble the apparent port density. The ingress and egress
fiber arrays are built up in rows using modular slices
containing up to 16 fiber ports. This allows the configu-
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tribution for all N2 connections in 32� 32, 192� 192, and
384�384 switch modules. (Adapted from [25.18], © H+S
Polatis)

ration of a wide range of switch matrix sizes to address
multiple requirements while maintaining a consistent
cost per port.

Table 25.1 compares the relative attributes of com-
mercialized examples of each technology.

Emerging Optical Switching Technologies
Considerable research efforts continue to be applied
towards realizing compact, high-radix optical circuit

Table 25.1 Performance of commercially available optical circuit switch technologies

Technology Direct beam
steering

3-D MEMS Robot patch panel Planar lightwave circuit
(PLZT)

N �N matrix size, max 384� 384 320� 320 256� 256 4� 4
Wavelength range (nm) 1260�1675 1260�1630 1260�1625 1550
Optical loss, typical/max (dB) 1:5=2:5 1:8=3:5 –=1:0 7:0=–
Wavelength-dependent loss (dB) 0.3 1.0 – –
Polarization-dependent loss (dB) 0.1 0.3 – 1.0 typ
Optical return loss (dB) 55 35 50 –
Dynamic crosstalk (dB) �50 �38 – 30 typ
Optical input power min/max (dBm) Dark/C27 �20=C5 – –
Switching speed (ms) 25 25 25 000 0.00001 typ
Vendor Polatis [25.18] Calient [25.19] Wave2Wave [25.20] Epiphotonics [25.21]

Technology Direct beam
steering

3-D MEMS Robot patch panel Planar lightwave circuit
(PLZT)

N �N matrix size, max 384� 384 320� 320 256� 256 4� 4
Wavelength range (nm) 1260�1675 1260�1630 1260�1625 1550
Optical loss, typical/max (dB) 1:5=2:5 1:8=3:5 –=1:0 7:0=–
Wavelength-dependent loss (dB) 0.3 1.0 – –
Polarization-dependent loss (dB) 0.1 0.3 – 1.0 typ
Optical return loss (dB) 55 35 50 –
Dynamic crosstalk (dB) �50 �38 – 30 typ
Optical input power min/max (dBm) Dark/C27 �20=C5 – –
Switching speed (ms) 25 25 25 000 0.00001 typ
Vendor Polatis [25.18] Calient [25.19] Wave2Wave [25.20] Epiphotonics [25.21]

switches that can be closely integrated with switch and
signal processing electronics using planar lightwave cir-
cuits based on silicon photonics. The challenges of min-
imizing on- and off-chip loss as well as OSNR degra-
dation still remain, however. A promising approach
reported recently [25.22] combines silicon photonics
and 1-D MEMS vertical adiabatic couplers as shown in
Fig. 25.5, to create a 50�50 switch matrix with switch-
ing time below 1�s and chip dimensions smaller than
1 cm2. Although each connected path needs to traverse
many waveguide crossovers, only one vertical coupler
is active in each path, reducing the loss variation across
the matrix.

The use of space- and wavelength-division multi-
plexing to increase the capacity and efficiency of opti-
cally switched data center networks is also a topic of
current academic research. Wavelength-switched net-
works are discussed in the next section and show
promise for fast reconfiguration and for multicast (one-
to-many) connectivity. SDM approaches are also re-
ceiving attention because of the relatively high cost of
(electrically and/or optically) multiplexing data streams
at 100Gb=s and above. In the fiber-rich environment
within a data center, parallel optics approaches such as
100GBASE PSM4 (four fibers per direction at 28Gb=s)
are gaining support for short-reach transport at the low-
est cost per bit.

In the (very) long term, there may be a case for
deploying more exotic multicore fibers in data cen-
ter networks if the challenge of direct coupling to
such fibers can be solved economically, using for ex-
ample vertical-cavity surface-emitting laser (VCSEL)
and detector arrays closely integrated with silicon pro-
cessors. The feasibility of matrix switching of four
core fibers as shown in Fig. 25.6a has recently been
demonstrated [25.23] using DirectLight technology and
microlens array telecentric optics (Fig. 25.6b) to per-
form core-to-core imaging between potentially up to
96 multicore fibers (MCFs) with demonstrated loss and
crosstalk of 1�2 dB and 34 dB, respectively.
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Fig. 25.6a,b Multicore fiber optical circuit switch: (a) four-core fiber cross-section with central alignment core; (b) free-
space optical beam-steering arrangement (adapted from [25.18], © H+S Polatis)

25.1.4 Optical Packet and
Burst Switching Technologies

Table 25.2 summarizes some examples of different
classes of optical switching technologies for OPS/OBS
nodes, where comparisons of different attributes in
terms of switching performance are also reported.
A broad range of technologies has been developed for
OPS and OBS systems.

Fast switching technologies generally use either in-
terferometric or gating switch elements, holding the po-
tential for photonic integration to further scale capacity.
Reasonably high-radix connectivity can be enabled by
cascading 1�2 or 2�2 switching elements such as 2�

2 Mach–Zehnder interferometers (MZIs) and microring
resonators (MRRs). MZIs with electrooptic switching
offer faster reconfiguration than thermooptic tuning, but
extra optical amplification is normally needed due to
their relatively high insertion loss, thereby compromis-
ing the scalability due to OSNR degradation. Another
category of fast (nanosecond) optical switches is imple-
mented by passive arrayed waveguide grating routers
(AWGRs) together with tunable lasers (TLs) or tunable
wavelength converters (TWCs). The interconnection
scale and performance are largely dependent on the
capability of the TLs and TWCs. Note that wavelength-
selective switches (WSSs), MRRs, and AWGRs are
all wavelength dependent. For the broadcast-and-select
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Table 25.2 Optical switching technologies for implementing OPS and OBS nodes

Switching time Transparency Scale Loss Application Reference
2-D optical MEMS � 50�s Good 50� 50 Fair OBS [25.24]
LCoS WSS � 10sms Good 1� 40 Fair OBS [25.25]
Mach–Zehnder (thermooptic) � 10s�s Good 32� 32 High OBS [25.26]
Microring resonator (thermooptic) � 10s�s Fair 8� 8 Fair OBS [25.27]
PLZT MZI � 10 ns Good 8� 8 High OPS, OBS [25.21]
InP MZI 2:5 ns Good 8� 8 High OPS, OBS [25.28]
LiNbO3 MZI � 1 ns Fair 32� 32 High OPS, OBS [25.29]
MZI+EAM < 10 ns Good 8� 8 Fair OPS, OBS [25.30]
TWC+AWGR � 10s ns Poor 10 s� 10 s Fair OPS, OBS [25.31]
TL+AWGR � 10s ns Good 100 s� 100 s Low OPS, OBS [25.32]
EAM B&S � 1 ns Good 8� 8 High OPS, OBS [25.33]
SOA B&S � 1 ns Good 64� 64 Fair OPS, OBS [25.34]
SOA multistage < 10 ns Good 16� 16 Fair OPS, OBS [25.35]
Semiconductor optical phase array � 20 ns Good 64� 64 Fair OPS, OBS [25.36]

Switching time Transparency Scale Loss Application Reference
2-D optical MEMS � 50�s Good 50� 50 Fair OBS [25.24]
LCoS WSS � 10sms Good 1� 40 Fair OBS [25.25]
Mach–Zehnder (thermooptic) � 10s�s Good 32� 32 High OBS [25.26]
Microring resonator (thermooptic) � 10s�s Fair 8� 8 Fair OBS [25.27]
PLZT MZI � 10 ns Good 8� 8 High OPS, OBS [25.21]
InP MZI 2:5 ns Good 8� 8 High OPS, OBS [25.28]
LiNbO3 MZI � 1 ns Fair 32� 32 High OPS, OBS [25.29]
MZI+EAM < 10 ns Good 8� 8 Fair OPS, OBS [25.30]
TWC+AWGR � 10s ns Poor 10 s� 10 s Fair OPS, OBS [25.31]
TL+AWGR � 10s ns Good 100 s� 100 s Low OPS, OBS [25.32]
EAM B&S � 1 ns Good 8� 8 High OPS, OBS [25.33]
SOA B&S � 1 ns Good 64� 64 Fair OPS, OBS [25.34]
SOA multistage < 10 ns Good 16� 16 Fair OPS, OBS [25.35]
Semiconductor optical phase array � 20 ns Good 64� 64 Fair OPS, OBS [25.36]

(B&S) architecture, the semiconductor optical ampli-
fier (SOA) and electroabsorption modulator (EAM) are
commonly used as gating elements. The broadcast stage
introduces high splitting losses, in which case the SOA
can provide loss compensation, which is essential to re-

alize large connectivity. In the practical implementation
of an OPS/OBS network, the techniques listed here—
individually or in combination—can be further included
in a network to provide basic switching units [25.37,
38].

25.2 Data Center Network Architectures
Based on Optical Circuit Switching

High-speed optical fiber links are used extensively
to make connections between data center servers
and higher-level top-of-rack/end-of-row switches, but
switching and routing are still performed mainly in
the electrical domain, requiring power-hungry OEO
conversions. However, at locations where large infor-
mation pipes are connected without requiring packet-
level grooming, OEO routers can be replaced with
lower-cost, energy-efficient, all-optical (OOO) matrix
switches.

Recently, leading data centers in the USA and
Europe have begun deploying OOO switches for man-
aged cross-connect services at line rates of 10Gb=s
and higher in large co-located Internet peering rooms.
Not only are OOO fabrics physically smaller and of-
fer around 100 times lower power consumption than
typical OEO switches, but also fiber-layer switching
becomes relatively more cost- and power-efficient as
connection speeds climb to 100Gb=s and beyond.

All-optical switching provides additional perfor-
mance benefits in comparison with alternatives, includ-
ing:

� Format independence: In contrast to OEO routers,
OOO switches are transparent to the data rate, mod-

ulation scheme, color, and direction of the light in
the fiber, thereby future-proofing the investment in
infrastructure connectivity as transponder technol-
ogy continues to advance.� Dynamic provisioning: Compared with a fiber patch
panel, OOO switches are cabled once at instal-
lation and enable accurate tracking of additions,
moves, and changes with instant remote provision-
ing. The risks of disturbing premium connections
and breaching service-level agreements through er-
rors in manual intervention are eliminated.� Speed-of-light latency: Data delays through an OEO
switch are typically in the microsecond range, lead-
ing to slower data transfer across clusters and
reduced compute efficiency. By contrast, OOO
switches add just a few nanoseconds of propagation
delay, with no timing skew or jitter across the whole
network.� Monitoring and protection: Optical switching facil-
itates real-time quality-of-service monitoring, real-
time intrusion detection, and in-circuit testing by
scanning high-value test assets across multiple
channel taps. Use of integrated optical power meters
also enables autonomous optical-layer protection
switching to enhance service availability.
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Conventional network equipment is managed and
controlled by proprietary, vendor-specific software.
This limits architecture and service innovation, since
the introduction of new capabilities becomes dependent
on equipment vendor development cycles, meaning that
it can take months to design, test, and field new services.
The addition of features, or integration of new technolo-
gies, likewise requires proprietary system upgrades that
require coordination with each individual equipment
supplier. The European project COSIGN [25.39] is
studying the benefits of integrating optical packet- and
circuit-switched architectures under software-defined
network control and management planes (Fig. 25.7).

The power of the software-defined network
paradigm lies in the use of open interface standards
that expose the network element functionality that
enables operators to take back control of their network
to automate basic operations and facilitate rapid service
delivery and innovation. New features can be proto-
typed in hours or days rather than weeks or months,
which greatly enhances competitiveness and avoids
vendor lock-in.

Furthermore, the open, programmable interfaces of
SDN controllers greatly simplify the adoption of inno-
vative technologies such as all-optical switching into
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Fig. 25.7 Benefits of optical switching in a software-defined data center network

the existing network infrastructure. Moreover, the abil-
ity of the SDN control plane to dynamically monitor
network performance and react in real time to chang-
ing traffic loads allows operators to take greater ad-
vantage of the inherent benefits of a virtualized fiber
infrastructure.

25.2.1 Automating Data Center
Network Operations

Energy-efficient optical circuit switching is a key tech-
nology in scale-out and multitenant data centers to
facilitate virtualization and orchestration of optical re-
sources. Key pain points for data center operators today
focus on the time and effort required (measured in
days to weeks) to provision new client services both
within and between data centers and to recover from
network or equipment faults. A fully programmable
optical network improves data center service velocity,
reliability, and efficiency by enabling: rapid provision-
ing of virtualized fibers on demand; optimization of
resources in containerized and disaggregated architec-
tures; autonomous optical layer protection for critical
connections; and dynamic, low-latency, router bypass
for offloading elephant flows to reduce congestion and



Optical Switching for Data Center Networks 25.2 Data Center Network Architectures Based on Optical Circuit Switching 805
Part

C
|25.2

Core/metro tier

Aggregation 
tier

Dark fiber
network

WDM

Protection switching

Protection switching

Network
monitoring

Routers/OEO

OOO

OOO
Ethernet
switches

Server racks

Access tier

Data mirroring

Fig. 25.8 Opportunities for all-optical switching in data center networks

improve server utilization. Figure 25.8 illustrates areas
where optical switching can be used to advantage in the
access, core, and aggregation tiers of a data center net-
work.

Adoption of optical circuit switching brings the
fiber layer under software control to allow rapid pro-
visioning, protection, and reconfiguration of network
resources on demand, which creates additional benefits
to operators, including:

� Eliminating manual patch errors and the potential
for service interruption� Maintaining the current state of fiber-layer connec-
tivity in a software database

� Creating optical demarcation points in multitenant/
multi-service-provider environments� Facilitating bridge-and-roll during equipment com-
missioning, upgrade, and replacement� Providing physical isolation between virtualized
network slices for enhanced security� Enabling aggregation of optical taps for network
monitoring.

As the number of managed fiber-layer connections
in large data center networks continues to grow well be-
yond 10 000 endpoints, multistage nonblocking optical
switch fabrics are needed to provide dynamic configura-
bility with high availability and maintainability, using
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Fig. 25.9 (a) Two-level Clos switching fabric; (b) Achievable number of connected endpoints as a function of Direct-
Light matrix size
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open, programmable interfaces for network manage-
ment and automation. In addition to matrix size, the key
design considerations for multistage fabrics include the
total optical loss, reconfiguration speed, reliability, and
cost.

The low-loss 384� 384 OCS discussed in
Sect. 25.1.3 allows the concatenation of switch
elements to realize strict nonblocking dynamic fiber
cross-connects that can provide hitless scaling to over
49 000 endpoints in a uniform two-level Clos architec-
ture, with a typical loss of less than 6 dB (Fig. 25.9).
This loss is well within the available power budgets of
low-cost transceivers.

A key requirement for the adoption of OCS tech-
nologies in scale-out DCNs is that they are simple to
control, monitor, and upgrade via existing SDN con-
trol planes. Consequently, OCS network elements need
to expose interfaces for protocols based on open stan-
dards. Figure 25.10a shows an example of an embedded
software architecture for a Polatis OCS, which sup-
ports, alongside conventional interfaces such as Trans-
action Language 1 (TL1) and Simple Network Manage-
ment Protocol (SNMP), the Open Networking Founda-

tion’s OpenFlow 1.4 protocol [25.40] to enable close
integration with packet-based L2/L3 OEO switches, to-
gether with the Internet Engineering Task Force (IETF)-
ratified NETCONF [25.41] and RESTCONF [25.42]
protocols which are more generally applicable to trans-
port networks. NETCONF and RESTCONF use the
YANG data modeling language [25.43] to describe ex-
plicitly the features of a network element that can be
abstracted by SDN controllers. Figure 25.10b presents
an example screenshot from the ONOS [25.44] SDN
controller graphical user interface, showing six inter-
connected OCS elements where a routing intent has
been enacted using the southbound NETCONF inter-
face.

One challenge with real-world deployments of op-
tical circuit switches is that, in contrast to packet-
switched networks, discovery of the interconnection
topology between OCS elements is not automatic, since
optical switches by their nature do not interact di-
rectly with the data plane. Consequently, manual or
out-of-band methods of peer port discovery (such as
connection point identification) need to be employed
when commissioning and validating such networks.
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25.2.2 Hybrid Packet/Optical Switching
for Efficient DC Router Bypass

Data center aggregation is generally performed by
stacks of packet routers and switches that connect
server farms and provide access to the core/metro net-
works. Routers also host many other functions includ-
ing connectivity, discovery, firewall, load balancing,
and intrusion detection. Current data center aggrega-
tion architectures are optimized for handling the short,
bursty traffic patterns that have dominated in the past.
However, they are neither efficient nor cost effective
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for handling the larger persistent data flows between
server clusters that are increasingly common with vir-
tual cloud-based services. These persistent data flows
are now common in routine operations such as virtual
machine migration, load balancing, and data storage
backup. Some early studies showed that these so-called
elephant flows dominated cluster-to-cluster traffic in
Microsoft data centers, with over 90% of network ca-
pacity being occupied with flows that last more than
10 s [25.46, 47]. However, more recent traffic engineer-
ing studies in a Facebook data center [25.7] indicated
that the picture was less clear—possible because of
the extensive use of load balancers—but that elephant
flows could only really be identified in clusters run-
ning Hadoop algorithms. Offloading elephant flows
to dynamically provisioned optical circuits has been
demonstrated by a number of research groups [25.39,
48, 49] and not only provides a low-latency, high-speed
path between endpoints but also simultaneously relieves
congestion at the packet layer.

Figure 25.11 shows an example of how SDN-
enabled all-optical switching can optimize resources
in a multivendor data center network. Here we show
a hybrid packet/optical data center aggregation layer
operating under an SDN control plane using Open-
Flow and NETCONF protocols to manage the optical
circuit switches and other network elements. This ar-
rangement is just one representation of a configuration-
on-demand architecture that optimizes the utilization
of data center resources. In this scenario, the topology
and properties of the optical switch layer are pub-
lished to the SDN controller and orchestration layers
via a plug-in residing in the service abstraction layer.
In this arrangement, persistent east–west data flows can
be identified by the packet-circuit flowmapper in the
SDN controller using data analytics calculated from
monitoring flows between network endpoints. Once
identified, the controller can dynamically reconfigure
the network using OpenFlow and NETCONF to cre-
ate a low-latency optical circuit for these large data
flows through the optical switch layer. Optical switch-
ing is ideally suited to managing persistent data flows
that do not need any subwavelength grooming. Offload-
ing these elephant flows to the optical circuit switch
layer relieves congestion and reduces latency through
L2/L3 packet-switched routers, thereby substantially
improving the efficiency and throughput of the network
infrastructure.

Fig. 25.12 (a) Distribution of storage and memory to com-
pute requirements by task in Google data centers (af-
ter [25.45]); (b) a function-centric disaggregated DC ar-
chitecture with network-attached memory and dynamic
optical connectivity J
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25.2.3 Disaggregated Data Center
Architectures

Conventional server-centric data centers typically use
a fixed ratio between compute, memory, and stor-
age resources, based on average or typical data center
load requirements. However, the actual resource de-
mands vary widely depending on the task, as shown
in Fig. 25.12a for a Google data center [25.45]. Con-
sequently, much of the available resource in a data
center is fragmented and left idle because of the wide
spread of demand. If the necessary resources could be
disaggregated within a pod, cluster, or even a server
and dynamically reconfigured on demand, then con-
siderable efficiency benefits could be realized. The
Horizon2020 project dReDBox [25.50] is developing
new disaggregated data center architectures, with low-
latency connectivity between central processing units
(CPUs) and network-attached memory using function-

programmable hardware and optical circuit switching
at the server, rack, and cluster level, as shown in
Fig. 25.12b.

SDN orchestration enables optimal mapping of
tasks to resources as well as efficient zero-copy mi-
gration of virtual machines (VMs). The low loss of
the DirectLight OCS elements allows multiple switches
to be traversed within the available power budget of
silicon photonics midboard transceivers, enabling effi-
cient usage of all resources within a physical boundary
defined by the maximum latency tolerable between
compute and memory. Minimizing end-to-end latency
is a key challenge, since the main contributor to latency
in these short links is the signal processing delay in the
transceiver, rather than the length of optical fiber used.
Sub-microsecond round-trip latency has been demon-
strated on such links by ensuring that sufficient optical
power is available at the receiver to avoid the use of for-
ward error correction.

25.3 Data Center Network Architectures
Based on Optical Packet/Burst Switching

The main motivation to investigate OPS and OBS tech-
nologies and design novelDCNarchitectures by exploit-
ing such technologies is the potential to achieve sub-
wavelength granularity by exploiting statistical multi-
plexing of bursty flows, similar to electronic switching.
TypicalDCN architectures that employOPS/OBS nodes
consist of a set of electronic edge nodes, such as ToR
switches that interconnect 40�80 servers or blades, each
with embedded multiple microservers, interconnected
by optical switches. Electrical data flows or packets from
the client network with similar attributes are aggregated
at the edge nodes in optical packets, bursts, or flows. The
optical packets/flows at the edge node outputs are trans-
parently forwarded by the optical switcheswithoutOEO
conversion to the destination node. After arriving at the
destination edge node, the optical packets/flows are dis-
assembled and forwarded by the electronic edge node
to the client network. The switching operation of the
packet/burst (usually referred to as the payload) is deter-
mined by a packet header/burst control header (BCH),
which is typically optically encoded in the same wave-
length as the payload or carried by a separatewavelength
which undergoes OE conversion and electronic process-
ing at the optical switch node [25.51]. The main differ-
ences between OPS and OBS are as follows:

� In DCN architectures based on OPS technologies,
the typical packet durations are quite short, on the
order of a few hundreds of nanoseconds to few

microseconds range. The packet header is transmit-
ted in the same channel as the payload and either
overlaps the payload in time or sits ahead of it.
Typically, there is no advance reservation for the
connection, and the statistical multiplexing of the
channel in time and bandwidth can be utilized in
the most flexible way. These features of OPS are
very attractive and suitable for data center applica-
tions which require transmission of small datasets
in an on-demand manner.� DCN architectures based on OBS technologies em-
ploy more extensive burst aggregation on the order
of tens to thousands of microseconds. The BCH is
created and sent towards the destination in a sep-
arate channel prior to payload transmission. The
BCH informs each node of the arrival of the data
burst and drives the allocation of an optical end-to-
end connection path. OBS enables subwavelength
granularity by reserving the bandwidth only for the
duration of the actual data transfer.

Note that the reconfiguration time of the optical
switch including the control operation should be much
shorter than the duration of the packet/burst, to ensure
the low-latency delivery at a fast arrival rate as well as
optimized bandwidth utilization. Practical realization of
OPS/OBS relies heavily on the implementation of con-
trol techniques and the scheme adopted for contention
resolution [25.52].
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25.3.1 Technical Challenges in OPS/OBS
Data Center Networks

Despite the advantages of increased capacity and power
efficiency brought by optical transparency, practical use
of OPS/OBS faces several challenges which need to be
carefully considered for DC networking applications:

� No practical optical memory available: Contention
resolution is one of the most critical functionalities
that need to be addressed for an OPS/OBS node.
However, no effective optical memory is available
today. Some approaches have been proposed to
solve contention by exploiting one or multiple do-
mains:
– Time domain: The contending packet/burst can

be stored in an electronic buffer or delayed by
a variable fiber delay line (FDL).

– Wavelength domain: Exploiting a number of
parallel wavelength converters, packet/burst
contention can be avoided by forwarding the
packets to alternative wavelength channels. Al-
ternatively, wavelength-tunable transmitters can
be employed to avoid contention by sending
packets to an available free wavelength.

– Space domain: Space switches are employed to
solve contention of data packets by forwarding
data to another output port (deflection routing).

Techniques based on FDLs, wavelength conversion,
and deflection routing suffer from the main draw-
back of a significant increase in system complex-
ity for routing control and packet synchronization.
Moreover, degradation of the signal quality, i.e.,
OSNR degradation, channel cross-talk, and signal
distortion, results in limited and fixed buffering
time. Amore practical solution is to exploit the elec-
tronic buffer at the edge nodes and implement an
efficient optical flow control. To minimize latency,
the optical switch should be as close as possible to
the edge nodes and fast decision-making is required.
This is feasible in a DC environment with intercon-
nects of limited range up to a few hundred meters.� Fast reconfiguration and control mechanism: To
fully benefit from the flexibility enabled by statisti-
cal multiplexing, fast reconfiguration of the optical
switch is a key feature. Although OBS is less
time demanding, slower OBS can cause inefficiency
and unpredictability, especially under high network
loads. Therefore, optical fabrics with fast switch-
ing times together with fast control mechanisms are
desired. For DCN applications, the implementation
of control techniques should allow an increase of

the network scale and optical switch port count, and
more importantly, occupy as least resources as pos-
sible.� Scalability: Depending on the design and tech-
nology employed in optical switches, signal im-
pairment and distortion are observed due to noise
and optical nonlinearities. Consequently, optical
switches are realized with limited port count. Scal-
ing network interconnectivity while maintaining
performance would require switches to have as
large a port count as possible and to be intelligently
connected. A flat topology also brings the benefits
of simplified control and buffering, which may be
problematic for fast optical switches. On the other
hand, optical transparency and WDM technology
would benefit the DCN in the context of scaling
up the bandwidth density. Further improvements
could be made by means of photonic integration,
which greatly reduces the optical switch footprint
and power consumption.� Burst-mode receivers: Currently deployed elec-
tronic switch protocols are based on Ethernet, there-
fore synchronization is obtained between two con-
nected ports by filling idle periods with repetitive
patterns to provide continuous high-quality clock
recovery. However, in the optical DCN, data are
continuous but bursty. Therefore, the clock and
phase of the data signal differ per link. Thus, for
practical implementation, burst-mode receivers are
required to synchronize the phase and clock of the
received data packets. Moreover, although a DCN is
a closed environment with more controlled optical
power variation, the receiver should still be capa-
ble of handling packets with different lengths and
optical power levels. Those functions contribute an
overhead to the overall operational time of burst-
mode receivers, which should be minimized to
achieve higher throughput and lower latency. This is
especially important in an intra-DC scenario where
many applications produce short traffic flows.

OPS and OBS technologies providing high band-
width and power efficiency have been adopted in recent
research on optical DCNs [25.53, 54]. The next sec-
tions provide an overview of and general insight into
recently proposed optical DCN architectures based on
OPS/OBS, classified into different categories according
to the switching technologies used. Although obvi-
ously incomplete due to the many publications in this
field [25.55–63] and more examples, we provide here
a brief description of representative architectures for
different technologies.
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25.3.2 Optical DCN Architectures
Based on OBS

OBS with Fast (Commercial) Optical Switches
A DCN consisting of ToR switches at the edge and an
array of fast (commercial) optical switches at the core
to perform optical burst forwarding on preconfigured
light paths has been proposed [25.64]. It has separate
data and control planes, as shown in Fig. 25.13. Two-
way reservation OBS is implemented, facilitated by
the single-hop topology with the configuration of only
one switch per request. It achieves zero burst loss with
slight degradation of the latency owning to the limited
round-trip time in the DC environment. The centralized
control plane is responsible for the routing, schedul-
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Fig. 25.14 Multiple optical burst rings and internal architecture of the pod. FBG: fiber Bragg grating, FOBS: fast optical burst se-
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ing, and switch configuration. It processes the control
packets from the ToRs sent through a dedicated optical
transceiver, finds an appropriate path to the destination
ToR, and configures optical switches as allocated in the
control packets. Since the fast optical switch connects to
every ToR, scalability is challenging in terms of achiev-
able port count for large number of ToRs. The resultant
complexity in the control plane may be another bottle-
neck in scaling up the network.

OBS Ring Topology
OBS technology is utilized in [25.65] to improve the
interpod communications in DCNs. The network archi-
tecture and the pods are depicted in Fig. 25.14. The
pods are connected through multiple optical burst rings.
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Bursty and fast-changing interpod traffic is handled by
the core switches, while the relatively stationary traffic
is handled via the optical burst rings. Some line cards
(LCs) are configured for connecting the servers, while
others are used to access the core switches. The switch
cards (SCs) aggregate the traffic and, together with the
control unit, make decisions to forward the traffic to
the LCs connecting to the core switches or to an op-
tical burst line card (OBLC) which sends the traffic
in the form of a burst to the optical rings. The opti-
cal burst switch cards (OBSCs) perform optical burst
add/drop to/from the optical burst rings, as shown in
Fig. 25.14. The advantages of this architecture are the
high interpod transmission bandwidth and high-radix
interconnectivity (> 1000 pods). Much shorter con-
nection reconfiguration time is offered compared with
OCS-based solutions, achieving better bandwidth uti-
lization.

Hybrid Optical Switching (HOS)
An optical switched interconnect based on hybrid op-
tical switching (HOS) was proposed and investigated
in [25.65]. HOS integrates optical circuit, burst, and
packet switching within the same network, so that dif-
ferent DC applications are mapped to the most suitable
optical switching mechanisms. As shown in Fig. 25.15,
the HOS is arranged in a traditional fat-tree three-
tier topology, where the aggregation switches and the
core switches are replaced by the HOS edge and core
node, respectively. The HOS edge nodes are electronic
switches which perform traffic classification and ag-
gregation. The core node has parallel optical switches
composed of switching elements (SEs). A slow opti-
cal switch based on 3-D MEMS handles circuits and
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long bursts, and a fast SOA-based optical switch with
a three-stage Clos network deals with packets and short
bursts. The HOS control plane manages the schedul-
ing and transmission of the optical circuits, bursts, and
packets. Wavelength converters (WCs) are used to solve
the possible contentions. Numerical studies show low
loss rates and low delays, although the practical imple-
mentation of a large scale network remains challenging.

HOSA
The hybrid optical switch architecture (HOSA) shown
in Fig. 25.16 is another DCN architecture that em-
ploys both fast and slow optical switches [25.54]. In
contrast to the previous work that uses only fast op-
tical switches [25.66], slow MEMS optical switches
are added to exploit the benefits of both types of fab-
ric. Traffic assembly/disassembly and classification is
implemented in the newly designed ToR switch. The
control plane still uses a centralized controller which
receives connection requests and configures the data
plane through a management network. The array of
fast optical switches operates in an OBS manner, for-
warding the data burst along a predefined connection
path. The evaluation results show low-latency and high-
throughput performance with low power consumption,
assuming that slow/fast optical switches with large port
counts are deployed in a single-stage network.

25.3.3 Optical DCN Architectures
Based on OPS/OCS

Torus-Topology DCN
Figure 25.17 shows the torus DCN [25.67] based
on codeployment of OPS and OCS. The architecture
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features a flat topology where each hybrid optoelec-
tronic router (HOPR), interconnecting a group of ToR
switches, is connected to the neighboring HOPRs. The
server traffic is converted intoopticalpackets and fed into
the corresponding HOPR with an attached fixed-length
optical label. HOPR uses a fast optical fabric (EAM-
based broadcast-and-select structure) which supports
both packet operation and circuit operation (express
path). Packet contention, which happens when a link is
desired by more than one packet or is reserved by an

express path, is solved by different schemes (i.e., deflec-
tion routing, FDLs, and optoelectronic shared buffers).
The enabling technologies for implementing an HOPR
have been detailed, aiming at high energy efficiency and
low latency in the 100-ns regime. For efficient trans-
fer of high-volume traffic, flow management has been
implemented with OpenFlow-controlled express paths.
Despite the multihop transmission needed for intercon-
necting the ToRs, the torus topology offers the advan-
tages of superior scalability and robust connectivity.
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Lightness
A flat DCN architecture integrating both OPS and
OCS switching technologies to deal with heterogeneous
application requirements has been investigated in the
Lightness project [25.68]. The hybrid network inter-
face card (NIC) located in each server supports the
switching of traffic to either OPS or OCS, resulting
in efficient utilization of the network bandwidth. As
illustrated in Fig. 25.18, the SOA-based OPS, which
employs a broadcast-and-select architecture, is plugged
into the architecture-on-demand (AoD) backplane as
a switching module to handle short-lived data pack-
ets. The AoD itself is a large-port-count fiber switch
which can be configured to support OCS function for
long-lived data flows. The network can be scaled by
interconnecting multiple intracluster AoDs with an in-
tercluster AoD. Another innovation made by Lightness
is the fully programmable data plane enabled by the
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unified SDN control plane. It is worth noting that the
switching operation of the OPS is controlled by the
local switch controller based on the in-band optical la-
bels, which is decoupled from the SDN-based control
(e.g., lookup table update and statistical monitoring).
Similar schemes can be found in Archon [25.69] and
burst-over-circuit architectures [25.70], where the OPS
is replaced by a PLZT-based optical switch and the
AWGR with a TWC, respectively.

25.3.4 Optical DCN Architectures
Based on OPS

IRIS: Photonic Terabit Router
The IRIS project has developed a photonic packet
router that scales to hundreds of Tb=s capacity [25.71].
As shown in Fig. 25.19, the router employs a load-
balanced multistage architecture. Each node (e.g., ToR
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switch) is connected to an input port of the first stage
usingN WDMwavelength channels, each carrying syn-
chronous fixed-length data packets. The wavelength
switch is based on an array of all-optical SOA-based
wavelength converters to set the wavelength routing.
The second stage is the time switch section, which con-
tains N time buffers based on shared fiber delay lines.
The wavelength is configured so that a packet entering
a port of the time buffer always exits on the corre-
sponding output port. The third stage then forwards
the packet to the desired destination. Due to the peri-
odic operation of the third space switch, the scheduling
is local and deterministic for each time buffer, which
greatly reduces the complexity of the control plane. The
IRIS project has demonstrated the operation of a par-
tially populated router with integrated photonic circuits
and developed an interoperability card that can con-
nect electronic routers with 10-Gb Ethernet interfaces
to the IRIS router. The use of 40Gb=s data packets
and 80�80 AWGs allows this architecture to scale to
256Tb=s capacity.

Petabit Optical Switch
The petabit optical switch is based on tunable lasers
(TLs), tunable wavelength converters (TWCs), and
AWGRs, as shown schematically in Fig. 25.20 [25.72].
The ToR switches are connected to the optical switch,
which is a three-stage Clos network including input
modules (IMs), central modules (CMs), and output
modules (OMs). Each module uses an AWGR as the
core. The SOA-based TWCs as well as the TLs in the
line cards are controlled by the scheduler. A prominent
feature of the switch is that packets are buffered only at
the line cards, while the IMs, CMs, and OMs do not
require buffers. This helps to reduce implementation
complexity and achieve low latency. The performance
of the petabit optical switch was evaluated via simula-
tions, revealing high throughput because of the efficient
scheduling algorithm.
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TL
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TWC
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Fig. 25.20 The petabit optical switch
architecture

Hi-LION
The large-scale interconnect optical network Hi-LION
was proposed in [25.73]. It exploits fast tunable lasers
and high-radix AWGRs in a hierarchy to achieve very
large-scale and low-latency interconnection of comput-
ing nodes. The architecture of the full system and an
example of a six-node rack are depicted in Fig. 25.21.
The essence is to rely on the unique wavelength rout-
ing property assisted by electrical switching embedded
in the node to provide all-to-all flat interconnectiv-
ity at each level of the hierarchy (node-to-node and
rack-to-rack). As shown in Fig. 25.21, local and global
AWGRs are used to handle intra- and interrack commu-
nication, respectively. Single-hop routing in the optical
domain also avoids the utilization of optical buffers.
However, a maximum hop count of up to seven can
be required, including intrarack forwarding. Compared
with previous AWGR-based solutions such as DOS
(LIONS) [25.74] and TONAK LION [25.75], intercon-
nectivity of more than 120 000 nodes can potentially be
achieved.

Osmosis Optical Packet Switch
The Osmosis project targets accelerating the state of
the art in optical switching technology for use in super-
computers [25.76]. The architecture of the single-stage
64-port optical packet switch implemented is illustrated
in Fig. 25.22. It is based on a broadcast-and-select ar-
chitecture, and the switching modules consist of a fiber
and a wavelength-selection stage, both built with SOAs
as the gating elements. The switching of the syn-
chronous fixed-length optical packets is controlled via
a separate central scheduler.

Performance studies on the Osmosis demonstrator
confirmed its high-capacity and low-latency switch-
ing capabilities. A two-level fat-tree topology could
potentially be built, further scaling the network to
2048 nodes.



Part
C
|25.3

816 Part C Datacenter and Super-Computer Networking

m×m m×m

m×m m×m

m×m m×m

n×
n

n×
n

n×
n

n×
n

n×
n

n×
n

3,3

3,2

3,1

4,3 4,2 4,1

2,3

2,2

2,1

5,3

5,2

5,1

6,3

6,2

6,1

1,31,21,1

Node 1

AWGR 1
4  5  6  7  8

Node 4

AWGR 4
8  7  6  5  4

N
od

e 
2

AW
G

R
 2

4
 5

 6
 7

 8

AW
G

R
 6

4
 5

 6
 7

 8

N
ode 3 N

od
e 

5

AW
G

R
 3 4

 5
 6

 7
 8

N
ode 6

AW
G

R
 5

4
 5

 6
 7

 8

Rack
1 2

m+2m+1 2m

m

mn –
m+1

mn –
m+2 mn

Full system

A rack with 6 nodes

Fig. 25.21 Hi-LION full system with inter/intrarack AWGR communication

Data Vortex
The Data Vortex is a distributed interconnection net-
work which is entirely composed of 2� 2 switching
nodes arranged in concentric cylinders [25.77]. As
illustrated in Fig. 25.23, the Data Vortex topology in-
tegrates internalized virtual buffering with banyan-style
bitwise routing, specifically designed for implementa-
tion with fiber-optic components. The 2� 2 node uses
an SOA as the switching element. The broadband op-
eration of SOAs allows for successful routing of multi-
channel WDM packets. Packet contentions are resolved
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through deflection routing. The hierarchical multistage
structure is easily scalable to larger network sizes. How-
ever, the practical scale is limited by the increased and
nondeterministic latency, as well as deteriorated signal
quality.

PetaStar
PetaStar (a petabit photonic packet switch architec-
ture) [25.78] exploits the space, time, wavelength,
and subcarrier domains. The architecture is shown in
Fig. 25.24 and consists of a three-stage Clos-network
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photonic switch fabric that allows the provision of scal-
able large-dimension switch interconnections. There is
no optical buffer, and the buffer is implemented elec-
tronically at the input and output port controllers. On
the other side, the photonic switch fabric transparently
forwards the optical signals to the proper output. Opti-
cal time-divisionmultiplexing technology further scales
the port speed beyond electronic speeds up to 160Gb=s
to minimize the fiber connections. A novel concur-
rent matching algorithm called c-MAC is employed
for packet contention. It is highly distributed such that
input–outputmatching and routing-path finding are per-
formed concurrently by schedulingmodules. It has been
discussed in [25.78] how the PetaStar architecture is
capable of interconnecting 6400 nodes and that a total
capacity of 1024Pb=s can be achieved at a throughput
close to 100% under various traffic conditions.

OPSquare
OPSquare was recently proposed [25.80] based on dis-
tributed fast WDM optical switches, which allow for
flexible switching capability in both the wavelength and
time domains. The architecture shown in Fig. 25.25
is based on two parallel switching networks to prop-
erly handle intra- and intercluster communication. It
consists of N clusters, each grouping M racks. Each
rack contains K servers interconnected via an electronic
ToR switch. Two bidirectional WDM optical links are
equipped at the ToR to access the parallel intra- and in-
tercluster switching networks. TheN M�M intracluster
optical switches (ISes) andM N�N intercluster optical
switches (ESs) are dedicated for intra- and intercluster
communication, respectively. The i-th ES interconnects
the i-th ToR of each cluster, with iD 1; 2; : : :;N. The
number of interconnected ToRs (and servers) scales
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as N �M, so that by using a moderate port count of
32� 32 ISs and ESs, up to 1024 ToRs (40,960 servers
in case of 40 servers per rack) can be interconnected.
The interface for the intra/intercluster communication
consists of p WDM transceivers with dedicated elec-
tronic buffers to interconnect the ToR to the IS optical
switch through the optical flow-controlled link [25.81],
while q WDM transceivers interconnect the ToR to the
ES optical switch.

The main benefits of this architecture are the low
latency and bufferless operation due to the single-hop
optical interconnection and the fast optical flow-control
mechanism between the ToRs and optical switches, and
the large path diversity, which improves the resilience
of the network. Exploiting the transmitter wavelength
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assignment for the grouped top-of-rack (ToR) switches,
large interconnectivity can be achieved by utilizing op-
tical switches with a moderate port count, which leads
to a significant improvement of the scalability and fea-
sibility of the network.

A schematic of a fast optical switch node act-
ing as an IS/ES is shown in Fig. 25.26. The optical
switching is realized by an SOA-based broadcast-and-
select architecture. The fast optical switch node has
a modular structure, and each module consists of
N units, each handling the WDM traffic from one of the
M ToRs in a single group. The SOA has nanosecond
switching speed and can provide optical amplification
to compensate the losses caused by the broadcasting
stage.
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Contention is solved through the optical flow con-
trol, according to which the ToR releases the packets
stored in the buffers (for ACK) or triggers retransmis-
sion (for NACK). Different classes of priority can be
applied to guarantee traffic with more stringent QoS
requirements. The priority is defined by provisioning
the lookup table in the switch controller through the
SDN control interface [25.82]. In addition, the SDN
control plane can create and manage multiple virtual
networks over the same infrastructure by configur-
ing the lookup table, and apply further optimization
through the developed monitoring functions. The de-
veloped 4� 4 optical switch prototype integrating an
FPGA-based switch controller (with an interface to the
SDN agent), label processor, SOA drivers, and pas-
sive optical components (circulators, couplers, etc.) is
also shown in Fig. 25.26. Photonic integrated circuits
(PICs) can reduce the footprint and power consump-
tion. In view of this, a 4� 4 WDM fast optical switch
PIC has been designed and fabricated exploiting the
modular architecture, as shown in Fig. 25.27. The mod-
ular photonic chip shown in Fig. 25.27 has 4� 16
ports (the combiners shown in the schematic on the
left side of Fig. 25.27 were not integrated into this
photonic circuit due to lack of space) and integrates
four optical modules. As reported in [25.55, 79], the
compensation of the losses offered by the SOAs al-
lowing for large dynamic range, together with the low
cross-talk and the wavelength, time, and nanosecond
switch operation, indicate the potential for scalability to
higher data rates and port counts of the optical switch
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PIC and potential enhancement of the OPSquare DCN
performance.

25.3.5 Comparison Between DCN
Architectures Based on OPS and OBS
Switching Technologies

Optical DCN architectures based on OPS and OBS
have been presented in this chapter, and their differ-
ent characteristics in terms of scalability, flexibility, and
power/cost efficiency are summarized in Table 25.3. As
seen from this table, for contention resolution, most
of the schemes use practical electronic buffers (EBs)
placed at the edge, either waiting for the scheduler
command or retransmitting the packet/burst in case of
contention. The efficiency of scheduling, the configu-
ration time of the switch, and the round-trip time play
an important role in reducing the processing latency
and the size of the costly buffer. It is difficult to scale
architectures with a single switching element to large
numbers of interconnections. In this respect, multistage
and parallel topologies have been adopted in many solu-
tions. The fast reconfiguration of optical switches used
for OPS and OBS has allowed for flexible interconnec-
tivity, which is a desired feature for DC applications.
Relatively lower power/cost efficiency is the price to
pay compared with OCS technology, mainly due to
the active components and the loss experienced in the
switch fabrics. Performance improvement is expected
with the maturing of fast optical switching technologies
in combination with photonic integration.
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Table 25.3 Optical DCN architectures based on OPS and OBS technologies (TL: tunable laser; WC: wavelength con-
verter; SpS: space switches; WTS: wavelength, time, space switch)

Technology Switching
technology

Contention
resolution

Scalability Flexibility Power/cost
efficiency

IRIS OPS WC ODL Fair Good Fair
Petabit OPS TL+WC EB at edge Fair Good Fair
DOS (LIONS) OPS TL EB Poor Good Fair
TONAK LION OPS TL EB at edge Poor Good Fair
Hi-LION OPS TL EB at edge Good Fair Fair
Osmosis OPS SpS EB at edge Fair Good Fair
Data Vortex OPS SpS Deflection Fair Good Fair
OPSquare OPS WTS EB at edge Good Good Fair
OBS with fast optical switch OBS SpS EB at edge Poor Fair Good
Optical burst ring OBS+EPS TL EB at edge Fair Fair Good
HOS OPS+OBS+OCS WC+SpS EB at edge Fair Good Fair
HOSA OBS+OCS SpS EB at edge Fair Fair Good
Torus OPS+OCS SpS Deflection+ODL+EB Good Good Fair
Lightness OPS+OCS WTS EB at edge Good Fair Fair
Archon OPS+OCS SpS EB at edge Good Fair Fair
Burst-over-circuit OBS+OCS SpS EB at edge Poor Fair Good

Technology Switching
technology

Contention
resolution

Scalability Flexibility Power/cost
efficiency

IRIS OPS WC ODL Fair Good Fair
Petabit OPS TL+WC EB at edge Fair Good Fair
DOS (LIONS) OPS TL EB Poor Good Fair
TONAK LION OPS TL EB at edge Poor Good Fair
Hi-LION OPS TL EB at edge Good Fair Fair
Osmosis OPS SpS EB at edge Fair Good Fair
Data Vortex OPS SpS Deflection Fair Good Fair
OPSquare OPS WTS EB at edge Good Good Fair
OBS with fast optical switch OBS SpS EB at edge Poor Fair Good
Optical burst ring OBS+EPS TL EB at edge Fair Fair Good
HOS OPS+OBS+OCS WC+SpS EB at edge Fair Good Fair
HOSA OBS+OCS SpS EB at edge Fair Fair Good
Torus OPS+OCS SpS Deflection+ODL+EB Good Good Fair
Lightness OPS+OCS WTS EB at edge Good Fair Fair
Archon OPS+OCS SpS EB at edge Good Fair Fair
Burst-over-circuit OBS+OCS SpS EB at edge Poor Fair Good

25.4 Perspective on Optical Switching Technologies in Future DCs

Data center networks are designed to support the large
data workloads exchanged between the parallel server
machines. As discussed before, the amount of data ex-
changed within the DC (east–west traffic) is already
growing, and it will continue to increase in the future.
To cope with this traffic growth, future DC networks
will have stringent requirements in terms of capacity,
latency, scalability, flexibility, and power and cost effi-
ciency. In particular, considering the increasing number
of server nodes and data rates (and multilevel data for-
mat upgrades in the near future to sustain 400Gb=s or
even 1 Tb=s), the above-mentioned requirements will
become quite challenging for current DCNs in terms
of both switching node and network architectures. In-
deed, the implementation of high-bandwidth electronic
switch nodes is limited (to multi-Tb/s) by the switch
ASIC I/O bandwidth due to the scaling limitations
of the ball grid array (BGA) package [25.10]. Higher
bandwidth is achievable by stacking several ASICs in
a multitier structure, but at the expense of increased la-
tency and higher cost. Another factor limiting electronic
switch scaling is the power consumption of the OEO
conversions and format-dependent interfaces that need
to be further included as the front end, greatly deterio-
rating the energy- and cost-efficiency performance.

Switching data traffic in the optical domain can
avoid power-consuming OEO conversions, along with
the data latency associated with multiplexing and
(de)serialization. Moreover, optical switching also

eliminates the format- and modulation-dependent in-
terfaces, achieving better efficiency and less complex-
ity. Benefiting from their optical transparency, optical
switching operation (including power consumption) is
independent of the bit rate of the information carried.
Scalability to higher bandwidth and employment of
WDM technology can be supported seamlessly, en-
abling superior performance in terms of power per unit
bandwidth. In this context, we have discussed vari-
ous optical switching technologies for DC applications,
which can be grouped into two classes: slow, high-radix
optical switching fabrics (from tens of microseconds
up to milliseconds) useful for optical circuit switching,
and fast (few tens of nanoseconds up to one microsec-
ond) optical switching fabrics for optical packet/burst
switching. What is the perspective for deploying these
optical switching technologies in future DC networks?

25.4.1 Optical Circuit Switching in DCNs

Optical circuit switch technology is now relatively ma-
ture and commercially available from several vendors
to be employed in DCNs. The millisecond-scale recon-
figuration times of OCS make them best suited to appli-
cations with well-scheduled and long-lived tasks, such
as resource provisioning and optimization, monitoring
and testing of network performance, and protection of
equipment or fiber paths. An attractive application that
has recently been demonstrated is the use of OCS for
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dynamic interconnection of disaggregated server re-
sources for rack-scale computing.

While OCS technology has been adopted in numer-
ous DCNs for these purposes, there are still several
challenges that need to be addressed for its wider de-
ployment in future data center networks. Hitherto, the
main barriers to entry have been the novelty and cost of
the technology for use in DCNs. But the cost of current
optical switches is now approaching that of electronic
switches with 10-GbE interfaces, and the technology is
becoming even more competitive with higher-data-rate
ports (> 100Gb=s), where the low latency of OCS be-
comes more and more attractive.

High-radix optical circuit switches have already
been deployed with up to 384� 384 nonblocking ports,
and this size is expected to scale further in next-
generation optical switch products. DC providers see
an ultimate demand for networks to scale up to many
thousands of ports, so that all nodes in a warehouse-
scale data center can be connected without blocking.
A single switch matrix with several thousand ports still
presents a considerable technical challenge. Therefore,
it is more likely that such networks will make use of
scalable multiswitch architectures built from nonblock-
ing elements of 100�500 port pairs and loss of around
1 dB. These switch sizes are likely to offer more attrac-
tive system reliability, serviceability, and first-in costs.

25.4.2 Fast Optical Switch Fabrics for Optical
Packet/Burst Switching-Based DCNs

The advantage of fast optical switching to implement
DC networks is the possibility to exploit full statis-

tical multiplexing, be it in the wavelength, time, or
space domain, in the same way as electronic switches.
However, despite the considerable research works so
far presented, this technology is still not mature and
there are no commercially available switches with suf-
ficiently large port count to be meaningful for DC
networks. There are still several technological chal-
lenges that need to be addressed to realize commercial
fast optical switch fabrics. First of all, even if a large-
port-count switch fabric can be realized in InP or
SiPh technologies, packaging such a switch with hun-
dreds (or thousands) of electrical contacts to control
the device is difficult. Many international and na-
tional pilot projects on packaging such devices have
been initiated. It is therefore envisioned that, within
5�10 years, packaging solutions based on optical in-
terposers, spot-size converters, and advanced flip-chip
optoelectronics packaging will become available. The
second important challenge is how to control the fabric
in a sufficiently fast way to realize fully the benefit of
statistical multiplexing. Novel protocols, fast schedul-
ing, and fast optical flow control are under research
in many universities worldwide. The control problem
becomes more evident as future DCs scale to large
numbers of servers. Therefore, it is reasonable that,
once the packaged fast optical switches are commer-
cially available, the fast switches will be employed in
architectures that allow highly decentralized and paral-
lel control with fast schedulers. Possible applications
would be in intra- and interblades to interconnect >
100Gb=s microservers, and in disaggregated architec-
tures interconnecting ultrahigh-bandwidth computing
and memory nodes.

25.5 Conclusion and Discussion

The never-ending growth in demand for high band-
width in data centers is accelerating the deployment
of more powerful servers and more advanced optical
interconnects. To accommodate the increasing volume
of traffic with low communication latency and high
power efficiency, technological and architectural inno-
vations of DCNs are required. Optical circuit switching
technologies are now starting to be deployed in leading-
edge data center networks. Combining OCS and OP-
S/OBS based on fast optical switches could be an
attractive solution as the technologies develop, by pro-
viding efficient statistical multiplexing and transparent
high-capacity operation while eliminating the opaque
front-ends created by OEO conversions. However, the

lack of optical memory, the limited scalability due to
the relatively low port count of fast OPS/OBS optical
switches, and the inefficiency and lack of scalability of
a centralized scheduler and control system capable of
rapidly configuring the overall optical data plane are
some of the practical hurdles to overcome to fully ex-
ploit the potential of optical switching technologies in
DCNs. Solving those problems will require complete
solutions from the DCN architecture down to the de-
vice technology. Promising results have been shown in
recent investigations to solve those issues and pave the
way towards mainstream deployment of optical switch-
ing technologies in next-generation data center net-
works.
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Part D of this Handbook covers optical communication
and networking technologies in the access network seg-
ment (focusing on passive optical networks and mobile
traffic backhauling) and recent trends in optical wire-
less communication (visible light communication and
free-space optical links).

The access segment of a telecommunications net-
work is the segment that connects subscribers to their
immediate service provider, in contrast to the core net-
work (covered in Part 2 of this Handbook), which
connects service providers to one another. Access net-
works can offer wired connectivity (e.g., using twisted
pairs, coaxial cables, or fibers) to fixed subscribers or
wireless connectivity (e.g., using cellular base stations)
to mobile subscribers. Part D first discusses fiber-based
wired technologies for fixed subscriber access, but later
chapters show that fiber-based connectivity is also the
main infrastructure for aggregating and transporting
mobile traffic.

Until the early 1990s, fixed access was dominated
by copper-based solutions such as twisted pairs for
traditional telephone networks (plain old telephone sys-
tem, POTS) or coaxial cables for cable TV services.
With the increasing adoption of broadband speeds,
growing bandwidth demands called for fiber-to-the-
home (FTTH) deployments, which started in the middle
of the 1990s. Since then, optical access technologies
have represented a growing share of fixed access lines.

The most important type of optical access network
is the passive optical network (PON). PONs can de-
liver high data rates to network subscribers through
a cost-effective tree-like fiber deployment that allows
fiber capacity to be shared among a large number of
subscribers. Several generations of PONs have already
been standardized and deployed, but PONs are still
evolving and adapting to new telecom service require-
ments. Chapters 26–30 provide the reader with a wealth
of knowledge regarding this evolution.

Chapter 26 provides a gentle introduction to opti-
cal access technologies. It reviews the evolution of fixed
access networks from the first deployment of PONs to
the recent standardization of NG-PON2 and the latest
developments aimed at preparing the fixed access seg-
ment to serve mobile traffic.

Chapter 27 delves into the details of the first gen-
eration of PON technology based on time-division
multiplexing (TDM). After introducing the overall sys-
tem architecture, the chapter addresses more advanced
topics about the physical layer (such as burst mode
transmission and analog video distribution) and the
network layer (such as access control and bandwidth
allocation and protection).

Chapter 28 extends the PON overview to other
emerging multiplexing technologies. TDM is now be-

ing replaced with or joined by other multiplexing tech-
niques (e.g., wavelength-division multiplexing) to cope
with increasing subscriber bandwidth demands. The
chapter starts by describing the second generation of
PONs (NG-PON2), which extend first-generation PONs
by adding WDM, and then moves on to describe exper-
imental technologies (the third generation of PONs).

Other advanced technical proposals to evolve PONs
(which are comprehensively described in Chapters 29
and 30) entail not only upgrades to transmission and
multiplexing but also more disruptive evolutions of the
classical tree-like PON architecture.

Chapter 30 starts from the assumption that a
modern optical transmission network facilitates much
longer transmission distances and represents an ex-
tended version of the traditional PON—a long-reach
(LR) PON. LR-PONs are used in both the access
and metro network segments, as they offer advantages
in terms of infrastructure sharing, node consolidation,
and network-layering simplification. Chapter 30 recalls
the history and the design and operation principles of
LR-PONs, and it reviews recent experimental demon-
strations.

Similarly, Chapter 29 shows how next-generation
access/metro networks can benefit from the improved
networking capabilities of advanced PON systems,
where the optical layer can be reconfigured and dynam-
ically managed while maintaining the low-cost business
cases that PONs were originally devised for. The solu-
tions described in this chapter are almost entirely bey-
ond what PON systems can offer today. However, most
of them are currently being investigated in research or
are already in development.

Aside from providing higher capacities for fixed
subscribers, optical networks are also expected to be the
main technology used to transport (‘backhaul’) mobile
traffic, supporting growing data rates and denser radio
access networks. Chapters 31 and 32 present two al-
ternative solutions for the effective transport of mobile
traffic. More precisely, Chapter 31 focuses on the trans-
port of fronthaul traffic through digital radio over fiber
(D-RoF). The term fronthaul refers to a new network
segment that has recently been introduced in mobile
networks to accommodate the high bandwidth gener-
ated when the two units of a radio base station (the
remote radio head and the baseband unit) are split and
located remotely. This new network segment has spe-
cific needs in terms of latency, jitter, and bandwidth
that affect the specification of the fronthaul interface.
Chapter 31 discusses the different switching and multi-
plexing options for D-RoF-based fronthaul.

Although D-RoF currently dominates the front-
haul segment, increasing bandwidth requirements of
digital interfaces mean that, as capacity grows, ana-
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log techniques may also become favorable. Therefore,
in Chapter 32, the requirements and different optical
configurations of analog RoF transport systems are re-
viewed.

An even more drastic increase in capacity and an
enhanced ability of the network to adapt to different
application needs are expected in the incoming 5G mo-
bile communications. In Chapter 33, to highlight how
optics can be used to support 5G communications, tech-
nologies used in fiber-wireless radio access networks
(RANs) are reviewed, including mobile fronthaul evo-
lution, all-spectrum fiber-wireless access technologies,
and optical signal processing techniques.

Part D of this Handbook also covers two forms of
optical transmission that are accomplished directly in
the wireless domain. Chapter 34 describes the basic
principles of and current trends in free-space optical
communication (FSOC), a technology that can be used
to increase satellite bandwidths while reducing the size,
weight, and power of the system and taking advantage

of a license-free spectrum. Chapter 35 discusses visi-
ble light communication (VLC), an optical transmission
technique that transmits data by modulating the inten-
sity of the light source. This chapter describes VLC
devices (such as light sources and receivers) and tech-
nologies (such as the main modulation techniques), as
well as current applications of VLC (such as indoor
lighting, wireless local area networks (LANs), and un-
derwater transmission).

Finally, Chapter 36 reviews fiber-based communi-
cation and sensing systems for avionics applications.
The fly-by-light (FBL) approach to aircraft control
is described. This is a representative and successful
application of optical technology to avionics due to
its light weight, compact size, high bandwidth, and
immunity to interference. Various types of fiber-optic
sensors for temperature, strain, pressure, vibration,
and acoustic emissions are discussed, meaning that
this emerging field of optical communications is well
covered in this Handbook.
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26. Introduction to Optical Access Networks

Björn Skubic , Lena Wosinska

Fixed-access networks have had a tremendous im-
pact on society over the last few decades enabling
residential broadband services and being a driver
for the digitalization of society. With increasing
broadband speeds, optical access technologies are
playing an increasingly important role for fixed ac-
cess. Growing capacity demand is driving deeper
fiber penetration and fiber-to-the-home (FTTH)
deployments. An important category of optical ac-
cess systems is passive optical networks (PONs).
PON systems are designed to meet the require-
ments of access networks, supporting cost effective
deployment and high-end user peak rates. Several
generations of PONs have been specified both in
ITU-T and IEEE. Deployed systems have predomi-
nantly been based on time division multiplexing
(TDM)-PON. Recent standardization in ITU-T have
specified next-generation (NG)-PON2, which is the
first multi-wavelength access standard. Beyond
higher capacity residential access, optical access
is also expected to play an increasingly important
role in providing transport services for mobile net-
works, supporting growing data rates and denser
radio access networks. This introductory chap-
ter on optical-access reviews the evolution of
fixed-access network architecture and presents
a technology overview of optical access systems.

26.1 Evolution of Fixed-Access Networks
and Impact on Society ...................... 831
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26.1 Evolution of Fixed-Access Networks and Impact on Society

The evolution of fixed-access networks has had a large
impact on society during the past decades, starting with
basic Internet services in the 1990s and the dotcom
boom in the late 1990s.

26.1.1 Fixed Broadband Emerges

In the early 2000s, digital subscriber line (DSL) tech-
nologies enabled wide-scale adoption of residential
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broadband services with capacities beyond 1Mbit=s.
This enabled media transfer (music, video, etc.) over
the residential broadband connection, whereas early In-
ternet services consisted mainly in transfer of text and
images. Internet protocol (IP) emerged as the princi-
pal communications protocol, enabling convergence of
network infrastructure for delivering different services.
The wide-scale adoption broadband access unleashed
the popularity of content sharing (e.g., BitTorrent,
Gnutella), which heavily impacted the media industry
(music, film, and gaming).

Broadband connectivity became an increasingly im-
portant service offering for telecom operators. The In-
ternet and the value it offered drove continued evolution
in broadband access towards higher speeds. However,
for many operators, revenues were still dominated by
traditional telephony services, while traffic volumes
and investment costs were now heavily impacted by
broadband access. Furthermore, the emergence of over-
the-top voice services (e.g., Skype), where a service was
delivered by a third party over the Internet subscription,
started to threaten the traditional telephony business.
Declining revenues from traditional telephony services
combined with deteriorating price per bit for broadband
access raised concerns for operators. Several operators
adopted strategies to provide more service-oriented of-
ferings. The ambition was to transform the operator
role from a dumb pipe provider with flat-rate pricing
to a smart pipe provider with pricing based on service
value. To capture some of the value growth, network op-
erators also started offering content-delivery services.

IP convergence was not just a threat to operators.
It was also exploited to simplify networks in the evo-
lution from, e.g., asynchronous transfer mode (ATM).
High-capacity broadband connectivity combined with
IP convergence enabled operators to offer triple-play
services, where telephony, Internet, and television ser-
vices were bundled and delivered digitally to residential
subscribers over a converged IP-based broadband con-
nection. The different triple-play services have different
characteristics and requirements in terms of bandwidth,
latency, jitter, and burstiness. While Internet connectiv-
ity was delivered as best effort, traffic engineering with
quality of service (QoS) policies, allowed operators to
provide service guarantees for voice and video services.
This enabled a differentiation compared to third-party
services that were delivered over the Internet subscrip-
tion.

26.1.2 Transformation of Society

The impact of broadband access on society is hard to
overestimate. Broadband access has been a foundation
for digitalization of the society. The term e-business

was originally coined for business that in some form
relied on the Internet. Today the Internet is integral
for almost any business. It has transformed how in-
formation is accessed and has had an important role
in globalization. Services such as health care, bank-
ing, travel arrangements, and retail are all migrating
towards online services. Social media is also playing
an increasingly important role in the modern society.
Online marketing and Big Data have become impor-
tant tools for a wide range of industries. Today, several
of the highest valued companies worldwide (Google,
Facebook, Amazon, etc.) are online companies [26.1].
The business landscape has changed, and new business
models have emerged that capture the value enabled
by broadband connectivity, although most of the prof-
its were captured by over-the-top players, i.e., content
providers or online platforms (such as search engines
and social media platforms) rather than infrastructure
and broadband connectivity providers.

Broadband access has been found to be a key driver
for economic growth [26.2] and with digitalization,
society is also becoming increasingly dependent on
broadband access for critical services. This has spurred
national and regional agendas/targets for deployment of
broadband network infrastructure. According to the Eu-
ropean CommissionDigital Agenda [26.3], by 2020, all
European households should have Internet access at bit-
rates of at least 30Mbit=s, and 50% or more at bitrates
above 100Mbit=s. It has also led to regulations on re-
quirements for coverage, reliability, and availability, as
well as requirements on unbundling and competition.
Figure 26.1 shows the historic average penetration rate
of fixed broadband access in OECD countries, which
in 2017 passed 30% [26.4]. Among the fixed broad-
band connections, in 2017 on average 22% were based
on fiber. However, regional differences are large, e.g.,
in countries such as Japan and South Korea, more than
75% of the fixed broadband connections are fiber based.

26.1.3 From Triple Play to IoT

Bandwidth requirements for residential broadband con-
nectivity have continued to grow to today’s technology
capabilities of > 100Mbit=s. Emerging services, such
as ultra-high definition (UHD) TV, augmented reality
(AR), and virtual reality (VR) will continue to drive
bandwidth requirements beyond 100Mbit=s. In parallel
to the development of higher-speed residential access,
broadband connectivity has evolved from interconnect-
ing homes (with fixed broadband), to connecting people
(with mobile broadband) and is now extending further
to interconnecting devices, referred to as the Internet of
things (IoT). Device-to-device and machine-to-machine
connectivity is gaining new application areas such as
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Fig. 26.1 Average fixed broadband
penetration in OECD countries from
2004 to 2017 (after [26.4])

smart homes, connected vehicles, etc. and is bringing
new challenges to the access networks. Connectivity
is also seen to play an increasingly important role in
the process and manufacturing industry. Industry 4.0
denotes the ongoing transformation towards increased
exploitation of automation and data exchange within
manufacturing.

Although, in both mobile broadband and IoT, the
final access link will in most cases be wireless, fixed-
access systems will continue to be a key part of the
broadband infrastructure as an enabler for both mo-
bile broadband and IoT. As a key part of a converged
infrastructure, fixed-access systems will need to sat-
isfy an even wider range of requirements on capac-
ity (> 10Gbit=s), latency (< 1ms), and reliability (>
99:999% connection availability), with requirements
coming from a wide range of end-user services as well
as mobile transport.

26.1.4 Mobile Broadband and Convergence

Mobile communication networks have evolved sev-
eral generations since they were first introduced in the
1970s. From the plain voice and text services in the first
and second generation (1G and 2G) networks, today’s
3G and 4G networks have successfully shifted to data
centric services. The evolution of radio access networks
(RANs) continues with emerging 5G standards. Mobile
data traffic has increased 1000 times during the past few
years [26.5], and this trend is not going to change. By
2020, the mobile traffic volumes are expected to grow
rapidly, and the number of connected devices will be
10�100 times higher than today [26.6].

The next generation mobile network, referred to
as 5G [26.6, 7], aims to address these issues and pro-

vide unlimited access to information for people and
a large variety of connected devices. 5G deployment
will increasingly rely on optical access technologies. In-
creasing traffic demand in the cellular networks leads
to a need for densification of the mobile base sta-
tions, which in turn need to be interconnected by
ultra-high capacity, low latency, and highly reliable
links. This evolution brings new challenges to the ac-
cess network segment. So far, the fixed and mobile
access networks have evolved independently. The net-
work infrastructure, equipment, topology, functions,
and network requirements are largely different, which
has led to independent investments and network oper-
ation. However, with the evolution in mobile networks
towards higher capacity and site density, there has been
an increasing interest in converged network solutions.
Such converged network infrastructure would provide
broadband access for fixed users as well as serve as
a transport network for mobile networks.

26.1.5 Impact of Datacom
on Telecom Networks

A major issue in the roll-out and build-out of broad-
band access infrastructure has been that revenues are
concentrated to major over-the-top players, while in-
frastructure providers are facing large deployment and
operational costs for building out and running the
broadband access infrastructure. The access segment
is highly cost sensitive, and cost is an important pa-
rameter for understanding the evolution of fixed-access
systems and architectures. In the fixed-access com-
munity, different schemes for saving costs have been
explored including architectural transformation through
node consolidation [26.8], as well as convergence op-
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portunities between fixed and mobile networks [26.9].
Recently, there has also been an increasing interest in
network function virtualization (NFV), software de-
fined networking (SDN), and open interfaces in the
access segment. Trends from the datacom area with
software routers/switches and generic network hard-
ware, i.e., white boxes, are expected to increasingly
impact telecom networks. Functions that today are im-
plemented in dedicated network hardware (HW) (e.g.,
ASIC and FPGA) may, to an increasing degree, be vir-
tualized, implemented in software (SW), and hosted in
merchant silicon. The trend implies that network func-
tions will, to a larger extent, be implemented in SW,
while HW will be more generic. The separation of SW
from HW allows the two to evolve with different life
cycles facilitating SW upgrades and adding new SW
features with shorter time-to-market. Combined with
open interfaces, virtualization is also expected to affect
the supplier ecosystems. Open interfaces are considered
to foster innovation, where application developers are
free to innovate on top of the interfaces. The network
is increasingly seen as a platform for application devel-
opers to develop network applications. However, there
is also concern that open interfaces may inhibit innova-
tion across interfaces, given the resistance of modifying

interfaces once defined. A major concern with vir-
tualization is performance, since performance-critical
functions are, in general, more efficiently implemented
in dedicated HW optimized for a particular function,
e.g., packet processing, baseband processing, encryp-
tion/decryption, etc.

Edge computing has emerged as an important con-
cept in both fixed and mobile access [26.10, 11]. The
trends of virtualization in telecommunication networks
will in the long run lead to large-scale distributed cloud
deployments. Such infrastructure could be exploited for
other services besides telco workloads. The promise of
edge computing is that alternative services can benefit
from being hosted in a highly distributed edge cloud
infrastructure. These include services that rely on ex-
tremely low latency control loops or services collecting
massive amount of data that needs to be filtered at the
edge of the network. For operators, the concept of the
edge cloud is important, as it presents a vision where
access networks and their proximity to customers will
be of growing significance in future revenue generation.
The edge cloud enables service differentiation com-
pared to over-the-top providers, and access sites are
increasingly seen as assets rather than a pure cost driver
in the network infrastructure.

26.2 Access Network Architectures: Evolution and Trends

In many cases, fixed-access network architectures
evolved starting from existing telephony networks,
where fixed broadband access services are provided ex-
ploiting existing copper plants originally deployed for
plain old telephony services (POTS).

26.2.1 Early Copper-Based Architectures

Copper cabling was deployed in the access segment
between telecom central offices (CO) and subscriber
premises. A brief introduction to copper access is im-
portant for understanding the evolution of fixed-access
architectures. Several generations of ITU-T specifica-
tions for DSL provided increasing capacity of broad-
band access over twisted pair cables. DSL broadband
services are provided over the copper access loop be-
tween a DSL access multiplexer (DSLAM), typically
at the operator central office and a DSL modem at
the customer premises. Asymmetric DSL (ADSL) tech-
nologies with ADSL, ADSL2, and ADSL2+ brought
access capacity per subscriber in the Mbit/s range,
with ADSL2+ providing a maximum subscriber rate of
24Mbit=s downstream and 3:3Mbit=s upstream. How-
ever, DSL subscriber rates are highly dependent on

the length of the access loop, i.e., the cabling dis-
tance between the CO and the subscriber. Therefore, the
distance to the CO determined which broadband ser-
vices could be supported. For ADSL2+, the subscriber
peak rate drops below 20Mbit=s at 2 km distance and
is further reduced to approximately 1Mbit=s at 5 km.
For POTS, the maximum loop length was 5 km us-
ing standard wiring. Despite dependence on distance,
the capabilities of ADSL2+ enabled massive roll-out of
fixed broadband services.

To meet the demand for even higher bandwidth,
very-high-bitrate DSL (VDSL) and VDSL2 were spec-
ified in ITU-T. VDSL2 provides 100Mbit=s symmet-
rical bitrates at source, which deteriorate to less than
50Mbit=s at 0:5 km. Given the limited reach of VDSL2,
in many cases it could not provide adequate service over
the entire central office service areas. Techniques ex-
tending the reach of VDSL2 were developed, such as
vectoring (noise cancelation techniques) and bonding
(using two telephone lines available in many homes).
These techniques could be used in some cases, while
in other cases, active remote nodes were deployed to
provide a termination point for VDSL2 located closer
to the subscriber. This implied a densification of the
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cess loop from different measurements (after [26.12–14])

fixed-access network with active remote nodes in the
CO service area.

Recently, a new generation of DSL was specified
in ITU-T, referred to as G.fast. G.fast was developed
for access loops of less than 0:5 km with a target band-
width of 1Gbit=s–100Mbit=s, depending on the loop
length. Due to the shorter reach, G.fast requires ac-
cess sites that are closer to the customer than previous
DSL generations. These sites should typically be served
by fiber, resulting in fiber-to-the-x (FTTx) deployment
scenarios with deeper fiber penetration. An advantage
of DSL technologies is the ability to reuse existing
copper-based infrastructure, where the last part of the
access loop connecting to the subscriber is often the

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Core COCO Main COCabinetHome

FTTEx

Building

FTTCab

FTTB

FTTH

ADSL2+

VDSL2

G.fast/CAT6
Aggregation

FTTHN
od

e 
co

ns
ol

id
at

io
n

D
ee

pe
r 

fi
be

r
pe

ne
tr

at
io

n

DSLAMCPE

OLT

OLT

OLT

OLT

CPE-ONU

CPE-ONU

CPE

CPE
RN
(DSLAM/Switch-ONU)

RN
(DSLAM-ONU)

Fan-out Fan-out

Fan-out Fan-out

Fan-out

Reach extender

CO service area

Feeder section

Fan-out

Fig. 26.3 Fixed-access evolution towards higher access bitrates and deeper fiber penetration. The bottom scenario shows
node consolidation exploiting long reach optical access technologies for reducing the number of COs. (Abbreviations:
customer premises equipment (CPE), DSL access multiplexer (DSLAM), optical line terminal (OLT), optical network
unit (ONU), remote node (RN))

most costly to upgrade to fiber. DSL technologies have
enabled reuse of existing infrastructure, reducing or
postponing the need for costly fiber infrastructure de-
ployment.

Figure 26.2 shows the maximum downstream bit-
rate for ADSL2+, VDSL2, G.fast, and dependence on
the length of the access loop. The data in Fig. 26.2
is compiled from different measurements, as the rela-
tion between data rate and loop length depends on the
quality of the copper plant and differs in different de-
ployments.

26.2.2 Higher Speeds
and Deeper Fiber Penetration

The architectural implication of increasing bandwidth
in copper-based access networks has been a need to
reduce the copper loop length, introducing active re-
mote nodes at key distribution points (e.g., cabinets)
in the CO service area. In many cases, the active re-
mote nodes have been served by fiber-based backhaul
to cater for aggregated bandwidth requirements, which
in combination with increasing capacity demand per
user has been driving deeper fiber penetration in the
service areas [26.15–18]. Figure 26.3 shows a typi-
cal access/metro site hierarchy consisting of the home,
building, cabinet, central office (CO), main CO, and
core CO. The naming of the sites, as well as the num-
ber of levels in the hierarchy may differ for different
countries/operators/areas. Fiber-based access networks
can be categorized according to the degree of fiber
penetration as: fiber-to-the-exchange (FTTEx), fiber-
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to-the-cabinet (FTTCab), fiber-to-the-building (FTTB),
and fiber-to-the-home (FTTH). The latter three cate-
gories are jointly referred to as FTTx. The architectural
evolution towards higher access bitrates with deeper
fiber penetration is illustrated in Fig. 26.3. Note that
the optical access systems consist of an optical line
terminal (OLT), typically placed at the CO, and opti-
cal network units (ONU), which are placed either at
customer premises or at distributed access sites. The
optical distribution network (ODN) is the fiber-based
infrastructure that interconnects the OLT and ONUs.

26.2.3 FTTH: A Future Proof Infrastructure

Fiber supports higher bandwidth and longer reach com-
pared to copper technologies. For this reason, FTTH
infrastructure is often considered as the future-proof op-
tion for higher access bandwidths to come. Not only
does FTTH provide support for higher bandwidths, it
also reduces the need for active remote nodes in the
network. Hence, the choice between FTTH and other
variants of FTTx depends on a trade-off between fiber
deployment costs and costs associated with active re-
mote nodes. Despite being recognized as future proof,
massive deployments of FTTH have in many areas
been much delayed due to the high investment cost of
fiber infrastructure. Regional differences are, however,
quite large, with significant deployments in Asia, while
regions such as Europe, to a large extent, are still ex-
ploiting existing copper plants.

The ODN of an FTTH deployment depends on the
optical access technology. The structure of the ODN is
important, as it may constrict or affect costs for future
upgrades to higher capacity. An important group of so-
lutions for large-scale deployments of optical access are
PONs. There are several different types of PONs, but
generally PONs are designed to save fiber in the feeder
section (Fig. 26.3) without introducing costly active re-
mote nodes. Different variants of PONs are reviewed in
Chaps. 27 and 28.

Generally, a PON consists of multiple ONUs con-
nected to an OLT via an ODN (Fig. 26.4). The PON
ODN is commonly deployed in a tree-like topology
with one or several stages of optical power splitters
and/or wavelength filters. In the FTTH architecture, the
ONUs are located at the customer premises, while the
OLT is typically hosted at the CO. The ODN splitters
or filters are located at distribution points in the CO ser-
vice area (in Fig. 26.4, the fan-out stages). In PONs,
the ODN is a shared transmission medium, and de-
pending on the type of PON, different mechanisms are
employed for sharing of the medium (i.e., time domain,
wavelength domain, etc.). The ODN is a long-term
investment that should support future technology gen-
erations. Considering the existing base of TDM-PON
deployments (i.e., EPON and GPON), the most com-
mon ODN infrastructure today is a splitter-based PON
ODN.

Besides splitter-based ODNs, other possible ODN
deployments are point-to-point (PtP) fiber and filter-
based PON ODNs. For splitter-based ODNs, careful
planning of the splitter stages and splitter locations is
needed to facilitate upgrades with increasing traffic and
take rates.

26.2.4 Node Consolidation

With the transition to FTTH, some operators are con-
sidering exploiting the reach of optical technologies
for consolidation of COs to a fewer number of COs
with larger service areas (Fig. 26.3). A reduction in the
number of CO sites may provide significant savings
in fixed-access networks. However, node consolida-
tion also leads to increased requirements on the optical
access systems (longer reach, higher fan-out, higher
power budget). Although optical communications sup-
port long reach, there is an impact on transceiver
complexity (challenges with long-reach access systems
are discussed in Chap. 30). Whether or not node con-
solidation is favorable depends on a detailed trade-off
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a sweet spot for node consolidation (after [26.19])

between site costs, fiber infrastructure costs, and tech-
nology costs for different scenarios. Plans for node
consolidation should also consider the risks of higher
upgrade costs when migrating to future optical ac-
cess technologies, as reach typically deteriorates with
higher bitrates. Figure 26.5 shows a schematic illustra-
tion of the cost structure in the access depending on
the number of access sites. With node consolidation,
site costs decrease due to fewer access sites. Aggre-
gation links, which provide backhaul to access sites,
will require higher capacity but will be both fewer and
shorter, which results in reduced costs. Feeder links,
i.e., the fibers between the traditional service area and
the consolidated access sites, become longer with node
consolidation, resulting in increased costs. Combined,
these cost dependencies result in a sweet spot for a cer-
tain density of access sites.

26.2.5 Mobile Networks and New
Requirements for Mobile Transport

Mobile transport requirements are expected to become
increasingly important for fixed-access systems. How-
ever, until today, fixed-access systems have evolved
without major impact from mobile access. Global mo-
bile data traffic was 7% of the total IP traffic in 2016 and
will be 17% of the total IP traffic by 2021 [26.20]. The
number of mobile cell sites per CO service area are rel-
atively few [26.21]. Hence, fixed-access systems were
designed primarily for cost effective residential access
services. Instead, dedicated systems and technologies
were used for mobile backhaul including, microwave
links, copper technologies, PtP fiber, and coarse WDM
(CWDM) links. However, mobile networks are expe-
riencing rapid growth in traffic. It is expected that
fixed-access systems will need to provide the trans-
port service for mobile networks to a greater extent.

Organizations like next-generation mobile networks
(NGMN) [26.22] and 5G infrastructure public private
partnership (5G-PPP) [26.23] have defined aggressive
performance targets for the 5G systems, including ac-
cess bitrates up to 10Gbit=s [26.7]. Those targets bring
challenges for both the wireless technology and the
wired backhaul/fronthaul/midhaul networks, referred to
as mobile transport networks. To cater for this growth,
not only the capacity per mobile cell site needs to in-
crease (e.g., wider spectrum, beamforming, etc.), but
also the number of mobile cell sites needs to increase
(e.g., small cells). There are significant costs in adding
new mobile cell sites as well as providing connectivity
to such sites. Studies have shown that the significant
cost of providing connectivity to a cell site may re-
sult in a situation where it is more cost effective to
utilize the existing fixed-access network infrastructure
and deploy a larger number of cell sites at locations
where connectivity is available, rather than deploying
a fewer number of cell sites at optimal radio locations,
whilst extending connectivity to these locations [26.24].
Hence, the cost of mobile transport in future mobile net-
works may drive convergence between fixed-access and
mobile transport, as discussed in Sect. 26.2.6.

Note also that one trend in mobile network evo-
lution that impacts mobile transport is the increasing
need for RAN coordination for denser networks. RAN
coordination is the coordination of radio signals of
neighboring mobile cells within a geographical area
in order to improve radio performance or mitigate in-
terference between cells. Several protocols have been
proposed, such as, e.g., the coordinate multipoint pro-
tocol (CoMP) that will be used as an example below.
RAN coordination typically puts requirements on the
connectivity between cells in the coordination group.
As shown in Table 26.1, there are multiple schemes,
ranging from moderate coordination to very tight co-
ordination, and these schemes result in a wide range of
requirements on the transport network in terms of both
required transport capacity and delay class (i.e., max-
imum latency between cells in a coordination group).
Whereas moderate coordination is generally supported,
tight and very tight coordination will have direct impact
on the design of the mobile transport network, as they
require high capacity and enforce very strict latency re-
quirements.

Another aspect of RAN affecting mobile transport
networks is the RAN deployment model. Traditional
LTE deployment consists of eNodeB base stations at
the cell sites with conventional S1 backhaul to the mo-
bile core network. Internally, the eNodeB consists of
digital units and radio units, separated by an interface,
typically the common public radio interface (CPRI).
These units may be integrated or separately deployed
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Table 26.1 RAN coordination schemes associated capacity gain and requirements on latency between cells subject to
coordination in long-term evolution (LTE) [26.21]

Coordination classification Coordination feature Max capacity gaina Delay class
Very tight coordination Fast UL CoMP

(UL joint reception/selection)
High 0:1�0:5ms

Fast DL CoMP
(coordinated link adaptation, coordinated scheduling, coordi-
nated beamforming, dynamic point selection)

Medium

Combined cell Medium
Tight coordination Slow UL CoMP Small 1�20ms

Slow DL CoMP
(e.g., postponed dynamic point blanking)

Small

Moderate coordination FeICIC Small 20�50ms

Coordination classification Coordination feature Max capacity gaina Delay class
Very tight coordination Fast UL CoMP

(UL joint reception/selection)
High 0:1�0:5ms

Fast DL CoMP
(coordinated link adaptation, coordinated scheduling, coordi-
nated beamforming, dynamic point selection)

Medium

Combined cell Medium
Tight coordination Slow UL CoMP Small 1�20ms

Slow DL CoMP
(e.g., postponed dynamic point blanking)

Small

Moderate coordination FeICIC Small 20�50ms

a Small: � 20%, Medium: 20�50%, High: 
 50%

such that, e.g., the radio units are deployed in the cell
towers close to the antennas, while the digital units
are deployed at the base of the towers. An alternative
deployment model, referred to as centralized-RAN (C-
RAN), is to deploy the digital units at a central location
enabling pooling of resources between cell sites and
facilitating RAN coordination by co-location of digi-
tal units that belong to a common coordination group.
This type of deployment implies that the mobile trans-
port network needs to carry CPRI data between the
central location and the cell sites, i.e., digital fronthaul.
Another deployment model that has been proposed is
analogue fronthaul, where, essentially, even the radio
units are deployed at the central location. This reduces
the cell site footprint but means that analogue signals
need to be carried between the central location and
the cell sites. With 5G, additional functional decom-
positions of the RAN have been considered, where
internal RAN functions are grouped differently com-
pared to today, resulting in new types of RAN nodes
and new interfaces between nodes, resulting in different
requirements on mobile transport networks. Details of
digital and analogue fronthaul techniques are presented
in Chaps. 31 and 32.

26.2.6 Convergence Between
Fixed and Mobile Access Networks

Conditions for convergence between fixed and mo-
bile networks depend both on convergence of sites,
regarding placement of nodes and functions in the net-
work, as well as on convergence of links, regarding
transport/connectivity requirements between the sites.
For example, stringent latency requirements in RAN
deployments supporting tight coordination or mobile
fronthaul impose requirements on the mobile transport
as well as constrict the degree of node consolidation.
This is because in these cases certain RAN functions

need to be hosted sufficiently close to one or several
cell sites. In a converged scenario, limitations to node
consolidation in the mobile network will also impact
the degree of node consolidation that can be achieved in
the fixed-access network. Hence, the feasibility of con-
vergence depends on whether an attractive compromise
between fixed and mobile networks can be found.

Looking at the characteristics of today’s mobile
network architecture and the opportunities for node
consolidation and convergence, Fig. 26.6 shows an il-
lustration of the fraction of cell sites within 40 km
distance of different types of CO sites. The distance
40 km corresponds to a round-trip time (RTT) of 0:4ms,
consistent with flavors of very tight RAN coordination.
This shows that site consolidation to the CO or main
CO level is feasible in the RAN, which means that
converged architectures based on consolidation to these
particular sites are possible.

Figure 26.7 shows the different types of conver-
gence scenarios on the link level, exemplified with
different systems (convergence happens on the optical
system level, as the same optical system is used for
fixed-access and mobile transport). This scenario pro-
vides maximum infrastructure reuse but may not be fea-
sible if there are significant differences in the transport
requirements. Fixed-access systems can generally pro-
vide support for basic mobile backhaul services, e.g.,
TDM-PON systems can support basic mobile backhaul
services using static bandwidth allocation. Emerging
deployment scenarios with the need for a tight RAN
coordination and mobile fronthaul cannot, however, be
supported by typical TDM-PON systems. Figure 26.7b
shows convergence on the ODN level, where different
optical systems/technologies are used for fixed-access
and mobile transport exploiting the same ODN. This
form of convergence enables sharing of fiber infra-
structure, while sharing of active equipment is limited.
Stringent mobile transport requirements were one of the
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reasons for introducing PtP WDM overlay support in
NG-PON2, as discussed in Sect. 26.3.3. PtP WDM pro-
vides dedicated wavelength channels for high capacity
and low latency transport that could be used for mo-
bile transport, while fixed-access users are served by
separate TDM wavelengths. One issue in this form of
convergence is the additional complexity and optical
power loss resulting from the convergence filters re-
quired to bring wavelengths for different services onto
the same ODN. Figure 26.7c shows a scenario with
dedicated solutions tailored for fixed-access and mobile
transport, respectively. Sites and fiber ducts are shared
between fixed and mobile deployments, while optical
systems, including fiber infrastructure and active ele-
ments are dedicated. Figure 26.7d shows another form
of convergence that will be commented on in the next
section. Studies have shown that the optimum degree of
convergence depends on a range of parameters, such as
the subscriber density, density of small cells, and fiber
availability, etc. [26.9].

26.2.7 Fixed Wireless Access: Integration
of Fixed and Wireless Networks

The concept of fixed wireless access is based on exploit-
ing wireless technologies for providing fixed-access
services. Hence, instead of copper or fiber-based ac-
cess, wireless technologies are exploited in the last
mile such that each subscriber receives the fixed-access
service through a wireless modem. Some of these
fiber-wireless architectures are reviewed in Chap. 33.
Conventional wireless technologies are limited in either
capacity or reach. However, the evolution toward 5G
has the potential to take fixed wireless access (FWA)
to a completely new level, exploiting wireless tech-
nologies as an integral part of fixed access. Already
today, in LTE with 40MHz of bandwidth, there is of-
ten a working business case for FWA as an add-on
improvement to fixed access [26.25]. 5G offers tech-
nology options that make it possible to use larger
chunks of radio spectrum and provide consumers with
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high bandwidth and low latency (1ms). Compared
with FTTH and other wireline solutions, FWA offers
a variety of benefits, including significantly lower roll-
out costs and rapid service rollout. This is because
the bulk of the costs and most of the complexity in-

volved in fixed-access deployments are associated with
the last segment that reaches the user premises. The
FWA scenario is depicted in Fig. 26.7d and can be
seen as an intermediate step between FTTCab and
FTTH.

26.3 Optical Access Systems/Technologies and Standards

There is a range of optical systems and technologies
for optical access networks, from systems/technologies
that are already standardized and deployed to research
concepts that have been demonstrated or proposed for
future access. Most of today’s PON deployments be-
long to the family of time divisionmultiplexing (TDM)-
PONs. Several generations of TDM-PONs have been
standardized in ITU-T and IEEE, as will be presented
in Chap. 27. ITU-T standards include G-PON [26.26]
and 10-gigabit-capable PON (XG-PON) [26.27]. IEEE
standards include EPON/GE-PON [26.28] and 10G-
EPON [26.29].

26.3.1 Legacy Systems

The standards consist of both a physical layer specifi-
cation as well as a media access control (MAC) layer
specification. The typical TDM-PON ODN was already
shown in Fig. 26.4. Existing standards assume a sin-
gle fiber working with one wavelength for downstream
transmission and a second wavelength for upstream
transmission. The downstream is based on TDM and
the upstream is based on TDMA (time division mul-
tiple access). The theoretical user peak rate is equal
to the PON line rate but the available PON capacity
is shared through statistical multiplexing. Transmission
is based on non-return-to-zero on-off-keying (NRZ-
OOK), which allows for sufficient system reach at
limited transceiver complexity. In TDM-PON systems,
there is a dependency between system reach, fan-out,
and subscriber rate that needs to be considered in de-
ployment dimensioning. The available optical power
budget, which is the difference between transmitter
output power and receiver sensitivity, limits combined
fan-out and reach. The ODN insertion loss increases
with higher fan-out, leading to less power budget re-
maining for system reach. Higher fan-out also means
more users sharing the total capacity of the PON, re-
sulting in a higher degree of statistical multiplexing
and lower average bandwidth per user. Typical deploy-
ments have an ODN fan-out of 1 W 32 or 1 W 64, but
standards also provide support for higher fan-out up to
1 W 256. The physical layer specifications of PONs de-
fine several optical power budget classes. Higher optical

power budget, through higher transmitter output power
and higher receiver sensitivity, provides the better per-
formance (in terms of combined fan-out and reach)
required in certain deployments but also needs more
complex and costly transceivers.

The MAC layer specifications of TDM-PONs de-
fine how the shared wavelength medium is accessed. As
shown in Fig. 26.8, downstream transmission is based
on broadcast-and-select, while upstream transmission is
handled through time slot scheduling. Statistical multi-
plexing in the upstream direction is enabled through dy-
namic bandwidth assignment (DBA) where the size of
the transmission slots for different ONUs are scheduled
based on traffic demand and other policy parameters.

TDM-PONs provide an efficient solution for fixed
access, as the design allows multiple ONU clients to
share a single OLT transceiver interface exploiting sta-
tistical multiplexing. This limits the number of OLT
transceivers needed in a network and reduces footprint
at the CO. TDM-PONs exploit the bursty nature of
access traffic, whilst still supporting high peak access
rates. A drawback of TDM-PONs is the lack of support
for low-latency services. Latency sensitive upstream
traffic cannot be subject to DBA and must be handled
through static bandwidth allocation, which eliminates
statistical multiplexing gains in the upstream. This is
problematic if a larger portion of the overall traffic
is latency sensitive. More details will be provided in
Chap. 27.

Figure 26.9 shows a range of optical access so-
lutions, including legacy systems as well as futuristic
concepts. Besides TDM-PON, other legacy options are
those based on PtP fiber. PtP fiber architectures may
exploit low-cost grey transceivers, i.e., the low-cost
transceivers used in standard PtP fiber communica-
tion on typical wavelengths, such as 850, 1300, 1310,
or 1550nm. However, there are also drawbacks with
such architectures. The flavor referred to as Homerun
(Fig. 26.9) is based on PtP fiber links between the sub-
scriber and the CO. A drawback of Homerun is the
excessive amount of fiber required in the feeder section.
In addition, a large number of fiber links need to be ter-
minated at the CO, which leads to large CO footprint
and increased operational complexity in handling large
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numbers of fiber and transceivers. An alternative ap-
proach to Homerun is active optical networks (AONs)
with active remote nodes that aggregate traffic at distri-
bution points between the customer and the CO. AONs
do not reduce the total number of transceivers but re-
duce the number of transceivers at the CO and relax the
requirements on available feeder fiber. The main draw-
back with AON is that it requires a large number of
active remote nodes that need to be deployed and main-
tained, typically at high cost. Deployments of Homerun
and AON exist but are more frequent in deployments
of smaller scale (e.g., municipalities) rather nation-wide
rollouts.

Up to access rates of 10Gbit=s, PON standards in
ITU-T and IEEE are based on TDM with increased
bitrates for each new PON generation. Higher TDM-
PON bitrates provide higher subscriber peak rates, and

more bandwidth, which can be used either for increas-
ing average bandwidth per user or for serving more
subscribers per PON. However, in the evolution beyond
10Gbit=s PONs, other options than TDM were consid-
ered, which will be discussed in the next section.

26.3.2 Beyond 10Gbit=s PONs

NG-PON2 [26.30] is the first multiwavelength access
standard. It is based on wavelength stacking for increas-
ing PON bandwidth. NG-PON2 specifies time-and-
wavelength-division multiplexing (TWDM) with 4–8
TDM-PON wavelengths of 10Gbit=s each over a sin-
gle fiber, as a primary alternative. The trade-off between
cost and performance is critical in the specification of
access PON systems. The cost of the ONU transceiver
is particularly critical. Increased PON bitrates require
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higher speed transceivers both at the OLT and ONU.
In TDM-PON, the ONU transceivers must decode/en-
code the full PON bitrate, even though the subscriber
may be enjoying merely a portion of the full PON band-
width. Another issue in the evolution beyond 10Gbit=s
is the increased challenges with chromatic dispersion
for higher bitrate NRZ-OOK, which results in a dis-
tortion of the optical signal with increased propagation
distance. Chromatic dispersion limits combined fan-out
and reach unless complex transceiver technologies for
dispersion compensation are employed, e.g., based on
digital signal processors (DSPs).

By employing TWDM, 10Gbit=s transceiver tech-
nologies could be reused in NG-PON2. However, tun-
able transmitters are needed at the ONU to meet the
requirement of colorless ONUs. The ONU is colorless
if there is only one type of ONU transceiver despite
multiple access wavelengths. The requirement of col-
orless ONUs is an important operational requirement
to avoid the logistics associated with colored ONUs.
In a multiwavelength system, this typically means that
the ONU transmitter must be tunable in order to tune
to an allocated wavelength. Depending on the system,
the receiver may also need to be tunable, meaning that
a tunable filter at the receiver determines the received
wavelength at the ONU. In some systems, filtering is
instead done in the ODN, and the ONU receiver only
needs to be wide-band capable, i.e., it can receive sig-
nals on a wide range of wavelengths. The ability to
reuse existing fiber deployment is an important re-
quirement for next-generation systems. Considering the
installed base of G-PON and EPON systems, support
for legacy power splitter-based ODN is needed, which
implies that also the ONU receivers need to be tun-
able. In NG-PON2 the ODN may be based on different
combinations of power splitters and wavelength filters,
such as arrayed waveguide gratings (AWGs). A purely
power-split ODN has the highest flexibility concerning
resource allocation but suffers from large insertion loss.
ODNs containing AWGs can achieve longer reach but
with less flexibility.

26.3.3 WDM-PON

An alternative track that has been considered for the
evolution of fixed-access optical systems is wavelength
division multiplexing (WDM)-PON. In WDM-PON,
each subscriber is allocated a dedicated pair of wave-
lengths (one for downstream and one for upstream).
The primary technology considered for WDM-PON
is dense WDM (DWDM). DWDM is used in metro/-
long haul links, but the technology has been considered
too costly for the access. PONs based on DWDM
with 40�80 wavelength channels at 1�10Gbit=s each

would be able to significantly increase aggregated PON
capacity beyond that of TDM-PONs. However, the
introduction of WDM in the access raises new chal-
lenges in realizing low-cost WDM components, includ-
ing tunable transceivers. WDM-PONs constitute a large
family of solutions, which can be categorized in dif-
ferent ways. One categorization is based on the ODN
(Fig. 26.9) and whether it is based on power splitters,
i.e., wavelength-selected (WS-)WDM-PON, or based
on WDM filters, i.e., wavelength-routed (WR-)WDM-
PON [26.31]. Solutions can also be categorized based
on the ONU transmitters and whether they are based
on tunable lasers or seeded reflective transmitters. In
the latter approach, a common light source at the OLT
is used, which is filtered by the ODN and a reflected
light signal is modulated at the ONU for upstream
transmission. The motivation for using seeded reflec-
tive transmitters is to avoid the complexity and cost
of tunable ONU transceivers. However, this approach
typically requires an ODN based on WDM filters,
and PON performance in terms of reach is also af-
fected.

WS-WDM-PON, which is based on passive opti-
cal power splitters, has a more limited reach compared
to WR-WDM-PON due to the high insertion loss of
power splitters. Each ONU is assigned one wavelength
pair (one downstream and one upstream). Therefore,
the maximum number of ONUs is equal to the number
of available wavelengths. All wavelengths are avail-
able at each of the ONUs. Therefore, tunable receivers
(e.g., tunable filters) are needed. In addition, tunable
lasers are required for colorless transmitters. In WR-
WDM-PON, there is one or several passive devices in
the ODN that can multiplex/demultiplex wavelengths.
These are typically AWGs which route single wave-
lengths or wavelength pairs to each ONU. The ONUs
can be designed either with tunable lasers or seeded
reflective transmitters and do not require tunable re-
ceivers.

In order to support latency critical services, NG-
PON2 introduced support for dedicated wavelength
services (1�10Gbit=s). These are provided as an over-
lay (16 PtP WDM channels) co-existing with TWDM
in the same ODN (shared spectrum). Part of the opti-
cal spectrum is used for PtP wavelengths, while part
of the optical spectrum is used for TWDM services.
Additionally, NG-PON2 supports a pure WDM-PON
configuration, where the full NG-PON2 optical spec-
trum is used for PtP wavelength services.

However, despite their potential for very high ca-
pacity, a number of factors limit applicability of WDM-
PONs for fixed-access networks. A general property of
WDM-PONs is that there is no statistical multiplex-
ing in the optical system as with TDM-PONs. There
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is no sharing of optical transceivers at the OLT between
different ONUs. With the evolution of photonic inte-
grated circuits (PIC) and transceiver arrays, it may still
be possible to reduce the cost per transceiver at the OLT.
However, WDM-PON is primarily a technology for
saving feeder fibers. It is efficient for providing high-
bandwidth low-latency services but less efficient for
bursty best-effort services. Another issue with WDM-
PONs, which is more serious for WR-WDM-PON
where OLT transceiver resources are tied to particu-
lar ONU end-points via the filtered ODN, is how to
grow with increasing subscriber take rates. One avenue
is to deploy OLT resources in advance, which can sim-
plify provisioning but will result in high upfront costs.
The other avenue is to deploy resources when needed,
leading to low upfront costs but high operational costs
for service provisioning. Furthermore, in WDM-PON,
the maximum subscriber fan-out is equal to the number
of WDM wavelengths, which depends on the allocated
spectrum and grid spacing. Reduced grid spacing leads
to higher complexity transceivers in order to mitigate
interference and crosstalk. With DWDM, the fan-out
is, in practice, limited to 80 channels at 50GHz spac-
ing exploiting the C/L bands. Higher fan-out requires
advanced ultra-dense WDM (UDWDM), which is dis-
cussed in Sect. 26.3.4.

26.3.4 Future Outlook and Advanced PONs

Current research efforts are exploring technologies for
higher-capacity PONs, such as the use of new modula-
tion formats and denser WDM grids. In IEEE a 100G-
EPON task force has been formed for 25, 50, and
100Gbit=s PONs [26.32].

One avenue for increasing the TDM-PON bitrate
beyond 10 to 25�40Gbit=s is by exploiting low-
complexity modulation formats that require less band-
width and are more dispersion tolerant than NRZ-
OOK [26.33]. Several flavors of intensity modulated
direct detection (IM-DD) have been considered, such as
quaternary pulse amplitude modulation (PAM-4), elec-
trical duobinary (EDB), and optical duobinary (ODB).
PAM-4 has two bits per symbol and requires half the
baud rate of NRZ and is more dispersion tolerant.
However, a more complex receiver is required with
increased linearity and three threshold levels. EDB
makes use of low-pass filtering. The transmitted data
is full-rate NRZ, while at the receiver a converter is
needed, which consists of two threshold slicers and
an XOR gate to convert data back to NRZ. EDB is
more tolerant to dispersion compared to NRZ, while the
linearity requirement is relaxed compared to PAM-4.
ODB is more dispersion tolerant than EDB but requires
a more premium dual-drive Mach–Zehnder modulator
(MZM) [26.33]. Dispersion is wavelength dependent,
and in the C-band dispersion compensation will in most
cases be needed for longer reach. There is a range of
methods to mitigate dispersion, from chirp-based lasers
to DSPs, with different performance and complexity.

Other flavors of PON that have been proposed and
extensively researched include orthogonal frequency
division multiplexing (OFDM)-PON, optical code di-
vision multiplexing (OCDM)-PON, and UD-WDM-
PON. UD-WDM-PON is a variant of WS-WDM-PON
exploiting coherent transceivers for ultra-dense channel
spacing and long reach with the main drawback being
costly coherent technologies. A comprehensive sum-
mary of such approaches is presented in Chap. 28.

26.4 Comparison of Architectural Aspects
of Different Systems and Technologies

As the access segment is highly cost sensitive, cost is an
important parameter for the evolution of fixed-access
networks. There have been many techno-economic
studies on the cost impact of different technology
choices, including operational and capital expenditures
(OPEX and CAPEX), as well as total cost ownership
(TCO) [26.8, 21].

26.4.1 Optimizing Fixed-Access Architecture

This section summarizes important architectural as-
pects to be considered in comparing different optical ac-
cess systems and technologies. This includes technical
and operational aspects, as well and business and regu-

latory aspects. Technical capabilities such as reach, fan-
out, and capacity are important for deployment costs.
Aspects such as energy efficiency, footprint, active field
equipment, resilience, operational complexity, control
and management are important for operational costs.

The optimal deployment will depend on how costs
are driven in a given scenario. This leads to regional
differences depending on geographical characteristics,
existing infrastructure, labor costs, etc. At the same
time, volumes and uniformity are important drivers for
reducing technology costs, limiting the degree to which
solutions can be tailored for different markets and re-
gions. Table 26.2 shows a qualitative comparison of
the different solutions presented in Sect. 26.3, with re-
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Table 26.2 Qualitative comparison of different optical access solutions

Criteria (per service area) TDM-PON Homerun AON TWDM WR-WDM-PON WS-WDM-PON UDWDM
Support increasing subscriber traffic �� � � � � � �
Bit rate per wavelength � � � � � � � � � � � �� ��
Reduction in fiber count and length � � � � � � � � � � �� � � �
Reduction in number of interfaces � � � � � � � �
Reduction in active in field equipment �� � � � �� � � � �� � � �
Footprint in CO � � � � � � � � � � � �
Number of wavelengths per fiber � �� �� � � �
Legacy compatibility with fixed net � � � � � � � � �� ��
Re-use network infrastructure � � � � � � � � �� � � �
Support resiliency �� � � � �� � �� ��
Reduction in energy consumption � � � �� � � � �� � �
Reduction in failure rate � � � �� � � � �� �� �
Simple to service provision � � � � � � � � � � � � � � �
Reduction in active shelves in CO � � � � � � � � � �
Low latency (system level) � � � � �� � � � � � � � � � �

Criteria (per service area) TDM-PON Homerun AON TWDM WR-WDM-PON WS-WDM-PON UDWDM
Support increasing subscriber traffic �� � � � � � �
Bit rate per wavelength � � � � � � � � � � � �� ��
Reduction in fiber count and length � � � � � � � � � � �� � � �
Reduction in number of interfaces � � � � � � � �
Reduction in active in field equipment �� � � � �� � � � �� � � �
Footprint in CO � � � � � � � � � � � �
Number of wavelengths per fiber � �� �� � � �
Legacy compatibility with fixed net � � � � � � � � �� ��
Re-use network infrastructure � � � � � � � � �� � � �
Support resiliency �� � � � �� � �� ��
Reduction in energy consumption � � � �� � � � �� � �
Reduction in failure rate � � � �� � � � �� �� �
Simple to service provision � � � � � � � � � � � � � � �
Reduction in active shelves in CO � � � � � � � � � �
Low latency (system level) � � � � �� � � � � � � � � � �
Best – � � � . . . �� . . . � – Worst

spect to various criteria, which will be discussed in
Sects. 26.4.2–26.4.8.

26.4.2 Support for Traffic Evolution

Subscriber traffic volumes and take rates grow incre-
mentally. Support for traffic growth differs between dif-
ferent systems. TDM-PON systems inherently provide
flexibility to share bandwidth across a larger number of
end-points. As traffic or subscriber take rates increase
beyond certain thresholds, the ODN may be reconfig-
ured with a lower split ratio. Operators may prepare
the ODN for higher data rates by deploying necessary
feeder fibers and relevant splitter stages. Figure 26.10
shows an example TDM-PON deployment in a 1 W 64
configuration, where the ODN is prepared with addi-
tional feeder fibers for a future upgrade to a 1 W 32
configuration as traffic and take rates increase. The ad-
ditional splitter stage at the CO may reduce upfront
investments in OLT equipment if initial subscriber rates
are expected to be low.

For WDM and PtP solutions an abundance of band-
width is typically provided already from start. The
optical transceiver resources are dedicated per sub-
scriber, and any subscriber upgrade in capacity requires
an upgrade of the transceivers.

26.4.3 System Fan-Out and Reach

System fan-out and reach affect parameters such as
fiber count and length, the number of interfaces, infield
active equipment, and footprint at the CO, which in turn
drive costs. However, the relationship also depends on
the technology, where, for example, WDM fan-out (as

opposed TDM) does not necessarily reduce the number
of optical interfaces nor CO footprint.

High system fan-out increases sharing of feeder
fibers, which is important in fiber-scarce scenarios.
High system fan-out is typically more important in ur-
ban and dense urban scenarios, where the subscriber
density is high and distances short. TDM and TWDM
systems support high fan-out, e.g., NG-PON2 defines
a maximum fan-out of 1 W 256 for TWDM. Studies show
a significant TCO reduction for a fan-out up to around
1000 users, whereas a further increase limits significant
cost savings and leads to a higher failure penetration
range (i.e., more subscribers may be affected by a single
failure). In terms of fan-out, WDM-PON is constricted
by the wavelength spectrum and the wavelength grid.
Technologies such as UD-WDM-PON that enable high
WDM fan-out per feeder fiber suffer from high cost due
to complex transceiver technology.

As described in Sect. 26.2.4, insufficient system
reach may impact the number of required access nodes.
System reach is crucial in rural deployments, where
service areas may be large. Systems should typically
provide passive long-reach transmission support of
20�40 km [26.8]. In power splitter-based systems the
trade-off between fan-out and reach can be exploited
to provide long reach at the expense of fan-out, where
the available power budget is used for reach rather than
fan-out. Standard TDM-PON systems support 40 km
only with long-reach interfaces and a highly reduced
power split ratio, i.e., lower than 1 W 8. In general, sup-
port for 60�90 km extended reach [26.8] for a backup
path to the next closest CO (in the case of failure) can
be achieved by using an active reach extender. WDM-
PON systems can provide longer reach. WR-WDM
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Fig. 26.10 TDM-PON where the ODN is prepared for future traffic growth to facilitate upgrade from 1 W 64 split to 1 W 32
split

PON may reach 60 km passively, with 80 channels
using preamplifiers and avalanche photodiode (APD)
ONUs [26.8].

26.4.4 Migration and Co-existence

Migration refers to shifts between technology genera-
tions, while co-existence refers to multiple technology
generations co-existing simultaneously. Both migration
and co-existence depend on the existing deployment and
if costly ODN infrastructure deployment or upgrades are
required. For example, migrating from a power splitter-
based ODN to a filter-based ODN requires replacement
of in-field filters. The assessment in Table 26.2 assumes
that the existing infrastructure is a legacy GPON/EPON
ODN. PON standards specified in ITU-T and IEEE are
defined to support ODN co-existence between genera-
tions. By installing co-existence filters at the OLT side,
two PON generations may co-exist in the same ODN,
and customers can be migrated gradually, replacing old
ONUs with newONUs.

26.4.5 Resilience

Requirements on high availability and low failure pen-
etration range impose the necessity for redundancy and
resiliency mechanisms. To achieve an availability of

 99:98% (one-way), fiber path and OLT protection is
required in all architectures in addition to the resiliency
mechanisms in the aggregation network. Some business
customers and some mobile cell sites may require an
availability of 
 99:99%, which may lead to additional
requirements on protection in the ODN infrastructure.
The complexity of implementing fiber path protection
differs between different solutions, as reflected in the
assessment in Table 26.2.

26.4.6 Operational Aspects

Operational aspects include aspects such as service pro-
visioning, maintenance, energy efficiency, etc. A fully
automatic service provisioning, referred to as zero touch
provisioning, is only possible where a full deploy-
ment and installation is done in the beginning, which
leads to high up-front cost covering ODN infrastructure
and in-house network installation. On the OLT side,
there is a difference between solutions based on fil-
tered ODNs and solutions based on power-split ODNs.
In the case of filtered ODNs, OLT transceivers are ei-
ther pre-deployed for each client enabling zero touch
provisioning but at high upfront costs, or they are in-
stalled gradually at the expense of higher provisioning
costs (e.g., for manual transceiver installation and fiber
patching). In the case of power-split ODNs, shared
OLT transceiver resources may be pre-deployed en-
abling zero touch provisioning for a certain number of
clients but do not need to be pre-deployed for a par-
ticular client. Homerun and AON architectures based
on PtP fiber links exhibit similar service provisioning
properties to WDM-PONs based on filtered ODNs.

Both failure rates (which is a driver for mainte-
nance costs) and energy consumption typically scale
with active equipment and equipment complexity. This
generally favors TDM-PONs compared to architectures
that rely on PtP and WDM, which require a larger num-
ber of optical interfaces.

26.4.7 Mobile Transport

Mobile transport requirements were discussed in
Sect. 26.2.5. Different optical access architectures offer
different mobile transport and convergence possibili-
ties. Tight RAN coordination, due to latency and jitter
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Fig. 26.11 Different business scenarios for fixed access with different roles and actors

requirements, is favorably supported by PtP or PtP
WDM transport. TDMA-based solutions do not ful-
fill the requirements. Wavelengths may be carried over
a dedicated ODN (e.g., WR-WDM PON) or a shared
ODN (e.g., NG-PON2 with WDM overlay). Similar
converged deployments with PtP WDM overlay may
also be based on other flavors of TDM-PON (GPON
and XG-PON). As described in Sect. 26.2.6, tight RAN
coordination and associated latency requirements con-
strain the centralization of RAN resources to a distance
of< 40 km. CAPEX studies [26.9] show that for aggre-
gation of small cells via the fixed-access infrastructure,
the convergence benefits of NG-PON2 increase with in-
creasing small-cell density, increasing FTTH coverage,
and reduced fiber availability. Dedicated solutions for
mobile transport (e.g., WR-WDM PON) are favorable
for low small-cell densities, low FTTH coverage, or
high fiber availability. For higher capacity RAN trans-
port, e.g., required by specific RAN functional splits,
the benefits of convergence decrease, favoring dedi-
cated RAN transport.

26.4.8 Cooperation Models

Besides the technical and operational aspects there
are also important business and regulatory aspects to
the deployment of fixed-access networks. Figure 26.11
shows a range of different cooperation scenarios for
broadband access, with different roles that have been
identified such as the physical infrastructure provider
(PIP), the network provider (NP), and the service

provider (SP). The PIP role covers responsibility for
physical infrastructure such as fiber, cable, ducts, and
trenches. The NP role covers responsibility for network
equipment, including optical access systems, routers,
etc., while the SP role covers responsibility for services
that are delivered over the network infrastructure. As
shown in Fig. 26.11, an actor can take on one or several
of these roles.

Different cooperation models drive different re-
quirements on fixed-access systems and architectures.
Regulations on competition may require unbundling,
i.e., vertically integrated operators are required to open
the network at specific layers for competition. Two
examples of unbundling are shown in Fig. 26.11,
where the network of a vertically integrated opera-
tor is opened for competitors on the SP or NP levels.
Different access systems and architectures enable dif-
ferent unbundling scenarios such as fiber unbundling,
wavelength unbundling, and bit-stream access (BSA).
Fiber unbundling means opening the fiber infrastruc-
ture for different NPs such that each NP uses dedicated
fibers. This form of unbundling is good in terms of
isolation between NPs but does not provide any shar-
ing of fibers. Infrastructure sharing is limited to sites
and ducts. Wavelength unbundling enables additional
sharing of fiber infrastructure between NPs operating
in different wavelength domains. This provides good
isolation between NPs. However, this is only possible
for architectures based on WDM, yet adds significant
complexity if implemented at large scale. Another alter-
native is to open the network at a bitstream level. BSA
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is possible with any access technology and typically the
most cost effective, as it enables the highest degree of
infrastructure sharing. Yet, it raises concerns regarding
isolation between different providers. In all open access
scenarios some form of coordination between NPs op-
erating in the same area is necessary [26.8]. In open
access scenarios, also shown in Fig. 26.11, multiple
NPs can have access to all customers who can freely se-

lect the NP that gives the best offer. In such scenarios,
the dynamicity of market share should be properly sup-
ported by the technology. There may be requirements
on inter-NP isolation. If multiple NPs share the same
infrastructure, there should be a mechanism to detect
a misbehaving ONU (deliberate or not) and to react by
switching it off. Furthermore, in the case of failure, the
affected network equipment should be isolated.

26.5 Summary

Fixed-access networks have played an important role in
society during the past decades. With growing capac-
ity demand, fiber is penetrating deeper in the access,
and optical access technologies are now driving the
evolution of fixed-access networks. In Section D of
this book, all important technologies and trends that
characterize current and envisioned optical access are
described. Chapter 27 reviews current TDM-PON tech-
nologies and standards that have been specified in
ITU-T and IEEE, considering that wavelength stack-
ing was used in the most recent PON standard (NG-
PON2) for increasing PON capacity to 40Gbit=s. Fur-
ther advancements in PON technologies are described
in Chaps. 28 and 29. Since from an architectural per-
spective, node consolidation has been seen as one
avenue for cost reduction in access networks, Chap. 30

presents long reach PON technology, which is a main
enabler for node consolidation. As optical access net-
works are expected to play an increasingly important
role for mobile transport with rapidly growing traf-
fic in mobile networks, Chaps. 31, 32 and 33 review
different technologies through which optical technolo-
gies can support wireless access networks. Chaps. 34
and 35 present other emerging optical technologies
that rely on free-space propagation. Chapter 34 dis-
cusses free-space optics, which has important applica-
tions in satellite communications. Chapter 35 presents
the area of visible light communication (VLC) where
visible light is exploited for high-speed short-range
wireless connectivity. Finally, Chap. 36 overviews ap-
plications of optical communications and sensing for
avionics.
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27. Current TDM-PON Technologies

Jun-ichi Kani , Doutje van Veen

This chapter describes many aspects of time-
division multiplexing-passive optical network
(TDM-PON) technology. TDM-PON is the architec-
ture for optical access systems preferred by many
network operators, due to its low operational and
capital expenses. After the overview, topics related
to the physical layer, such as burst-mode transmis-
sion and analog video distribution, are addressed.
Then, topics in the higher layers of the network,
such as the access control technologies, dynamic
bandwidth allocation, security and privacy issues,
protection switching and methods to improve en-
ergy efficiency like sleep modes, are described in
detail for both ITU-T- and IEEE-based PONs. Fi-
nally, we conclude with a section on technologies
beyond 10G PON.
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The time-division multiplexing-passive optical network
(TDM-PON) is an optical access system in which an
optical line terminal (OLT) communicates with a num-
ber of optical network units (ONUs) through an optical
distribution network (ODN) comprising optical fibers

and optical splitter(s), as illustrated in Fig. 27.1. TDM-
PON has been widely deployed worldwide because of
its cost-effectiveness; it shares not only the optical fiber
but also the OLT optics/electronics among a number of
ONUs connected to the OLT.

27.1 Passive Optical Networks

For upstream transmission, TDM-PON relies on
a scheme called time-division multiple access (TDMA)
as shown in Fig. 27.1a. When the optical splitter com-
bines upstream optical signals from all the ONUs,
TDMA is employed to avoid collisions at the optical
splitter. In the TDMA scheme, under the control of
OLT, ONUs send their upstream signals as bursts us-
ing time slots that are different from each other. For
downstream transmission, a time-division multiplexing
(TDM) scheme is used as illustrated in Fig. 27.1b. Data
and other information being sent to ONUs are mul-

tiplexed using a specified frame in the time domain.
While the multiplexed downstream signal is optically
broadcast to all the ONUs through the splitter(s), each
ONU extracts the data and information directed to it af-
ter the reception of the downstream optical signal, i.e.,
after the optoelectronic conversion.

Although a single-stage optical splitter is illustrated
in Fig. 27.1, optical splitting can be multistage. For ex-
ample, it is possible to put the first-stage optical splitter
inside the central office and the second-stage optical
splitter at a remote node closer to the subscribers. A typ-

© Springer Nature Switzerland AG 2020
B. Mukherjee et al. (Eds.), Springer Handbook of Optical Networks, Springer Handbooks, https://doi.org/10.1007/978-3-030-16250-4_27

https://orcid.org/0000-0003-2742-2935
https://orcid.org/0000-0002-9305-2066
https://doi.org/10.1007/978-3-030-16250-4_27


Part
D
|27.1

850 Part D Optical Access and Wireless Networks

Central office

Optical 
splitter

Data Data Data Data Data Data
Time

ONU 1 ONU 2

……

ONU n

ONU 1

ONU 2

ONU n

…

OLT

Time division multiple access (TDMA)

ODN ODN

……

Central office

Optical 
splitter

Time

ONU 1 ONU 2 ONU n

ONU 1

ONU 2

ONU n

…

OLT

Time division multiplexing (TDM)a) b)

Fig. 27.1a,b TDM-PON; (a) TDMA for upstream and (b) TDM for downstream

ical total splitting number, i.e., the number of ONUs
that can be physically connected to an OLT, ranges
from 16 to 64, but can be even higher for PONs with
short reaches. The point-to-multipoint optical connec-
tion composed of optical fibers and optical splitter(s) is
called an optical distribution network (ODN).

TDM-PON was first explored in the late
1980s [27.1], and several TDM-PON options were
studied in the 1990s with the aim of realizing fiber
to the home (FTTH) [27.2]. In 1995, the full-service
access network (FSAN) group was formed by several
telecom carriers [27.3]. FSAN promoted the develop-
ment of a common specification for TDM-PON, and
the work resulted in the development of broadband
PON (B-PON) in ITU-T over the period from 1998
to 2001 [27.4, 5]. B-PON offers 155:52Mb=s bitrate
upstream and 155:52 and 622:08Mb=s bitrate down-
stream. It is based on asynchronous transfer mode
(ATM) PON, and was initially called ATM-PON.
While B-PON originally specified a frame structure to
carry various types of user data, including Ethernet,
in the early 2000s the concept of directly exchanging

IEEE
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Interoperability of 
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(1904.1)

1G E-PON
(802.3ah)
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US: 1.25 Gb/s, 
DS: 1.25 Gb/s
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US: 1.25 Gb/s, 
DS: 2.5 Gb/s

10G E-PON
(802.3av)

XG-PON
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US: 1.25G or 10 Gb/s, 
DS: 10 Gb/s
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(G.9807.1)
US: 10 Gb/s, 
DS: 10 Gb/s

Fig. 27.2 History
of TDM-PON
standardization.
(PON: passive
optical network,
B-PON: broadband
PON, G-PON:
gigabit-capable
PON, XG-PON:
10Gb-capable
PON, NG-PON:
next-generation
PON, GE-PON:
gigabit Ethernet
PON)

Ethernet frames in PON appeared [27.6]. This led to the
development of the Ethernet PON (E-PON); E-PON
offers 1:25Gb=s bitrate both upstream and downstream
as a part of the IEEE 802.3 (Ethernet) standard [27.7].
At the same time, FSAN/ITU-T developed Gb-capable
PON (G-PON) based on a new generic frame to carry
various protocols [27.8]; G-PON has 1:24416 and
2:48832Gb=s bitrates for upstream and downstream. In
the late 2000s, both FSAN/ITU-T and IEEE developed
10Gb-class PON systems; those are 10Gb-capable
PON (XG-PON) [27.9] and 10Gb Ethernet PON (10G
E-PON) [27.10]. While XG-PON has 2:48832Gb=s
upstream and 9:95328Gb=s downstream bitrates,
a PON system having 9:95328Gb=s bitrate for both
upstream and downstream was additionally standard-
ized as XGS-PON (10Gb-capable symmetric PON)
later in ITU-T [27.11]. The bitrate of 10G E-PON is
10:3125Gb=s both upstream and downstream. All the
PON systems mentioned here are based on TDMA
(upstream) and TDM (downstream). Figure 27.2
summarizes the history of TDM-PON standardization,
with rounded bitrate values.
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TDM-PONs such as G-PON and E-PON are based on
a passive fiber distribution network, making them point-
to-multipoint connections. In the downstream, data are
distributed to the users based on time-division multi-
plexing, and in the upstream each ONU obtains access
to the fiber via time-division multiple access schemes.

Downstream passive power splitting is very com-
patible with broadcasting video schemes; all ITU-T
and IEEE PON standards reserved an extra downstream
wavelength transporting radio-frequency (RF) video
broadcasting from the OLT to all the ONUs.

To enable the upstream TDMA scheme, a burst-
mode transmitter at the ONU and a burst-mode receiver
at the OLT are needed. In the paragraphs below, details
on the physical-layer technologies supporting upstream
TDMA, RF video overlay and the outside fiber plant are
discussed.

27.2.1 Optical Distribution Network

The ODN consists of a feeder fiber, passive optical
power splitter(s) and fiber drops to each ONU.

The ODN is owned by the network operator, so in
order to enable interoperability between different PON
component vendors, the ODN needs to comply with
a standard as well. The main parameters of the ODN
are optical power loss (dB) because of splitter and fiber
attenuation, and fiber distance (km).Maximum andmin-
imum ODN loss are defined for different optical power
budget classes, which correspond to attenuation ranges
that need to be supported as defined in the available IEEE
and ITU-T PON standards. The earlier ITU-T standards
allow implementation of bidirectional transmission us-
ing wavelength-division multiplexing (WDM) on a sin-
gle fiber or unidirectional transmission over two fibers.
The majority of available PON standards set the up-
stream and downstream wavelengths with a large sepa-
ration, which enables low-loss and low-cost 45ı angle
filters to multiplex and demultiplex the downstream and
upstreamwavelengths onto a single fiber. Therefore, the
loss budget must be divided between fiber, splitter and
WDMs (in the single-fiber case). The reach parameter
of the ODN determines the maximum fiber length. The
ODNneeds to use standard single-mode fiber (SSMF) as
described in ITU-T G.652.

Figure 27.3 shows an ODN with two stages of
power splitting for a subset of ONUs, causing, e.g.,
ONU1 and ONU2 to experience a larger loss than
ONU n. Maximum differential loss between ONUs is
determined by the differential optical path loss parame-
ter in the standard. The variation in output power from

the ONU transmitters together with the differential loss
define the maximum optical received power/minimum
optical received power ratio, i.e. loud/soft ratio (LSR),
as received by the OLT receiver. The OLT receiver
needs to be able to receive consecutive loud and soft
bursts correctly. This requirement is very important for
the OLT burst-mode receiver (BM Rx), as described be-
low in greater detail.

The physical-medium-dependent layer parameters
of ODN are defined for B-PON and G-PON as listed in
Table 27.1. Three original power budget classes are de-
fined for B-PON/G-PON, namely class A, class B and
class C. The power budget includes fiber loss, splitter
loss and WDM losses to combine and separate up- and
downstream wavelengths. Class B+ and class C+ were
later added to the standard after realizing that three ad-
ditional decibels were needed to accommodate WDM
losses [27.12, 13]. In Table 27.2, equivalent parameters
are listed for IEEE 1G E-PON, taken from [27.7]. In
general, the IEEE PON standards have more relaxed pa-
rameters than the ITU-T PON standards.

In 2008, reach extensionofG-PONbasedon regener-
ation or optical amplification was introduced in [27.14].

OLT

ONU 1

ONU 2

ONU n

Feeder fiber

Optical power 
splitter

Fiber
drop

Fig. 27.3 Optical distribution network with two stages of
power splitting

Table 27.1 Physical parameters of ODN for ITU-T B-
PON/G-PON

Item Unit Specification
Fiber type – ITU-T G.652
Attenuation range dB Class A: 5�20

Class B: 10�25
Class B+: 13�28
Class C: 15�30
Class C+: 17�32

Differential optical path loss dB 15
Maximum fiber distance km 20 (10 as option)
Minimum optical return loss dB 32

Item Unit Specification
Fiber type – ITU-T G.652
Attenuation range dB Class A: 5�20

Class B: 10�25
Class B+: 13�28
Class C: 15�30
Class C+: 17�32

Differential optical path loss dB 15
Maximum fiber distance km 20 (10 as option)
Minimum optical return loss dB 32
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Table 27.2 Physical parameters of ODN for IEEE 1G E-
PON

Item Unit Specification
Fiber type – ITU-T G.652
Attenuation range dB PX10-U: 5�20

(upstream)
PX10-D: 5�19:5
(downstream)
PX20-U: 10�24
(upstream)
PX20-D: 10�23:5
(downstream)

Differential optical path loss dB 13:5�15
Nominal fiber distance km 10/20 (PX10/PX20)
Minimum optical return loss dB 20

Item Unit Specification
Fiber type – ITU-T G.652
Attenuation range dB PX10-U: 5�20

(upstream)
PX10-D: 5�19:5
(downstream)
PX20-U: 10�24
(upstream)
PX20-D: 10�23:5
(downstream)

Differential optical path loss dB 13:5�15
Nominal fiber distance km 10/20 (PX10/PX20)
Minimum optical return loss dB 20

In Fig. 27.4, a basic PON architecture and an extended
PON architecture with an optical trunk line (OTL) are
shown. The extendedmaximum reach is up to 60 instead
of 20 km, and an optical loss budget ofmore than27:5dB
is supported in both the ODN and OTL. A logical reach
of 60 km, which determines the maximum transmission
delay that is still enabled by the PON protocol layer, was
already defined in the original G-PON standard, so no
changes were required for the higher layers of the net-
work to accommodate the extension.

27.2.2 Burst-Mode Technology

The downstream TDM transmission scheme results
in continuous data with constant amplitude and syn-
chronous ONU receivers. The OLT transmitter sends
a single data stream, which is received by all the ONU
receivers.

In the upstream TDMA transmission scheme, the
data stream is transmitted in burst mode. Every ONU
sends bursts of data and the OLT receiver receives the
bursts from all the ONUs. Each burst will therefore have
a different optical received power and a different phase
due to the different transmission distances between the
OLT and each ONU. Adapting to the different optical
received powers and aligning to the phase of each burst
makes the burst-mode receiver quite a challenging com-
ponent.

The maximum differential optical path loss and
transmitter output power variations due to, e.g., man-

ONU

ONU

OLT ODN

ONU

ONU

Extender ODNOTLOLT

a) b)

Fig. 27.4a,b A basic PON (a) and an extended PON (b)

ufacturing or temperature, result in an LSR equal to
20 dB. This is a very stringent parameter for the OLT
because it needs to adapt its gain settings and settle very
quickly at the beginning of each burst to level the up to
20 dB optical power differences between two consecu-
tive bursts.

Hence, OLT needs to amplify bursts with varying
power and it needs to recover the phase of each burst.
One of the most complex components in a PON is
therefore the OLT burst-mode receiver. Furthermore,
the necessary settling time and phase-locking time in-
crease the overhead, and thus lower the throughput of
the upstream transmission.

In summary, for downstream transmission, the OLT
Tx and ONU Rx can be implemented using conven-
tional transmitter and receiver technology, as also used
for point-to-point links. For the upstream direction, the
ONU needs a burst-mode transmitter and the OLT needs
a burst-mode receiver.

A burst-mode transmitter is based on a regular
transmitter except that the data are sent in bursts. The
laser is turned on only when a user is sending data. The
laser needs to be turned on and off very rapidly to min-
imize extra overhead caused by the death time between
consecutive bursts. Specialized burst-mode laser drivers
have been developed to perform this task, as the bias
current circuit in conventional burst-mode laser drivers
is usually too slow.

Figure 27.5 shows the different parts of an upstream
burst. Each upstream burst starts with a preamble to ac-
commodate, e.g., settling effects and provide enough
signal transitions to enable the burst-mode receiver to
phase-lock to each burst. Ideally, this preamble is as
short as possible to keep the extra overhead small in
the upstream. Also, a guard band is needed to accom-
modate, for example, inaccuracy of the delay measure-
ment during ranging and thus avoid burst overlap; the
guard band between two bursts causes additional over-
head.

The guard band can overlap with laser on and off
times to minimize overhead. Finally, each upstream
burst contains a delimiter that enables synchronization
to the data in the payload section of the burst.

In general, the IEEE-standards-based E-PON has
more relaxed burst-mode parameters because it fo-
cuses on cost, while the ITU-T-based PONs have more
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stringent burst-mode parameters focusing on network
throughput.

Burst-mode receivers can be DC-coupled or AC-
coupled. DC-coupled receivers are preferred with re-
gard to faster settling. AC-coupled receivers are easier
to design but have a longer settling time due to the
RC-time constant of the AC-coupling resistor and the
circuit capacity in such a receiver. Figure 27.6 shows
a schematic overview of a burst-mode receiver. It usu-
ally consists of an avalanche photo diode (APD) with
a burst-mode transimpedance amplifier (BM-TIA). The
BM-TIA levels and amplifies the input burst-mode
diode current. It can be AC-coupled to filter the burst-
mode DC component from the diode current or DC-
coupled, with a fast gain control. To enable the fast
gain control, the decision threshold and DC offset must
be determined and measured in a short time. Inaccura-
cies in threshold and DC offset result in a sensitivity
penalty relative to AC-coupled receivers. A reset signal
provided from higher-protocol layers helps to improve
the settling time of DC-coupled BM receivers. The next
stage of the BM receiver is a burst-mode post-amplifier
(BM-PA), which further levels the signal bursts and
amplifies the signal such that the final part, the burst-
mode clock and data recovery (BM-CDR), has a strong
enough input signal. The preamble section of the burst
is used to measure signal strength for the gain control in
a DC-coupled BM receiver; it also provides transitions
to enable fast locking of each burst by the BM-CDR,
and these devices usually require an external reset sig-
nal.

Three types of implementation of the BM-CDR can
be distinguished. The first is a fast-lock PLL (phase-
locked loop)-based CDR (clock and data recovery) with
lock times up to 100 ns, but with good output jitter char-
acteristics. The second main type is an oversampling
CDR, which is very fast; it needs only a few nanosec-
onds to lock but is relatively power-hungry due to the

Upstream 
data

Downstream 
data

Broadcast 
video

1260–1360 nm/
1280–1330 nm

1480–1500 nm 1550–1560 nm

Fig. 27.7 Wavelength map in B-PON and G-PON with
bidirectional data and downstream broadcast video

high-speed sampler needed. The third main type is
a gated-voltage-controlled oscillator (VCO) type CDR;
this is the fastest type, and it can lock in 1 bit, but it has
a relatively large output jitter. Reference [27.15] gives
a good overview of burst-mode technology. Large out-
put jitter from the CDR causes errors in data recovery,
so in general there is a trade-off between lock time and
data recovery performance for BM-CDRs.

27.2.3 Video Overlay

ITU-T G.983.3 [27.12] defines an enhancement wave-
length band, which can be used for new additional ser-
vice capabilities, for example, broadcast video services
and dense wavelength-division multiplexing (DWDM)
digital data services.

Broadcast video has been the main service provided
over the enhancement band. See Fig. 27.7 for the wave-
length map in B-PON and G-PON.

When the standard was written, packet-based video
technology was not yet mature, but the market for video
services was large and growing. At that time, video
distribution using the enhancement band was a nice
compromise that also helped FTTH networks expand
their market.

The video overlay wavelength carries an ana-
log radio-frequency (RF) signal that contains televi-
sion channels using 50�750MHz electrical bandwidth.
As analog channels need a high signal-to-noise ratio
(SNR), the RF video overlay was placed in the low-
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loss-wavelength window around 1550 nm of standard
single-mode fiber.

Figure 27.8 shows a PON architecture with a video
overlay wavelength. At the ONU, the video signal is
split off using a wavelength filter and received with
a linear analog optical receiver, which converts it to
an electrical RF signal that can be transported via
coax-cable to the televisions/set-top boxes in the home.
Upstream signals from the set-top box for interactive
services use the basic upstream band of the PON.

The high SNR requirement of the RF video also
calls for a lower analog receiver sensitivity and dynamic
range compared with basic band digital receivers. A re-
duced differential ODN loss can be achieved, for exam-
ple, by inserting the downstream RF video at the second
stage of the splitter architecture.

Another negative side effect of the video over-
lay is that the shorter digital downstream wavelength
(1490 nm) acts as a Raman pump for the downstream
analog video signal at 1550nm, resulting in an optical
power penalty for the digital signal due to depletion.
The analog video signal sees a reduction in the carrier-
to-crosstalk ratio (CCR) due to the Raman interaction.
The Raman effect is stronger at the lower frequen-
cies (it is a low-pass effect), so the video channels
with the lowest frequencies see the greatest effect; see
also [27.16] for a more detailed overview of Raman
pumping. Fortunately, the Raman pumping increases
with fiber distance, while the optical power is attenu-
ated along the fiber, so the overall carrier-to-noise ratio
(CNR) of the video signal as a function of fiber distance
is relatively constant [27.17]. One way to mitigate the
Raman penalty for the analog video is to increase the
modulation index of the lower-frequency video chan-
nels by a few decibels. In [27.17] it is experimentally

shown that it works quite well. The penalty for the dig-
ital wavelength can be mitigated by launching slightly
more optical power to compensate for the optical power
depletion.

In [27.8], methods based on line codes applied to
dummy packets that can be sent when system utiliza-
tion is low are described (but are not mandatory in
the standard). The line code, for example a Manchester
code, shapes the spectrum of the digital signal such that
the lower frequencies are suppressed, reducing overall
optical power at these lower frequencies in the digital
downstream signal at 1490 nm, and thus reducing the
Raman pumping of the analog video signal at 1550 nm.

27.2.4 Wavelength Multiplexing

As mentioned earlier, bidirectional traffic can be im-
plemented by wavelength multiplexing of an up- and
downstream wavelength. The large wavelength distance
between up- and downstream enables low-loss imple-
mentation of the needed filter with satisfactory isolation
values to avoid penalties of crosstalk from one signal
to the other. In the case of a video overlay, additional
filters are needed to combine the downstream video
wavelength at OLT and separate it at ONU. Also, so-
called blocking filters are needed to block the video
wavelength in ONUs that are not video-enabled; oth-
erwise the digital receiver will also receive the video
signal, which will jam the digital downstream data. The
video overlay signal is relatively strong and is closer to
the digital data wavelength than the upstream signal, so
the filter slope and isolation values for these blocking
filters are quite stringent. A successful diplexer tech-
nology for achieving satisfactory isolation and blocking
filter values is called BiDi technology (bidirectional)
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for just data, and three-port BiDi (triplexer) for addi-
tional downstream video, and is based on micro-optics.
The BiDi module is compact and is based on a low-
cost transistor outline (TO) package, namely a TO-can,
containing a laser or detector and WDM filters at
a 45ı angle to separate the upstream and downstream
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Video-Rx
signal
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Lens

Tx 
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Fig. 27.10 3-port BiDi technology for single-fiber bidirec-
tional operation and downstream video overlay

wavelength bands. In the video overlay case, a sec-
ond receiver and another filter are added. Figures 27.9
and 27.10 show a schematic of a 2-port and a 3-port
BiDi, respectively.

27.3 Access Control Technologies in TDM-PON

In TDM-PON systems, a special mechanism is needed,
implemented on top of the physical layer, to real-
ize the point-to-multipoint communication between the
OLT and several ONUs. This subsection provides its
overview.

27.3.1 TDMA Control

One of the most unique and important technologies in
TDMA-PON is the TDMA control mechanism, whose
role is to avoid collisions among upstream signals from
different ONUs. Figure 27.11 illustrates its general
scheme. The left-hand side of the figure shows how
downstream signals are sent from the OLT to three
ONUs. As explained in Sect. 27.1 with Fig. 27.1, down-
stream signals to all the ONUs are multiplexed in the
time domain. In addition to downstream data, the OLT
sends upstream time-slot assignment information to
each ONU. The right-hand side of Fig. 27.11 shows
how upstream signals are sent from the three ONUs
to the OLT. As illustrated, each ONU sends its up-
stream data in the time slot assigned by the OLT. This is
done repeatedly, so that point-to-multipoint communi-
cation is established between the OLT and the number
of ONUs.

27.3.2 Dynamic Bandwidth
Assignment/Allocation (DBA)

DBA is the technology that enables flexible shar-
ing of the total transmission bandwidth among all

ONUs in TDM-PON systems. Thanks to DBA, a spe-
cific ONU can obtain a higher transmission bandwidth
when other ONUs do not require bandwidth. While
DBA can be implemented in various ways, two ma-
jor methods are status-reporting DBA (SR-DBA) and
traffic-monitoring DBA (TM-DBA). In SR-DBA, each
ONU reports the buffer occupancy, i.e., the amount
of the data waiting for the bandwidth allocation, to
the OLT, in addition to the upstream data within the
assigned time slot. The OLT assesses the requests re-
ceived, i.e., reports, from all the ONUs, then assigns the
bandwidth for each ONU considering priority, fairness,
etc., and sends the time-slot assignment information to
the ONUs as part of the downstream signals. In TM-
DBA, OLT monitors statistical information regarding
the amount of upstream traffic per traffic flow and pre-
dicts an optimal assignment in the next cycle using
that information. Figure 27.12 illustrates the two meth-
ods.

Because fairness and throughput of the TDM-PON
system are highly dependent on the DBA algorithm,
there are many reports to optimize it [27.18–21].

27.3.3 TDMA Control in G-PON

G-PON implements the TDMA control mechanism in
the G-PON Transmission Convergence (GTC) layer as
specified in ITU-T Recommendation G.984.3 G-PON:
Transmission convergence layer specification. In the
GTC layer, OLT sends downstream GTC frames to all
ONUs while each ONU sends upstream GTC frames
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Fig. 27.12a,b DBA methods:
(a) status-reporting DBA; (b) traffic-
monitoring DBA

to the OLT. Figure 27.13 illustrates the frame structure
of the downstream and upstream GTC frames, as well
as the concept of the access control in G-PON. Down-
stream and upstream GTC frames have a fixed length
of 125�s. The downstream GTC frame consists of the

GTC header section, called the physical control block
downstream (PCBd), and the GTC payload section. The
upstream GTC frame consists of multiple ONU bursts.
Each ONU burst contains the upstream physical layer
overhead (PLOu) section and one or more bandwidth
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Fig. 27.13 Frame structure and concept of MAC in G-PON

allocation interval(s), each of which is associated with
a particular allocation ID (Alloc-ID).

Transmission timing of each allocation interval is
controlled using the upstream bandwidth map (US BW
map) in PCBd in the downstreamGTC frame. As shown
in Fig. 27.13, the US BW map contains the start-time
and end-time information of each allocation interval.
Each ONU sends upstream ONU bursts according to
this information, thus avoiding collision with other
bursts and realizing TDMA in G-PON.

In addition to the US BW map, PCBd contains
a number of other fields, including physical syn-
chronization (Psync), IDENT, Physical-Layer Opera-
tions, Administration and Maintenance for downstream
(PLOAMd), bit-interleaved parity (BIP) and payload
length downstream (PLend). Psync is used for discrim-
inating the starting position of each GTC frame, i.e.,
for the frame synchronization. IDENT contains a flag
(used or non-used) for forward error correction (FEC)
and the superframe counter. The superframe counter
is incremented by one per frame and is used for syn-
chronizing the timer of each ONU to OLT, and as
a counter in the G-PON encryption process. PLOAMd
is the field containing commands for operation, admin-
istration and maintenance (OAM) in the downstream-

direction physical layer. The BIP carries FEC parity for
detecting error(s) in reception. The PLend is the field
used to specify the length of the preceding US BWmap
field.

While the length of the GTC frame is fixed as
125�s, the G-PON encapsulation method (GEM) is
specified on top of that to provide a variable-length
framing mechanism for the transport of various types
of client data as well as OMCI (ONU Management
and Control Interface) messages for the management
and control of ONUs. For example, Ethernet frames
are encapsulated with GEM and mapped onto the GTC
frames. Each GEM header contains a port ID, with
which each ONU identifies the GEM frames it should
receive. Figure 27.14 provides a general schematic of
the GEM.

Figure 27.15 shows the structure of the ONU burst
illustrated in Fig. 27.13. PLOAMu (physical-layer op-
erations, administration and maintenance for upstream)
is the field containing commands for OAM in the up-
stream in the physical layer. DBRu (dynamic bandwidth
report upstream) is used to request bandwidth from the
OLT. In other words, ONU uses DBRu to report the
amount of traffic waiting for transmission in the specific
Alloc-ID to OLT. OLT assesses the reported bandwidths
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in assigning the next allocation intervals. This method
is used to realize DBA in G-PON.

27.3.4 TDMA Control in E-PON

E-PON is specified as a part of the Ethernet specifica-
tion in IEEE 802.3 Standard for Ethernet. Thus, how to
implement the TDMA control in E-PON is specified as
part of the Ethernet media access control (MAC) speci-
fication.

Figure 27.16 shows formats of the Ethernet frame
and the E-PON frame, respectively. As shown, the Eth-
ernet frame is transmitted in E-PON simply by adding
a logical link identifier (LLID) to its preamble in front
of the frame header that contains destination address
(DA), source address (SA) and so on. A unique LLID or
a set of unique LLIDs is allocated with each ONU for
identification of the logical link(s) corresponding to the
ONU. SFD and SPD are start-of-frame delimiter and
start-of-packet delimiter to identify and synchronize to
the frame. FCS is a frame check sequence for error de-
tection information for the E-PON frame.

Figure 27.17 is a general schematic of multipoint
MAC control, i.e., TDMA control in E-PON. As shown,

transmission timing is controlled by GATE messages
sent from OLT to ONUs. Each GATE message contains
one or more sets of grant information, i.e., time-slot-
allocation information, as assigned to a specific LLID.
The grant information consists of start time and length
(forming a time slot), which are precalculated in the
OLT to avoid collision with other allocations.

Each ONU sends upstream data frames as well
as REPORT messages within the granted time slots.
Each REPORT message contains one or more sets of
queue-length information, i.e., information regarding
the amount of data waiting for transmission, of a spe-
cific LLID. Namely, each ONU uses the REPORT
message to request bandwidth from the OLT. The OLT
allocates the next time slots considering the reported
queue lengths, and notifies the allocations in the next
GATE messages to ONUs. This method can realize
DBA in E-PON.

How to exchange GATE and REPORT messages in
detail is specified as a part of the multipoint control pro-
tocol (MPCP) in E-PON. MPCP messages, including
GATE and REPORT messages, are defined as one cate-
gory of the Ethernet frames (IEEE 802.3 frames).

Operation, administration and maintenance (OAM)
of ONUs are implemented through OAM messages,
which are defined as a category of the Ethernet frames
as well.

27.3.5 Process for Initial Connection
of an ONU

While Sects. 27.3.1 to 27.3.3 describe how OLT com-
municates with already connected ONUs in TDMA-
PONs, a special process is needed when one or more
ONUs are initially connected, or reconnected, to OLT.
This is because OLT needs to know the round-trip de-
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Fig. 27.17 Multipoint MAC control in E-PON

lay of each ONU for conducting the precise time-slot
allocation necessary in TDMA. The round-trip delay,
which includes round-trip propagation delay between
OLT and an ONU, varies depending on the distance be-
tween the OLT and the ONU, and on processing delay
in the ONU, both of which are initially unknown.

Figure 27.18 is a general schematic of the initial
connection process in TDMA-PON, such as G-PON
and E-PON. OLT periodically breaks its normal recep-

tion, i.e., stops allocating upstream time slots to already
connected ONUs, and opens a short window for new
ONUs to send a frame to the OLT. This window is
called the quiet window in G-PON and the discovery
window in E-PON. A new ONU identifies the win-
dow through reception of the serial number request
as a broadcast bandwidth allocation in G-PON, and
through reception of a broadcast message called the
discovery gate in E-PON. The new ONU then sends
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tion

a serial number response (G-PON) or a register request
(E-PON). Here, collision can occur, especially when
many ONUs attempt to newly connect at the same time.
To reduce the probability of such a collision, a ran-
dom delay is added before sending the serial number
response/register request in the ONU. When a collision
occurs in spite of that technique, the ONU retries send-
ing the serial number response/register request at the
next chance, i.e., the next quiet/discovery window.

Triggered by this initial process, some additional
unicast communication runs between OLT and the

ONU for further synchronization. In the case of G-
PON, a process called ranging runs using another
quiet window to determine the round-trip delay. In the
case of E-PON, round-trip delay is captured in the
initial process, and subsequent handshakes run with
additional unicast communication. Thus, the synchro-
nization where round-trip delay against new ONU(s)
has been taken into account is completed and normal
data exchange starts. The whole process before the start
of normal data exchange is called activation in G-PON
and discovery in E-PON.

27.4 XG(S)-PON and 10G E-PON

The basic idea of 10Gb=s PON systems, i.e., XG-PON,
XGS-PON and 10G E-PON, is to increase the transmis-
sion bitrate (line rate) of G-PON and E-PON (i.e., 1G E-
PON) to 10Gb=s. Specifically, the transmission bitrates
of XGS-PON are 9:95328Gb=s for both upstream and
downstream, while those of XG-PON are 2:48832Gb=s

1G E-PON
G-PON

1200 1300 1400 1500 1600

DS

1260 1360 1480

Reduced: 1290–1330 nm

Narrow: 1300–1320 nm

Regular: 1260–1360 nm

Video
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DSUS
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1G E-PON, G-PON

1625
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Fig. 27.19 Wavelength allocation of G-PON, XG-PON, E-PON and 10G E-PON (US: upstream, DS: downstream)

for upstream and 9:95328Gb=s for downstream. The
transmission bitrates of 10G E-PON are 10Gb=s for
downstream and two options, 1:25 and 10:3125Gb=s,
for upstream. Note that these are not the payload band-
width, i.e., howmuch traffic the system can carry, but the
transmission bitrate in the physical layer.
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Figure 27.19 summarizes the wavelength alloca-
tions of G-PON, XG-PON, 1G E-PON and 10G E-
PON. Both the XG-PON and 10G E-PON downstream
wavelengths are specified in the same region to avoid
overlapping the G-PON and 1G E-PON downstream
wavelengths. The XG-PON upstream wavelength is
specified to avoid overlapping the reduced and narrow
options of the G-PON upstream wavelength. There-
fore, XG-PON can coexist with G-PON in the same
ODN using wavelength-division multiplexing (WDM),
provided the G-PON ONUs generate upstream signals
in compliance with the reduced or narrow band op-
tions; Fig. 27.20a shows an implementation of this
coexistence. On the other hand, the 10G E-PON up-
stream wavelength overlaps to the 1G E-PON upstream
wavelength. As shown in Fig. 27.20b, TDM is as-
sumed to accommodate the coexistence of 1G E-PON
ONUs under the same ODN in the 10G E-PON. In
terms of realizing the coexistence of 1G E-PON and
10G E-PON through TDM, the 10G E-PON upstream
wavelength region can be the same as that of 1G
E-PON. However, the 10G E-PON upstream wave-
length region is specified to be the same as that of
XG-PON rather than that of 1G E-PON. This allows
several interesting possibilities, e.g., coexistence be-
tween G-PON (reduced or narrow option) and 10G

E-PON and allocation of 1280�1360 nm to a future
PON.

As for XGS-PON, the basic wavelength set (up-
stream and downstream) is defined to be the same as
the XG-PON upstream and downstream wavelength
regions. In addition, an optional wavelength set is de-
fined the same as the G-PON upstream and downstream
wavelength regions. That is, the basic and optional
wavelength sets of XGS-PON allow coexistence with
G-PON and XG-PON, respectively, through WDM.

A new feature introduced in XG(S)-PON and 10G
E-PON is the mandatory support of forward error cor-
rection (FEC). All the FECs implemented in these PON
systems use Reed Solomon (RS) coding [27.22]. Fig-
ure 27.21 illustrates the RS(255, 239) and RS(255,
223) codes, as examples of RS-code implementation.
The code-block length is 255 byte in both cases, while
the parity field is 16 and 32 byte for RS(255, 239)
and RS(255, 223), respectively. The longer parity field
provides stronger FEC in RS(255, 223), which im-
proves the bit error ratio (BER) from 1�10�3 to 1�
10�12 [27.23] while RS(255, 239) improves the BER
from 1:8�10�4 to 1�10�12 [27.24], insofar as the bit
errors are randomly distributed.

The 9:95328Gb=s bitstream of XG-PON and XGS-
PON, i.e., the XGS-PON upstream, the XG-PON
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downstream and the XGS-PON downstream, uses the
RS(248, 216) code, which is generated as follows: the
RS(255, 223) code is used as the base, and its payload
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Fig. 27.22 Relationship of PHY frame to FS frame and FS burst in XGS-PON

125�s at the specified bitrate. In the 2:488Gb=s up-
stream of XG-PON, the RS(248, 232) code is used; this
is a truncation of RS(255, 239). The 10:3125Gb=s bit-
stream of 10G E-PON, i.e., the 10G E-PON upstream
and downstream, uses the RS(255, 223) code. The up-
stream FEC in XG-PON and XGS-PON can be turned
on and off, in an ONU-by-ONU manner, through the
selection of the burst profile, which allows OLT to set
various parameters related to the ONU burst in each
ONU. The burst profile is another new feature intro-
duced in the standardization of XG-PON. The length
and pattern of preamble and delimiter (see Sect. 27.2.2)
can be set through the burst profile as well.

In XG-PON and XGS-PON, the PHY frame de-
scribed above carries an XGTC (XG-PON transmission
convergence) frame and FS (framing sublayer) frame,
respectively, as the FEC payload. Both the XGTC frame
and the FS frame are defined based on the GTC frame,
i.e., the basic functions are the same, while they in-
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Table 27.3 Physical parameters of ODN for XG-PON and
XGS-PON

Item Unit Specification
Fiber type – ITU-T G.652
Attenuation range dB Class N1: 14�29

Class N2: 16�31
Class E1: 18�33
Class E2: 20�35

Maximum differential optical
path loss

dB 15

Maximum fiber distance km 20

Item Unit Specification
Fiber type – ITU-T G.652
Attenuation range dB Class N1: 14�29

Class N2: 16�31
Class E1: 18�33
Class E2: 20�35

Maximum differential optical
path loss

dB 15

Maximum fiber distance km 20

clude a number of changes in their precise structures.
As for the upstream burst from each ONU, the ONU
burst is defined in G-PON (see Sect. 27.3.3). In XG-
PON, XGTC burst and PHY burst are defined as the
ONU burst before FEC encoding and that after FEC
encoding. In XGS-PON, FS burst and PHY burst are
defined as the ONU burst before FEC and that after
FEC.

Figure 27.22 illustrates the relationship of the PHY
frame to the FS frame and the FS burst described above
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Fig. 27.23a,b Optical level design of
(a) G-PON class B+ and (b) XGS-
PON class N1

for XGS-PON. PSBd and PSBu are downstream and
upstream physical synchronization block sections, re-
spectively. The PSBd contains a pattern for frame syn-
chronization, the superframe counter (see Sect. 27.3.3)
and a PON identifier (PON-ID) to identify the PON
port among the huge number of PON systems possibly
operated. PSBu contains preamble and delimiter (see
Sect. 27.2.2).

Table 27.3 shows physical parameters of ODN for
XG-PON and XGS-PON; see Sect. 27.2.1 for the same
table for B-PON and G-PON. The ODN classes defined
include Nominal 1 (N1), Nominal 2 (N2), Extended 1
(E1) and Extended 2 (E2), in which the acceptable op-
tical losses between OLT and ONUs are 29, 31, 33 and
35 dB at maximum, respectively. Fiber type, differen-
tial optical path loss and fiber distance are defined the
same as those for B-PON and G-PON. The introduc-
tion of FEC is one of the keys to keep accommodating
such high optical losses when increasing the bitrate to
10Gb=s.

Figure 27.23 illustrates the power budget design for
XGS-PON class N1, in which the use of FEC is manda-
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tory, comparing to that for G-PON class B+, in which
FEC is not assumed to be implemented; only the down-
stream design is illustrated for simplicity. The use of
FEC allows the system to accept a higher (worse) BER
in the receiver, so a lower (better) minimum sensitiv-
ity can be specified. Therefore, the total optical power
budget between OLT and ONU can be increased while
keeping the transmitter launched power at a reasonable
value for more cost-effective implementation. It should

be noted that the optical power budget between OLT
and ONU does not correspond to the optical loss bud-
get, i.e., the maximum value in the attenuation range,
between OLT and ONU, because the achievable sen-
sitivity in the receiver gets worse when receiving the
signal after the fiber transmission, e.g., due to the signal
pulse broadening induced by the fiber dispersion. This
degradation factor in the receiver sensitivity is defined
as the optical path penalty.

27.5 Security and Privacy

There are several ways by which data of a legitimate
PON user can fall into the hands of a malicious user, or
by which a malicious user can pose as a legitimate user,
and by which a malicious user can disturb the PON.

In the downstream, a PON is a broadcast network,
which means that every user receives the data of every
other user. Due to the directional nature of PON, the
upstream direction is secure and can be used to send
encryption keys. However, a malicious user could pre-
tend to be a legitimate user and attack the PON in that
way. Also, a malicious user could overwrite the sig-
nal of another user by transmitting at higher optical
power.

Due to the nature of the fiber plant, reflections of
signals resulting from dirty, damaged or open connec-
tors could also end up at a malicious user.

One solution that resolves many of the security and
privacy issues is ONU authentication and data encryp-
tion.

For example, the G-PON standard ITU-T G.984.3
requires the use of the Advanced Encryption Standard
(AES). A description of the AES algorithm can be
found in [27.25].

Encryption is done before FEC encoding, and only
the GEM frame is encrypted, not the header.

The OLT initiates the key exchange by sending the
Request_Key message in the PLOAM channel. The
ONU responds by generating, storing and sending the
key using PLOAM messages. After the OLT success-

fully receives the key, it stores it. Encryption keys need
to be renewed for optimal security; this is also con-
trolled by the OLT. The OLT chooses a frame number
in the future, which will be the first frame using a new
key, and communicates this to the ONU by sending
the Key_Switching_Timemessage three times to ensure
high probability of correct reception of the message.
A similar security algorithm is specified for E-PON
in [27.26].

As described earlier, in addition to the eavesdrop-
ping threat, malicious users can pretend to be legitimate
users. Authentication is the method applied in standard-
ized PONs to avoid this. Reference [27.26] describes
three different mechanisms for authentication in E-
PON. The first is authentication based only on the MAC
address, the second is based only on the logical ID,
and the third is based on MAC address or logical ID
(if MAC address fails, logical ID can be used). Only
after authentication is successfully completed is trans-
mission of data frames allowed from OLT or ONU.
Also, in G-PON, ONUs receive a unique ONU-ID as-
signment from the OLT after the ONU sends its serial
number.

The final threat listed above is that of malicious
users disturbing the PON by jamming the signal of
other users. In [27.26] it is assumed that the E-PON
infrastructure is physically secured and inaccessible in
order to avoid such events, and no algorithms are de-
scribed to protect against this threat.

27.6 Survivability

As illustrated in Fig. 27.24, various types of PON pro-
tection schemes are available for TDM-PON. Because
a cut of the feeder fiber (the fiber between OLT and the
splitter) or a failure in the OLT results in service break-
downs in all the ONUs connected to the OLT in PON,
protection against such a cut/failure is very important.

Type A is a simple scheme that protects only the
feeder fiber. As illustrated in Fig. 27.24, this is realized
by setting a 1 W 2 optical switch next to the OLT, using
a 2 W n optical splitter instead of a 1 W n optical splitter,
and employing working and protection feeder fibers be-
tween the optical switch and the 2 W n optical splitter. No
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additional component or function is necessary in either
OLT or ONUs to realize this scheme.

Type B is a cost-effective scheme to protect both the
feeder fiber and the OLT port while not requiring any
additional ONU components or functions. In the case
of type B, the two OLT ports, i.e., the working port and
the protection port, must not generate the downstream
signals simultaneously; otherwise the two downstream
signals are mixed at the optical splitter and become un-
readable, as can be understood from the figure. In this
scheme, the protection port must stand by silently—
the so-called cold standby—and start generating the
downstream signal only after a failure is detected. Fast
protection switching, e.g., within several tens of mil-
liseconds, can be achieved by simplifying or omitting
the remeasurement of round-trip delay between the pro-
tection port of the OLT and each ONU, and by properly
controlling the working and protection ports of the OLT
when a failure occurs [27.27, 28].

Setting the working and protection ports in different
locations yields dual-parented type B protection. Dual-
parented type B can secure the service even when all the
equipment in one central office becomes unavailable,
e.g., due to a disaster or a power breakdown. Assum-
ing that the working and protection OLTs are connected
to a common Ethernet switch in the backhaul network,
Ethernet linear protection can be implemented to assist
a proper protection switching [27.29].

Type B with N W 1 is another variant of type B.
The aim of this variant is to provide greater cost-
effectiveness compared with the basic type B, as the
backup OLT is shared among several PON systems. As
illustrated in the figure, a 1 W N optical switch is used to
realize the sharing.

Type C duplicates the whole PON section be-
tween the OLT and each ONU. In this case, both
the working port and the protection port of OLT can
generate the downstream signals simultaneously be-
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cause the two downstream signals do not meet in the
optical section, as can be understood from the fig-
ure. Here, the protection OLT can stand by while
generating the downstream signal—the so-called hot
standby. Moreover, depending on the implementation
of the ONU, the protection port of each ONU can
communicate with the protection port of the OLT inde-
pendently from the communication between the work-
ing port of the ONU and the working port of the

OLT, thus carrying extra traffic during normal opera-
tion.

Figure 27.25 illustrates an in-office implementation
of type B withN W 1 to address OLT-card failure [27.30].
Although this does not address the cut of feeder fiber,
it can be a cost-effective solution to address OLT-card
failure while keeping the existing non-duplicated out-
side plants (fibers and splitters) where PON systems
have already been deployed.

27.7 Energy Efficiency in PON

Several reasons can be given to support high energy
efficiency in PON. Sustainability is one reason, as it
has been estimated that the energy consumption of the
information and communications technologies (ICT)
ecosystem has approached 10% of electricity genera-
tion worldwide, with the internet accounting for 10% of
global consumption in 2013 [27.31], an amount compa-
rable to that of the airline industry. Of all the networks
that make up the internet, access networks have the
highest energy usage per user, as they are shared among
the least number of users, and home equipment is not
even shared at all. Thus, any energy efficiency applied
at the CPE (customer premises equipment) will have
a significant impact on the overall energy consumption
of the network.

Second, during emergencies, battery operation of
user equipment might be needed, which also prof-

its from lower power consumption of this equip-
ment.

Third, energy efficiency is also important for eco-
nomic reasons. OLTs are located at the central office
(CO), where the achievable PON-port density (which
determines cost per port) is limited by power consump-
tion and resulting heat generation.

Finally, practical considerations such as limited
power availability at remote node locations (e.g., FTT-
curb, FTT-pole, FTT-distribution point) support the
need for high energy efficiency of PON equipment.

In the following sections, we will describe the
use of sleep modes in PON, which is a standard-
ized method for increasing energy efficiency. We will
also describe bit-interleaving PON, which has been
proposed as a low-power-consumption PON architec-
ture [27.32].
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27.7.1 Sleep Modes

Sleep modes are used to reduce the power consumption
of a network. When a device does not need to transmit
or receive data, it can go to sleep and thus consume less
power.

Sleep modes are recognized as an effective method
for reducing energy consumption and have been stan-
dardized to reduce energy consumption in a PON.

In ITU-T Recommendation Series G.987 (XG-
PON), G.989 (NG-PON2) and G.984 (G-PON), three
sleep modes have been standardized for PON: doze
mode, cyclic sleep mode and watchful sleep mode.
Watchful sleep mode was added later as a compro-
mise between doze and cyclic sleep mode for an overall
higher power savings.

ONU receivers can still receive downstream data
when in doze mode, but in cyclic sleep mode they can-
not; in the watchful sleep mode the receiver periodically
becomes active. All three modes can be statically pro-
visioned by the network management layer of the PON.

OLT and ONU together run a pair of power-
management-state machines coordinated by signaling
with PLOAM messages to operate the sleep mode al-
gorithms. In summary, the ONU can have two main
states, the Aware state and the LowPower state. In the
Aware state, the ONU receives and transmits data. In
the LowPower state, the ONU does not transmit data.
Within the LowPower state, the ONU can be in Listen
state (doze mode), in which an ONU can receive data,
or it can be in the Asleep state (cyclic sleep mode),
where the ONU receiver is inactive. Finally, the ONU
can be in the Watch state (watchful sleep mode), where
the ONU periodically checks the downstream traffic for
wakeup indications from the OLT. See Fig. 27.26 for
a schematic representation of the three sleep modes de-
scribed in ITU-T G987.3 and G.989.3 [27.33, 34].

The OLT can enable and disable the different sleep
modes in real time using the Sleep-Allow message. The
ONU can signal the intent to change power mode with
a Sleep_Request message. In addition, the OLT can
expedite waking up a dozing or sleeping ONU using
a forced wake-up indication (FWI) bit in the BWmap
allocation structure, in case it needs to.

IEEE also standardized sleep modes for Ethernet-
based PONs. In IEEE standard 1904.1 [27.26], dynamic
and static power-saving modes are described. In the
current draft of 1904.1, two types of sleep modes are de-
scribed for E-PON. The Tx sleep mode, where the ONU
Tx is sleeping but the ONU Rx is still active (similar to
doze mode in ITU-T PON), and TRx sleep mode, where
both ONU Tx and Rx are sleeping. The sleep control
signaling in E-PON is based on messages delivered us-
ing extension MAC control frames.

The SLEEP_ALLOW message is sent by OLT to
request the ONU to enter the power-saving mode. The
ONU sends the SLEEP_ACK message in response to
OLT when the ONU is capable and is configured. The
ONU can request a SLEEP_ALLOW message from the
OLT by sending a SLEEP_INDICATION message. In
E-PON, OLT and ONU can both initiate power-saving
modes.

Similar to the forced wake-up in ITU-T PONs, E-
PON ONUs should support the early wake-up function.

There are several challenges related to sleep modes.
The main challenge is the trade-off between power sav-
ings and the quality of the user experience (or quality
of service, QoS). The on/off transition time is signifi-
cant, limits overall power savings and increases delays
in the network. Sleep modes also need large packet
buffers, which again increases power consumption. The
watchful sleep mode has solved some of these chal-
lenges because it has the advantages of both the doze
mode (i.e., better user experience due to fast transi-
tion between low- and high-power mode, but lower
power savings) and the cyclic sleep mode (i.e., higher
power savings, but worse user experience). For exam-
ple, in [27.35] it has been shown that the watchful
sleep mode indeed outperforms the doze mode and the
cyclic sleep mode with respect to energy efficiency
for low-traffic-load cases. Also, the downstream de-
lay has been reduced, which is a main parameter for
QoS. The downstream delay is even lower in the doze
mode, but this is at the expense of the energy effi-
ciency.

27.7.2 Other Power-Saving Schemes

In addition to sleep modes, other power-saving methods
have been proposed in the research literature.
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For example, in 2012, the GreenTouch Consor-
tium [27.32] announced and demonstrated the bit-
interleaved passive optical network (Bi-PON) concept,
which can be used in addition to sleep modes to further
reduce power consumption.

As in the downstream of a PON, all the data are pas-
sively split and distributed to all the users; each user,
in order to recover its data, must process all the data
before it can filter out the data that was meant particu-
larly for its use. From an energy consumption point of
view, this is very inefficient, because the large major-
ity of the CPE processing is on data that are meant for
other users. In the upstream, the processing at the CPE
is more efficient because only user traffic of this CPE is
handled.

In bit-interleaving PON, each user selects the rel-
evant bits, and drops bits meant for other users im-
mediately after the CDR, enabling further processing
of the data at the user rate instead of the aggregate
data rate. In other words, user traffic is already sepa-
rated in the physical layer instead of in the protocol
layers. Figure 27.27 shows how bit-interleaving PON
compares with standard TDM-PON. In a conventional
TDM-PON, the clock and data are recovered by a CDR
immediately after the optical receiver front-end con-
sisting of an APD, a transimpedance amplifier (TIA)
and a limiting amplifier (LA). After the CDR, the data
are aligned, and functions such as forward error correc-
tion (FEC) are operated on the full-rate bitstream. After
FEC, the higher layers can process the data and deter-
mine which part of the data is meant for the particular
user and can be further processed at the lower user rate.

In the case of bit-interleaving PON, instead of
a conventional CDR, a CDR with a decimator is used.
The decimator automatically drops data not meant for
the particular user. As a result, the data can be processed
at the lower user rate immediately after the clock and

data recovery stage. Functions such as FEC and align-
ment can be run at much lower bitrates, and therefore
the power consumption at the ONU is substantially re-
duced.

Dynamic power consumption is proportional to bit-
rate (frequency) and the amount of switching activ-
ity, making the bit-interleaving scheme quite effective,
as has been shown in reference [27.36, 37]. Dynamic
power consumption is the power consumption of a de-
vice when it is in operation, minus the power con-
sumption when it is not in operation (static state).
Static power consumption is mainly caused by leak-
age currents of the transistors in the circuit. In [27.36]
a field-programmable gate array (FPGA) implementa-
tion was reported in which the dynamic downstream
processing power of a 10G Bi-PON ONU was at least
30 times lower than a standard XG-PON ONU un-
der all traffic conditions, including cases where sleep
modes were also applied. In [27.37], an application-
specific integrated circuit (ASIC) implementation using
a 0:13 nm complementary metal–oxide–semiconductor
(CMOS) is described; the paper estimates that inte-
gration reduces the dynamic power consumption ratio
between Bi-PON and standard TDM-PON beyond 35
and up to 180 times for a 10Mb=s user rate. To
make the bit-interleaving principle work, an alterna-
tive PON protocol needs to be implemented, but as
of now such a protocol has not yet been standard-
ized.

In addition to sleep modes and bit-interleaving,
lower power consumption can be achieved with the
use of smaller-scale CMOS technology. The dynamic
power consumption, primarily, will be lower because of
higher integration and lower voltages. However, with
the smaller-scale CMOS technology, leakage currents
increase, which limits the reduction of the static power
consumption.



Current TDM-PON Technologies References 869
Part

D
|27

27.8 Technologies Beyond 10G PON

Research into the topic of increasing the line rate of
TDM-PON has been quite active in recent years. As
cost targets are very stringent, in optical access the fo-
cus has been on reusing 10G optical components via
the use of higher-order modulation schemes such as
duobinary or PAM-4, or by applying electronic equal-
ization methods to achieve 25, 40 or 50Gb=s trans-
mission [27.38]. Research activity has also sparked the
IEEE PON standardization group to start standardizing
a PON system with a 25Gb=s line rate [27.39, 40]. Dis-
cussion and investigation into higher line rate has also
started in the ITU-T PON standardization group FSAN.

Another direction of TDM-PON evolution is to
realize a longer reach and/or higher split ratio, keep-

ing the line rate as 10Gb=s or higher. While optical
amplification and digital coherent reception are the can-
didate technologies to realize these goals, issues include
how to accommodate the burst-mode upstream sig-
nals and how to minimize the system cost. There are
several challenges in realizing burst-mode optical am-
plification and burst-mode digital coherent reception
for TDM-PON applications [27.41]. One approach for
minimizing the system cost is to avoid using high-cost
components at the ONU side, while sharing the cost
of the optical amplifier and/or the digital coherent re-
ceiver among a large number of ONUs at the OLT
side [27.42].
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28. Emerging PON Technologies

Josep Prat , Luca Valcarenghi

This chapter focuses on recent advances in op-
tical access networks, which are also commonly
termed FTTH (fiber-to-the-home) or PON (passive
optical networks). The last decade has seen dra-
matic growth in these networks; they have gone
from being almost nonexistent to being a world-
wide presence, providing true broadband Internet
connections to end users. In recent years, research
and development efforts have been directed into
enhancing fiber resources and increasing the num-
ber of users and the aggregate capacities of PONs.
This chapter is divided into two parts. The first
(Sects. 28.1–28.3) discusses the second genera-
tion of PONs (NG-PON2), which improve upon the
first generation by enabling increased bit rates
and including a WDM overlay. The second part
(Sects. 28.4–28.6) explores proposed longer-term
approaches (a future third generation of PONs)
with higher scalability and flexibility that have
undergone proof-of-concept testing.
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Since they were first standardized in the 1990s (B-
PON ITU-T G.982, 1996), passive optical networks
(PONs) have represented a means of supplying broad-
band access at low cost. Because of their passive nature
and their utilization of optical fibers, they provide
a good tradeoff between cost, reach, and capacity. PON
speeds have evolved very quickly from the hundreds of
megabits per second offered by B-PON to the tens of
gigabits per second offered by NG-PON2, increasing
in speed by almost one order of magnitude per decade.
There are two major ongoing standardization efforts for
PONs: one conducted by ITU-T based on the evolu-
tion of B-PON, and the other by IEEE in relation to
their standard 802.3 (also known as ethernet PONs).
In this chapter, we focus mainly on ITU-T PONs, and

the latest ITU-T PON standard, NG-PON2, in particu-
lar.

Section 28.1 provides an overview of the architec-
ture and the different functions that each NG-PON2
layer provides. NG-PONs utilize multiwavelength
transmission in the physical layer, and the advantages of
this are highlighted along with the physical aspects that
must be considered when attempting to maximize per-
formance. The requirements of tunable transmitters and
receivers at the ONUs are discussed in depth. Trans-
mission convergence (i.e., access) layer protocols are
reviewed, including specifics relating to the utilization
of tunable transmitters and receivers at the ONUs.

Section 28.2 is dedicated to an emerging topic in
NG-PON2: energy savings at the optical line termi-
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nation (OLT). While the same techniques for saving
energy at the ONUs can be applied in NG-PON2, it
is also possible to save energy at the OLT by (de)ac-
tivating transceivers as a function of the traffic and
(de)aggregating ONUs to transceivers.

Finally, Sect. 28.3 focuses on the evolution of PONs
towards wavelength division multiplexed (WDM)
PONs. In particular, the relationship between NG-
PON2, which includes point-to-point transmission, and
NG-PON2 is highlighted.

28.1 Hardware, PHY, and MAC of NG-PON2

The International Telecommunication Union’s
Telecommunication Standardization Sector recently
standardized the 40GB capable Next-Generation PON
2 (NG-PON2) [28.1]. Only a general functional refer-
ence architecture is specified in [28.1]. Details about
the PHY (physical interface)MAC (medium access
control) layers are included in other standards, and
some of them are left to vendors. This section provides
an overview of the main functionalities implemented in
the layered architecture of NG-PON and the hardware
utilized in them.

28.1.1 NG-PON2 Architecture

The NG-PON2 architecture is defined in [28.1] and de-
picted in Fig. 28.1. The ITU-T has directed a great
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Fig. 28.1 The NG-PON2 architecture as in [28.1]

deal of effort into guaranteeing backward compatibil-
ity with previous technologies such as XGPON and
GPON. Thus, the optical distribution network (ODN)
in this architecture is based on a passive splitter.

The most common NG-PON2 architecture is pre-
dicted to be the time and wavelength division multi-
plexed (TWDM) passive optical network (PON), for-
merly known as the hybrid TDM-WDM PON, as shown
in Fig. 28.2. Tunable point-to-point WDM is supported
by the NG-PON2 system. The devices utilized are an
OLT featuring line cards (LCs), a wavelength multi-
plexer, a passive splitter, and several ONUs featuring
tunable transceivers [28.2]. The line cards, which are
also known as optical subscriber units (OSUs), have
fixed transceivers that transmit and receive at differ-
ent wavelengths. This architecture has several advan-
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Fig. 28.2 A time
and wavelength
division multiplex-
ing passive optical
network (TWDM
PON)

tages. The tunable transceivers of the ONUs allow
high flexibility and reconfigurability. Indeed, all of the
ONUs are capable of transmitting and receiving at any
wavelength, so they can communicate with any OLT
transceiver/OSU. Additionally, the utilization of ONUs
with tunable transceivers makes them colorless, which
facilitates ONU installation and management.

NG-PON2 standardization is based on three stan-
dards [28.3, 4]: ITU-T Rec. G.989.1 [28.1], ITU-T
G.989.2 [28.5], and ITU-T G.989.3 [28.6]. ITU-T Rec.
G.989.1 [28.1] defines the general requirements of
40Gb capable passive optical network (NG-PON2) sys-
tems and their architecture; ITU-T G.989.2 [28.5] deals
with the physical media dependent (PMD) layer; and
ITU-T Rec. G.989.3, which specifies the TC layer for
XGPON, deals with the specific transmission conver-
gence (TC) layer for NG-PON2. This section briefly
summarizes ITU-T Rec. G.989.1, while the two sub-
sequent sections outline ITU-T G.989.2 (including the
hardware involved) and ITU-T Rec. G.989.3, respec-
tively.

28.1.2 NG-PON2 Physical Layer
and Hardware

The physical media dependent (PMD) layer of NG-
PON2 is specified in ITU-T G.989.2 [28.5]. This stan-
dard establishes the characteristics of hybrid time and
wavelength division multiplexing (TWDM) channels,
referred to as a TWDM PON. In addition, the charac-
teristics of optional tunable point-to-point wavelength
overlay channels, also known as a point-to-point wave-

length division multiplexing (PtP WDM) PON, are
described.

Among the important information included in the
standard document is the wavelength allocation plan
for NG-PON2, which is shown in relation to existing
legacy PON technologies; see Fig. 28.3. Table 28.1 re-
ports the NG-PON2 allocation plans for both TWDM
and PtP WDM. If a particular subset of the spectrum in
either band is unused by a TWDM PON and/or legacy
systems, a PtP WDM PON is permitted to make use of
that particular subband in the upstream and/or down-
stream direction. However, isolation requirements must
be considered. Moreover, when a TWDM PON and
a PtP WDM PON are both present, the wavelength
channels of both technologies may occupy adjacent
wavelength bands. However, the TWDM and PtPWDM
channels must not be interleaved.

As reported in [28.7], NG-PON2 systems support
a minimum aggregate capacity of 40Gb=s in the down-
stream (DS) direction and 10Gb=s in the upstream (US)
direction. From a per-wavelength-channel perspective,
TWDM offers three DS/US line rate combinations: the
10=2:5Gb=s base case and optional symmetric rates of
10=10 and 2:5=2:5Gb=s. Three line rate classes (around
1, 2.5, and 10Gb=s) are specified for PtP WDM to
transport ethernet, SDH/OTN, and CPRI services. Each
NG-PON2 system supports a minimum of 256 address-
able ONUs per ODN. Optical parameters are specified
assuming four and eight bidirectional wavelength chan-
nels for TWDM and PtP WDM, respectively. However,
the specification anticipates a future increase in the
number of wavelength channels for both technologies.
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Fig. 28.3 NG-PON2 wavelength plan in relation to coexisting technologies; note that U/S refers to upstream and D/S to
downstream. (After [28.5])

Table 28.1 NG-PON2 wavelength allocation plan from [28.5]

TWDM PON PtP WDM PON
Downstream Upstream Upstream/downstream
1596�1603 nm Wideband option:1524�1544 nm

Reduced band option:1528�1540 nm
Narrow band option:1532�1540 nm

Expanded spectrum:1524�1625 nm
Shared spectrum:1603�1625 nm

TWDM PON PtP WDM PON
Downstream Upstream Upstream/downstream
1596�1603 nm Wideband option:1524�1544 nm

Reduced band option:1528�1540 nm
Narrow band option:1532�1540 nm

Expanded spectrum:1524�1625 nm
Shared spectrum:1603�1625 nm

The physical requirements embodied in the NG-
PON2 PMD specification (i.e., ITU-T G.989.2) are
impacted by optical link design topics, including the
optical distribution network characteristics, degradation
due to Raman fiber nonlinearity, interchannel crosstalk
tolerance, and the wavelength-tuning capabilities of op-
tical network units.

NG-PON2 systems have the ability to support
power-split (PS) and wavelength-routed (WR) optical
distribution networks (ODNs), as well as hybrids of
the two. While support for power-split-only ODNs is
mandatory and wavelength-split ODNs are permitted,
only ONUs with wavelength selection features are al-
lowed in both cases. Two classes of ODN architectures
are considered for PtP WDM PONs. A wavelength-
selected ODN (WS-ODN) relies on tunable filters to
provide a wavelength selection capability in the ONUs.
A wavelength-routed ODN (WR-ODN) possesses an
intrinsic wavelength routing capability due to the pres-

ence of wavelength splitters in the ODN. The hy-
brid configuration mixes power splitters, as featured
in WS-ODNs, with a cyclic arrayed waveguide grat-
ing (CAWG), as featured in WR-ODNs. The ODN
type influences the optical path loss budget of the
ODN. In general, the use of wavelength splitters rather
than power splitters leads to lower insertion losses.
ITU-T G.989.2 specifies the ODN optical path loss
classes reported in Table 28.2. In addition, minimum
and maximum fiber distances are defined, as reported
in Table 28.3. To learn more about ODNs, the reader is
referred to [28.7].

One of the most important features of NG-PON2 is
the ability of the ONUs to tune their upstream/down-
stream transmission/reception wavelength. This feature
paves the way to bandwidth allocation algorithms that
work in both the time and the wavelength domains and
can better utilize the network capacity, but whose ef-
fectiveness depends on the physical characteristics of
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Table 28.2 ODN optical path loss classes (ODN classes)

Class
N1

Class
N2

Class
E1

Class
E2

Minimum optical
path loss (dB)

14 16 18 20

Maximum optical
path loss (dB)

29 31 33 35

Maximum differential
optical path loss (dB)

15

Class
N1

Class
N2

Class
E1

Class
E2

Minimum optical
path loss (dB)

14 16 18 20

Maximum optical
path loss (dB)

29 31 33 35

Maximum differential
optical path loss (dB)

15

Table 28.3 ODN fiber distance classes

Fiber distance
class

Minimum fiber
distance
(km)

Maximum fiber
distance
(km)

DD20 0 20
DD40 0 40

Fiber distance
class

Minimum fiber
distance
(km)

Maximum fiber
distance
(km)

DD20 0 20
DD40 0 40

Table 28.4 NG-PON2 ONU tuning time classes

Tuning time class Tuning time
Class 1 < 10�s
Class 2 10�s to 25ms
Class 3 25ms to 1 s

Tuning time class Tuning time
Class 1 < 10�s
Class 2 10�s to 25ms
Class 3 25ms to 1 s

the devices. In particular, the ONU transmitter/receiver
tuning time is the main parameter. In ITU-T G.989.2,
the tuning time is defined as:

. . . the elapsed time from the moment the tun-
able device leaves the source wavelength channel
to the moment the tunable device reaches the target
wavelength channel . . .

ITU-T G.989.2 specifies the three tuning time classes
reported in Table 28.4. In [28.7], it is reported that
the slowest (class 3) tunable devices may utilize ther-
mal effects to change their operating wavelengths, and
are best suited to applications in which tuning opera-
tions are performed infrequently or when a short service
interruption is tolerable. Semi-static load-sharing and
power-saving mechanisms based on channel changes
are supported by this class of devices. Class 2 tun-
able devices feature faster channel tuning, meaning that
sub-50ms channel protection schemes can be applied.
They also enable the implementation of dynamic load-
sharing and dynamic power-saving schemes. Class 1
tunable devices, which have the shortest tuning times,
may facilitate dynamic wavelength and bandwidth allo-
cation in the system.

Another important parameter to consider in an NG-
PON2 design is the optical path penalty (OPP). In
ITU-T G.989.2, the OPP is defined as the apparent
degradation of receiver sensitivity due to impairments

during transmission as well as the apparent increase in
ODN loss due to Raman depletion.

The optical link budget for a particular ODN optical
loss class is only satisfied if the difference between the
minimummean launched optical power of the transmit-
ter (in dB relative to 1mW) and the receiver sensitivity
(in dB relative to 1mW) is equal to or exceeds the sum
of the maximum OPP (in dB) and the maximum optical
path loss (in dB) specified for the given ODN optical
loss class.

The OPP accounts for the effects of reflections,
intersymbol interference, mode partition noise, fiber
dispersion, and fiber nonlinearities. Among these, we
consider chromatic dispersion and Raman nonlinear-
ity caused by high optical power and multiwavelength
operation in this chapter. Chromatic dispersion is the
phenomenon in which the phase velocity of a wave de-
pends on its frequency. Raman nonlinearity can result
in nonlinear crosstalk and signal depletion for cer-
tain wavelengths. Chromatic dispersion occurs due to
the spectrum of the lasers utilized for transmission. In
NG-PONs, both directly modulated DFB lasers (DML)
and externally modulated lasers (EML) are considered.
ITU-T G.989.2 defines maximum OPP values in dB
for both downstream (i.e., at the ONU) and upstream
(i.e., at the OLT) reception, assuming the use of EMLs.
These maximumOPP values are reported in Table 28.5.

Electronic dispersion compensation (EDC) can be
used in the OLT (ONU) transmitter to achieve the OPP
specified in optical interface parameter tables. EDC
may also be used at the ONU (OLT) receiver.

As stated in [28.7], Raman nonlinearity in the fiber
of a NG-PON2 system has two distinct effects: first, US
TWDM channels are depleted by the counterpropagat-
ing DS TWDM channels; second, modulation crosstalk
between any copropagating optical signals separated in
optical frequency by 1�40 THz. The power depletion is
accounted for by recommending an increase in OPP in
the NG-PON2 PMD layer. Results presented in [28.7]
show the worst-case Raman depletion of US TWDM
channels for all optical path loss (OPL or ODN) classes
and both 4- and 8-channel cases as a function of fiber
distance.

Other types of impairments that need to be taken
into account in TWDM-PONs include crosstalk due to
imperfect laser spectra (side-mode suppression), high
dynamic power ranges (up to almost 30 dB in an 8-
channel system), and burst-mode-induced laser wave-
length drift (tens of GHz in the worst case).

As reported in [28.7], the optical crosstalk terms
for the NG-PON2 PMD layer relate to the in-band in-
terferometric crosstalk generated when optical power
wanders into the spectral regions of other channels. In



Part
D
|28.1

876 Part D Optical Access and Wireless Networks

Table 28.5 Maximum OPP values for chromatic dispersion

Rate
(Gb=s)

Direction Interface Maximum OPP
(dB)

Notes

2.48832 Downstream ONU receiver (optical interface R) 1.0
9.95328 Downstream ONU receiver (optical interface R) 2.0
2.48832 Upstream OLT receiver (optical interface R) N1 N2 E1 E2

1.0 1.0 1.5 1.5 With Raman effects (DD20, four channels)
1.5 1.5 2.0 2.0 With Raman effects (DD40, four channels)
1.0 1.5 2.0 2.0 With Raman effects (DD20, eight channels)
2.0 2.5 3.5 3.5 With Raman effects (DD40, eight channels)

9.95328 Upstream OLT receiver (optical interface R) N1 N2 E1 E2
1.5 1.5 2.0 2.0 With Raman effects (DD20, four channels)
FFS FFS FFS FFS With Raman effects (DD40, four channels)
FFS FFS FFS FFS With Raman effects (DD20, eight channels)
FFS FFS FFS FFS With Raman effects (DD40, eight channels)

Rate
(Gb=s)

Direction Interface Maximum OPP
(dB)

Notes

2.48832 Downstream ONU receiver (optical interface R) 1.0
9.95328 Downstream ONU receiver (optical interface R) 2.0
2.48832 Upstream OLT receiver (optical interface R) N1 N2 E1 E2

1.0 1.0 1.5 1.5 With Raman effects (DD20, four channels)
1.5 1.5 2.0 2.0 With Raman effects (DD40, four channels)
1.0 1.5 2.0 2.0 With Raman effects (DD20, eight channels)
2.0 2.5 3.5 3.5 With Raman effects (DD40, eight channels)

9.95328 Upstream OLT receiver (optical interface R) N1 N2 E1 E2
1.5 1.5 2.0 2.0 With Raman effects (DD20, four channels)
FFS FFS FFS FFS With Raman effects (DD40, four channels)
FFS FFS FFS FFS With Raman effects (DD20, eight channels)
FFS FFS FFS FFS With Raman effects (DD40, eight channels)

general, the most stringent requirements for the spectral
characteristics of a TX (transmitter) are imposed in the
US, mainly because of the large power level difference
at the OLT RX (receiver) between signals from different
ONUs. In [28.7], it is stated that two crosstalk terms are
important when characterizing an enabled channel: the
interference caused by similar signals, i.e., TWDM-to-
TWDM and PtP WDM-to-PtP WDM, and the interfer-
ence caused by dissimilar signals, i.e., TWDM-to-PtP
WDM and PtP WDM-to-TWDM crosstalk. In ITU-T
G.989.2, two terms are utilized to describe the afore-
mentioned cases: out-of-channel power spectral density
and out-of-band power spectral density.

The out-of-channel optical power spectral density
(OOC-PSD) defines the maximum power spectral den-
sity a NG-PON2 TX is permitted to emit outside the
spectral interval corresponding to its current operating
wavelength channel. This PSD is specified at the ap-
propriate reference point (S/R-CG for the DS direction,
R/S for the US direction). In the NG-PON2, a penalty
of 1 dB due to OOC interference in the US direction
is accounted for. The corresponding value in the DS di-
rection is as low as 0:1 dB because of the bandpass filter
function of the wavelength multiplexer (WM).

The out-of-band optical power spectral density
(OOB-PSD) defines the maximum power spectral den-

Table 28.6 Possible tunable transmitter categories (from [28.8])

Type A A0 B C
Device Heater-integrated

DFB-LD
EML (TEC inside) DBR-LD (short cavity

type)
4-ch EML array +
selector SW

Tuning control Thermal Thermal Electrical Electrical (SW)
Tuning time Subsecond order Subsecond order < 5 ns (LD chip level) < 100 ns (burst-response

time included)
Modulation Direct External Direct External
DCTa for 10Gb=s operation Needed Not needed Needed Not needed

Type A A0 B C
Device Heater-integrated

DFB-LD
EML (TEC inside) DBR-LD (short cavity

type)
4-ch EML array +
selector SW

Tuning control Thermal Thermal Electrical Electrical (SW)
Tuning time Subsecond order Subsecond order < 5 ns (LD chip level) < 100 ns (burst-response

time included)
Modulation Direct External Direct External
DCTa for 10Gb=s operation Needed Not needed Needed Not needed

a Dispersion compensation technique

sity a NG-PON2 TX is permitted to emit outside the
specified operating wavelength band. In both trans-
mission directions, a penalty of 0:1 dB due to OOB
interference is accounted for in the NG-PON2 standard.

The last part of this section focuses on two of
the most important devices in a TWDM-PON: tunable
transmitters and tunable receivers. As stated in [28.8],
the expected primary specifications for tunable trans-
mitters (T-TX) in ONUs are 4-channel tunability with
an assumed 100GHz channel spacing in the C band,
a line rate of 2.5 (most likely for residential services)
or 10Gb=s (most likely for business and mobile ser-
vices), and burst-mode operation. Table 28.6, originally
reported in [28.8], summarizes different types of tun-
able transmitters.

There are three different approaches to making
transmitters tunable: electronic, thermal, and mechan-
ical. The most prominent electronically tuned lasers
are various implementations of the DBR laser. Among
mechanically tunable lasers, there has been particular
progress in the development of microelectromechanical
vertical cavity surface-emitting lasers [28.9, 10]. The
narrow-band (approx. 5 nm) tunable DFB laser is a no-
table type of thermally tunable laser. So far, however,
only lasers based on electronic tuning have achieved
significant commercial success.



Emerging PON Technologies 28.1 Hardware, PHY, and MAC of NG-PON2 877
Part

D
|28.1

Table 28.7 Possible tunable receiver technologies (as reported in [28.8])

Type X Y Z
Device Heater-integrated TFF + PD DEMUX + 4-ch APD array + selector SW DEMUX+SOA gates + PD
Tuning control Thermal Electrical (electric SW) Optical selector SW
Tuning time Seconds < 20 ns < 1:5 ns (chip level)

Type X Y Z
Device Heater-integrated TFF + PD DEMUX + 4-ch APD array + selector SW DEMUX+SOA gates + PD
Tuning control Thermal Electrical (electric SW) Optical selector SW
Tuning time Seconds < 20 ns < 1:5 ns (chip level)

Type A is a conventional uncooled direct modula-
tion laser. The advantages of this laser are its small size,
low cost, and easy burst-mode operation. Its main draw-
backs are the need for an integrated heater on a chip for
tunability and its slow (subsecond) tuning time, as the
wavelength is tuned by changing the chip temperature
using the heater. Another disadvantage of type A is that
dispersion compensation techniques (DCTs) are needed
for 10Gb=s direct modulation operation in the C band,
such as a burst-mode electric dispersion circuit (EDC)
in the OLT and pre-emphasis in the ONU.

Type A0 is an electroabsorption modulator inte-
grated distributed-feedback laser diode (EML), which
has similar characteristics to type A because there
is generally a thermoelectric cooler (TEC) inside the
module. However, it does not need DCTs for 10Gb=s
operation as it has an integrated modulator.

Type B is a distributed Bragg reflector (DBR)-LD.
Its advantages are its small size and fast tuning time,
on the order of nanoseconds (chip level); however, just
like type A, it needs DCTs for 10Gb=s operation in the
C-band.

Type C consists of a 4-channel EML arrayed device,
an optical multiplexer, and an electric wavelength chan-
nel selector SW. Its main advantages are its short tuning
time, elimination of mode hopping, and that it does not
require DCTs, for the same reason as for type A0. Its
main drawback is its large footprint. However, this issue
can be solved through small scale factor integration.

Turning our attention to tunable receivers, the fol-
lowing is stated in [28.8]:

. . . the expected primary specifications for tunable
receivers (TRX) in the ONUs are 4-channel tun-
ability with an assumed 100GHz channel spacing
in the L-band and a line rate of 2.5 or 10 Gb=s.

Because TRX technologies are less mature than T-TX
technologies, TRX represent a major challenge at the
device level.

Table 28.7 summarizes possible tunable receiver
technologies (as originally reported in [28.8]). Type
X is based on a thin-film filter (TFF) with integrated
heater and a p-intrinsic-n (p-i-n) PD. Type X comes in
a small package (e.g., TO-Can) and is inexpensive. It
is therefore an attractive solution, but its tuning time is
limited to the subsecond range due to the heater control.

Type Y consists of a 4-channel APD-arrayed device, an
optical demultiplexer (DEMUX), and a switch (SW).
Type Y has a short tuning time of < 20 ns [28.8]. Fi-
nally, type Z is based on a DEMUX, semiconductor
optical amplifier (SOA) gates, and a PD. Wavelength
selection is performed by the SOA gates, leading to a
very fast tuning time of 1:5 ns. The difference between
type Y and type Z is that wavelength selection is per-
formed at the electric level in type Y and at the optical
level in type Z.

28.1.3 NG-PON2 MAC

The NG-PON2 system contains two types of wave-
length channels: TWDM channels and PtP WDM
channels [28.11]. TWDM channels provide point-to-
multipoint connectivity using conventional TDM/T-
DMA PON mechanisms. PtP WDM channels provide
point-to-point (PtP) connectivity using an externally
specified synchronous or asynchronous mechanism.
The NG-PON TC layer specifications for the two types
of wavelength channels differ in some respects. For
TWDM channels, the NG-PON TC layer specification
includes a full protocol stack. For PtP WDM chan-
nels, the specification relies on framing, encapsulation,
and management, which are specified for the underly-
ing point-to-point client. Note that the description of
TWDM management channels is extensively based on
the XG-PON TC layer specification [28.12].

As stated in [28.11], the NG-PON2 TC layer spec-
ification relies on interoperability between the OLT
channel terminations (OLT CT) within the NG-PON2
system to enable multiwavelength operations and wave-
length channel mobility. The inter-channel termination
protocol (ICTP) helps to achieve this interoperability.
At any point during the ONU’s activation cycle, it can
be instructed to execute a scheduled handover from one
TWDM channel (source) to another TWDM channel
(target). The OLT CTs involved in the handover opera-
tion coordinate the effort via the ICTP. Additionally, the
ICTP makes use of the primitive set outlined in [28.6]
and is specified normatively by the Broadband Forum
(BBF) in WT-352.

A new concept, the auxiliary management and con-
trol channel (AMCC), is proposed in the NG-PON2 TC
layer specification. The AMCC is a low-rate channel
that allows the OLT CT and an ONU to exchange infor-
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mation without allocating a separate wavelength carrier
while avoiding interference with in-band data commu-
nication.

The NG-PON2 medium access control, which is
specified in [28.6], is known as the transmission con-
vergence (TC) layer. As stated in [28.6]:

. . . The transmission convergence (TC) layer is
the protocol layer of the NG-PON2 system that
is positioned between the physical media depen-
dent (PMD) layer and service clients. It builds on
the recommendation ITU-T G.987.3, with modifi-
cations for NG-PON2 specific features . . .

ITU-T G.989.3 deals not only with medium access con-
trol (i.e., upstream time-division multiple access and
dynamic bandwidth assignment mechanisms) but also
with service adaptation (e.g., the (XG-PON) encap-
sulation method (XGEM)), framing (i.e., downstream
frame and upstream burst format specification), the
physical interface (PHY) adaptation sublayer (e.g., syn-
chronization, forward error correction, and scrambling),
physical layer operation (e.g., the administration and
management (PLOAM) messaging channel), the op-
tical network unit (ONU) activation cycle state ma-
chine, performance monitoring, protection, signaling
mechanisms and protocols to support ONU power man-
agement, and channel management. Similar functions,
when applicable, are also defined for PtP operations.

The TWDM TC layer is composed of three sub-
layers that implement some of the aforementioned
functions: the TWDM TC service adaptation sublayer,
the TWDM TC framing sublayer, and the TWDM TC
PHY adaptation sublayer. These sublayers are shown
in Figs. 28.4 and 28.5, which are taken from [28.6].
In the downstream direction, the interface between the
TWDM TC layer and the PMD layer is represented by
a continuous bitstream at the nominal line rate, which
is partitioned into 125�s frames. In the upstream direc-
tion, the interface between the TWDMTC layer and the
physical medium dependent (PMD) layer is represented
by a sequence of precisely timed bursts. In particular,
the relationship between the PHY frame and PHY burst
in the US direction is depicted in Fig. 28.6.

As stated in [28.6], the duration of an upstream
PHY frame is 125�s, which corresponds to 38 880
bytes (9720 words) at an upstream rate of 2:48832Gb=s
and to 155 520 bytes (38 880 words) at an upstream
rate of 9:95328Gb=s. Each ONU determines the time
at which a particular upstream PHY frame is initi-
ated by appropriately offsetting the starting point of the
respective downstream PHY frame. The sequence of
upstream PHY frame boundary points provides a com-
mon timing reference shared by the OLT CT and all

the ONUs on the PON, but those points do not cor-
respond to any specific event (unlike the downstream
PHY frame boundary points, where the transmission
or receipt of a PSBd starts). In the upstream direction,
each ONU transmits a series of relatively short PHY
bursts and remains silent, disabling the transmitter, in
between the bursts. An upstream PHY burst consists
of an upstream physical synchronization block (PSBu)
and a PHY burst payload represented by the upstream
FS burst, whose content may be protected by FEC and
is scrambled. The OLT CT uses the BWmap to con-
trol the timing and duration of the upstream PHY bursts
in order to ensure that upstream transmissions by dif-
ferent ONUs do not overlap. The upstream PHY bursts
of each ONU are referenced to the start of the appro-
priate upstream PHY frame. An upstream PHY burst
belongs to upstream PHY frame N as long as this burst
is specified in the BWmap transmitted with downstream
PHY frame N. If this is the case, the first byte of the
FS burst header is transmitted within the boundaries of
PHY frame N. The PSBu portion of an upstream PHY
burst may be transmitted within the boundaries of the
previous PHY frame. An upstream PHY burst belong-
ing to a particular upstream PHY frame may extend
beyond the trailing boundary of that frame. To prevent
upstream transmissions from colliding with and jam-
ming each other, a guard time between upstream bursts
from different ONUs is specified by the OLT. The guard
time accommodates the TX enable and disable times
and includes a margin for individual ONU transmission
drift. The recommended minimum guard time is 64 bit.

The service adaptation sublayer performs TC layer
service data unit (SDU) (i.e., a user data frame such
as an ethernet frame or MPLS packet, or a protocol
message of the ONU management and control inter-
face) encapsulation using the XG-PON encapsulation
method (XGEM) as specified in G.987.3. The protocol
data unit (PDU) of the TWDM TC service adaptation
sublayer is represented by an XGEM frame, which con-
sists of an XGEM header and XGEM payload. The
XGEM header is an 8 byte protected field that iden-
tifies a logical connection or traffic flow to which the
encapsulated SDU belongs and other functions relating
to PDU composition. The XGEM payload may contain
a complete TC layer SDU or, if necessary, a fragment
of a SDU. An example of a TCP segment encapsulated
into an XGEM PDU is reported in [28.11].

For the framing and PHY adaptation sublayer, the
SDU of the framing sublayer (FS) is represented by
a sequence of one or more XGEM frames that form
the FS payload. The PDU of the framing sublayer or,
equivalently, the SDU of the PHY adaptation sublayer
is represented by the FS frame and the FS burst for
the downstream and upstream directions, respectively.
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Fig. 28.4 Downstream SDU mapping into PHY frames (after [28.6])

The structure of the FS as well as the PDU of the PHY
adaptation sublayer are reported in [28.11]. It should
be noted that the size of the PHY frame payload is
fixed for a given downstream line rate (155 496 octets
for 9:95328Gb=s or 38 856 octets for 2:48832Gb=s),
so the size of the downstream FS frame is fixed for a
given line rate and FEC status.

Upstream bandwidth assignment in TWDM PON
systems is based on BWmap partition. The BWmap
is transmitted every 125�s and contains a sequence
of 8-octet allocation structures (AS), each specifying
a transmission grant to a particular ONU. The format
of an AS in a TWDM PON is identical to that in a
G.987 XG-PON. The grant recipient within an ONU is
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identified by the Alloc-ID. The grant recipient can be
either a managed transmission container (T-CONT) as-
sociated with a specific group of user data traffic flows
or an internal structure that is created automatically and
is intended for the management of traffic sourced by
the ONU itself. Within an AS, a 1 bit forced wakeup
indication (FWI) flag is employed by the ONU power

management control mechanism to implement energy-
efficient scheme operations.

The auxiliary management and control channel
(AMCC) for the PtP WDM channels is specified in
ITU-T G.989.3. The PtP AMCC TC layer protocol
stack reuses the TWDM TC specification and is com-
posed of three sublayers: the service adaptation sub-
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layer, the framing sublayer, and the PHY adaptation
sublayer. The SDU of the PtP AMCC TC FS is rep-
resented by a sequence of one or more XGEM frames.
The PtP AMCC FS frame format and its transformation
into the PHY adaptation sublayer PDU are invariant
with respect to the direction of transmission, following
the pattern laid down for the TWDM TC layer in the
downstream direction.

For TWDM channels, the OLT CT and ONU are re-
quired to support forward error correction (FEC) in both
the downstream and the upstream directions, but FEC
is subject to ON/OFF control. For PtP WDM channels,
when the AMCC operates in transcoded mode, FEC en-
coding is an integral part of transcoder operation. The
use of FEC when the AMCC operates in transparent
mode requires further study [28.11].

NG-PON2 management is based on the physi-
cal layer operation, administration and maintenance
(PLOAM) messaging channel. The NG-PON2 PLOAM
specification extends that specified in G.987.3 for the
XG-PON. In particular, the NG-PON2 PLOAM chan-
nel supports legacy functions such as burst profile
announcement, ONU activation, ranging, registration,
data encryption key exchange, and ONU power man-
agement. In addition, G.989.3 introduces new PLOAM
functions: system and channel profile announcement,
ONU wavelength channel handover signaling, wave-
length adjustment and calibration, protection config-
uration, optical power leveling, and rate control. All
of the aforementioned messages facilitate the ad-
vanced NG- PON2 features detailed in the following
section.

28.2 Energy Efficiency in TWDM PONs

In TWDM-PONs, energy can be saved by dynamically
reconfiguring the number of active optical subscriber
units (OSUs) (i.e., OLT transceivers, OLT channel
termination (OLT CT) in [28.6]) based on the net-
work load [28.13–15]. However, the energy savings
that can be achieved without severely impacting net-
work performance (e.g., the average delay) are limited
by many factors: the traffic threshold at which OSUs
are de/activated, the optimality of the dynamic wave-
length and bandwidth allocation (DWBA) [28.16], the
ONU transceiver tuning time [28.17, 18], and the OSU
turn-on time. Some solutions to the aforementioned
problems have already been proposed. An automatic
load balancing dynamic wavelength and bandwidth al-

location (DWBA) algorithm was proposed in [28.19] as
a means to reduce the impact of the ONU transceiver
tuning time. In [28.20], the first demonstration of a hit-
less �-tuning sequence was published for a scenario
with an OLT equipped with four OSUs and two ONUs.
In addition, solutions for reducing DWBA tuning-time
overhead penalties were recently proposed. In [28.21],
a DWBA is proposed that minimizes the number of
wavelength reallocations. This, in turn, minimizes the
tuning-time overhead penalties while facilitating the
fair distribution of traffic to OSUs. OSUs and ONUs
may implement a synchronous cyclic sleep (SCS) mode
as an alternative to DWBA. In this mode, the OSU
sleeps for a cycle once all transmissions to and by the
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ONUs assigned to that OSU have been performed. At
the same time, each ONU implements cyclic sleep out-
side its assigned slot.

The following section discusses these issues further
and delineates possible solutions. Some of the proposed
solutions are also evaluated using a time-driven simula-
tor.

28.2.1 Factors That Can Affect
Reconfigurable TWDM PON
Performance

This section overviews how some factors can impact
reconfigurable TWDM performance in terms of both
energy efficiency and average frame delay. Figure 28.7
summarizes the factors considered: whether and when
to trigger reconfiguration (i.e., reconfiguration trigger-
ing), deciding which OSUs to (de)activate (i.e., OSU
selection), the assignment of ONUs to OSUs, and ONU
transmission/reception scheduling at each wavelength
(i.e., wavelength and bandwidth allocation). The av-
erage frame delay is defined as the time that elapses
between the arrival of a frame at the sender (either an
ONU or an OSU) and its receipt at the receiver, aver-
aged for all of the frames that were successfully trans-
mitted between ONUs and OSUs and vice versa. The
average energy efficiency (a percentage) is the average
energy saved at the OLT when OSUs are dynamically
turned ON and OFF upon network reconfiguration as
compared to when the OSUs are always ON.

Reconfiguration Triggering
Reconfiguration triggering is impacted by the load
threshold at which OSUs are (de)activated and by the
reconfiguration triggering time:

1. Load threshold at which OSUs are (de)activated.
Careful selection of this threshold and, in turn, the
number of OSUs (i.e., wavelength pairs) to keep ac-

Load monitoring

Reconfiguration triggering
(load threshold &
triggering time)

No

Yes

OSU selection

ONU OSU & SLOT
selection (WBA)

Fig. 28.7 Energy-
efficient TWDM-
PON decision
flow

tive can lead to more energy-efficient TWDM-PON
performance. Situations may arise where there is
a high load on the active OSUs after reconfigura-
tion, causing delay peaks [28.14, 22, 23].

2. Reconfiguration triggering time. The reconfigura-
tion triggering time is the time that elapses between
the point at which the network overcomes the load
threshold that necessitates reconfiguration and the
point at which reconfiguration procedures start. Fol-
lowing load variation and after checking whether
network reconfiguration is a possibility (e.g., choos-
ing to turn OFF some OSUs), reconfiguration may
be triggered after a certain delay (e.g., to avoid re-
configuring the network too often when there are
brief peaks in traffic). However, this delay between
the decision to reconfigure the network and the
moment that the reconfiguration is triggered may
impact network performance. This is especially true
when the ONU tuning time is null.

OSU Selection and DWBA Optimality
Selecting the OSUs to be kept active and those to be
switched into sleep mode (i.e., OSU selection) can also
impact network performance. If the number of ONUs
assigned to an OSU before reconfiguration is not con-
sidered in the decision, a large number of ONUs might
need to be tuned, potentially increasing the average
frame delay. DWBA optimality might also impact re-
configurable TWDM PON performance. The problem
of optimally assigning ONUs to wavelengths and slots
can be reduced to a bin-packing optimization prob-
lem, which is NP-hard, as stated in [28.24]. However,
the problem formulation should also consider the ar-
chitectural implementation of the TWDM-PON. For
example, ONUs featuring a single transceiver cannot
transmit/receive simultaneously at two different wave-
lengths. Thus, even when the traffic generated by the
ONUs is greater than the capacity of a single wave-
length, only one OSU can be exploited. Other parame-
ters to be considered are the ONU tuning time, the OSU
turn-on time, and the RTT. Last but not least, DWBA
suboptimality can be caused by the discrete nature of
the number of wavelengths together with the constraint
that the ONU cannot transmit/receive simultaneously
at two different wavelength pairs. Consider the follow-
ing example. Three wavelengths are available and only
two ONUs are present. In this case, even if the ONUs
generate traffic that uses all of the capacity provided
by the three wavelengths, each ONU can only exploit
the capacity of a single wavelength at most. More gen-
erally, therefore, an ONU can exploit the capacity of
one wavelength at most (i.e., 10Gb=s for NG-PON2).
This situation is true irrespective of the traffic the ONU
generates.
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ONU Transceiver Tuning Time
The factor that probably affects the DWBA per-
formance the most is the ONU transceiver tuning
time [28.18]. In particular, while the tuning time of
the tunable transmitter can be significantly reduced, the
tunable receiver tuning time remains a problem. The
ONU tunable receiver architectures proposed in [28.17]
have the potential to achieve rapid tuning. In them,
all transmitted wavelengths are received by an optical
demultiplexer and then photodiodes. The desired wave-
length is selected electronically. Although this solution
leads to a very short tuning time, it implies consider-
able hardware and energy expenses. In addition, the
ONU tuning process may impact not only the perfor-
mance of the tuning ONU but also the transmissions
from other ONUs. Assume that an ONU finishes its
tuning process before the time slot assigned to it. In
this case, if the laser is active, the ONU can disturb
the transmission of another ONU utilizing the same
wavelength. Thus, specific architectural countermea-
sures for the tuning ONU need to be adopted, such as
only enabling laser transmission at the beginning of the
assigned slot. Finally, periodically tuning an ONU be-
tween two wavelengths may cause unexpected delays.
Indeed, when some ONUs tune to a wavelength al-
ready utilized by other ONUs, the tuning process can
exploit the transmission of the latter set of ONUs in
TDM fashion. On the other hand, when the ONUs tune
to a wavelength that is not currently being utilized, the
tuning may not be performed in parallel with another
ONU transmission, so an additional delay is introduced.

OSU Turn-On Time
Another factor that increases not only the average frame
delay but also the energy consumption is the OSU turn-
on time. Even though this factor is often neglected,
OSUs may require some time to wake up after a sleep
period, just as ONUs do. Therefore, energy is consumed
during this phase as well.

28.2.2 Energy-Efficient TWDM PON
Performance Evaluation

In this section, various results from energy-efficient
TWDM PON performance evaluations in relation to the
aforementioned parameters are presented.

Optimizing Reconfiguration Triggering
in TWDM PONs with a Fluctuating Load

In [28.25], it is shown that there is an optimal time
to trigger network reconfiguration following load vari-
ations in TWDM-PONs. Simulations and experiments
show that it is better to reconfigure the network as soon
as the traffic increases. However, the preferred option

if the ONU tuning time is non-negligible and there
are rapid traffic variations is to avoid reconfiguring the
network, even if this results in increased energy con-
sumption.

The TWDM-PON system model depicted in
Fig. 28.2 is considered when conducting a performance
evaluation. This model has the following characteris-
tics:

� The EPON multi-point control protocol (MPCP)
defined in IEEE standard 802.3-2012 is the net-
work control protocol. This protocol, depicted in
Fig. 28.8, also includes the extensions proposed
in [28.26] to include the wavelength pairs through
which ONUs and OSUs communicate in both
GATE and REPORT messages.� The time is assumed to be slotted, as this increases
the simplicity without losing generality.� The upstream (US) and the downstream (DS) trans-
mission directions are locked.

The decision flow is depicted in Fig. 28.7. The fol-
lowing decisions are taken by the OLT:

� Load monitoring. The OLT monitors the average
network load periodically (period: Tvar). The aver-
age network load is defined as the ratio of the sum
of the average frame arrival probability to the num-
ber of OSUs.� Reconfiguration triggering. The monitored load is
utilized by the reconfiguration triggering method to
decide whether reconfiguration must be initiated.
The policy for deciding how many OSUs are ON is
as follows. If � < 0:25, only one of the four OSUs
available is activated. If 0:25� � < 0:5, two OSUs
are activated. If 0:5 � � < 0:75, three OSUs are ac-
tivated. If � 
 0:75, all four OSUs are activated.� OSU selection. An offline WBA is performed to as-
sign ONUs to OSUs and slots. OSUs are activated
in order of increasing OSU ID and deactivated in
order of decreasing OSU ID. TheWBA first assigns
the slots in a cycle and then the wavelength pairs to
the ONUs. Irrespective of the frames queued, one
slot is assigned to each ONU. The remaining slots
that belong to the active OSUs are then assigned to
the ONUs in proportion to the number of queued
frames, utilizing a method based on the largest re-
mainder method (also known as the Hare–Niemeyer
method).

Finally, the OLT sends GATE messages to the ONUs.
These messages carry the wavelength(s) and the slot(s)
that the ONUs are assigned to in the next cycle. Upon
receipt of the GATE messages, each ONU tunes to
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the wavelength of its first transmission slot if needed.
ONUs that do not tune (e.g., ONU1) keep transmitting
while the other ONUs tune. In addition, as shown in
Fig. 28.8, OSUs are turned OFF during the ONU tun-
ing process; the OSUs can be OFF for the ONU tuning
time (Tt) if they do not need to serve other ONUs.

A first performance evaluation is carried out using
a custom-built time-driven simulator. The simulations
involve four OSUs (i.e., four wavelength pairs), four
ONUs, a fixed cycle time Tc, and the duration of four
slots Ts. Initially, each ONU generates frames based
on a Bernoulli process with the same probability p for
each ONU. The frame transmission time is assumed
to be one slot. Then, every Tvar, 
pi 2 Œ�
p, 
p	 is
computed for each ONU i, and this value is added to
p to simulate traffic variation (note that, in all cases,
pi D pC
pi 2 Œ0; 1	). As previously described, the av-
erage network load � is computed every Trec based on
the received REPORTs.

The performance parameters of interest are the av-
erage frame delay and the average OLT energy savings.
The average frame delay is defined as the time between
the arrival of a frame at the sender (either an ONU or
an OSU) and its receipt by the receiver averaged across
all the frames successfully transmitted between ONUs
and OSUs and vice versa. The average energy efficiency
(a percentage) is the average energy saved at the OLT
when OSUs are dynamically turned ON and OFF dur-
ing network reconfiguration with respect to the energy
used when the OSUs are always ON. The power used
by the OSU during ON and OFF times is 6 and 1W,
respectively.

Fig. 28.9 shows that, in general, if reconfigurations
are delayed with respect to load variations (i.e., Trec is
large), the average frame delay increases. However, for
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Fig. 28.9 Average frame delay versus reconfiguration pe-
riod Trec and initial frame arrival probability p, with Tt D
Ts, Tvar D 4Ts, and 
pD 0:3. © IEEE 2016. Reprinted,
with permission, from [28.25]

some average network loads close to the reconfiguration
triggering threshold (i.e., pD 0:7 or pD 0:5), the aver-
age frame delay presents peaks for small values of Trec,
even if the tuning time overhead (e.g., Tt D 1) is short.
For example, for pD 0:7 and pD 0:5, the maximum
average frame delay is reached for Trec D 8 slots. Re-
configurations will therefore be triggered shortly after
load variations. However, if Trec is short, the tuning-
time overhead penalizes frequent reconfigurations. For
pD 0:5, the value of Trec that minimizes the average
frame delay is Trec D 16 slots.

As depicted in Fig. 28.10, experiments are run by
emulating the behavior of one OLT consisting of two
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OSVUs and two ONUs in FPGAs (i.e., Stratix IV GT
edition EP4S100G2F40I1N). The OLT and ONUs are
connected to four SFP+ evaluation boards equipped
with four optical transceivers, facilitating two pairs of
DS/US optical transmission channels. Traffic is gener-
ated by each ONU independently according to a Pois-
son process with the same average arrival rate p. Load
variation is emulated by changing the TWDM PON
capacity: one of the OSUs is turned off periodically (pe-
riod: Trec). Therefore, the network behaves as a TWDM
PON (i.e., there are two active OSUs) for one period,
and it behaves as a TDM PON (i.e., the two ONUs share
the only active OSU capacity equally) for the next pe-
riod. Figure 28.11 shows the average frame delay as
a function of the reconfiguration period Trec with dif-
ferent frame arrival probabilities p (note that low frame
arrival rates are considered in the experiments because
of FPGA memory limitations). If reconfigurations are
performed, there is an optimal value of Trec (i.e., Trec D

Average frame delay (ms)
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50020010050100
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Fig. 28.11 Average frame delay versus Trec, with Tt D
1ms. © IEEE 2016. Reprinted, with permission, from
[28.25]

100ms) that minimizes the average frame delay. As
detailed in [28.27], for all of the values of Trec > 0
considered, the average energy efficiency achieved is
constant (e.g., 27% when pD 0:02) for a given value
of p because the overall amount of time for which the
OSUs are ON/OFF is the same.

Reducing Delay Penalties
in an Energy-Efficient TWDM PON Through
Reconfiguration Threshold Adaptation

As shown in the previous section, if the reconfigura-
tion triggering threshold is close to the maximum load
supported by the active OSUs, the average frame de-
lay exhibits some peaks. The impact of the threshold
at which OSUs are turned ON/OFF on the average
frame delay is studied in [28.28]. An adaptive thresh-
old policy is proposed in order to reduce the impact of
reconfiguration on the average frame delay with limited
degradation of the energy efficiency.

The same protocol and scenario utilized in the pre-
vious section and a newly proposed adaptive threshold
policy are now considered. The policy is based on the
decision curve depicted in Fig. 28.12. When the aver-
age network load decreases, a different set of thresholds
is utilized (i.e., thresholds THi_D) compared to those
used when the average network load increases (i.e.,
thresholds THi_U). In particular, when the average
network load exceeds THi_U, all of the ONUs are im-
mediately activated. This is done to cope with sudden
load increases. The number of active OSUs is slowly
decreased if the average network load decreases. More-
over, the thresholds THi_D are set to values that are
below the maximum load that active OSUs can handle
to enable the network to accommodate average network
load fluctuations around the reconfiguration triggering
threshold.

As in the previous section, the performance param-
eters of interest are the average frame delay and the
average OLT energy savings. The simulation scenario
is also the same as that used in the previous section.
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TH1_U

TH2_D TH3_D0.25 0.50 0.75
Average network load

1.00
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Fig. 28.12 Reconfiguration decision curve
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Fig. 28.13 Average frame delay

All simulations last for one million slots and each value
included in the plot is the average of twenty differ-
ent traffic patterns generated utilizing twenty different
random seeds. The resulting 95% confidence level is
negligible, so it is not reported in the plot.

Figure 28.13 shows that if no reconfigurations are
performed (i.e., all the OSUs are always active, Trec D
0), the average frame delay is almost constant because
the service rate is always less than or equal to the ar-
rival rate. If reconfiguration thresholds are fixed at the
maximum average network load supported by the ac-
tive OSUs and the reconfiguration period Trec D 16Ts,
high delay peaks occur. If the proposed adaptive thresh-
old policy is utilized (with TH1_DD 0:125, TH2_DD
0:375, TH3_DD 0:625, and TH1UD 0:125), the de-
lay peaks are reduced with respect to those that occur
when a fixed threshold is used. However, the energy
savings achieved by using the adaptive decision thresh-
old method are less than those achieved if the fixed
threshold method is applied, as shown in Figs. 28.14
and 28.15.

Thus, by adopting an adaptive threshold policy,
it is possible to reduce the average delay penalties
when TWDM PONs are reconfigured. This reduction
is achieved at the expense of a slight reduction in the
saved energy.

28.2.3 How Much Energy Can Be Saved
in a Commercial OLT?

All of the previously discussed methods provide inter-
esting solutions to the problem of minimizing the OLT
energy consumption. However, they assume that OLT
energy consumption is directly proportional to the en-
ergy consumed by transceivers (i.e., OSUs) only. In
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Fig. 28.14 Average energy savings with the fixed decision
threshold
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Fig. 28.15 Average energy savings with the adaptive deci-
sion threshold

real systems, the bulk of the energy used at the OLT
is utilized to power shelves and racks. The energy con-
sumption is independent of the number of transceivers
that are active. This section aims to shed some light on
this aspect by evaluating the real energy savings that
can be achieved utilizing DWBA. Moreover, the im-
pact of the tuning time on the average frame delay is
evaluated.

The TWDMPON architecture considered is that de-
picted in Fig. 28.2, and the OLT model is depicted in
Fig. 28.16. OLT line cards (LCs) are inserted into slots
of a shelf installed in a rack. The following elements
contribute to the overall OLT power consumption: the
transceiver (TRX) array, the layer 2 (L2) switch for
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and card mode

traffic aggregation, the port aggregator, the shelf power
supply, and the amplifiers (if there are any). The power
consumption of each component or subsystem utilized
in the considered OLT is summarized in Table 28.8 as
derived from what was reported in [28.29].

The performance evaluation utilizes a custom-built
time-driven simulator coded in C. The time is slot-
ted and each ONU transmits and receives upstream
(US) and downstream (DS) data during time slots Tj

i
of a fixed size, where i is the slot index and j is the cy-
cle index. It is assumed that each frame transmission
requires one slot and that the number of available slots
in a cycle at one wavelength is equal to the number of
ONUs. A frame that arrives at an ONU during a cycle
can only be transmitted in the next cycle, even if slots

Table 28.8 OLT components and subsystem power con-
sumption values

Component
or subsystem

Power consumption
(W)

OLT (line card)
10� 10Gb=s TRX
array TDMA colored
line card (burst mode,
including FEC)

20 (per line card)

Port aggregator 0.5 (per port, per 1Gb=s)
Control (MAC) 1 (per port, per line card)

Shelf
Basic shelf power 90 (per 20 slots; 18 slots for tributary)
L2 aggregation switch 1 (per 1 Gb=s, per card, per shelf)

Component
or subsystem

Power consumption
(W)

OLT (line card)
10� 10Gb=s TRX
array TDMA colored
line card (burst mode,
including FEC)

20 (per line card)

Port aggregator 0.5 (per port, per 1Gb=s)
Control (MAC) 1 (per port, per line card)

Shelf
Basic shelf power 90 (per 20 slots; 18 slots for tributary)
L2 aggregation switch 1 (per 1 Gb=s, per card, per shelf)

are available in the current one, because wavelength and
bandwidth allocation (WBA) is performed at the begin-
ning of each cycle. The network control considered here
is slightly different from the one described in the pre-
vious sections, but the WBA utilized is the same. The
network control protocol is depicted in Fig. 28.17a and
the WBA is depicted in Fig. 28.17b.

The network control protocol is based on REPORT
and GATE messages, as in EPON. A REPORT message
containing the ONU queue status is transmitted by the
ONU to the OLT in its slot. The OLT performs WBA
at the end of each cycle Tcj. It then sends GATES to
the ONUs carrying the wavelength(s) and the slot(s) in
which they must transmit during the next cycle. GATEs
are sent to the ONUs at the wavelength utilized in their
latest scheduled slot. This signaling requires a time that
is dependent on theWBA computation time Tsch and the
signaling time Tgate, which, in turn, is proportional to
the RTT. For simplicity, but without any loss of gener-
ality, the propagation delay is assumed to be negligible
(i.e., round trip time= 0).Upon receiving theGATEs, the
ONUs tune to the wavelength of their first transmission
slot. To maintain synchronization among the ONUs, the
scheduling is delayed by an amount equal to the time re-
quired by ONUs transmitting in the first slot of the cycle
to tune to the assigned wavelength, if needed.

Slots are then scheduled and assigned a wavelength,
which is when the WBA is performed. A longest-first
(in terms of slots assigned to one ONU) and first-fit
WBA is implemented, as depicted in Fig. 28.17b.
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Fig. 28.17a,b Control protocol time chart (a) and example of wavelength and bandwidth (i.e., slot) assignment (b)

Symmetric US and DS traffic is generated based
on a Bernoulli arrival process: in each slot i, each
ONU n has a probability Pi.n/ of generating or receiv-
ing a frame. Since US and DS data transmissions are
locked, the performance evaluation is valid for both US
and DS data. In all simulations, the number of ONUs
N D 4, the number of slots per cycle SD 4, and the
number of OSUs (TRXs) at the OLT LD 4.

The power consumption values during ON and
OFF periods are computed by assuming that the val-
ues reported in Table 28.8 are directly proportional
to the OLT configuration considered, similar to the
approach used for the FP7 OASE project (https://
cordis.europa.eu/project/rcn/93075_en.html). The val-
ues reported in Table 28.9 are based on the following
assumptions:

� The 4� 10Gb=s TRX array is assumed to occupy
two shelf slots (one for TX and one for RX), and
the power it consumes is linearly proportional to the
power consumed by the 10� 10Gb=s TRX array.� The power consumed by the TRX array is assumed
to be proportional to the ports (i.e., TRXs) that are
ON. Therefore, if all of them are OFF, the TRX ar-
ray does not consume power.

Table 28.9 OLT power consumption during ON and OFF periods in the considered rack, shelf, and card model

Component or subsystem Amount Power consumption ON
(W)

Power consumption OFF
(W)

OLT
4� 10G TRX array TDMA
colored line card

2 line cards 16 0

Port aggregator 80Gb=s 40 20
4�XG-PON control MAC 8 ports 8 8

Shelf
Basic shelf power 3 slots (2 TRX array, 1 MUX/DEMUX) 10 10
L2 aggregation switch 80Gb=s 80 80
Total 154 118

Component or subsystem Amount Power consumption ON
(W)

Power consumption OFF
(W)

OLT
4� 10G TRX array TDMA
colored line card

2 line cards 16 0

Port aggregator 80Gb=s 40 20
4�XG-PON control MAC 8 ports 8 8

Shelf
Basic shelf power 3 slots (2 TRX array, 1 MUX/DEMUX) 10 10
L2 aggregation switch 80Gb=s 80 80
Total 154 118

� The port aggregator presents a bulk power con-
sumption of 20W and the rest of the power con-
sumed by the port aggregator is assumed to be
proportional to the aggregated bit rate.

The average OLT energy savings � and the average
frame delay D are evaluated. The OLT average energy
savings are defined as the energy saved when the TRXs
are dynamically turned ON and OFF as a percentage
of the energy consumed when all the TRXs are always
ON. The average frame delay is defined as the average
delay experienced by a frame between its arrival and its
transmission.

Figure 28.18a shows that the bulk power consump-
tion of the OLT allows maximum energy savings of
only about 20%. Figure 28.18b confirms that the frame
delay (shown on a natural logarithmic scale) increases
if the average network load is close to the maximum
load that can be supported by the active OSUs. This is
mainly due to the impact of the tuning overhead TOH
and the suboptimality of the WBA. In particular, the
frame delay increase is greater for higher average net-
work loads.

In conclusion, the achievable OLT energy savings
are limited by the bulk OLT energy consumption, and

https://cordis.europa.eu/project/rcn/93075_en.html
https://cordis.europa.eu/project/rcn/93075_en.html


Emerging PON Technologies 28.3 WDM-PONs 889
Part

D
|28.3

Energy savings Log average frame delay (slots)

Average network load

0.8

0.6

0.4

0.2

0

1.0

0.80.60.40.20 1.0

14

12

10

8

6

4

2

0

a) b)

Average network load
0.80.60.40.20 1.0

TOH = 1
TOH = 2
TOH = 4

TOH = 1
TOH = 2
TOH = 4

Fig. 28.18a,b Energy savings (a) and average network load (b)

the savings are achieved at the expense of an increase
in the average frame delay. If the average network
load is close to the load that can be supported by the
active OLT transceivers, the increase in the average

frame delay is larger still. These results confirm that the
threshold for transceiver (de)activation must be chosen
carefully, thus further limiting the achievable energy
savings.

28.3 WDM-PONs

Although PtP WDM communication is included in the
NG-PON2 standard, other solutions are also proposed
in the literature for WDM-PONs. The main goal of
each approach is to provide the connection between
ONUs and OLT with a dedicated wavelength. For ex-
ample, in [28.30], an architecture that uses an optical
filter (e.g., an arrayed waveguide grating, AWG) at the
remote node (RN) to route a single wavelength to an
ONU is considered.

One of the key requirements for WDM PONs is
a low-cost tunable transmitter. Important contributions
to the overall cost of the tunable laser include the
cost of the embedded wavelength locker/etalon, the
material costs, and the assembly costs in particular.
In [28.30] and [28.31], it is proposed that the individ-
ual wavelength lockers in each laser should be replaced
with a centralized implementation in which only one
locker in the OLT is shared by all attached ONU de-
vices. Distinct continuous wave (CW) pilot tones (i.e.,
channel labels) are embedded into the US wavelengths
to enable the calculation of individual feedback sig-
nals on the signal power and the relative wavelength
deviation in the OLT. The feedback signals are then

transferred back to the ONUs by an auxiliary man-
agement and control channel (AMCC). Eliminating the
thermoelectric cooler (TEC) is another way of saving
costs and reducing power consumption. Uncooled op-
eration of both DS-DBR (digital super-mode DBR) and
SG-DBR (sampled grating DBR) lasers has recently
been demonstrated, with operating temperatures of up
to 90 ıC [28.30]. Finally, significant savings can be
achieved at the OLT side of a WDM-PON system by
integrating a multitude of transmitters and/or receivers
into a photonic integrated circuit (PIC).

An overview of the possible approaches to imple-
menting a WDM PON, which partially overlap with the
NG-PON2 standard, is presented in [28.32]. In particu-
lar, different ways of generating the upstream signal are
reported.

The simplest solution is to utilize fixed-wavelength
transmitters. This solution can potentially achieve long
transmission distances and high speeds, but the de-
ployment of such a network would be cost prohibitive.
Alternatively, tunable lasers can be utilized in all ONUs,
with each laser tuned to the preassigned transmission
wavelength.
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Other possible solutions reported in [28.32] are
laserless solutions at the ONU: wavelength reuse, in-
jection locking/wavelength seeding, and self-seeding.

In wavelength reuse schemes, downstream wave-
length channels are remodulated with upstream data
and then sent upstream towards the CO, thus elimi-
nating the optical source. In general, a reflective semi-
conductor optical amplifier (RSOA) is utilized at the
ONU to implement this approach. By intentionally op-
erating the RSOA in the gain saturation region, the
amplitude squeezing effect is used to erase the down-
stream modulation of the seeding wavelength, and the
resulting amplified RSOA output can be directly mod-
ulated with upstream data. Wavelength reuse presents
the following benefits: remodulation of the downstream
wavelength channel (eliminating the need for seeding
sources) is less costly than using tunable lasers, and
the RSOA modulation is direct. Note that the result-
ing RSOA output has a wavelength that is identical to
the downstream wavelength, so upstream performance
can be severely degraded by the interference between
the residual downstream and upstream data at the CO.
However, the residual downstream modulation can be
minimized by ensuring that the upstream and down-
stream modulation formats are orthogonal.

In injection-locking schemes, optical light originat-
ing from the CO is fed into injection-locked Fabry–
Pérot laser diodes (F–P LDs) or into wavelength-seeded
reflective semiconductor optical amplifiers (RSOAs)
at the ONUs. The injection-locking or wavelength-
seeding light can be spectrally sliced light from a cen-
tralized broadband light source located at the CO. The
wavelength-seeding scheme and the injection-locking
scheme differ in that the former uses an RSOA that

amplifies and modulates the incoming continuous-
wave (CW) light. One advantage of injection-locking
schemes is that all ONUs can be implemented with
identical FP-LDs or RSOAs because the transmitting
wavelength of a colorless ONU is determined exter-
nally by the wavelength of the incoming light. The
main drawbacks are that an additional broadband light
source (or sources) is needed and, most importantly,
the transmission performance is impaired by factors
such as fiber dispersion, Rayleigh backscattering noise,
and broadband amplified spontaneous emission (ASE)
noise from the broadband light source and the colorless
source.

In some self-seeding schemes, the RSOA in each
ONU is self-seeded by its own spectrally sliced CW
light. The AWG located at the remote node spectrally
slices the ASE light emitted from each RSOA. Self-
seeding presents the following advantages: it removes
the need for active temperature tracking between the
optical components within the remote node and be-
tween the remote node and each RSOA, and identical
RSOAs can be placed at all ONUs, as the wavelength
of the seeding light and hence the wavelength transmit-
ted by each RSOA are solely determined by the spectral
characteristics of the AWG and BPF. One drawback
of this scheme is that upstream performance is depen-
dent on the initial optical seeding power, which affects
the level of ASE noise suppression of the self-seeded
upstream signal. Moreover, because of the nonzero
polarization-dependent gain of the RSOAs, the self-
seeding scheme is polarization dependent.

All of the aforementioned schemes are, however,
still at the research stage, so ONUs based on tunable
lasers were selected for the NG-PON2 standard.

28.4 OFDMA-PONs

Scaling up TDM-PONs to several tens of Gb=s of ag-
gregate capacity can be challenging due to the speed
limits of optoelectronic components, especially during
burst-mode operation, and there can be bandwidth in-
efficiency from an ONU processing perspective. On
the other hand, wavelength division multiplexed PONs
(WDM-PONs) have been the focus of increasing in-
terest as a means to deliver ultra-high-speed services,
but they are currently costly to implement and have
limitations in terms of their scalability and backward
compatibility.

In the search for valid alternatives, orthogonal fre-
quency divisionmultiple access (OFDMA) has attracted
considerable research interest in relation to passive opti-
cal networks (PONs) as it is used highly successfully in

other wireless and wired access systems such as Wi-Fi,
WiMAX, LTE, and ADSL, where it has shown advan-
tages such as high spectral efficiency with QAM, pow-
erful Fourier processing, and extraordinary adaptability
to the transmission medium. Section 28.4 analyzes the
adaptation of OFDMA to optical access and the relevant
experiments performed, exploring pros and cons.

Section 28.5 presents advanced WDM-PON access,
which densely exploits the optical spectrum (mostly
through the application of ultra-dense WDM and co-
herent detection), and discusses techniques for re-
ducing the complexity involved in implementing the
wavelength-to-the-user concept in an efficient way.

Finally, Sect. 28.6 discusses the potential of opti-
cal code division multiple access (OCDMA) for PONs.
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OCDMA has long been studied as a potential all-optical
form of multiplexing because of its inherent trans-
parency and its asynchronous operation, but there are
practical issues with implementingOCDMA in the fiber
domain.

Orthogonal frequency division multiplexing
(OFDM) was originally conceived as a modulation
method to achieve better transmission properties for bit
streams in media that exhibit bandwidth limitations and
nonuniform channel performance (i.e., radio, copper).
It involves the use of several low-bit-rate link subcarri-
ers that carry different QAM symbols simultaneously.
In order to be orthogonal, individual subcarriers are
spaced at multiples of the reciprocal symbol duration.
This allows them to partially overlap (thus increasing
the spectral efficiency) without interfering with one
another at sampling.

As it is a form of pure high-capacity transmission,
it has been extensively tested for optical fiber transport
and has been found to transmit over a hundred Gb=s per
optical carrier in long-haul and metro networks. In opti-
cal access networks, other potential features of OFDM
can also be exploited:

� Fine bandwidth (BW) granularity for distributing
the high shared aggregated bandwidth to the PON
users in an efficient way. Current PONs utilize TDM
and offer fine BW granularity, but their ONUs op-
erate at the full aggregate speed, leading to high
bandwidth and power inefficiency as the split ratio
grows. This issue can potentially be alleviated with
OFDM.� Elastic BW provisioning via OFDMmultiple access
(OFDMA). As user demands are highly variable
statistically and over time, the possibility of flexibly
distributing the aggregate bandwidth in accordance
with the demand is highly appealing.� Since hardware costs are a critical influence on
access network viability, low-cost components are
required in ONUs and OLTs, such as DML, VC-
SEL, and low-bandwidth electronics. OFDM has
the unique potential to adapt to their limited re-
sponse and maximize the capacity available in non-
ideal media, especially when the DMT (discrete
multitone) variant is used.� Generally, new PONs must be backward compat-
ible, given that there has been over a decade of
splitter-based PON deployment around the world.
This adds extra requirements, such as a large power
budget and differential link loss support. The adapt-
ability of OFDM is an important advantage.� In addition, it enables the convergence of the optical
infrastructure with standard wireless solutions that
already utilize OFDM (albeit with different param-

eters), thus offering a way to integrate the dominant
wired and wireless technologies into a seamless
hybrid access network that supports various broad-
band services.

These aspects have been examined in studies of OFDM
for optical access networks over the last decade, as is
discussed below. Research has proven the feasibility of
using OFDM for optical access networks but has also
revealed the difficulties involved in implementing those
aspects in the optical domain and at very high bit rates
in a shared optical medium. The upstream direction is
especially problematic because of the asynchronous and
incoherent origins of the light sources. Therefore, the
studies we consider below tend to be those that have
focused on the multipoint-to-point upstream direction
or have led to specific advances in the techniques used
in OFDMA-PONs.

28.4.1 Pioneering Works

In 2008, a pioneering work in OFDM optical access
demonstrated the transmission of 4Gb=s over a dis-
tance of up to 100 km using low-cost GPON optics with
a BW of about 1GHz [28.33]. The modulation was
16-QAM over 16 subcarriers. Soon afterwards, real-
time FPGA and fast DAC-ADC become available and
were widely used for high-bit-rate optical transmission.
11Gb=s were transmitted and processed in real time,
with added functionality such as online performance
monitoring and channel estimation [28.34]. A key ad-
vance was the incorporation of variable power loading,
such that the power of each subcarrier was optimized
according to the frequency response of the transmis-
sion medium in order to maximize the overall capacity.
A spectral efficiency of 5.625 (bit=s)=Hz over 25 km for
single-mode fibers was achieved with simple IM/DD
downstream as part of the European project ALPHA.

More sophisticated systems were also developed
in order to achieve higher aggregated rates and to ef-
fectively combine upstream signals. A potential PON
capacity of 1:2 Tb=s for up to 90 km was experimen-
tally validated in [28.35] by combining WDM with
OFDM using a wavelength multiplexer at a local ex-
change and including power splitters in the distribution
network. At every wavelength, the electrical spectrum
was FDM sliced into individual OFDM subbands that
were optically multiplexed at different RF frequencies
over the same optical carrier sent from the OLT. In this
form, the ONUs were colorless, and they adaptively se-
lected the RF transmission channel and bandwidth and
processed only their individual data using lower-speed
processors. At the OLT RX, the upstream was detected
coherently with an optical heterodyne front end and
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Fig. 28.19 The ACCORDANCE network architecture and the various types of connectivity involved

a multiband OFDM receiver. Later on, the same group
incorporated a Meta-MAC and software-defined net-
work (SDN) tools for hardware control.

In [28.36], the multiband OFDM approach with dif-
ferent levels of ONU bandwidthswas employed in order
to reduce ONU complexity and lower their energy re-
quirements in IM-DDOFDMsystems. In this technique,
the ONUs included tunable radiofrequency (RF) oscil-
lators to place/retrieve the assigned subcarriers (SC) in-
/from the multiuser OFDM signal, thus reducing the
bandwidth specifications and the power consumption.

ACCORDANCE OFDMA-PON Project
The European ACCORDANCE project [28.37] was
a major consortium project that focused on OFDMA
access. It aimed to realize the key application of
OFDM, orthogonal frequency division multiple access
(OFDMA), whereby different users are assigned to dif-
ferent OFDM subcarriers. OFDMA-based technology
and protocols (physical and medium access control lay-
ers) were introduced to provide a variety of desirable
characteristics. The introduction of OFDMA into PONs
was implemented using a holistic approach, i.e., both
the physical and the medium access control (MAC)
layers were addressed in concert. Dynamic bandwidth

allocation was employed, with straightforward subcar-
rier mapping to users and services, wired and wireless.
Special emphasis was placed on the convergence of the
optical infrastructure with standard wireless solutions,
as well as migration from existing access technologies
such as xDSL and xPON in order to enable a seamless
OFDMA-based access network where virtually differ-
ent telco services could be consolidated.

Its unified topology, as depicted in Fig. 28.19,
consists of an optical line termination (OLT) located
at the central office (CO), several optical network
units (ONUs), and the fiber distribution network with
power splitting and optional wavelength multiplexers
for WDM overlay. The OLT distributes spectral seg-
ments of variable width among different services or
parts of the network in a dynamic fashion. The MAC
protocol and scheduling were implemented on FPGA
for real-time transmission together with the physical
layer OFDM processing.

MAC Layer
The tailored MAC protocol operates on two levels:

� Intersegment. Here, the spectral segments are pro-
visioned to different service clusters (the aggregate
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Fig. 28.20a,b Hybrid OFDMA/TDMA (intrasegment) MAC operation in ACCORDANCE (a), and end-to-end delay
versus offered load for different numbers of ONU subcarriers in a single segment of the architecture (b)

capacity in each segment depends on the exact ser-
vice types) in a fair way.� Intrasegment. At this level, the ONUs belonging to
each service cluster share the subcarriers within the
corresponding segment. This bandwidth assignment
is more dynamic and thus more challenging from
aMAC point of view, which was why it has received
greater attention.

Various modes of DBA are supported, depending on the
ONU type and requirements:

� Fixed subcarrier assignment, where the ONU uses
the indicated subcarrier range in a continuous man-
ner until it is instructed otherwise. This mode is
suitable for less dynamic traffic since it leads to
virtual circuits, making it particularly useful for mo-
bile/xDSL/xPON backhauling scenarios.� On the other hand, there is the hybrid OFDMA/
TDMA mode, involving the formation of trans-
mission pipes or two-dimensional rectangles up-
dated once every scheduling window, as shown in
Fig. 28.20. This is expected to prevail for bursty
traffic patterns, as it provides the finest granularity
during network bandwidth assignment.� A separate channel consisting of a number of sub-
carriers is reserved for exchanging control informa-
tion. The most important additional control fields
in terms of bandwidth assignment are the assigned
low/high subcarrier indices (which, in conjunction
with the start/stop times, define the assigned band-
width rectangles). In contrast to a typical PON
MAC, this information is also conveyed for down-
stream transmission, since ONUs should not pro-
cess the entire subcarrier range.

In addition, the MAC layer handles the procedures
relating to the adaptive modulation concept. This in-
volves the following additional functionality:

� The introduction of a new physical layer operation
and maintenance (PLOAM) downstream message
for the OLT to indicate the exact m-QAM format
to be used by the ONU.� Transmission performance (i.e., BER) monitoring
by the OLT through appropriate MAC PLOAM
message exchanges during the registration process
(a series of them are needed per ONU to find the
optimal format for a given BER threshold).

Figure 28.20 also presents results obtained assuming
an EPON-based online scheduling framework, whereby
each ONU can be dynamically allocated a variable
number of subcarriers up to a certain value, as described
above (the rectangle offering the minimum delay is se-
lected each time). A segment of 10Gb=s is considered,
which is split among 64 data subcarriers and serves 32
ONUs located at distances from the OLT of between
0 and 100 km. As shown in the figure, given the sig-
nificant processing effort (at the ONU side) as well as
the increase in scheduling complexity (at the OLT side)
as the subcarrier range increases, the optimal setting is
a maximum of 16 subcarriers per ONU.

In the OFDMA-PON system (single �), both down-
stream and upstream transmission were implemented
in specially designed FPGA modules for the OLT
and, albeit with a lower capacity, at the ONU. The
respective sampling rates were 25 and 3:125GS=s,
which were mostly dictated by the affordability of
high-speed DACs/ADCs. Data was organized into syn-
chronized OFDM frames that had a fixed duration of
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Fig. 28.21a,b Potential PHY technological solutions for realizing an OFDMA-PON (a), and a schematic of the OLT and
ONU in solution #1 (b)

105:6�s and included 8250 OFDM symbols of dura-
tion 12:8 ns [28.38]. A cyclic suffix lasting 25% of the
symbol duration was used for dispersion management
and simple FFT over 256 subcarriers. These were dis-
tributed into 16 spectral groups, with two subcarriers
operating as control pilots. The MAC layer controlled
the bandwidth allocation as explained. At each frame,
after 32 training symbols for time and frequency syn-
chronization, a common control block was distributed
to all ONUs in all spectral groups. A functional MAC
protocol using TDMA was implemented on Linux-
based embedded processors that performed protocol
functions such as automatic ONU registration and dy-
namic bandwidth allocation. Then, according to the
MAC, the payload data assigned to each ONU was
modulated using a specific m-QAM format in the de-
fined virtual channel (VC) as rectangles in consecutive
frames in a spectral group.

Physical Layer
The transmission and cost asymmetries of an OFDM-
PON lead to various possible TX and RX architectures
downstream and upstream. In the literature, six im-
plementable TX and RX combinations (as compared
in Fig. 28.21) have been proposed that vary in the
type of modulation used (IM or optical IQ), whether
the ONU is wavelength seeded from the OLT, and the

form of detection (direct or coherent), with a range of
tradeoffs between complexity and performance. Com-
parative analysis of the various solutions led to the
following conclusions: lower-cost IM options (#5, #6)
are limited to scenarios below 40 km by the PAPR, the
sensitivity, and the chromatic dispersion, even when
optical amplification is used; coherent detection at the
OLT (#1�4) is required and can be justified because its
cost is shared; optical amplification is required to reach
100 km in all cases; and unseeded solutions (#2�4) with
coherent detection at the OLT would require the ONU
lasers to be extremely fine tuned to maintain the or-
thogonality. Solution #1 solves this with a seeded ONU
that uses an EAM reflective modulator and coherent de-
tection at the OLT, and was thus chosen as the most
cost-effective solution for the intended performance.
Downstream, optical IQ (oIQ) modulation is used at
the OLT, which preserves the OFDM signal linearity,
and simple direct intensity detection at the ONU. To
minimize the DSP and DAC requirements at the ONU,
the OFDM signal is upconverted to its corresponding
electrical spectral group, modulating the seeded opti-
cal carrier at the EAM. A guard band is included at
low frequencies to minimize the effects of Rayleigh
backscattering and intermodulation beating. The mod-
ulated upstreams from the ONUs are combined in the
feeder fiber and detected at the OLT coherent RX. All
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of them share the same seeded carrier, so coherent re-
ception and OFDM group processing are practicable.

In downstream tests, a real-time OFDM transmitter
achieved line rates of 101:5Gb=s [28.39]. The 64-
point IFFT was computed and 58 subcarriers were
modulated with 16QAM. Four pilot tones aided phase
recovery at the receiver. All but the outermost sub-
carriers showed an EVM well below the FEC limits.
Upstream, heterodyne OFDM and a novel multicarrier
Nyquist FDM (NFDM) PON access network compati-
ble with the WDM overlay were implemented [28.40].
The ONUs remodulated the US seed from the OLT
with its specific assigned subcarrier/s by means of the
EAM. Interestingly, the optical carrier seed was filtered
out at the OLT, together with Rayleigh backscatter-
ing, and the signals were heterodyne detected using the
same original seed within the OLT. Thus, using com-
mercially available equipment, a symmetric network
demonstrator with a capacity of 31Gb=s was realized,
with a power budget of 23�31 dB, depending on the ac-
cepted launch power.

In the same project, a lower-cost solution was also
developed, avoiding coherent detection, costly lasers,
and high-speed DSP. It used conventional, directly
modulated DFB lasers with no preselection of the
nominal wavelength. Statistical spectrum allocation for
nonpreselected light sources and relative wavelength
control was proposed. Since upstream signals are opti-
cally coupled in the PON splitter, the issue of optical
beat interference (OBI) was addressed. Even though
they are generated at different RF frequencies, the cou-
pling in the PON splitter of simultaneous upstream
signals that are close to each other in the optical spec-
trum can lead to beating between them, generating
uncontrolled critical crosstalk at the OLT DD receiver.
This requires the use of tunable lasers to separate their
respective wavelengths or the use of nontunable lasers
(such as DFB lasers) with different wavelength chan-
nels. However, the latter option is not acceptable in
PONs where ONUs must be identical or colorless. To
solve this, the proposed method employs independent
nonpreselected ONUs with lasers operating at ran-
dom wavelengths that are statistically combined in the
PON, and slight thermal tuning when there is a risk
of OBI [28.41]. Other works have also proposed forms
of statistical WDM to reduce the splitting losses; these
use a cyclic AWG [28.42] or adapt the laser fabrication
yield [28.43].

Due to its variable parameters and DSP, OFDM
inherently encompasses a high degree of flexibility
and adaptability to the transmission medium and band-
width demands. In access networks, users in the same
PON are widely spread geographically and afford dif-

ferent splitting ratios [28.44]. PON standards define
a minimum differential link loss among the users of
15 dB, which places a severe limitation on TDM-PONs.
OFDM can, however, modify its dynamic parameters to
overcome this. In [28.45], subcarriers (SC) are assigned
flexibly and modulation levels are dynamically varied
according to the user’s power budget availability. This
multiband technique reduces the processing effort in the
ONU by setting its allocated BW into nonoverlapping
orthogonal frequency bands via a RF mixing stage and
reducing the fast Fourier transform (FFT) size, incur-
ring only a minimal penalty with respect to the digital
subcarrier allocation technique. In QPSK modulation,
a spectral guard band of 6% is included upstream to de-
tect the different ONUs, compensating for a differential
link loss of 20 dB among the users.

28.4.2 Recent Works

Another European consortium project, OTONES
[28.46], developed a novel topology that combines
OFDM with very dense WDM using a new optical
remote hub (RH), with interleavers and offset AWGs
feeding multiple passive split ODNs with specific spec-
tral structure. In this approach, 12:5GHz spectral slices
are subdivided into four 3:125GHz slots with differ-
ent functions (downstream, upstream, pilot seeding, and
guard band). Each slot is subdivided into ten streams
of BW 312MHz for each ONU transmitting at 1Gb=s
with a polarization diversity of 16-QAM OFDM. The
resulting ONUs are self-coherent, laserless, colorless,
and do not have tunable filters. They comprise a stan-
dard SOA, a silicon-based photonic integrated circuit
(PIC), and mixed-signal electronic integrated circuits
(ICs) that perform signal processing at a relatively slow
rate. The OLT uses a homodyne receiver. Transmitting
40G/40G in total over an optical bandwidth of 50GHz,
the spectral efficiency is 1:6 .bit=s/=Hz.

A pure OFDMA approach, as opposed to previous
lab experiments where each ONU generated its own
signal in a predefined subband, was used in field ex-
periments in [28.47]. This approach was employed in
both upstream and downstream (US and DS) trans-
mission, with flexible bandwidth allocation per ONU.
Using this scheme, demodulation of the signals at the
coherent OLT is realized by using a single FFT for each
polarization for all ONUs. This makes guard bands un-
necessary, thereby increasing the spectral efficiency and
allowing arbitrary subcarrier allocation for the ONUs.
In the US, four colorless ONUs modulate a remotely
seeded laser, and the accumulated data rate of the ONUs
is 6:5Gb=s with QPSK. Dynamic bandwidth allocation
and power loading were implemented. In the DS, a di-
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rect detection offset single-side band (SSB) approach is
used to transmit 20Gb=s with 8-QAM. In order to fur-
ther increase the power budget, trellis codedmodulation
(TCM) was applied to improve the BER performance
without expanding the signal bandwidth, so that a total
of 32 ONUs were supported in both up- and down-
stream transmission.

Another interesting work on coherent OFDM
demonstrated a simpler polarization-insensitive re-
ceiver that uses an Alamouti-coded OFDM signal com-
bined with heterodyne reception [28.48]. This tech-
nique removes the requirement for a PBS, reducing the
receiver optical components to a coupler, a single bal-
anced photodiode, and a local oscillator (LO) laser; in
addition, only a single high-speed ADC is required.
Bidirectional symmetric transmission of 8� 10:7Gb=s
WDM signals over an installed fiber PON and a power
budget of 44 dB were demonstrated.

In a different approach, the whole OFDM FFT was
performed optically at the remote node with a AWG to
demultiplex the OFDM subcarriers without using high-
speed electronics at the ONU [28.49]. The OFDM-
modulated subcarriers were generated at the centralized
OLT by electronic DSP. Using on-off keying (OOK)
modulation for each subcarrier enabled the use of DD
receivers, guaranteeing simplicity at the ONUs. Ex-
periments demonstrated that the hybrid OFDM system
permitted the transmission of 4 � 10Gb=s over a SSMF
more than 40 km long as a proof of concept.

Recently, [28.50] demonstrated practical real-time
OFDM transmission with a BW of 16GHz using real-
time low-speed ONUs with 1GS=s DACs-ADCs of
BW 250MHz and electrical IQ modulators. The OLT
operated at 16GS=s with 16-QAM, for a total ag-
gregated capacity of 64Gb=s. A relevant aspect here
was the processing algorithm used to precisely elimi-
nate imbalances due to carrier and sampling frequency
offsets (CFO, SFO). Another recent work [28.51] ap-
plied generalized FDMA with circular pulse shaping
of waveforms to enhance MAI (multiple access in-
terference) tolerance and improve the budget by 3 dB
with respect to OFDMA, along with 5Gb=s ONUs.
A different approach was taken in [28.52], which used
delta-sigma modulation to convert the OFDM signal
into a digital form to enable the use of standard digi-

tal transceivers. A sensitivity improvement of 4 dB was
obtained for a capacity of 3Gb=s.

An optically configurable OFDM RF signal trans-
mitter is demonstrated in [28.53]. This is based on
a sliced ASE source for multiband OOFDM-WDM
networks, which is selected by adjusting the delay of
a Mach–Zehnder interferometer (MZI) at the ONU.
Experiments demonstrated the viable implementation
of OFDM access and multiband transmission upon
the appropriate reconfiguration of the electrical trans-
fer function of the global optical link. Testing was
performed with QPSK and 16QAM OFDM signals at
a data rate of several Gb=s over frequencies of 3.5 and
5GHz in a 10 km WDM access network.

FDM-PONs
Other works have dealt with nonorthogonal FDM for
multiplexing many low-bit-rate signals in the RF do-
main at the optical feeder. This represents a simplifi-
cation with respect to OFDM, but has a more practical
granular implementation upstream, and can deal with
a wide range of ONU rates.

For example, in the European project FABU-
LOUS [28.54], a silicon Mach–Zehnder modulator
(MZM) was used as a reflective ONU to show that
a FDMA PON provides different classes of customer
service. A more recent work used very low cost opti-
cal devices (VCSEL and RSOA) to transmit 16 FDM �
500MBd with 16 QAM over 20 km, providing 23Gb=s
in a bandwidth of 9GHz, at 2Gb=s per ONU, with
a power budget of 31 dB [28.55]. A capacity improve-
ment was achieved by discrete multitone modulation
(DMT). The system was also overlaid with mode di-
vision multiplexing (MDM).

The set of results discussed in this section, and other
published results, demonstrate that the orthogonal FDM
format makes it possible to reuse the robustness and
the bandwidth efficiency concepts of modern wireless
communications for optical access if properly adapted,
with dynamic bandwidth allocation by subcarriers map-
ping to users and services (wired and wireless). The
future success of this approach appears to depend on
the cost of fast digital signal processors and on sen-
sitivity improvements, which are limited by the high
PAPR.

28.5 Ultra-Dense WDM-PONs

Currently deployed FTTH PONs, based on TDM equip-
ment, use only one or two wavelengths and may not
cope with expected bandwidth demands in the future,
while OFDMA systems are limited by the bandwidths

of analog and digital electronic as well as the poor sen-
sitivity caused by the PAPR. An alternative to extending
the electrical bandwidths of TDMA and OFDMA in-
volves exploiting the optical spectrum. Multiplexing
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the optical signals of the ONUs in the optical do-
main implies a reduction in the electronic requirements
(bandwidth and power consumption) of the ONU and
OLT terminals for the same aggregate capacity. Con-
sidering the required spectral efficiency and the tuning
limitations of optical devices, this can be achieved by
ultra-dense WDM (UD-WDM) multiplexing, by using
very narrow optical filtering techniques, or by coherent
homodyne detection, as will be described in this sec-
tion.

Here, we use the term ultra-dense WDM to refer to
a system with a channel spacing of less than 25GHz,
in accordance with the DWDM frequency grid stan-
dardized by the ITU-T in G.694.1. If we assume that
user bandwidth demands will increase from 100Mb=s
to 1Gb=s, a channel spacing of considerably less than
50GHz must be pursued to achieve a substantial im-
provement in the spectral efficiency over a wide optical
band.

28.5.1 Direct-Detection UD-WDM-PONs

A few works have considered ultra-narrow WDM that
uses direct-detection receivers, which is limited by the
optical filtering required. Tunable filters have not yet
achieved narrow selectivity, a wide tuning range, and
the required stability; cascading them will result in sub-
stantial optical losses.

A representative work [28.56] experimentally
demonstrated a UD-WDM-PON system with 8 wave-
lengths at 10Gb=s in a 12:5GHz grid, with digital
pre-equalization adopted at the transmitter. The pre-
equalization considered the transfer function of the
narrow-band optical filter. PON transmission, for up
to 45 km, used a tunable filter, an interleaver, and
a wavelength-selective switch (WSS) to select the chan-
nels. A less complex solution is presented in [28.57],
where high spectral density was achieved through the
combination of an ultra-dense AWG (channel spacing
of 12:5GHz), a comb generator at the OLT to provide
the seed light, and a RSOA that is directly QPSK mod-
ulated at the ONU.

28.5.2 Coherent UD-WDM-PONs

Coherent transmission systems are currently deployed
in long-haul WDM networks, and are not considered
for use in PONs. However, because bandwidth de-
mands are set to increase, optical coherent detection
with a local laser has emerged as a future-proof alter-
native way to limitlessly increase the number of users
who can be transparently multiplexed in the optical
domain. This is enabled by achieving narrow selec-
tivity of electrical filtering at the coherent receiver,

rather than optical filtering, and by improving the
sensitivity.

In the late 1980s and early 1990s, pioneering works
on coherent systems were carried out. However, in
practice, the systems demonstrated had only a limited
impact due to several constraints of the state-of-the-
art technology at the time, and because of the sub-
sequent invention of EDFA-supported direct-detection
long-haul systems, which meant that coherent detec-
tion was largely overlooked. The modern evolution of
photonic and electronic integration technologies and the
advanced digital processing capabilities that are now
available have reignited research into many of the initial
concepts and ideas associated with coherent systems,
and have led to attempts to apply those concepts to the
low-cost access arena.

The recent development of high-speed DSP ASICs
has opened the door to coherent systems, as it removes
the need for an optical phase locked loop (OPLL). The
detection of the electromagnetic field, rather than the
intensity, permits impressive DSP-based compensation
for transmission impairments such as fiber chromatic
dispersion and PMD, the use of higher-order modu-
lation formats, and the ability to effectively receive
polarization multiplexed signals, thus increasing the
spectral efficiency. However, ad hoc ASICs for DSP
and coherent optics are very expensive. DAC/ADCA
and DSPs for FTTH can operate at relatively low speeds
and can reuse or adapt common technology developed
for the mobile and optical transport sectors.

It should be noted that the commercial develop-
ment of UD-WDM-PON coherent transceivers for use
in access networks has been slow, in part due to strin-
gent requirements in terms of laser spectral width (laser
phase noise) and polarization mismatch handling. Other
issues relating to transceiver bidirectional transmis-
sion over a single fiber are also relevant, as Rayleigh
backscattering, reflection, and modulation formats are
being researched. If the technical hurdles can be solved,
coherent transmission has the potential to be highly ad-
vantageous to PONs. Benefits could include:

� Highly improved selectivity due to the use of elec-
trical instead of optical filtering� Greatly increased spectral efficiency through the
use of higher-order modulation formats� Major improvements in the sensitivity and power
budget, enabling a high splitting ratio and longer
distances� Transparency and scalability in occupying the fiber
bandwidth due to the independent operation of
ONUs� Backward compatibility with deployed splitter-
based TDM-PONs.
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Initial approaches focused on heterodyne optical co-
herent receivers, but they have an image frequency
problem and require high electrical bandwidth, so more
advanced systems have made use of homodyne or intra-
dyne reception.

Phase Noise Handling
Laser phase noise is one of the major limitations on
the performance of optical coherent receivers. It is re-
lated to the random Langevin forces that occur inside
the laser cavity. In order to solve this problem, opti-
cal TX-LO synchronization or a compensation system
is needed at the receiver. This is especially important
at the lower bit rates of the PON user, and with the re-
quirement for low costs.

In order to properly synchronize local laser and re-
ceived signals, early homodyne coherent systems used
an optical phase-locked loop (oPLL) module. Several
architectures were proposed and analyzed: decision-
driven [28.58], Costas [28.59], balanced [28.60], sub-
carrier-modulated [28.61], and heterodyne [28.62]
loops. However, all of these have the same problem: the
optical path between the local laser and optical mixer
(e.g., the optical hybrid and photodetection stages) in-
troduces a substantial loop delay [28.63], resulting in
a significant phase tracking penalty. In order to avoid
this, it is necessary to use extremely low linewidth tun-
able external cavity lasers (ECL), which are bulky and
complex.

Another approach to homodyne reception came
later, with the concept of zero-IF/intradyne diversity re-
ceivers. The main goal of these receivers was to replace
the feedback loop (oPLL) with feedforward postpro-
cessing. For full phase diversity schemes (using a 90ı
hybrid), the architecture uses a free-running local oscil-
lator, which is nominally at the same frequency as the
incoming signal, but with a tolerance. Several relevant
postprocessing approaches have been utilized, depend-
ing on the estimation/decoding: digital Wiener filter-
ing [28.64], regenerative frequency dividers [28.65], the

Table 28.10 Summary of phase noise cancellation techniques. The linewidth tolerance values are for a 10�3 BER, and
the sensitivity penalty values shown were obtained with respect to an ideal system

Technique Linewidth tolerance Sensitivity penalty
(dB)

Key optical component Complexity

Decision-driven loop 5MHz 0 90ı hybrid High
Costas loop 4:9MHz 0 90ı hybrid Medium/high
Subcarrier loop 5:1MHz 0 90ı hybrid High
Balanced loop 2:4MHz 2 Optical coupler Low
Heterodyne loop (hom. det) 6:4MHz 1 Optical coupler Low
Heterodyne loop (het. det) 6:4MHz 4 Optical coupler Low
Full phase diversity 5% bitrate 0 90ı hybrid Medium
Time switch (scrambler) 1:8% bitrate 4 Phase modulator Medium
Time switch (direct-drive) 5:4% bitrate 4 High-chirp laser Low

Technique Linewidth tolerance Sensitivity penalty
(dB)

Key optical component Complexity

Decision-driven loop 5MHz 0 90ı hybrid High
Costas loop 4:9MHz 0 90ı hybrid Medium/high
Subcarrier loop 5:1MHz 0 90ı hybrid High
Balanced loop 2:4MHz 2 Optical coupler Low
Heterodyne loop (hom. det) 6:4MHz 1 Optical coupler Low
Heterodyne loop (het. det) 6:4MHz 4 Optical coupler Low
Full phase diversity 5% bitrate 0 90ı hybrid Medium
Time switch (scrambler) 1:8% bitrate 4 Phase modulator Medium
Time switch (direct-drive) 5:4% bitrate 4 High-chirp laser Low

Viterbi–Viterbi algorithm [28.66], fuzzy logic data esti-
mation [28.67], and differential detection [28.62].

In these systems, the core component is the 90ı hy-
brid, which, for low-cost FTTH, could be integrated as
a polymer waveguide device [28.68], as this requires
fairly simple and inexpensive fabrication involving low-
temperature processes and low-cost packaging based on
passive alignment.

A third approach is time-switching phase diversity,
where the receiver has two main parts: an intradyne co-
herent receiver with an added phase modulator at the
local laser output, and electronic postprocessing at two
taps per bit. The optical phase modulator at the local
laser output is controlled by a data clock, which pro-
duces periodic 0�90ı phase modulation to yield the I
and Q signal components at the first and second halves
of each bit time, respectively, after the optical homody-
nation [28.67, 69, 70]. A further simplification consists
of directly driving the local laser with a sinusoidal wave
at the bit frequency [28.71]. With the laser working in
saturation mode, this takes advantage of its adiabatic
chirp and leads to sinusoidal frequency modulation that
results in phase modulation (0�127ı peak-to-peak),
yielding further linewidth tolerance enhancement of the
time-switching diversity. This constitutes a low-cost,
real-time ONU with a conventional DFB laser and not
a 90ı hybrid at UD-WDM spacing.

Table 28.10 compares the main techniques available
in terms of the linewidth tolerance for a 10�3 BER and
the baseline sensitivity penalty. The complexity of each
technique is also highlighted, as well as the key optical
component.

Polarization Mismatch Handling
Polarization is another major issue in coherent systems,
as the optical mixing of the LO and the received sig-
nal fields occurs per electromagnetic field component
and thus needs to be aligned in polarization. There are
four different approaches to dealing with the polariza-
tion mismatch after link propagation: full polarization
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diversity, time-switching polarization diversity, polar-
ization scrambling, and local polarization control:

� Full polarization diversity schemes using a polar-
ization beam splitter (PBS) and double balanced
receivers have been extensively developed and inte-
grated into transport networks. The implementation
of such schemes doubles the number of optical
components and necessitates DSP processing for
polarization-insensitive and MIMO operation if the
capacity is doubled by polarization multiplexing.� In time-switching polarization diversity schemes,
each bit time is split into two, with the first part
containing horizontal (H) polarization information
for example, and the other containing vertical (V)
polarization information [28.72, 73]. This diversity
is achieved by driving the clock signal to a polariza-
tion switch/scrambler. Afterwards, at the electronic
postprocessing block, the H and V components are
appropriately combined. This approach allows sim-
plified optics and avoids the need for a 90ı optical
hybrid and half the photodetectors, but it also comes
with drawbacks: a 3 dB loss of sensitivity and in-
creased bandwidth.� Polarization scrambling can be implemented using
a highly birefringent modulator operating at the
baud rate clock or higher. It can be performed either
at the customer’s premises or at the central office
(a better approach, as the cost of the device can then
be shared).� Local polarization tracking requires the inclusion
of a polarization actuator (a liquid crystal, Fara-
day rotator, or fiber squeezer to mention a few) in
the customer’s equipment, which is relatively ex-
pensive. It also means that an additional electronic
control (at low frequency) must be placed at the
electronic part of the receiver.

Handling Rayleigh Backscattering
One of the key issues in PONs is full transmission bidi-
rectionality over a single access fiber. If downstream
and upstream spectra overlap, Rayleigh backscattering
may become a substantial impairment to the received
signal for longer fibers [28.74]. This is especially harm-
ful in coherent systems, as they are enable to operate at
very low received powers and are easily overwhelmed
by the Rayleigh backscattering. A double-fiber scenario
is not acceptable for modern PONs, so there are the fol-
lowing options:

� A dual laser configuration at the ONU, with one
laser used as a LO for detection and the other used
for upstream transmission in a different optical band
(as in commercial TDM-PONs)

� Heterodyne detection with one ONU laser that is si-
multaneously used as a RX local oscillator and as
a TX with an external modulator� The inclusion of a wavelength-shifting device at the
ONU [28.75].

28.5.3 COCONUT UD-WDM-PON Project

Following the promising pioneering experiments de-
scribed above, a major international project aimed to
fully demonstrate a UD-WDM-PON, addressing all of
its key aspects. The goal for the envisioned access
network solution was to establish a path to a scal-
able wavelength-to-the-user (WTTU) concept. The key
enabling technology was a new and simple coherent de-
tection scheme with flexible wavelength allocation. The
resulting UD-WDM optical access network was de-
veloped as the EU COCONUT project (COst-effective
COhereNt Ultra-dense-WDM-PON for �-To-the-user
access, 2013�2016) [28.76–78]. The project devel-
oped coherent transmitters/receivers that utilize low-
cost components and simple electronics, ensuring that
typical line terminals are affordable to end users.

Architecture
The reference distribution architecture (Fig. 28.22) is
compatible with the standard passive optical networks
used by current PONs with power-splitting optical dis-
tribution networks (ODNs). Various application scenar-
ios were considered: residential, business, remote front-
haul, and small and macro cell backhauling [28.77],
with dedicated wavelengths or with shared wavelengths
facilitated by applying a TDMA protocol at the MAC
layer [28.79].

To cope with future demands in these scenarios, the
optical line terminals of the central office (CO OLT)
can be dimensioned to support 256 ONUs by using
64–256 wavelengths at 6.25 or 12:5=25GHz spacing
for data rates of 1.25 or 10Gb=s, respectively. Thus,
the terminals can provide appropriate wavelength se-
lectivity over the UD-WDM flexible grid. For viable
mass production and provisioning, the terminals should
be inexpensive and identical without using preselected
wavelengths.

The basic hardware architecture of the ONU and
OLT at the CO consists of components such as UD-
WDM coherent transmitters (TX) and receivers (RX),
downstream/upstream combiners, TX and RX local os-
cillator (LO) laser automatic wavelength controllers
(AWC), a CO digital switch, and a CO wavelength
manager module. Among these components, a CO
digital switch can map external data channels to
OLT coherent transceivers. A CO wavelength manager
module includes a high-resolution spectrum monitor



Part
D
|28.5

900 Part D Optical Access and Wireless Networks

COCONUT CO

COCONUT ONUs

MUX

ptp
TX/RX

ptmp
TX/RX

...
...

...

Power
splitter

ptp

ptp

ptp

ptp

ptmp

ptmp

Macro cell

Wireless
access point

Micro cell

FTTH

FTTH

Fig. 28.22 UD-WDM-PON application scenario (ptp point to point, ptmp point to multipoint, CO central office, TX/RX
transceivers)

and the OLT-ONU control communications signaling
system.

Spectrum Management
The most critical elements of the UD-WDM PON are
the TX and LO lasers in the ONU and OLT transceivers.
Given the cost and simplicity requirements of FTTH,
widely tunable lasers (e.g., external cavity or multielec-
trode DBR lasers) are not considered. On the contrary,
common single-electrode single-mode lasers, such as
distributed feedback (DFB) lasers, are used. These
lasers have very limited, albeit continuous and repeat-
able, thermal tuning. The main problem to address is
the narrow tunability of the ONUs with respect to the
defined wide PON spectral band. To address this is-
sue, the optical spectrum organization and transceiver
operation can be adapted, as explained below. Given
the ultra-dense channel spacing, normal temperature-
based tuning (typically between 200 and 400GHz)
permits many, though not all, grid positions to be cov-
ered with 6:25GHz spacing. The fact that users can
acquire any ONU at any initial nonpreselected wave-
length in the band has been termed statistical WDM
multiplexing [28.41, 80]. This is where random wave-
lengths enter the network, and contention may occur if
they overlap. In this case, there will be serious interfer-
ence, which must be avoided by applying anticollision
algorithms. Next, the wavelengths of the CO laser adapt
to those of the ONUs, which is the reverse of the usual
WDM-PON policy for the PON multiplexer and the

OLT to set the light waves. Thus, the overall cost of
the access network (dominated by the user’s equipment)
can be minimized. This novel concept implies a radi-
cal newmanagement procedure for the optical spectrum
and terminals, as well as for activating additional ONUs
in the spectrum in a hitless form by combining thermal
(slow) and laser current (fast) control [28.79, 81, 82].

The statistical WDMmultiplexing concept has been
analyzed in terms of the number of wavelength slots
required by performing Monte Carlo simulations with
256 active ONUs located in a portion of the C-band with
a spacing of 6:25GHz. Although the minimum wave-
length separation between two adjacent channels can be
as low as 3GHz [28.82], it is convenient to leave a few
GHz as a guard band. Here, the laser tunability is as-
sumed to be 0:1 nm=ıC (typical of DFBs), with a tuning
range of 2 nm (250GHz) upon varying the temperature
˙10 ıC, which can be easily achieved with a thermo-
electric cell or just by heating.

Three heuristic strategies for ONU wavelength as-
signment were analyzed: first fit (FF), which was
used as a basis for comparison; maximum scattering
(MS); and maximum admittance (MA) for future re-
quests [28.83]. The FF, in which the closest free channel
is selected, is the simplest assignment scheme and re-
quires less initial temperature tuning. The ability to
relocate an existing channel when including a new
ONU was implemented in a dynamic algorithm (dy-
namic wavelength allocation (DWA)). As noted from
Fig. 28.23, MS exceeds the performance of FF during
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the activation process, but MA provides the best results,
with the lowest rejection probability of 10�3 (one ONU
replacement every 1000 ONUs installed): the 256 ac-
tive ONUs are successfully allocated over the 288 slots
(about 15 nm in the C-band). A channel efficiency of
89% is therefore achieved under the worst conditions,
where all ONUs are operating simultaneously. Using
the same acceptance ratio, 307 slots are required when
MS is employed, and 320 slots are needed when FF
is used. Variable environmental conditions and demand
evolution were analyzed to ensure that new and exist-
ing connections are set up efficiently and flexibly and to
minimize the probability of possible conflicts. Outdoor
and indoor environmental conditions were considered
in the design of activation and reconfiguration algo-
rithms in the TX and LO boards in [28.84], which
yielded similar results to when dynamic adaptation was
implemented: the channel efficiency decreased to 83%
under the worst conditions. This implies that the UD-
WDM-PON spectrum with 256 ONUs requires a band
of 15:5 nm. In practice, the operational statistics would
be even more favorable because the number of con-
nected and active users at a particular time would be
much lower than the split ratio. Occasional ONU re-
placement is best done at installation to minimize any
disturbance to the user and operator. OLT laser array di-
mensioningwould not require oversubscription because
lasers can be distributed along the spectrum band and
operated under controlled thermal conditions. In order
to multiplex the 256 channels, a low-loss OLT architec-
ture with two interleaved AWGs was implemented.

The implementation of this strategy in the PON re-
quires a centralized spectrum monitor and manager at
the OLT for initiation and dynamic operation under
varying conditions, along with an OLT-ONU com-
munication channel for TX/LO control in order to
achieve minimum delay and crosstalk between wave-
length channels.

Transceiver Developments
Several novel transmission techniques have been pro-
posed and tested. Compared with traditional coher-
ent transceivers, these novel techniques exhibit ad-
vanced performance and reduced complexity. Two main
aims were considered: the use of direct laser modula-
tion and the development of new receivers to achieve
polarization-independent coherent detection in smarter
ways.

Direct laser modulation is a convenient solution to
attain the target of low-cost access networks. The novel
ability to generate a PSK signal with direct DFB laser
modulation and coherent detection has been developed.
This takes advantage of the natural adiabatic frequency
chirp of the laser. The measured phase response (PM) of
a DFB laser with a linewidth of 4MHz (
) is shown
in Fig. 28.24. From Fig. 28.24, we can see that the PM
response closely approximates the expected 1=f charac-
teristic of the adiabatic chirp. This is derived from the
physical laser chirp model [28.85] (which is dominated
by the adiabatic chirp from a few MHz to several GHz),
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where .t/ is the instantaneous laser frequency, ˛ is
the chirp parameter, � is the adiabatic chirp constant,
and " is the current-to-power laser efficiency. Using
a simple passive derivative pre-equalizer, this frequency
chirp can be converted to flat phase chirp and adjusted
to 180ı phase shifts for PSK. The equalized PM re-
sponse presents an almost flat phase shift characteristic
below the range of interest (approximately< 2:5GHz).
At 1:25Gb=s (1G ethernet), the residual IM is about
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1:5 dB [28.86], leading to a penalty of only 2 dB with
respect to external modulation.

A RX sensitivity of below �50 dBm was obtained
with intradyne detection based on a 3� 3 coupler
at BERD 10�3 with offline processing. Recall that the
I and Q field components can be obtained from the pho-
tocurrents of the three photodiodes using I D 2I2� I1�
I3 and QD 31=2.I3� I1/. The system attained a channel
spacing of only 3GHz (24 pm) and a negligible phase
noise effect [28.82, 87]. When the technique was ex-
tended to QPSK with four current levels, 5Gb=s was
reached [28.88]. The transmitter coder and equalizer
were recently made digitally configurable [28.89].

The chirp of the DML can also be used to transmit
a FSK signal and to convert it to ASK in a coherent
receiver; this was done in a 6:25GHz grid UD-WDM
experiment [28.90] at 1:25Gb=s, yielding a sensitivity
of �48 dBm with a 3� 3 coupler.

In conventional coherent receivers, polarization di-
versity is used to address the variation in the po-
larization state and to double the capacity through
polarization multiplexing. However, the cost of the
90ı hybrids and eight photodetectors needed makes
it difficult to justify this complexity for access net-
works. A novel highly simplified receiver was there-
fore proposed [28.91] in which the 3� 3 symmet-
rical coupler configuration was modified to include
only three photodiodes, and an intermediate frequency
of about half the bit rate was set. An experimental
demonstration (Fig. 28.25) indicated that the power
penalty with varying polarization was below 1 dB for
1:25Gb=s [28.92, 93].

An even simpler polarization-independent PON
system was also developed that used only one photo-
diode per receiver. At the OLT side, a common polar-
ization scrambler was utilized that was shared by all
ONU wavelengths and switched the polarization state
synchronously with the downstream data clock at the

half-period of every bit [28.94]. At the RXs, the PSK
signals differentially detected from the orthogonal po-
larizations were electrically combined, as depicted in
Fig. 28.26.

To make it more competitive with conventional sys-
tems, it would be desirable for the coherent ONU to
have only one laser instead of two (TX and LO). This
would also make wavelength control of the ultra-dense
WDM spectrum easier. Several ways to achieve this
have been proposed. The first used heterodyne detec-
tion, and the same local laser was modulated with
the upstream data, exploiting the chirp of a reflective
semiconductor optical amplifier (RSOA). The bidirec-
tional experiment shown in Fig. 28.27 used a length-
optimized RSOA to produce PSK data at 1:25Gb=s,
which was received at an intermediate frequency
of 2:5GHz. It achieved a sensitivity of �46 dBm
and a channel spacing of less than 12:5GHz, includ-
ing downstream and upstream optical signals [28.95].
In [28.96], the intermediate frequency was reduced
to only 1GHz with ASK signaling, resulting in bidi-
rectional interference such as Rayleigh scattering and
ODN losses of up to 35 dB. This impairment can be
avoided by means of half-duplex transmission [28.97].

An interesting transmitter chip device (denoted
DEML) monolithically integrated and synchronously
modulated a DFB section and an EA section to produce
an ASK-modulated signal for the TX and a CW sig-
nal for the RX LO from the front and rear facets of the
DEML [28.98]. Other integrated devices were adopted,
such as dual-section DFBs, which were employed as
pure frequency-modulated lasers (FML) for fast tuning
and modulation.

With such narrow channel spacings, an UD-WDM-
PON must handle the wavelength drifts of its ONU
and OLT lasers, as well as their frequency noise, with
great care. Although guard bands of one or a few
GHz are left between wavelength channels, the thermal
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and intrinsic variations of TXs lead to a risk of adja-
cent channel crosstalk or incorrect coherent operation.
The long-term and short-term wavelength variations of
closely spaced DFB lasers have been tested. For exam-
ple, frequency offset measurements of two physically
separated free-running lasers, as shown in Fig. 28.27,
highlight variations over 30min of less than 200MHz
when measuring at 1min intervals, and these variations
can slowly increase over longer periods of time. This
sets the speed requirements for the automatic frequency

control of the LO laser, and for a spectrum monitor in
the PON at the OLT.

In the absence of optical frequency compensation,
the coherent homodyne detection of DPSK can tolerate
a maximum deviation of ˙100MHz, so this detection
is rapidly lost. To address this, an automatic wavelength
controller (AWC) was embedded that simultaneously
controlled the LO temperature and bias current with
feedback control. At the same time, a feedforward
fast compensation was carried out via real-time DSP
processing in a FPGA. With both of these operating si-
multaneously, a tolerance of ˙500MHz was achieved
in 600ms [28.99] using correlation and Viterbi al-
gorithms (Fig. 28.28). A simplified carrier recovery
algorithm used fewer FPGA resources by simultane-
ously compensating for the detuning and recovering the
phase [28.100].

The RX optical hardware was reduced using IQ
phase time scrambling [28.101], and the data rates
of individual wavelength channels were increased by
multilevel modulation and duobinary phase modula-
tion [28.102].

Testbed
The COCONUT UD-WDM-PON was demonstrated in
a field trial that took place in the city of Pisa in February
2016. Both analogue and digital real-time processing
were performed [28.103]. Several prototypes based on
ASK and DPSK modulation formats and heterodyne
and intradyne RX were tested. The systems were evalu-
ated in the fiber network deployed in Pisa. ODN losses
of up to 40 dB were noted. A HR-OSA (high-resolution
optical spectrum analyzer) in the OLT monitored the
signals US and DS. With ASK data, the RX sensitiv-
ity achieved was �47 dBm at a FEC-level BER. When
the ASK signal was scaled to 10Gb=s and offline post-
processing was used, the RX sensitivity was around
�36 dBm. For DPSK, the RX sensitivity was �37 and
�51 dBm for heterodyne and intradyne RX, respec-
tively. In all of the systems, the TX was based on the
direct modulation of intensity or phase, and the RX had
simple processing. Multiple videos and internet data
(encapsulated in a standard GbE) were also transmitted
simultaneously, validating real traffic operation through
the network while also showing EPON coexistence.

The project demonstrated that ultra-dense wave-
length division multiplexing distributed among distant
users could be a feasible alternative to high-bit-rate
TDM-PONs for future access networks, as it yields
aggregate bandwidths of hundreds of Gb=s and lim-
ited energy consumption of the ONU. The feasibility
of an aggregate bandwidth of 320Gb=s (1:25Gb=s
per ONU; 256 ONUs) in only 14:1 nm was demon-
strated. The UD-WDM approach solves inherent issues
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with NG-PON2, i.e., tunable filtering and laser tran-
sient crosstalk. The proposed solution reduces costs by
around 80% when compared to a conventional coherent
receiver as it eliminates the need for external modu-

lators, external cavity or fully tunable lasers, and 90ı
hybrids (for example) without incurring a substantial
drop in performance. In terms of the migration path,
the UD-WDM PON proposal offers an enhanced loss
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budget (allowing for node consolidation), an increase
in the number of homes passed, greater reach, and—
by using a narrow band in the same fiber—increased
spectral efficiency. For this to become a deployable so-
lution, further investigations must be carried out on,
for instance, flexible and fast sharing and tuning of the
wavelength channels, simplified real-time processing,
software-defined transceivers, and integrated optics.

28.5.4 Recent Works

In another project [28.104], an UD-WDM system ca-
pable of providing up to 1000 wavelengths and data
rates ranging from 150Mb=s to 10Gb=s for a reach
of up to 100 km in metro and access networks was de-
veloped. A paired channel technology (PCT) generated
ultra-dense wavelengths spaced � 3GHz apart using
coherent reception and a tunable laser. A demonstra-
tor with 30 wavelengths (in groups of ten) was built
and used as the basis for different experimental setups.
A comb generator was used to produce the full capacity
of the downstream transmission, 1:194Tb=s (achieved
with 960 wavelengths, each carrying 1:244Gb=s). In
the OLT, a single laser source generated ten indepen-
dently modulated DQPSK signals at 622MBd through
the use of DSP. In the ONU, a tunable ECL was locked
onto the downstream wavelength and served as the up-
stream signal, via an external modulator, as well as
LO for downstream coherent reception. An analysis
of the effect of fiber nonlinearity on system perfor-
mance showed that the main limiting factor was FWM,
which limits the downstream power to about �2 dBm
per wavelength. When the wavelength count was higher
than 32, the impact of FWM remained unchanged.
Experimental results on the coexistence of UD-WDM
with deployed systems confirmed that the application
of DSP-based ONUs in UD-WDM for transmission

over 20 km of SSMF is feasible with guard bands of
around 1 nm. A more recent work [28.105] reported
the demonstration of a dynamic bandwidth and power
range optical metro and access network. Transmission
scenarios over 80 km of fiber were investigated, as were
FSO links, and a field trial was performed. Hybrid DP-
QPSK and DP-16QAM modulation was enabled by the
format-transparent Stokes space PolDemux at a chan-
nel spacing of 6:25GHz. The performance achieved in
the field trial confirmed its value in reconfigurable DSP
for flexible optical metro-access networks, as well as
optical wireless scenarios.

The authors of [28.106] have made interesting con-
tributions to the development of DSP for UD-WDM.
An adaptive equalizer with two reduced-complexity tap
weight update algorithms, one of which (sign–sign) was
multiplier-free, was identified. These algorithms were
tested with a PDM-QPSK signal and found to operate
without a sensitivity penalty in simulations and ex-
perimentally in loss-limited transmission over 100 km
of standard SMF. The channel-selective filter was also
optimized, given its importance for maximizing the
transmission capacity of the PON and for minimizing
crosstalk due to backreflections. A further simplifi-
cation to the DSP was a blind-adaptive equalizer to
simultaneously track the signal’s polarization state and
apply the matched filter response. Provided a 0:5 dB
sensitivity penalty was acceptable, it was found that the
matched filter could be omitted when the signal was
shaped using a RRC filter with a roll-off factor of 0.1
and a five-tap adaptive equalizer at the receiver. The rate
at which polarization rotations could be tracked was de-
termined for each of the tap weight update algorithms
considered, allowing a 1 dB sensitivity penalty. Experi-
mentally, for 3GBd (12Gb=s) PDM-QPSK signals, the
sensitivity of the less complex receiver was found to be
�46 dBm.
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The practical work reported in [28.107] investigated
the possibility of meeting the requirements of a NG-
PON2 by employing a simplified coherent detection
scheme based on directly modulated (DM) low-cost
lasers. In a series of experiments, it was found that it
was possible to employ DM-VCSELs as transmitters
in a coherent PON, and even VCSELs as LOs. The
proposed envelope detection scheme was demonstrated
in a digital implementation using offline processing, as
well as in an analogue implementation where the non-
linear transfer function of an XOR gate was utilized.
Experiments were carried out in the C-band around
1550nm as well as in the O-band around 1300 nm,
yielding a receiver sensitivity of �37:3 dBm at 5Gb=s.
The chirp-enabled envelope detector eliminated the
need for phase tracking.

The work described in [28.108], which (as men-
tioned in the previous section) used OFDMmodulation,
also aimed to reduce the hardware used in the coher-
ent ONU, as this would bypass the need to use PBS
and halve the number of photodiodes at the RX. The
works [28.35, 40, 46] discussed in the section on OFDM

also involved the use of ultra-dense coherent detection,
and can therefore be referenced here too.

A low-cost electronic hardware enabler consisting
of an integrated all-analog equalizer for DP-QPSK was
recently presented [28.109] as a low-energy alternative
to DSP. It was successfully demonstrated at 8Gb=s.

All these and other relevant works show that there
is a practical development path to high-density, high-
performance FTTH PONs and xHaul networks in which
capacity and transparency are maximized at affordable
cost.

Lately, with the commercial advent of ultra-fast co-
herent systems, and with the expected huge demand in
wireless backhaul access, the use of 100Gb=s coherent
transceivers has been proposed and tested by multiplex-
ing eight wavelength channels at a spacing of 50GHz in
a PON with a total capacity of 800Gb=s [28.110]. The
transceivers were standard CPF-DCO (centum form-
factor pluggable digital coherent optics) from long-
haul networks, but the DSP was simplified for an
access domain of 80 km, so its power consumption was
reduced.

28.6 OCDMA-PONs

Optical code multiplexing (CDM), or, more specifi-
cally, optical code division multiple access (OCDMA),
is an attractive form of all-optical multiplexing that has
been the focus of ongoing research due to its inher-
ent transparency and asynchronous operation. It utilizes
the optical generation, combination, and recognition of
optical codes, which can be defined in the time or in
the spectral domain. Because of its asynchronous oper-
ation, CDM can be applied in heterogeneous network
architectures to handle different types of data chan-
nels. Moreover, statistical multiplexing can be applied
in a straightforward manner to increase the number
of channels with bursty traffic. CDM can coexist with
TDMA and WDM in sections of the network.

These spectrally encoded CDM approaches are ad-
vantageous because the different channels do not have
to be synchronized to each other to achieve full or-
thogonality between codes, in contrast to most time
domain encoded CDM approaches. This guarantees the
independence of the optical multiplexing scheme from
the network architecture. In time-domain CDM, more
complex optical codes can be processed but the opti-
cal pulses have to be much shorter than the bit period,
leading to the need for the components to have greater
transmission bandwidth. There have been different pro-
posals on how to implement optical CDM by apply-

ing time-domain coding [28.111, 112] or wavelength-
domain coding [28.113, 114]. Also, combined WDM
and CDM techniques have been proposed in some stud-
ies [28.112, 113, 115, 116].

A relevant approach to CDM in the wavelength
domain applies periodic spectral encoding of broad-
band optical sources. This concept, as proposed by
Möller [28.117], is a generalization of coherence mul-
tiplexing in the sense that any type of optical filter with
periodic power transmission characteristics can be con-
sidered for encoding and decoding. The optical output
power of a thermal light-emitting source, such as an
LED, is intensity modulated by the electrical data. After
the thermal light has been emitted, the broadband spec-
trum is optically shaped by applying passive filters with
periodic transmission functions, such as Mach–Zehnder
(MZ) or Fabry–Pérot (FP) filters. The periodicity of
the transmission function for these filters is given in
terms of the free spectral range (FSR) as defined by the
filter round-trip time, which is determined by the fil-
ter geometry. This means that the system performance
is stable and insensitive to component drift and spec-
ifications, making it attractive for MAN and access
applications. On the networking side, the benefits are
as follows: asynchronous operation of different opti-
cal channels; support for different signal formats; and
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facile redistribution of electrical bandwidth among op-
tical channels.

A representative setup for a spectrally encoded
optical CDM system enhanced by WDM was devel-
oped [28.116]. Twenty time-division multiplexed elec-
trical channels with a peak rate of 2:5Gb=s were
collected into five optical CDM channels and multi-
plexed into four WDM slices 10 nm wide with 3 nm
guard bands. Different FSRs were allocated to dif-
ferent optical transmitters to define the codes in the
system. At the receiver, an optical filter with a peri-
odic transmission function was tuned by matching its
FSR to the desired channel. Taking advantage of the
fact that optical CDM can support more codes than
can be used simultaneously, the proposed optical packet
transmission system can support more than 400 opti-
cal channels using statistical multiplexing gain. Using
a novel optical TDM-to-CDM conversion technique,
optical packet transmission was realized sequentially
within each CDM channel, with the average channel
bit rate reaching 100Mb=s. In the latter approach, the
optical CDM technology was shown to be insensitive
to poor component specifications and drift, thus keep-

ing component and network supervision costs low in
the physical layer.

Important research has also been conducted re-
cently on time-domain OCM to exploit its ability to
provide multiple access at high rates. In [28.118],
an asynchronous full-duplex OCDMA-PON prototype
was built as a candidate for NG-PON3. Four-user
�40Gb=s was achieved over 50 km. Code generation
and recognition relied on a new superstructured fiber
Bragg grating (SSFBG) at the ONU side and on a mul-
tiport encoder/decoder at the OLT side. Eight-chip
(320Gchip=s) optical codes were used, with encoding
performed in phase at eight levels. In that test, multi-
ple access interference (MAI) and beat noise limited the
number of users to four. The use of WDM and improve-
ments to the code efficiency were proposed as solutions
to this problem.

Based on these experiences, it can be concluded that
optical code multiplexing may provide another route to
increasing the number of connected PON users in the
future, although it is currently constrained by unsolved
practical issues such as high insertion losses and phase
errors of the optical CDM elements.
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29. PON Architecture Enhancements

Thomas Pfeiffer

In this chapter, possible architecture enhance-
ments will be discussed, that allow for applying
passive optical networks (PONs) to a wider range
of network scenarios than previously considered.
The ongoing specification and early deployment
of 5G wireless networks and services turns out to
be an important driver for the evolution of future
optical access technologies and network architec-
tures. The interworking of wireless networks with
PONs, which provide for fixed transport, will hence
be the starting point for introducing advanced
architectures, especially those that can support
low-latency requirements as imposed by 5G radio
technologiesandservices (Sect. 29.2). These services
are provided over a flexible and versatile (long-
reach) PON infrastructure on ametro scale, together
with other service types over the same common
network. Most hardware functions of such net-
works will be virtualized on data center platforms,
supported by centralized resource orchestration
across multiple network segments and technolo-
gies (Sect. 29.3). In some scenarios, direct optical
links between the end nodes of a PON segment
enable lowest transmission latency or offloading
high traffic volumes from the main PON link. Sam-
ple use cases, as found in wireless and intradata
center networks, are discussed in Sect. 29.4. Finally,
in Sect. 29.5, optical solutions are introduced that
canhelp in remotely supervising andmanaging the
passive fiber infrastructure, as well as in reconfig-
uring the connectivity map of complex PON-based
metro-access networks, while respecting access
operational models and cost targets.

The architectures presented are based on cur-
rent PON technologies and deployment practices.
Most of the modifications described that are
required for accommodating advanced function-
alities, such as those mentioned before, are either
under investigation in research or even under de-
velopment already. A few are still considered only
on the conceptual level.
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Unlike in the early days, PONs are nowadays be-
ing considered for more than just residential services.
More demanding applications, such as wireless back-
haul/fronthaul (x-haul), enterprise or intradata center
networks benefit from increased capacities and from
improved networking capabilities offered by state-of-
the-art PON systems and their envisioned successors.
Powerful optics allow PONs to transmit over long
distances, connecting many nodes in remote places
over a single fiber. Certain user plane services as well
as wireless fronthaul applications require low-latency

transport, frequently at very high data rates. Appropri-
ately designed metro-access networks employing ad-
vanced PON technologies on the physical and logical
layers, together with distributed computing entities and
coordinated resource scheduling across network seg-
ments, can meet these requirements at low cost. Aside
from providing for pure data transmission, the optical
layer in such complex networks also requires simple
means for reconfiguration and management that can
support the low-cost business cases that PONs were al-
ways devised for.

29.1 Background

TDM-PONs (time divisionmultiplexingPON) were ini-
tially introduced for providing low-cost broadband op-
tical access for residential users and for small busi-
nesses. Accordingly, both the physical layer (PHY) and
the media access control layer (MAC) were specified
for accommodating these service types under widely
varying network conditions, allowing for high or low
split factors, as well as for transmission over long or
short distances at moderate line rates below 10Gb=s
(broadband PON (BPON) [29.1], gigabit-capable PON
(GPON) [29.2], Ethernet PON (EPON) [29.3]). With
more recent generations, PONs have evolved into ver-
satile high-capacity systems (XG-PON [29.4], XGS-
PON [29.5], 10G-EPON [29.3]) that can be used also
for more demanding services up to 10Gb=s. Other
system variants have been specified for operation on
multiple wavelength channels (NG-PON2 [29.6], MW-
PON [29.7]), and for further increased line rates of 25
and 50Gb=s [29.3], all of these also supporting longer
distances (up to 40 km) than with early generations (up
to 20 km).On the networking side, resilience is receiving
more attention, e.g., fiber protection [29.8] and network
operation [29.9]. Also active optical repeaters in the oth-
erwise passive fiber plant are now in scope [29.2, 10, 11].

These evolutions have turned PONs into attrac-
tive low-cost platforms for a large variety of services

and applications, such as x-hauling (backhaul or front-
haul) in metro scale wireless or coaxial networks,
for residential and business services, or for campus,
enterprise, or intradata center networks. TDM-PONs
are essentially operating as a distributed switch. So,
whenever the logical network architecture is based
on a tree topology, as is the case in many Ethernet
switched local area networks (LAN), a TDM-PON can
be a cost-efficient alternative to an actively switched
LAN (passive optical LAN: POL). Wavelength di-
vision multiplexing (WDM) offers more degrees of
freedom for PON design. The simplified implementa-
tion and management of WDM technologies as spec-
ified for NG-PON2 networks helps save fibers and
offers optical routing to different end nodes at afford-
able cost [29.6]. Strict network synchronization and
timely resource allocation for time-sensitive applica-
tions can be accommodated by TDM- and WDM-based
PONs. With increasing network complexity and with
demanding challenges imposed by services and net-
work operations, the fiber plant needs to be evolved
from today’s model of simply providing fixed pipes
for optical channels towards a flexible and manage-
able infrastructure that supports the provision of a mix
of heterogeneous services over a common cable net-
work.

29.2 Wireless x-Haul over PON

The optical access architectures discussed in this sec-
tion have been designed to comply with the service and
transport requirements of future wireless network archi-
tectures based on 4G and 5G technologies. PON systems
and architectures, both TDM-PON and WDM-PON,
will be considered for backhaul and fronthaul transport
links (here generically termed x-haul); the reader is re-
ferred to Chap. 31 by Cavaliere and Larrabeiti.

29.2.1 Wireless Services and Radio Access
Network Requirements on x-Haul
Transport

5G radio networks are set to provide a large variety of
user plane services with widely varying requirements
on bandwidth and latency. (In the discussion of suit-
able x-haul solutions, 4G radio systems and services
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can in most cases be considered a subset of 5G. The
following discussions will hence be focused on 5G ra-
dio networks, unless noted otherwise.)

5G User Plane Service Requirements
Usually the services in 5G are coarsely classified
as enhanced mobile broadband services (eMBB), and
Internet-of-Things (IoT), the latter being further di-
vided into and massive or critical machine-type com-
munication (mMTC, cMTC) and ultra-reliable low-
latency communication (URLLC) [29.12].

For eMBB services the main target is to provide
very high capacities over the air, while the end-to-end
latencies are rather moderate: peak rates per user over
the air are envisioned to reach up to 20Gb=s, and aver-
age rates up to multiple 100Mb=s. End-to-end latencies
on the service level will be in the order of 10ms or
more.

For IoT services themain emphasis is on low latency
(cMTC) and huge numbers of devices (mMTC), while
the transmission capacities can be rather low: peak and
average rates per device in the range of multiple Mb/s,
even kbit/s. End-to-end latencies are envisioned to be in
the range of 1ms or even less for URLLC, whereas for
mMTC up to multiple tens of milliseconds can be toler-
ated, each depending on the use case.

eMBB services will exhibit sustained but dynamic
traffic characteristics at high bit rates, whereas some
services of the IoT class may exhibit scarce and bursty
traffic profiles at moderate bit rates per device. How-
ever, with many devices aggregated on an antenna port,
the x-haul link will likely carry a smoothened traffic
profile. These applications are currently not widely es-
tablished, hence the traffic details are yet unknown. It
must also be noted that the above service types will
not necessarily all be present in the same radio net-
work. Particularly, for operational and security reasons,
URLLC services will benefit from being provisioned
in dedicated networks separate from eMBB (URLLC
services are for industrial applications, autonomous
driving, and more, whereas eMBB services are mostly
for private user applications).

Radio Access Network Requirements
In 5G wireless networks the formerly compact radio
base station will be split into functional entities, some
of which can be pooled in a central location, and oth-
ers will be located closer to or at the antenna site. An
initial variant of this centralized radio access network
(C-RAN) architecture is adopted already now in some
4G network deployments for reducing implementation
costs and for ease of operation [29.13]. In the following,
a brief introduction is given to splitting the base sta-
tion architecture in C-RAN, explaining details as much

as needed for an understanding of the x-haul solutions
described in subsequent sections. For a more thorough
discussion of C-RAN architectures, the reader is re-
ferred to Chap. 31.

The functional splits of the base station ar-
chitecture have generically been defined by 3GPP
(Fig. 29.1a) [29.14]. The 3GPP group considered a split
into two groups of processing functions, with a front-
haul interface between them as further detailed below.
Other groups (e.g., [29.15]) later extended this architec-
ture to functional groups hosted in up to three process-
ing entities: CU, DU, and RU (central, distributed and
remote unit or radio unit, respectively) which together
form the radio access network (RAN). This C-RAN
model will be adopted throughout this chapter.

The processing entities CU, DU, and RU can be
all collocated (Fig. 29.1b, row 4G), pairwise collocated
(rows 5G (a) and 5G (b)), or all separate (row 5G
(c)). They are interconnected via external interfaces F1
and Fx, depending on which split option is considered.
3GPP selected the Option 2 split for high-layer split-
ting (with the F1 interface for fronthaul) and the Option
6 or Option 7 split for low-layer splitting (with the
Fx interface for fronthaul [29.16]). The backhaul link
connects the radio core (5GC: 5G core) to the RAN.
Finally, the low-layer split between digital processing
functionalities and analog RF (radio frequency) antenna
electronics is located at the Option 8 split. This split is
only considered for 4G networks, with the architecture
elements EPC (evolved packet core), BBU (baseband
unit), and RRH (remote radio head).

The data transmission for backhaul is typically ac-
complished over Layer 3 networks, whereas at the F1
interface it will be on Layer 3 or Layer 2, employing IP
(Internet Protocol) or Ethernet transport. The transmis-
sion data rates at both interfaces are given by the data
rates of the user plane services. They change with the
amount of traffic for those services and their dynamics
over time. The data rate at the F1 interface is higher
than for backhaul by at most 1% due to the additional
small header inserted for Option 2 splitting [29.14, 17].
The transport latencies required at both interfaces are
typically in the range of milliseconds, as given by the
user plane services. For more detailed bandwidth and
latency considerations, see Sect. 29.2.1.

The data transmission at the low-layer functional
splits is accomplished on Layer 2, employing Ethernet
transport for Options 6, 7, and 8 (after encapsulation
into radio specific transport frames, see Fig. 29.2). In
the case of Option 8, also native CPRI transport (com-
mon public radio interface [29.18]) can optionally be
employed. At Option 6, the data are user plane data
with some additional headers, their rates and dynam-
ics being approximately equal to those at backhaul or
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Fig. 29.1 (a) Functional splits in the 3GPP base station architecture [29.14]. (b) How they map to the BBU/RRH and
CU/DU/RU architectures of 4G and 5G, respectively. For 5G, only those functional split options have been used that are
specified in detail by 3GPP (after [29.16])
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at split Option 2. However, the tolerated transport la-
tencies are now given by the requirements of radio
technology, requesting them to be in the range of hun-
dreds of microseconds [29.16]. The Option 7 split is the
most popular low-layer split in 5G. At this split point
the data are digital frequency domain representations
of the antenna signals. Their data rate can be higher
by up to about an order of magnitude compared to the
user plane data rates (i.e., at backhaul or at split Op-
tion 2). The exact ratio between the rates depends on
the chosen subsplit within Option 7 and on the detailed
radio link settings [29.16]. The Option 7 data rate typi-
cally varies over time with the user plane data rate. The

transport latencies are required to be in the hundreds of
microseconds range [29.19]. Finally, the data at Option
8 are time domain data representing the digitized an-
tenna signals. They are constant over time, i.e., they do
not vary with the user plane data, but they scale with
the bandwidth of the antenna RF spectrum and with the
number of antenna elements [29.13]. The data rate is
typically in the range of many tens to hundreds of Gb/s,
for big antenna arrays they would even reach into the
Tbit/s range. The associated implementation effort and
equipment cost for optical transport systems support-
ing such high bit rates is the main reason why this split
option is no longer considered for new system deploy-
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ments in 5G networks. The latencies are again in the
subtilisation range, just like for Option 6 and 7 splits.

Aside from the above bandwidth requirements and
latency limitations, also timing accuracy and jitter of the
radio signals are important parameters for the network
design, hence also for the design of the x-haul transport.
They vary from few ten nanoseconds up to a microsec-
ond depending on how the RAN is operated, e.g., when
employing one of the different CoMP schemes (coop-
erative multipoint) [29.20].

29.2.2 Optical System Technologies
for x-Haul Transport
over Passive Networks

In this section, those optical system technologies will
be introduced that have been designed for operation
over passive fiber plants in access and metro-access
networks. As such, they are possible candidates for
cost-efficient x-haul solutions in, e.g., ultra-dense net-
works (UDN) comprising large numbers of small cells.
Focusing in this section only on the optical layer param-
eters of the optical systems, the interworking between
wireless and optical systems will then be discussed in
the next section.

Two substantially different system concepts are
available for PONs: TDM-PON and WDM-PON. The
dynamic bandwidth assignment (DBA) makes TDM-
PON particularly useful for networks in which the ONU
(optical network unit) traffic load (downstream and/or
upstream: US and/or DS) dynamically varies on short
time scales down to the order of milliseconds or even
below. This allows for leveraging statistical multiplex-
ing gains in networks with many ONUs, thus reducing
the required total system capacity below the sum of the
individual ONU peak rates. This is the typical mode
of operation that TDM-PONs have been designed for.
However, there is also another mode of operation, in
which each ONU is assigned an individual fixed bit rate,
which is independent of varying traffic loads. In this
mode, the PON operates on the logical layer like a bun-
dle of dedicated fibers or wavelength channels at fixed
capacity. This solution typically constrains the number
of connected ONUs as compared to the case of dynamic
bandwidth assignment. For moderate rates per ONU,
this point-to-multipoint architecture (ptmp) can still be
more cost-efficient than a system operating on physical
point-to-point channels (ptp) per ONU. For high aggre-
gated transport capacities, however, that would exceed
the available TDM-PON line rate, and WDM-PONs
or separate ptp-fibers, offering dedicated high-capacity
physical channels per ONU, will be needed. Depending
on the scenario considered, one or the other solution
will be more appropriate. Multiple factors can play

a decisive role in selecting the right technology and
designing the network architecture: achievable opti-
cal line rates, user traffic characteristics, operational
considerations such as service or user group segrega-
tion, anticipating system migration, and more – all to
be considered under constraints on the total cost-of-
ownership.

In the context of wireless x-haul, or in the case
of heterogeneous networks serving wireless along with
other services, both TDM-PON and WDM-PON can be
beneficially combined in a common network architec-
ture. NG-PON2 is the first specification that includes
both system variants operating on a common optical
distribution network (ODN) as part of one combined
transmission system [29.6]. The TWDM-PON subnet-
work (time/wavelength division multiplexing) of NG-
PON2 comprises multiple TDM-PONs, each operating
on a separate wavelength channel that is shared among
a group of ONUs. Multiple such wavelength channels,
currently up to 4 or 8, operate on a 50, 100, or 200GHz
optical frequency grid. The WDM-PON subnetwork
comprises multiple densely spaced wavelength chan-
nels on a 50 or 100GHz grid in a separate band. Each
channel is optically connected to only one ONU, so that
the channel capacity is unshared.

Table 29.1 shows the wavelength ranges specified
for the currently available ITU-PON and IEEE-PON
(PON systems specified by ITU-T and IEEE, respec-
tively, cf. Table 29.1) generations and their expected
successors. Also shown are the frequency ranges spec-
ified for G.698.4 compliant passive metro-WDM sys-
tems (channel spacing 50 or 100GHz) [29.21]. In
contrast to NG-PON2 networks, the ODN for this
system does not contain power splitters but only wave-
length multiplexing/demultiplexing devices. The total
loss budget is thus constrained to 8 up to 14 dB, i.e.,
max. 6 dB differential loss. This is to be compared with
the low-loss ODN classes L1 and L2 for ptp WDM-
PON in NG-PON2, which are specified as 8 to 17 dB
(L1) and 16 to 25 dB (L2), i.e., max. 9 dB differen-
tial loss. These loss classes were introduced for easing
implementation of networks with only short distances
and small numbers of ONUs. For regular ODNs in NG-
PON2, the loss classes range frommax. 29 (N1) to max.
35 dB (E2) with max. 15 dB differential loss.

Several modifications of T(W)DM-PONs are cur-
rently under discussion. The serial line rates of state-of-
the-art TDM-PON variants are specified up to 10Gb=s
(neglecting line code overhead in IEEE-PONs). The
specifications of new generations are being prepared for
25 or 50Gb=s line rates and above (Chap. 27 by van
Veen and Kani). The number of wavelength channels
for TWDM-PON is currently limited to max. 8, mostly
for reasons of tunable optics cost and of crosstalk issues
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Table 29.1 Spectral ranges for ITU-PON (upper table), IEEE-PON (middle table), passive metro-WDM (lower table)

PON generation
(DS/US bit rate)

ITU-T document Wavelength range downstream
(DS)

Wavelength range upstream
(US)

GPON (2.5G/1.25G) G.984.5 [29.2] 1480�1500 nm 1260�1360 nm (regular)
1290�1330 nm (reduced)
1300�1320 nm (narrow)

XG-PON (10G/2.5G)
XGS-PON (10G/10G)

G.987.2 [29.4]
G.9807 [29.5]

1575�1580 nm 1260�1280 nm

25G/50GPON G.hspa O-band O-band
NG-PON2/TWDM
(4–8 channels, 10G/10G,
10G/2.5G, 2.5G/2.5G)

G.989.2 [29.6] 1596�1603 nm 1524�1625 nm (wide)
1528�1540 nm (reduced)
1532�1540 nm (narrow)

NG-PON2/WDM
(bit rate not specified)

G.989.2 [29.6] 1524�1625 nm (if only WDM ptp is used)
1603�1625 nm (if shared with TWDM ptmp)

Video distribution G.983.3 [29.1] 1550�1560 nm
Maintenance L.66 [29.22] 1625�1675 nm
PON generation
(DS/US bit rate)

IEEE document Wavelength range downstream
(DS)

Wavelength range upstream
(US)

1G EPON (1G/1G) 802.3 [29.3] 1480�1500 nm
(PX10, PX20, PX30, PX40)

1260�1360 nm
(PX10, PX20, PX30)
1290�1330 nm (PX40)

10G EPON (10G/1G,
10G/10G)

802.3 [29.3] 1575�1580 nm (10G DS) 1260�1280 nm (for 10G US;
for 1G US same as 1G EPON)

25G/50G EPON 802.3caa O-band O-band

ITU-T document Frequency range upstream
(DS)

Frequency range downstream
(US)

Passive metro-WDM
(10G/10G, 25G/25Ga)

G.698.4 [29.21] 194:05�196:00 THz
(lower C-band wavelengths)

191:45�193:40 THz
(upper C-band wavelengths)

PON generation
(DS/US bit rate)

ITU-T document Wavelength range downstream
(DS)

Wavelength range upstream
(US)

GPON (2.5G/1.25G) G.984.5 [29.2] 1480�1500 nm 1260�1360 nm (regular)
1290�1330 nm (reduced)
1300�1320 nm (narrow)

XG-PON (10G/2.5G)
XGS-PON (10G/10G)

G.987.2 [29.4]
G.9807 [29.5]

1575�1580 nm 1260�1280 nm

25G/50GPON G.hspa O-band O-band
NG-PON2/TWDM
(4–8 channels, 10G/10G,
10G/2.5G, 2.5G/2.5G)

G.989.2 [29.6] 1596�1603 nm 1524�1625 nm (wide)
1528�1540 nm (reduced)
1532�1540 nm (narrow)

NG-PON2/WDM
(bit rate not specified)

G.989.2 [29.6] 1524�1625 nm (if only WDM ptp is used)
1603�1625 nm (if shared with TWDM ptmp)

Video distribution G.983.3 [29.1] 1550�1560 nm
Maintenance L.66 [29.22] 1625�1675 nm
PON generation
(DS/US bit rate)

IEEE document Wavelength range downstream
(DS)

Wavelength range upstream
(US)

1G EPON (1G/1G) 802.3 [29.3] 1480�1500 nm
(PX10, PX20, PX30, PX40)

1260�1360 nm
(PX10, PX20, PX30)
1290�1330 nm (PX40)

10G EPON (10G/1G,
10G/10G)

802.3 [29.3] 1575�1580 nm (10G DS) 1260�1280 nm (for 10G US;
for 1G US same as 1G EPON)

25G/50G EPON 802.3caa O-band O-band

ITU-T document Frequency range upstream
(DS)

Frequency range downstream
(US)

Passive metro-WDM
(10G/10G, 25G/25Ga)

G.698.4 [29.21] 194:05�196:00 THz
(lower C-band wavelengths)

191:45�193:40 THz
(upper C-band wavelengths)

a IEEE 802.3ca will be published in 2020; G.hsp and 25G/25G passive metro-WDM are currently under discussion

in upstream. The latter are caused by the high-power
dynamic range due to high differential losses that must
be accommodated in power splitter-based ODNs. This,
in combination with the spectral characteristics of ONU
lasers in burst mode operation, results in challenging
component requirements that currently do not allow for
high channel counts in such networks under realistic
conditions and cost targets [29.23]. Research efforts are
ongoing to reduce the impact from crosstalk by, e.g.,
improving the laser spectrum in burst mode [29.24],
eventually allowing for increased channel counts in
TWDM-PON.

29.2.3 x-Haul Transport over Passive
Optical Networks

The transport of x-haul data over passive optical
systems in all cases, except for native CPRI trans-
port [29.18], involves the Ethernet layer as the inter-
face to the transmission system protocol (Fig. 29.2).
Backhaul data and Option 2 data are available as
IP datagrams and packet data convergence protocol
(PDCP) datagrams, respectively. They are encapsulated
into Ethernet frames and then forwarded to the trans-

port system. Option 7 data are physical layer data
of the radio system. There are multiple ways to for-
ward them to the transport system, involving enhanced
CPRI (eCPRI) [29.25] or IEEE 1914.3 [29.26], and/or
ORAN [29.27] encapsulation, as shown in the figure.
Similar forwarding of data to the transport system is
provided for Option 8 data. In addition, in the case
of WDM-PON or passive metro-WDM for transport,
CPRI frames can also be transported in native format.
The choice of the particular protocol sequence depends
on the equipment used on the wireless and on the optical
side, and on their respective interface specifications. In
most practical cases, the connection to the optical trans-
mission system is accomplished via an Ethernet port.

In the following, some use cases for transport over
single-channel TDM-PONs will be discussed in more
detail. It will be assumed that the connected radio sites
are small cells providing for moderate air interface ca-
pacities, so that a single optical wavelength channel can
aggregate the x-haul data for multiple cells. For the
high-layer split architecture, the discussion will be fo-
cused on transport capacities, whereas for the low-layer
split architectures, the focus will be put on the realiza-
tion of low-latency transport over TDM-PON.
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Nonrealtime Transport at the F1 Interface
The bandwidth and latency requirements of the trans-
port at the F1 interface (Option 2) are similar to those
for the backhaul link. The bandwidth is approximately
equal to the capacity of the air interface, varying ac-
cording to the dynamics of the user plane data. The
transport is tolerant to latencies in the millisecond range
(so-called nonrealtime transport). For small cells, with
moderate air interface capacities, the traffic dynamics
at the F1 interface are, hence, similar to FTTx services
(fiber-to-the-home/building etc.). It can be transported
by conventional TDM-PON without requiring system
modifications.

The network shown in Fig. 29.3 is a reference sce-
nario for analyzing the aggregated transport capacities
at the F1 interfaces in a multicell architecture. One or
multiple ONUs are each connected to one DU, which
in turn serves multiple RUs. The aggregated F1 trans-
port bandwidths have been calculated for 10 RUs being
connected to one or multiple DUs (Table 29.2). Var-
ious cell configurations have been considered in the
analysis: different numbers of MIMO layers (multiple-
input-multiple-output), i.e., independent user plane data
streams via multiple antenna elements, and various RF
bandwidths. For RF bandwidths up to 100MHz, a car-
rier frequency below 6GHz was assumed with modu-
lation at 64 QAM (quadrature amplitude modulation),
whereas for RF bandwidths above 100MHz, a carrier

Table 29.2 Aggregate F1 transport data rates for 10 RU (Fig. 29.3)

MIMO layers RF bandwidth
10 MHz
(Mb=s)

20 MHz
(Mb=s)

40 MHz
(Mb=s)

100 MHz
(Mb=s)

200 MHz
(Mb=s)

400 MHz
(Mb=s)

800 MHz
(Mb=s)

1 92 183 366 916 2424 4848 9695
2 183 366 732 1831 4848 9695 19390
4 366 732 1465 3662 9695 19 390 38780
8 732 1465 2930 7324 19 390 38 780 77560
16 1465 2930 5860 14 649 38 780 77 560 155 120

MIMO layers RF bandwidth
10 MHz
(Mb=s)

20 MHz
(Mb=s)

40 MHz
(Mb=s)

100 MHz
(Mb=s)

200 MHz
(Mb=s)

400 MHz
(Mb=s)

800 MHz
(Mb=s)

1 92 183 366 916 2424 4848 9695
2 183 366 732 1831 4848 9695 19390
4 366 732 1465 3662 9695 19 390 38780
8 732 1465 2930 7324 19 390 38 780 77560
16 1465 2930 5860 14 649 38 780 77 560 155 120

frequency in the mm-wave range (well above 6GHz)
was assumed, being modulated at 256 QAM [29.16].

The traffic variations at each RU are assumed to
be smoothed out by aggregation of the traffic for mul-
tiple cells. A simple, commonly-used model suggests
that the aggregate traffic capacity amounts to 20% of
the sum of the individual air interface peak rates at
quiet time under perfect radio link conditions. The
overhead at the F1 interfaces was accounted for by
adding 1% to the air interface rates. Finally, the ad-
ditional protocol overhead introduced on the transport
links was accounted for by adding 20% to the above
rates [29.16].

The analysis shows that with 10 RUs, the aggregate
transport capacities for almost all cell configurations
investigated are within reach of current and emerging
TDM-PON systems (10, 25, and 50Gb=s) by taking
advantage of statistical multiplexing. If only moderate
configurations are considered, e.g., below 100MHz RF
bandwidth and 8 MIMO layers for carrier frequencies
below 6GHz, then even more RUs can be connected.

(The air interface peak data rates for the consid-
ered configurations can be derived from the data in the
table as follows: the entries were calculated as 10�
peak rate per RU� 20%D 2� peak rate. So, the peak
rate at the air interface per RU amounts to half of the re-
spective entry in the table. For extreme configurations,
such as with 800 (200) MHz and 4 (16) MIMO layers,
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the peak rate reaches almost 20Gb=s, as envisioned by
3GPP to be the maximum rate in 5G networks.)

In contrast to the assumptions underlying the above
calculations, not all RUs in a single PON will nec-
essarily work with the same configuration. Moreover,
as indicated in Fig. 29.3, there may be other services
on the same PON, such as FTTH. As a result, the di-
mensioning of the network will be more involved. The
above model can still give a realistic impression of
which capacities are to be expected when providing F1
fronthaul services for a given number of radio cells.

Realtime Transport at Low-Layer Interfaces
Latency considerations do not play a dominant role in
the architecture discussed in the section above.However,
at low-layer split points, e.g., Option 7 or Option 8, la-
tency is a critical design parameter of the fronthaul trans-
port. In 4G RAN, the synchronous HARQ (hybrid auto-
mated repeat request) process leaves only a few 100�s
for transport (so-called realtime transport). In 5G net-
works both the short slot durations of the air interface
data and theURLLCclass of latency critical services call
for submillisecond transport over fronthaul links.

Integrating small cells into a TDM-PON system is
an appealing approach also for low-layer split fronthaul
architectures. However, due to the operational princi-
ples of TDM-PONs, special precautions must be taken
to meet the latency requirements of the radio systems
without sacrificing transport capacity. In the following,
it will be discussed how this can be accomplished by
slightly modifying the way how the TDM-PON is oper-
ated in such applications.

Constant Bit Rate, Low-Latency Transmission for
an Option 8 Split. In TDM-PON, a constant bit
rate service can be set up for an ONU by appropri-
ately setting the bandwidth parameters in the system
configurations. A fixed bandwidth pipe alone, however,
does not guarantee low-latency and low-jitter transport

of the data. Ethernet switches and other logical enti-
ties in the PON system equipment (both on the OLT
(optical line termination) and the ONU side) will in-
troduce latencies in the microsecond range and jitter,
which both strongly depend on the traffic load of the
system. In addition, if the fronthaul data are encapsu-
lated in CPRI frames, then additional CPRI-to-Ethernet
mappers/demappers must be used to extract the CPRI
payload data and encapsulate it into Ethernet frames
as specified in IEEE 1914.3 [29.26]. Finally, the Ether-
net frames are encapsulated into PON-specific frames,
XGEM frames (10G encapsulation method) in the case
of XGS-PON (Fig. 29.4). These elements, as well as
buffers that are used for jitter reduction, add more la-
tency to the traffic.However, a careful design of the inter-
play between CPRI, Ethernet, and XGEM streams with
respect to their respective frame sizes and relative tim-
ing, along with strict mutual synchronization, ensures
low latency and jitter for the end-to-end transmission.
Using a commercial XGS-PON system, augmented by
external CPRI-to-Ethernet (de)mappers, round-trip de-
lays in the range of 110�s (without fiber propagation
delay) have been achieved, as will be detailed next.

Downstream, the data are transmitted over the PON
as soon as they arrive from the mapper (assuming that
there are no other additional services on the PON),
hence the latency contributions are the ones discussed
above. Upstream, an additional latency contribution is
given by the slot assignments for the optical bursts
on the PON. In conventional XGS-PON settings, each
ONU is assigned one burst per 125�s upstream frame,
adding a correspondingly high latency. By increasing
the scheduling frequency for each ONU to allow for
multiple bursts per 125�s frame, this latency is accord-
ingly reduced. At the same time, the relative amount of
protocol overhead will be increased, so that a compro-
mise must be found.

Using commercial XGS-PON and 4G wireless
equipment together with suitably adapted CPRI/
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Ethernet (de)mappers, the round-trip time (RTT) over
the PON may be decreased by 70�s (the difference be-
tween the dark gray bars in Fig. 29.5) when assigning 4
evenly spaced bursts to each ONU per 125�s [29.28].
This leaves sufficient latency budget for transmission
over 6 km fiber, which otherwise would not have been
feasible within the latency limit of 200�s set by the
wireless system (see the measured round-trip delays
in Fig. 29.5, decomposed into individual contribu-
tions). This distance matches well with the require-
ments encountered in UDN deployments in which each
macro cell is surrounded by a few nearby small cells
(Sect. 29.3.2). The experimental set-up was designed
for multiplexing up to 4 CPRI streams at 2:5Gb=s
(2Gb=s after line code removal) onto the 10Gb=s
downstream and upstream channels of the XGS-PON.

The TDM-PON allows for either combining mul-
tiple such CPRI streams for a group of small cells in
a given distribution area, or for combining the CPRI
stream for, e.g., only one cell together with residen-
tial traffic in that area. In the latter case, the small cell
would be assigned a fixed fraction of the 125�s frame
at always the same (four evenly spaced) time-slot po-
sitions within the frame to minimize jitter, while the
residential customers would be dynamically assigned
bandwidth capacities in the remainder of the frame. In
either case, the conventional process in TDM-PON for
activating and ranging new ONUs must be modified
to ensure uninterrupted and lowest-latency transmission
for the CPRI streams at all times. Appropriate solutions
for ONU activation and ranging in latency sensitive ser-
vice environments will be described below.

Dynamic Bandwidth and Low-Latency Transmis-
sion for an Option 7 Split. In contrast to an Option
8 split, the transport data rates at an Option 7 split
are significantly lower, and they dynamically change in

proportion to the user plane traffic dynamics. However,
the latency requirements are as challenging as at Option
8 (the transport requirements for, e.g., the eCPRI proto-
col are specified in [29.19]). To meet that requirement,
the low-latency transport over TDM-PON as described
above could be applied also in this case. However, re-
serving a constant bit-rate channel for this dynamic
traffic would be very inefficient, as it would have to be
dimensioned to the expected peak data rate, thus wast-
ing transport bandwidth for most of the time.

Instead, a dynamic assignment of transport capacity
that can follow the actual interface rate would allow for
taking advantage of statistical multiplexing gains, thus
improving the overall bandwidth efficiency of the PON
channel. In the downstream direction, this does not re-
quire special precautions to be taken. However, in the
upstream direction the conventional DBA scheme does
not support sufficiently fast adaptation to dynamically
changing traffic needs at the ONU. The processes of
status reporting (of ONU buffer filling) and of traffic
monitoring (of utilization of previously assigned ONU
bandwidth) [29.6] lead to reaction times in the order of
milliseconds.

A cooperative dynamic bandwidth assignment (Co-
DBA) can help reduce the transport latency by replacing
the reactive with a proactive assignment of ONU up-
stream bandwidth [29.29]. The CU/DU knows about
the capacity that it had scheduled for the UEs (user
equipment) served by a certain RU. Hence, it knows
how much traffic will be generated at which time slot.
In the process of UE scheduling, the respective band-
width is simultaneously reported to the OLT, along
with the associated timing information. The OLT, in
turn, assigns to the ONU the appropriate amount of
upstream bandwidth ahead of time, thus reducing the
end-to-end latency for the wireless data in the uplink
(Fig. 29.6).
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In the discussion, it is implicitly assumed that the
PON bandwidth required by the mobile system is avail-
able at any time as needed. In general, this requirement
will not be met, especially if the PON system serves
multiple RUs or other applications in addition. A mu-
tual exchange of information between CU/DU and
OLT about the respectively available system capacities
will help optimize the overall performance in terms of
achievable latency and bandwidth efficiency (indicated
by the dashed Co-DBA arrow in Fig. 29.6).

The Co-DBA concept was proposed already a few
years ago [29.29]. However, it is only now that the vari-
ous scenarios are being explored in detail and that an
appropriate interface that enables this cooperation is
being specified by the O-RAN Alliance. While the de-
scription above focused on low-latency transport at the
Fx interface, an equivalent scheme applied at the F1 in-
terface can support end-to-end time sensitive user plane
services, e.g., in IoT networks.

Activating and Ranging New ONUs in Low-latency
TDM-PON. In the previous two paragraphs it was de-
scribed how the transport of time-sensitive traffic over
TDM-PON, specifically in the upstream direction, can
be optimized such that there is minimal delay induced
by waiting for the next burst opportunity in the case of
fixed upstream bandwidth (cf. CPRI transport at Op-

tion 8 split), or by waiting for an update in the case
of dynamic upstream bandwidth (cf. eCPRI transport at
Option 7 split).

In both cases, there is one more source of delay that
originates from a native TDM-PON process, dubbed
ONU activation and ranging [29.6]. To let new ONUs
join an operational TDM-PON, the OLT occasionally
opens a quiet window during which no upstream band-
width is assigned to any of the already activated ONUs.
This allows new ONUs in a first (discovery) phase to
make themselves known to the system in a random ac-
cess mode, and then in a second (ranging) phase to
measure their distance from the OLT in a coordinated
mode (more precisely, the round-trip time between OLT
and ONU). After that, they can join the operational
system in regular transmission mode. The quiet win-
dows for both phases typically last 250 or 500�s for
differential ODN distances of 20 or 40 km, respec-
tively.

Whenever this process is invoked by the OLT, the
upstream traffic for all ONUs is interrupted for the
duration of several frames, thus adding an equivalent
amount of latency to their budget. In PONs supporting
low-latency user plane services or low-layer fronthaul,
this process can hence only be applied during system
initialization and start-up. During regular system oper-
ation, this process must be avoided.
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There are two classes of options for avoiding the
detrimental impact of the ONU activation and ranging
process on the latency budget of operational ONUs:
use a separate wavelength channel for the above pro-
cess (out-of-band) or limit the ranging phase to a much
shorter quiet window (in-band).

Out-of-Band. The low-latency traffic is serviced on
one particular channel without interrupts. The ONU
activation and ranging is accomplished on a separate
wavelength channel. This can be another wavelength of
the same system (e.g., in the case of TWDM-PON) or
a separate GPON channel (e.g., if XGS-PON is used
for time-sensitive traffic). After completion, the infor-
mation about the measured distance (round-trip time)
is transferred to the OLT operating the time-sensitive
channel. In either case, both the OLT and ONUs must
be suitably equipped for supporting a dual channel
operation: wavelength-tunable optics in the case of
TWDM-PON or dual optics (and dual logic) in the
case of XGS-PON/GPON. In a mixed-service PON, the
ranging channel can also be used to serve other ONUs
on the same PON with time-insensitive traffic.

In-Band. If a new ONU is known to the system by
its serial number before it tries to join (by preregis-
tration), then the discovery phase can be skipped. If,
in addition, the approximate distance from the OLT
is known to within a few hundred meters, the OLT
requests the potential candidate ONUs to adjust their
equalization delay to match the approximate distance
before promoting them into the ranging phase, one at
a time. This coarse adjustment of the equalization de-
lay then allows for a much shorter quiet window, e.g.,

3�5�s for a distance uncertainty of 300�500m. The
time-sensitive traffic is always assigned in the remain-
der of the frame, so that it will not be affected by the
fine ranging process invoked for new ONUs. If this
scheme is chosen, then it must be applied also to those
ONUs on the same PON that serve time-insensitive traf-
fic. The approximate distance from the OLT can be
extracted from ODN deployment data showing cable
routes and, e.g., the position of a street cabinet close
to the new ONU location. Alternatively, it can be mea-
sured by an optical time-domain reflectometry (OTDR)
measurement, possibly only at the time of the ONU im-
plementation.

In a further in-band variant, the new ONUs emit
a weak binary bit sequence that allows the OLT to mea-
sure the distance by pattern identification. Upon receipt
of the downstream frame, a new ONU repeatedly emits
a previously defined bit sequence to the OLT receiver
(Fig. 29.7). In the case of m-sequences, the specific
subsequence falling into the short quiet window en-
ables determining the round-trip time between OLT and
ONU. To avoid distortions of the ongoing transmission
from the operational ONUs, the bit sequence is emitted
at ultra-low optical powers (max. �50 dBm at the OLT
receiver), which in turn requires transmission at low bit
rate (10Mb=s) and multiple averages (104) at the re-
ceiver for unambiguously identifying the weak signal
during the quiet window. After another iteration of this
process, now with random delays autonomously added
by the ONUs, the OLT can single out one ONU (if mul-
tiple ONUs have tried to join) and promote it to the
next phase, ranging it within the short quiet window,
as described above. Unlike with the above solution, the
ONU ID in this approach does not need to be known to
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the OLT to enter the second phase; potential collisions
can be resolved without knowing it. The serial number
is communicated (discovery) only in the second (rang-

ing) phase. This entire process is accomplished with the
same optics used for transmission of the time-sensitive
traffic after finishing activation and ranging [29.30].

29.3 Flexible Converged Metro-Access Networks Based on PON

In the past, the node equipment in telecommunication
networks was specially designed to realize a certain
network function, e.g., the OLT function in PON. It con-
tained more than just the optical ports: data switching
and routing, bandwidth scheduling, traffic management,
and more functions are included in conventional OLT
nodes by design. In most cases, this approach does not
easily support system upgrades or rapid introduction of
new services.

29.3.1 Reconfigurable Computing
and Transport Resources
in Metro-Access Networks

To allow for more flexibility during the life cycle of
a network, some market players have kicked off initia-
tives to modify node designs that can leverage data cen-
ter architectures and virtualization on general-purpose
computing platforms, for example, the central office
rearchitectured as data center (CORD) [29.31], the flex-
ible access system architecture (FASA) [29.32], or the
open network automation platform (ONAP) [29.33].
These network designs build on software-defined net-
working (SDN) concepts in which the control plane
is separated from the forwarding plane. The utiliza-
tion of so-called white box switches allows for lower
cost implementation of network functions by virtual-
ization (network function virtualization, NFV). They
can be remotely reconfigured, thus easing modifica-
tion of user services and the rapid introduction of new
services during network operation. (It must be noted,
however, that not all network functions can be virtual-
ized. Time-sensitive physical layer functions, such as,
e.g., the bandwidth mapper in PON-DBA, still bene-
fit from implementation on dedicated hardware.) This
SDN/NFV approach has been proposed for all network
segments and services. It has meanwhile been adopted
throughout the industry as the new paradigm for future
network architectures [29.34].

The previously introduced CU and DU function-
alities in wireless networks are supposed to work on
general-purpose servers in data center architectures
where processing capacities can be shared among mul-
tiple entities. The RU functionality, instead, includes
analog radio hardware as well as digital functions (in
the case of Option 6 or 7 split) and is located at a remote

radio site. In large networks containing a few large and
many small data center-like nodes, it can be beneficial
to dynamically distribute the digital processing func-
tions in the form of virtual containers among a group of
computing nodes, in response to varying traffic loads in
the network and depending on the availability of com-
puting resources.

On the transport side, there are multiple dimen-
sions to the optical resources in PONs, for example,
the time domain (slots assigned in a TDM-PON chan-
nel), the wavelength domain (as a shared channel in
a TWDM-PON, or as an unshared WDM channel in
a WDM-PON), and the space domain (fiber). An end-
to-end resource management on the system layer and
on the fiber layer helps ensure availability and timely
coordination of the capacities offered by the systems
(via DBA and DWAprocesses (dynamic wavelength as-
signment)) and by the ODN (by reconfiguration of fiber
routes in the branching nodes).

A properly coordinated management of comput-
ing and transport capacities finally allows for a most
efficient exploitation of the network’s capacities and
guarantees an optimized end-to-end performance also
for challenging services. A centralized orchestrator
provides for the necessary coordination, while also
enabling network slicing, i.e., establishing end-to-end
virtual networks pertaining to different mutually inde-
pendent operators, clients, or services.

29.3.2 PON-Based Metro-Access Network
with Coordinated Resource Allocation

The network in Fig. 29.8 is an example of a converged
metro-access network with data centers hosting virtu-
alized network functions (VNF) and PON systems for
optical transport over (nominally) passive ODNs.

The network contains a main data center (edge
cloud, preferably duplicated for redundancy, not shown
here) for providing services to residential and mobile
users, to business and enterprise customers over fixed
lines and over wireless connections. The fixed line con-
nections are supposed to be fiber links all the way to the
end users and the wireless connections to be based on
5G technologies.

In general, there can be also copper-based fixed line
services, either via DSL (digital subscriber line) over
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a twisted-pair wire or via DOCSIS over a coaxial ca-
ble (data over cable service interface specification), as
well as other wireless services using 3G and 4G, or
WiFi technologies. In the following discussion, how-
ever, these technologies are not explicitly addressed.
They can be considered – just as for the 5G services –
to be implemented in a hybrid architecture using PON
for x-haul from the edge cloud or from the access cloud
(see later) to remote nodes from where the last meters
are bridged via those systems [29.34].

Besides the central edge cloud, there are multiple
access clouds in the network serving smaller geograph-
ical areas, while meeting two essential objectives: low-
latency connections to the end points and offloading
computing and transport resources from the metro scale
network for services that are predominantly needed
within a constrained area. Finally, there are many (ra-
dio) access points connected to the edge cloud or to the
nearest access cloud. For wireless services, the func-
tions of CU, DU, and RU can be distributed over two
or three of those entities, following the 5G architecture
described in the previous section.

The optical connections from the edge cloud or from
the access cloud to the end customers (or to the radio ac-
cess points) are established using PON systems. (Note:
the feeder cable ring in Fig. 29.8 is not shown to scale.
In fact, it extends over metro distances, and its circum-
ference can be as long as 100 km.) The PON system
technologies (short-reach, long-reach, ptmp TWDM, or
ptpWDM, small or large wavelength channel count) are
chosen according to the respective distance, capacity,
traffic characteristics, aswell as operational and business

driven requirements, such as segregation of customer
groups, of services, and more. The end points of the
fiber links (indicated in Fig. 29.8 as OAP: ODN access
point), as well as the branching nodes (smart branching
node: sBN) are supposed to be passive on the data plane,
i.e., they do not process user data, nor do they interact
with the control plane of the optical transport systems.
However, they are active on the physical layer by pro-
vidingmeans formonitoring optical parameters, switch-
ing fibers or wavelength channels, reconfiguring optical
connection patterns, and more (Sects. 29.4 and 29.5).

The network resources are generally orchestrated in
a coordinated way across the transmission and com-
puting entities involved (Fig. 29.9) to accommodate
differentiated needs of services and customers. How-
ever, not every service type needs strict coordination of
resources to meet the agreed-upon service level agree-
ment (SLA). A wider range of transport bandwidths,
computing resources, and end-to-end latency may be
tolerated for some services. Others will need a very
tight coordination of bandwidth across segments at
a certain time, such as discussed in Sect. 29.2.3. Al-
though in this latter example, the bandwidth assignment
is implemented close to the physical transport hardware
(not implemented as VNF), it still needs support from
an end-to-end resource scheduling.

By implementing this centrally coordinated end-to-
end resource management across multiple segments and
technologies, the network can also be flexibly parti-
tioned to provision separate slices for multiple tenants
and for differentiated services sharing a common net-
work infrastructure.
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29.3.3 Segments of the Optical
Metro-Access Network

On the optical transport layer, the metro-access network
in Fig. 29.8 comprises three major segments on differ-
ent distance scales:

� Metro scale segment
Long-reach fiber links on the metro-scale can ex-
tend over multiple tens of kilometers, up to about
100 km. They connect the access clouds to the edge
cloud using high-capacity ptp channels or provide
for direct ptp or ptmp links from the edge cloud
to end points that can tolerate latencies in the mil-
lisecond range (e.g., residential services or wireless
x-haul at the F1 interface for eMBB services). As
another example, they can provide for direct inter-
connects between enterprise locations (e.g., branch
offices of a bank or manufacturing sites). They are
typically deployed in fiber cable rings from which
the fibers branch off at sBNs into the access ar-
eas where they are further split for serving nodes
in a ptmp topology.� Access scale segment
These are links of up to 20 km, starting from the
access cloud and providing connectivity for la-
tency sensitive applications and services, such as for
fronthaul at the Fx interface or for URLLC services.
This segment, including the access cloud, can also
offload traffic from the large metro-scale network
and data processing from the edge cloud for locally
constrained services.� Local scale segment
With distances as short as 1 km or less, these links
provide for short paths between neighboring end
nodes to enable, e.g., cooperative data processing
in wireless CoMP (cooperative multipoint) archi-
tectures, offering shortest latencies and very high
capacities without burdening the links on the ac-

cess or metro-scale segments. No additional fibers
will be deployed for these short links. Instead, the
communication will be accomplished over the drop
section of the access or metro-scale ODNs de-
ployed, i.e., by reusing the fibers connecting the end
nodes to the splitters (Sect. 29.4).

The following two examples will display architecture
variants in the access segment that are dedicated to ac-
commodate special service requirements.

In Fig. 29.10, it is assumed that the access cloud
provides residential and wireless services over a com-
mon PON (ONUs are not explicitly shown in the figure,
for the sake of simplicity). In the distribution area, there
may be one macro cell plus a few small cells, while the
other end nodes are being used for FTTx services. It
is further assumed that the RUs at the radio sites are
connected to the CU/DU in the access cloud via Fx
fronthaul links employing separate wavelength chan-
nels: an unshared ptp WDM channel for the macro cell
and one or more shared ptmp TWDM channels for the
small cells. The FTTx users are served via additional
ptmp TWDM channels. Due to the latency constraints
of the Fx fronthaul links, the distance between access
cloud and distribution area will be limited to about
10 km (Fig. 29.10a). If, however, the DU functionality
is located at the macro cell site, then it can be connected
to the CU in a distant edge cloud via the F1 interface
(assuming that no time-sensitive user plane services are
involved). In the architecture shown in Fig. 29.10b, the
macro cell site receives the F1 data for both its own
cell as well as for the neighboring small cells. The DU
at the macro cell site then connects to its own RU and
to the RUs at the small cell sites via the Fx interface.
The small cells are connected to the macro cell site over
short links, employing a separate ptmp PON transmis-
sion system from the OLT at the macro cell to ONUs
at the small cells. It operates at a different wavelength
compared to the system connecting the macro site to



PON Architecture Enhancements 29.3 Flexible Converged Metro-Access Networks Based on PON 927
Part

D
|29.3

< 10 km 

FTTx
services

Macro cell
Fx-FH

Small cells
Fx-FH C

U
 / 

D
U

RU

RU

RU

Access cloud

TWDM
ptmp

TWDM
ptmp

WDM
ptp

R
ou

te
r

> 10 km 

FTTx
services

Macro +
small cells

F1-FH
Splitter +
loop-back
for Fx-FH

Local
interconnects

< 10 km 

RU

RU

DU/RUEdge cloud

TWDM
ptmp

TWDM
ptmpC

U
R

ou
te

r

a) b)
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to realize a redundant tree architecture. (b) Using a two-fiber cable to realize a redundant bus architecture

the edge cloud and reuses the drop fibers of the PON
for local loop back via the (now modified) power split-
ter. Further details of the implementation for this local
C-RAN scenario are described in Sect. 29.4.

Network resilience is usually not a major concern
in residential access. However, with critical services
for enterprises, or for x-haul links to wireless nodes,
a redundant network design may be needed. There
is a trade-off between increased cost for deploying
redundant network resources and the implications of
customer dissatisfaction in the case of network outages.

Possible protection scenarios for PON systems are
described in [29.8] and [29.35] (see also the discussion
in Chap. 27). However, since the deployment of redun-
dant fiber links in the drop section is frequently deemed
too expensive, only Type B protection has practically
been accepted by operators so far. This protection type
employs two geographically disjoint feeder fiber routes
to the first splitter, from where the unprotected distri-
bution and drop sections start. On the metro scale this
redundant feeder is deployed as part of the cable ring, as
shown in Fig. 29.8. However, there are also ways to pro-
vide fiber protection in the distribution and drop section

of access scale PONs at an effort that can be acceptable
for certain network scenarios, such as x-haul for small
cells.

In the architecture shown in Fig. 29.11a, the two
1 WM splitters on the left are connected to two OLTs lo-
cated in different access clouds (not shown). The cable
in the distribution section containsM fiber strands, each
of which connects a port of the first splitter to one input
port of a 2 W K power splitter located at the drop areas
#1 to #M. The second input port of the 2 W K splitter is
connected to the second 1 WM splitter using the remain-
der of the same fiber strand, as shown in Fig. 29.11. All
ONUs in this architecture are on the same split level.
The number of drop areas is limited, via the total split
factor N D K �M, by the power budget of the PON
system used. Current systems support up to 29�35 dB
ODN loss, depending on the equipment class chosen
(cf. PON specifications in Sect. 29.2.2).

In the architecture shown in Fig. 29.11b, the drop ar-
eas are subtended from a single fiber strand (two strands
near the drop areas) utilizing cascaded 2 W 2 power split-
ters. The splitting losses in this architecture increase
when going down the cascade in either direction, result-
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ing in lower losses for the ONUs in the, respectively,
first area as compared to those in the, respectively, last
area. The number of drop areas in this architecture is
limited by the allowed differential path loss of PONs,
which in most cases amounts to 15 dB (cf. PON specifi-

cations in Sect. 29.2.2). This allows for six cascaded
drop areas under realistic conditions. With splitters
having asymmetric split ratios that change along the
cascade in suitable ways, the number of drop areas can
be increased.

29.4 Local Interconnects in Point-to-Multipoint Networks

29.4.1 Use Cases

PONs are used to connect multiple end nodes to a cen-
tral point, which in turn usually provides for connection
to higher network hierarchy levels, such as connect-
ing FTTH customers to the metro network. There are,
however, use cases in which the ONUs in a ptmp
network need to communicate with each other, in ad-
dition to their regular communication with the OLT.
In some cases, these inter-ONU links pose challeng-
ing requirements on low-latency or high-transmission
capacity that are hard to meet, if the ONUs commu-
nicate with each other via a loop-back through the
OLT. These use cases call for separate optical chan-
nels over the shortest possible links between the ONUs,
however, without deploying additional fibers. Such use
cases have been identified in wireless fronthaul archi-
tectures (Sect. 29.3), others can be encountered, e.g., in
intradata center networks.

Generic Use Cases
Before showing how such direct optical links between
ONUs on the same PON can be implemented on an ex-
isting ODN, some specific use cases will be introduced
to show how different the requirements on the intercon-
nection architecture can be. Suitable optical solutions
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a ptmp ODN where the drop fibers are reused for direct local interconnects (b)

will accordingly be different; they will then be shown
in the remainder of this section.

First consider the generic target topology in
Fig. 29.12 and how it can be mapped onto a ptmp-ODN
by reusing the regular drop fibers also for inter-ONU
links. The solid red lines in Fig. 29.12a indicate the
logical links from a core node to a group of end nodes in
a star topology. The dashed blue lines indicate logical
links between certain neighboring end nodes. In this
example, one end node (#6) is only connected to the core
node, some others (#3, #5) are only connected to their
neighbors, while the rest of the nodes are connected to
both the core node and to some neighbors. This topology
can be realized on a PON-like tree architecture, if
the remote node (the brown box in Fig. 29.12b) also
provides for the required interconnections among drop
fibers connecting to the respective ONUs [29.36]. The
topology in Fig. 29.12a is replicated in the background
in Fig. 29.12b to indicate the mapping between both. In
fact, all end nodes are amember of the drop section of the
PON, i.e., they are all physically connected to the remote
node, be they logically connected only to the core node
(as for #6), or only to their neighbors (as for #3, #5), or
both. The interconnection structure can be extended to
neighboring PON-ODNs, i.e., to neighboring clusters
of end nodes that are connected to different OLTs (core
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nodes). This is indicated in the logical topology by
unterminated dashed blue lines leaving from, e.g., nodes
#1 and #2 towards the top, and in the PON architecture
by a correspondingly connecting link exiting from the
remote node towards a neighboring remote node.

The networks in Figs. 29.13–29.15 show three dif-
ferent examples in which the network provides for
specific ONU interconnection patterns. They are mo-
tivated by requirements encountered in certain practical
scenarios, as will be described next. None of the solu-
tions has been implemented in any of today’s networks
yet. However, as will be shown, they can be realized
on the basis of existing PON systems and architectures
with moderate modifications.

Intradata Center Network (any-to-any)
The network in Fig. 29.13 represents a common intra-
data center (DC) architecture, the fat tree or folded Clos
network [29.37] (actual DC networks may differ in de-
tails, but the hierarchical structure and organization of
servers and switches, as they are relevant for this discus-
sion, are well represented by the architecture shown).
In this example, the switches on all levels (core, ag-
gregation, and edge (top-of-rack: ToR)) are identical in
terms of port numbers (here eight ports), link capacity
per port, and switching capacity. The traffic patterns and
traffic statistics inside DCs are not always alike; they
largely depend on the business that the DC has been
designed for [29.38]. However, there is a common char-

acteristic in that most of the traffic stays inside the DC,
most of it being East–West traffic, much of it staying
even within a rack or within a pod. Due to the unpre-
dictability of specific connections between servers, the
DC architecture must provide for fast and efficient, i.e.,
low-latency and high-bandwidth, any-to-any intercon-
nection between servers in a rack (red lines in Pod #1 in
Fig. 29.13) or across racks in a pod (red lines in Pod #8
in Fig. 29.13).

Assume that the ports on the aggregation switches
that connect towards the servers inside a pod (pod #1 in
Fig. 29.13) are equippedwith TDM-PONOLTmodules,
and that the server ports are equipped with ONU mod-
ules. The edge switches (ToR) can then be replaced with
modified passive power splitters that provide not only
for the North–South connection (dashed red lines), but
also for the East–West connection (solid red lines) be-
tween servers, as is generically indicated in Fig. 29.12
(for implementation details, see Sect. 29.4.3). A simi-
lar consideration applies to the intra-pod communica-
tion between racks, as shown for pod #8 in Fig. 29.13.
Here, the TDM-PON OLTmodules reside in the ports of
the core switches, while the aggregation switches are re-
placed with modified power splitters.

Local C-RAN (one-to-few)
The second use case (Fig. 29.14) was introduced in
the context of low-layer Fx fronthaul over PON-based
metro-access architectures (Fig. 29.10). The low la-
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Fig. 29.14 Use case one-to-few for
low-latency fronthaul in a local
C-RAN architecture. The blue and
red tree diagrams indicate how the
short and long-range topologies are
implemented on the common ODN
(cf. Fig. 29.10, only the wireless part
is shown here)

tency requirements of such links can be met by im-
plementing a second, short-range PON (blue topology
shown to the right of the metro-access network in
Fig. 29.14) across the drop section of the first, long-
range PON (red topology). The CU in the edge cloud
is connected over the long-range PON to the DU at the
distant macro cell site (latency-tolerant link) which in
turn serves the RU at the macro cell as well as the RUs
at the nearby small cells (low-latency links). The short
range PON reuses the drop section of the long-range
PON to connect the macro cell with the small cells via
loop-back at the passive splitter. Depending on the num-
ber of small cells on the PON, the loop-back provides
for a one-to-few connection pattern (for implementation
details, see Sect. 29.4.3).

CoMP Network (any-to-few)
The third example is again found in wireless networks.
For certain modes of radio operation (cooperative mul-
tipoint (CoMP) [29.31]), there is a need to exchange
massive amounts of data between neighboring cell sites
within a short time. For instance, in the mode of uplink
joint reception (UL-JR), each antenna site processes
its own received IQ (in-phase and quadrature compo-
nent) samples together with the IQ samples received
from neighboring antennas to improve the radio-link
performance. Since low-layer radio data are processed,
this scheme requires exchanging data at submillisecond
time scales, hence short high-capacity links.

Figure 29.15a schematically shows the topology on
the radio layer (top), including the links to the radio
core (red) and the direct links between neighboring ra-
dio sites (blue). The mapping of this topology onto the
PON layer is shown at the bottom. The square grid

shown in Fig. 29.15b displays the local interconnection
pattern in the case that each radio site exchanges data
with its four nearest neighbors. Each site on the square
grid is the center of a local neighborhood of four, and at
the same time each such site is a member of the respec-
tive neighborhoods to those four sites. The remote pas-
sive node (brown) of the PON provides for the appro-
priate connections between the drop fibers connected to
it, thus enabling the locally constrained, but (infinitely)
extensible any-to-few interconnection pattern.

In the three examples described above, the local in-
terconnects could in principle be established by placing
an optical mirror at the CO-sided port of the power
splitter, reflecting all ONU upstream signals (option-
ally on a wavelength channel separate from the regular
upstream towards the OLT) back to all ONUs, where
they would then be available for further processing.
This brute force approach, however, in most cases is
not efficient: the looped-back signals pass the splitter
twice, thus experiencing excessively high losses, and
each attached node must process the data from all other
nodes, regardless of whether it participates in the com-
munication or not. Therefore, other solutions have been
proposed in the past that can help improve on this by
utilizing time domain and/or spectral domain resources
dynamically and more efficiently [29.39, 40].

In the following, we will focus on such solutions
for each of the above cases that will establish dedicated
connections between end nodes over a static optical
interconnection pattern. Occasional reconfiguration of
the optical interconnects on millisecond time scales or
longer is in scope and will be briefly discussed for
one use case. However, dynamic path switching on the
packet or burst level will not be considered.
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Fig. 29.15 (a) Use case any-to-few for latency-sensitive interconnects in wireless network operating in UL-JR mode.
(b) Interconnection pattern on a square grid where each site (cf. dark blue) is a center of a neighborhood of four other
sites (light blue), which, in turn, are centers of their own neighborhoods (one being indicated by the light-blue dashed
circle)

29.4.2 Wavelength Ranges
for Local Interconnects

The optical links for the local interconnects between
ONUs can be established on WDM channels separate
from those used for the connection between OLT and
ONUs. In some cases, sharing wavelength channels
among the OLT-ONU connection and the local ONU
interconnects (e.g., by TDM) can also be a suitable op-
tion, as will be shown in Sect. 29.4.3.

It is assumed that the connection between the OLT
and ONUs is accomplished by one of the current system
technologies of the ITU-PON or IEEE-PON families
(cf. Table 29.1). Multiple wavelength ranges have been
specified for those systems such that a large part of the

Wavelength (nm)

GPON
DS

RF
video

XG(S)
DS MaintenanceDSUS

GPON US, XG(S)-PON US
25G/50G-PON DS and US

NG-PON2: WDM  DS & US

NG-PON2: TWDM

Auxiliary band

1650 16751260 1300 1350 1400 1450 1500 1550 1600

Fig. 29.16 Wavelength ranges specified for different PON generations and the additional auxiliary band (yellow:
1380�1460 nm) in the E-band. Only the ITU-PON variants are shown; the wavelength ranges of the IEEE-PON variants
coincide with their respective ITU-PON counterparts (cf. Table 29.1)

available fiber spectrum is already occupied (Fig. 29.16,
see also Table 29.1). In real networks, however, there
are typically only one, sometimes two, system variants
implemented at the same time on a given ODN. The
fiber spectrum is hence not exhausted, so that alter-
native transmission systems for ONU interconnects or
for other special purposes (Sect. 29.5) can, in principle,
be operated also in the remaining specified, but unused
bands. However, to avoid potential spectrum conflicts in
future network migrations, a safer approach is to work
with existing PON systems in their standardized bands,
or to use the auxiliary band in the range 1380�1460nm.

So, there are essentially three options of operating
ONU interconnects along with the regular OLT-ONU
connection on the same ODN:
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� Interconnects in the auxiliary band, any PON sys-
tem for the OLT-ONU connection:
The E-band is currently not considered in transmis-
sion system standards due to the increased attenu-
ation from OH-molecule absorption in old, lower-
quality fibers. New fibers do not suffer from this
type of attenuation, but still this wavelength range
remains unused to guarantee unrestricted usabil-
ity of the PON systems. For local interconnects,
however, the distances are short, so that even an in-
creased differential attenuation coefficient will not
severely affect the power budget of those links.
The boundaries of the considered auxiliary wave-
length band (1380�1460 nm) leave sufficiently
wide guard bands on either side (20 nm) to allow
for inexpensive optical filters.� Interconnects and OLT-ONU connection on differ-
ent NG-PON2 wavelengths:
NG-PON2 specifies multiple wavelength channels
in its TWDM-PON and in its WDM-PON subnet-
works. So, the interconnects can operate on one
or more of those channels, while the regular OLT-
ONU connection can be accomplished over another
channel in those bands.� Interconnects and OLT-ONU connection over dif-
ferent PON variants:
The ONU interconnection can be established us-
ing a PON system variant that is different from
the one used for the OLT-ONU connection. This
typically involves system variants of different trans-
port capacities and operating in different bands, e.g.,
XGS-PON and 25G-PON.

29.4.3 Remote Node Architectures

There are multiple ways to implement the interconnec-
tion links and the remote splitter nodes for the use cases
introduced in the previous section. We will focus here
on one implementation for each case that seems to be
most favorable in view of the overall network solution.

Any-to-Any
In data centers, each server must generally be able to
communicate with any other server in the data cen-
ter, with lowest possible latency and high bandwidth.
High bandwidth is, however, not needed continuously,
but will be requested dynamically, typically on a per
packet-flow basis. Depending on the aggregation level
and on traffic dynamics, the interconnecting network
between servers can be designed to benefit from statisti-
cal multiplexing, a TDM-PON thus being one favorable
solution. This approach is particularly useful for the
communication between servers in the same rack, or in
the same pod, as will be shown below. The multitude

of possible connections requires operation on multiple
wavelength channels, so that a TWDM-PON approach
will be chosen. The architecture will be discussed with
reference to Fig. 29.13, here focusing on the intrarack
communication.

The connections inside the pod considered are
shown at the left of Fig. 29.17. The ToR switches, how-
ever, are now replaced with passive remote nodes, each
connecting N aggregation switches in the pod with N
servers in the rack (here N D 4). The nodes are made
from 2N � 2N star couplers along with wavelength
diplexers at the North-bound interfaces for separating
the downstream and upstreamwavelengths and with cir-
culators at the South-bound interfaces for wavelength
agnostic separation of downstream and upstream sig-
nals, as is shown on the right-hand side of Fig. 29.17.
The 2N � 2N star coupler connects each of its input
ports to each of its output ports by splitting the signals
by 1 W 2N [29.41].

The ports on the aggregation switches are TWDM-
PON OLTs. All N ports on a given switch (i.e., all
N OLTs) operate at the same wavelength pair (down-
stream and upstream). The channel pairs used by the
N aggregation switches in the same pod are mutually
different. The servers can connect to any aggregation
switch in the pod by tuning their TWDM-transceivers
to the channel pair of that particular switch. The in-
ternal architecture of the remote node provides for the
connection between all servers (ONUs) and each aggre-
gation switch (OLT), and at the same time also loops
back all upstream bursts from the servers to all other
servers in the same rack that are connected to the same
switch (OLT) via the selected channel pair.

Figure 29.17b displays the optical connections in-
side the remote node for one particular OLT and its
connected ONUs. The connections through the star cou-
pler are indicated by solid red lines for downstream and
solid blue lines for regular upstream. Additional dashed
blue lines indicate the looped-back signals among the
group of connected ONUs. Since the looped-back sig-
nals are identical to the stream of bursts that is trans-
mitted upstream to the OLT, the bursts on the loop-back
paths are time aligned without collision and can be de-
tected by the ONUs. To detect the bursts, the ONU
transceivers must contain a wavelength tunable burst-
mode receiver for the upstream wavelength in addition
to the wavelength tunable continuous-mode receiver for
the downstream signals.

The OLTs assign the bursts to either the regular
OLT-ONU communication or to one or more ONU-
ONU communication. The OLT and the ONU burst-
mode receivers that are tuned to the same wavelength
detect the entire stream. As usual in TDM-PON, the
bursts received will then be further processed only at
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Fig. 29.17a,b Intra-pod connections (Fig. 29.13) with ToR switches replaced with passive remote nodes (a); remote node
architecture facilitating connections between switches and servers, as well as any-to-any interconnects between servers
in a rack (b). The connections of a particular 1 W 4 TWDM-PON channel are highlighted in green (a) and in red/blue for
down/upstream (b), assuming all four ONUs are wavelength tuned to the same OLT. Dashed blue lines show light paths
for inter-ONU communication

those ONUs (and at the OLT) that they have been ad-
dressed to.

For a remote-node connected to N aggregation
switches and to N servers inside the rack, the star cou-
pler needs 2N ports on either side. The splitting loss for
all signals (OLT-ONU and inter-ONU) then amounts to
1=2N, i.e., 18 dB for N D 32. In real implementations,
the total loss also includes component losses (excess
loss of the star coupler, WDM diplexers, circulators)
and the losses of the usually short fiber links inside
the DC. Still, it will remain well below 30 dB and can,
hence, be bridged by NG-PON2 optics made for the
low optical power budget class N1 (up to 29 dB). In
this example, the number of wavelength channels and
the tuning range are well beyond current NG-PON2
specifications: 32 TWDM channels on a 100GHz grid
would cover a range of 3:2 THz, requiring widely tun-
able transceivers (across 24 nm in C/L-band). However,
with reduced channel numbers, narrower channel spac-
ing (25 or 50GHz), or with slightly modified network
architectures, these challenging requirements can be
relaxed (for large N there will unlikely be as many
aggregation switches as there are servers in a rack,
therefore less wavelength channels would be sufficient).
For an alternative network approach employing wave-
length tuneable ptp channels, see [29.42].

One-to-Few
In the network shown in Fig. 29.14, the edge cloud
serves remote nodes of a radio network over a long-

distance PON. While mobile fronthaul over long dis-
tances is not an issue at the F1 interface with eMBB
services, the implementation of an Fx fronthaul link
over more than about 10 km is in most cases not pos-
sible due to the latency constraints at the low-layer
splits [29.27]. So, a fully centralized architecture with
CU and DU in the edge cloud will not be possible.
However, in UDN architectures as shown in Fig. 29.14,
a local C-RAN can be established for the small cells
surrounding a macro cell.

In this scenario, the macro cell site is connected
to the edge cloud over a long-range PON carrying the
high-layer split (F1) fronthaul data for the macro cell
site as well as for the neighboring small cell sites. The
CU for all sites is located in the edge cloud, and the DU
for all sites is located at the macro cell site. From here,
the RU of the macro site is served directly (the macro
DU and the macro RU are colocated), whereas the RUs
of the small cells are served from the respective DU
functions at the macro site over local interconnects be-
tween the end points of the long-range PON.

The optical connection for the latency-sensitive Fx
interface at the low-layer split between DU and RUs is
established as a local short-range PON from the macro
cell site to the small cells, reusing the fibers in the
drop section of the long-range PON. The passive remote
node provides for the necessary loop-back function, as
shown in Fig. 29.18.

The F1 fronthaul link to the macro cell site carries
the data for both the macro cell and for the nearby small
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cells. Depending on the required capacity, aggregation,
and statistical multiplexing efficiency, this link may be
realized by a high-rate ptmp-TDM-PON channel mul-
tiplexed with other services on the PON, or it may be
provided by a dedicated ptp-wavelength channel. The
local fronthaul links from the macro cell to the small
cells are established by a separate PON system with its
OLT located at the macro cell site, and the ONUs lo-
cated at the small cell sites. Here again, depending on
capacity, aggregation, and statistical multiplexing, this
may be realized by a single ptmp-TDM-PON channel
or by a ptp WDM-PON.

The network as awhole, i.e., the long-rangePONand
the local short-range PON for the interconnects, may be
composed of the wavelength channels in an NG-PON2-
type system (TWDM-PON or WDM-PON) or by dif-
ferent system variants operating on different wavelength
channels, such as XGS-PON for the long-range connec-
tion and a 25G-PON for the local fronthaul links.

The local PON experiences a smaller splitting loss
than the long-range PON due to the small number of
small cells, compared to the total number of attached
ONUs. Together with the small loss of the short fiber
links, this substantially relaxes the power budget for the
short-range PON. In turn, this allows connecting addi-
tional cells also outside the ODN considered by using
a spare port (extension port) on the small power splitter
of the short-range PON (Fig. 29.18).

The remote-node architecture shown in Fig. 29.18
contains optical diplexers on those drop fibers that con-
nect to the small cells. Due to the different wavelengths
used for the long-range PON and for the short-range
PON, those drop fibers can be used for both PONs at the
same time. Not shown in the figure are the respective
second diplexers in the drop section, where the data for
the small cells are separated from, e.g., FTTx services

provided from the edge cloud to residential customers
over the same drop fibers. Alternatively, those drop
fibers can be used exclusively for the small-cell front-
haul, thus enabling a clear separation of services on the
physical layer. The choice obviously depends on the
availability of fibers, as well as on operation preferences
of the network operator.

Any-to-Few
The structure of the remote node shown in Fig. 29.19
is a generalization of the structure in Fig. 29.18. It al-
lows for a local communication between any end node
of a PON and a small group of neighboring nodes over
the drop fibers. This can be used for realizing, e.g., the
wireless architecture shown in Fig. 29.15. The type of
splitters (here 1 W 4 splitters) in the coupling unit and the
way of interconnecting their ports realizes a square grid
for the attached end nodes, as shown on the right-hand
side of Fig. 29.15. Topologies of higher dimensions for
the attached end nodes can be realized by increasing the
split ratio of the power splitters: a 3-D-cube topology is
realized with 1 W 6 splitters, a 4-D-hypercube topology
with 1 W 8 splitters, and so forth [29.43].

The optical communication on this complex topol-
ogy is realized in a different way compared to the previ-
ous two examples. Figure 29.20a shows schematically
how one particular end node (ONU #10, connected to
splitter #10 in Fig. 29.19) of the network communi-
cates with its neighboring ONUs #6, #9, #11, and #14
and with the central OLT. ONU #10 transmits the data
for all of its four neighbors in a single time-domain
multiplexed stream (e.g., Ethernet), broadcast to them
on a single wavelength channel (�2 in Fig. 29.20a). At
the same time, it receives multiplexed streams that are
broadcast from nodes #6, #9, #11, and #14 to their re-
spective neighbors (including ONU #10) on wavelength
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Fig. 29.19 Remote node for any-to-few interconnects on a square grid topology providing direct optical interconnects
between any end node and its four neighbors (the ports of the main splitter are directly connected to the diplexers,
cf. shaded lines across the coupling unit). (Note: for the sake of simplicity, not all links inside the coupling unit are
shown, e.g., the splitters 1, 5, 9, and 13 each have an unused port, which can be used for more extension ports; the
same applies to splitters 4, 8, 12, and 16. The little arrows from, e.g., splitters 2, 6, 10, and 14 to the right indicate the
connection to the respective output port of the remote node via additional diplexers.)

channels �1, �3; �4, and �5. From those streams, ONU
#10 extracts only those data that are relevant to it. The
wavelength channels for the inter-ONU communication
can be chosen on, e.g., a 100GHz-channel grid in the
auxiliary wavelength band shown in Fig. 29.16.

In addition to this local communication within each
group of nodes, there is another link from ONU #10
to the central OLT via the large power splitter in the
remote node in Fig. 29.19 (not shown in Fig. 29.20).
This link belongs to the long-range PON, operat-
ing on a separate downstream/upstream wavelength
pair (�DS=�US), as specified for the chosen PON sys-
tem variant. The related ONU transceiver structure is
schematically shown in Fig. 29.20b. Instead of using

ONU #10

R1 T2 R3 R4 R5

Band diplexer
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DWDM
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ONU
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ONU
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Fig. 29.20a,b Optical channels
used for inter-ONU communication
on a square grid in an any-to-few
architecture, and for the link to
the central OLT. (a) Wavelength
assignment for the broadcast channels
leaving each node; each wavelength is
sent to all respective next neighbors.
(b) Transceiver architecture for ONU
#10 with a transceiver for the long-
range PON (TRx), and the group of
four receivers R1, R3, R4, and R5,
and one transmitter T2 for the local
interconnects

fixed wavelength optics as shown, a more flexible im-
plementation using wavelength tunable optics will be
preferable, especially when considering occasional net-
work reconfigurations (Sect. 29.4.4).

The small size of a communication group (five
ONUs in the above example) requires only a small num-
ber of wavelength channels across the entire network,
regardless of the total number of nodes, i.e., regardless
of its topological extension. For a grid in which each
node has N neighbors to communicate with, a set of
NC 1 wavelength channels is sufficient. On larger and
more complex structures it may become challenging to
consistently assign just those few wavelength channels
without encountering channel collisions (i.e., a node
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receiving identical wavelength channels from different
neighbors); even more so, when the network is being
reconfigured or new nodes are added later on. So, a few
more than NC 1 channels would ease the implementa-
tion in such cases.

29.4.4 Cross-ODN and Reconfigurable
Local Interconnects

In Fig. 29.19 it was shown that at the edges of the grid
multiple splitter ports remain unconnected. These ports
can be used for extending the grid into the ODN of
neighboring PONs (Fig. 29.21a) or into the neighboring
ODN segment of the same PON (Fig. 29.21b). This is
an essential feature that is needed in cases where, e.g.,
an UE moves through multiple cells, and the antenna
group performing UL-JR processing changes accord-
ingly. At some point, the UE will leave the group of
antennas attached to one particular ODN (segment) and
will enter the group of antennas served by the neighbor-
ing ODN (segment).

If the remote nodes of both ODNs are located at the
same location (e.g., a street cabinet), then the extension
ports of the remote nodes can be directly connected us-
ing patch fibers (Fig. 29.21a). If the remote nodes are
located in different locations, then the signals on (mul-
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Fig. 29.21a,b Grid extensions with remote nodes located (a) in common locations, (b) in different locations

tiple) extension ports can be wavelength multiplexed
onto a common port and be passed over, together with
the long-range PON wavelength channels, to the neigh-
boring ODN at the next higher split level (Fig. 29.21b).
It must be noted that in both situations the wavelength
channel assignment for the ONU interconnects must
now take into account the nodes of the extended grid,
i.e., also the ones on the other side in the neighboring
ODN to prevent channel collisions.

In real networks, the interconnect configurations
must occasionally be modified over time, be it for
repairs, systemmigration, or network capacity enhance-
ments. This may require a change of the interconnection
topology for the network considered, hence not only the
ONUs, but also the remote nodes should be reconfig-
urable. This will also allow using a common hardware
platform for different network scenarios.

There are essentially two options to make the re-
mote node reconfigurable (Fig. 29.22):

� The output ports of the remote node can be in-
terchanged using an M�M optical switch after
the diplexers, where M denotes the number of end
nodes attached to the remote node.� The interconnection of the splitter ports inside the
coupling unit can be modified using a single-sided
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N�M optical switch (Fig. 30.12 in Chap. 30), where
N indicates the number of internal splitter ports
(N D 4 in Fig. 29.19).

In the first option, only the output ports towards the
ONUs are exchanged, but the topology of the port in-
terconnection pattern is retained.

In the second option the entire topology can be
modified, meaning that the communication relation be-
tween any two end nodes may be completely different
after switching. It also modifies the topological role of
the extension ports. In general, this will need a reassign-
ment of the wavelength channels for the interconnecting
links.

It should be noted that the node architectures in
Figs. 29.18 and 29.19 can also be realized as a remote
node for a wavelength routingWDM-PON. In that case,
the main power splitter on the left-hand side of those
figures would be replaced with a wavelength routing el-
ement. The power splitters that establish the local inter-
connects (single splitter at the top of Fig. 29.18 or the
splitters inside the coupling unit in Fig. 29.19) can like-
wisebe replacedwithwavelength routing elements.Both
variants can also be used, if the long-reach PON is re-
placed with ptp-fiber links from the edge or access cloud
to the end nodes. In that case, themain splitter is not used
and the long-range ptp-fibers are connected directly to
the diplexers at the output ports in the remote node.

29.5 Smart ODN

The ODN in optical access networks is usually consid-
ered entirely passive, as the term PON for the transmis-
sion system suggests. Hence, it is static and does not
contain means for monitoring and management. Any
possible intelligence that can be used for supervising
the state and the operation of the network is usually
available only at the end points of the link, i.e., at the
OLT and at the ONUs. In practical network operations,
however, a more detailed knowledge about the status
of the optical links, the availability and performance of
fiber connections, and more, is essential to identify ex-
isting faults or anticipate future faults in the ODN. The
continuous supervision and management of the ODN
becomes more important as fiber access networks are
becoming more complex, and as their uninterrupted
availability is becoming more essential for customers.
A regular update on the network status helps avoid un-
expected network interrupts and will ease repair actions
during operation.

29.5.1 Motivation

These operational aspects can be addressed to some ex-
tent in the case that the network operator owns and runs
both the passive fiber infrastructure and the active trans-
mission equipment. Transmission systems provide for
various measurement means that can be used to mon-
itor the status not only of the active system equipment
(e.g., transmitted and received optical powers, laser cur-
rent, electrical parameters of the transceivers and their
temperature), but also of the status of the ODN by, e.g.,
correlating these data across different groups of ONUs.
Information from higher system layers, such as Ether-
net frame losses and other alerts on Layer 2, can also
support isolating optical link issues. All this, however,
does not allow for clear and unambiguous identification
of the root cause of an issue on the fiber layer, nor does
it provide precise information about where the fault is
located, information that is needed for quickly initiating
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repair. So, additional measurement tools are typically
used for monitoring and managing the fiber layer, such
as an optical time-domain reflectometer (OTDR) for
localizing fiber cuts, identifying increased connector
losses, observing splice degradations, and more.

If the fiber infrastructure is owned andmaintained by
a company that does not operate the transmission sys-
tem or provide the services, i.e., it rents out the fiber
infrastructure to other network or service operators, then
there is no way for the fiber infrastructure owner to ac-
cess information that is generated by system-integrated
monitoring means at the OLT or ONUs (e.g., higher-
layer alerts). Depending on the particular network situa-
tion, on the business case (residential services, business/
enterprise services, wireless back and fronthaul, cam-
pus networks, multiple network operators) and on the
related SLAs between the infrastructure owner and the
network or service operator(s), a reliable, but indepen-
dent ODN management approach may become indis-
pensable. The fiber infrastructure should become an in-
dependently managed layer of the network [29.44].

Aside from bare monitoring, there is also a need
to identify and reconfigure the connectivity map of the
fiber infrastructure, e.g., for protection switching in the
case of fiber link failures. In FTTx networks, the links to
residential customers are usually not individually pro-
tected. However, for business-critical services or for
back/fronthauling aggregation nodes, such as wireless,
coaxial, and DSL access points, where large numbers
of end users would be affected by a failure, protection
switching is essential. In addition, flexible and remote
reconfiguration of certain fiber links or even of entire
network segments will increasingly be asked for. Possi-
ble reconfigurations comprise, e.g., modification of the
split factor or of the split ratio of power splitters, mod-
ification of the wavelength routing pattern of a WDM
node, turning a node from power splitting to wavelength
routing, and more, which would allow operators to react
to the changing needs of service delivery or to changing
customer distributions.

The above reconfigurations can be accomplished
by using common optical technologies, such as
wavelength-selective switches (WSS) and reconfig-
urable add/drop multiplexers (ROADM), as they are
used in, e.g., high-capacity metro or longhaul net-
works. For use in access networks, however, this type
of equipment is usually over-dimensioned, too bulky,
too expensive, and too power hungry. Therefore, solu-
tions are sought that are better adapted to the needs of
optical access networks in terms of functionality, size,
and power consumption. In access networks, the remote
nodes are frequently positioned in street cabinets where
electrical power is available. However, this is not al-

ways the case (e.g.,those in manholes and buried in the
ground or suspended from poles in aerial fiber deploy-
ments), so that remote powering, supported by a node
design for low-energy consumption, would be needed.

In this section a number of means will be introduced
that allow for monitoring and reconfiguring the optical
layer in access networks in as simple and inexpensive
ways as possible. Starting from all passive monitoring,
the described node architectures will become increas-
ingly complex, incorporating active elements and being
powered remotely by optical energy. The objective of
the discussion is to elaborate what can be accomplished
under access typical operations and cost constraints,
while targeting at a fully manageable optical fiber layer.
It is noted that only the first, most simple features are
currently considered for testing in real networks, while
the more sophisticated node architectures are still to be
elaborated in more detail before they can be considered
for introduction into real networks.

29.5.2 Optical Layer Monitoring (OLM)

The end-to-end availability of a fiber link can be tested
all-optically, without resorting to higher-layer infor-
mation from the transmission system, if an optical
mirror with specified reflection factor is inserted at
the client side of the network, separate from the ONU
(Fig. 29.23a). This reflection is accomplished either by
a partially reflecting mirror for the downstream data
signal (e.g., 1% reflection) or by a 100% reflecting mir-
ror for an OTDR operating in a separate wavelength
range [29.45, 46].

Passive Demarcation Point Monitor
Such a demarcation point monitor (DPM) allows the
operator to keep track of possible degradations of the
end-to-end link quality by monitoring the remote reflec-
tion. (The arrangement shown in Fig. 29.23b achieves
the desired reflection factor by appropriately choos-
ing the wavelength responses of the coupler and of the
mirror as described in the figure caption. An alterna-
tive solution is a suitably designed mirror inserted into
the fiber link. That mirror would, however, have to be
designed to leave all other—also future—signal wave-
lengths unaffected.)

When the reflection factor is measured to be seem-
ingly reduced, this would indicate an increased link
loss between the CO (central office) and the demar-
cation point. It can also help isolate the root cause of
the degradation, because correlating this observation
with the response from other DPMs on the same ODN
can narrow down the options of where in the ODN
the degradation may have occurred (before or after the
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Fig. 29.23 (a) Optical demarcation point with integrated monitor (DPM) for terminating the operator’s fiber network at
the customer’s premise. (b) Example of a passive DPMwith effective reflection factor Reff D�20 dB for measuring back-
reflected downstream signals by using a�10 dB tap coupler or with reflection factor Reff D 0 dB for OTDRmeasurements
in the maintenance wavelength range by using a wavelength-selective coupler (cf. Table 29.1) [29.46]

splitter, or between splitters in cascaded split ODNs,
etc.). In addition, this DPM provides for terminating
the operator’s fiber network at the customer’s premise.
In the case of service degradations it allows identifying
whether the issue is located in the operator’s network or
in the customer’s (home) network.

There have been proposals to use the residual re-
flection of the optical transceiver module in the ONU
for this type of measurement [29.47]. This approach,
however, yields unreliable results, since the optical
transceiver modules are designed for low reflection
(typically less than �30 dB). Their reflection factor is
not sufficiently precise, instead it will vary from sam-
ple to sample. Moreover, the measured reflection will
easily be altered by reflections from nearby optical con-
nectors or splices, which may even vary with changing
environmental conditions. Aside from this uncertainty,
the approach does not meet the target of separating the
operator’s ODN from the customer’s in-house network,
to which the ONU usually belongs.

The practical usefulness of passive DPMs using
simple mirrors is limited by the fact that in ptmp ODNs
(PON) their reflections are in many cases indistinguish-
able from each other. Without prior knowledge about
their location in the ODN and their distance from the
CO (e.g., from fiber installation records), their reflec-
tive response in an OTDR trace cannot unambiguously
be assigned to a particular customer’s premise. In, e.g.,
FTTH deployments in multitenant buildings with mul-
tiple apartments on the same floor, it is even possible
that the reflections from multiple passive DPMs over-
lap. Unintentional reflections from other elements in
the ODN, such as bad connectors, add even more to
the ambiguity of the measurement results. To identify
such details more precisely, an OTDR with high spa-
tial resolution, combined with a high dynamic range,
is needed [29.45]. In commercially available OTDR
equipment, these two features are usually not selectable
at the same time (Chap. 36). Instead, a good spatial res-
olution is often achieved with short test pulses, which

in turn does not allow achieving a sufficiently high sen-
sitivity for use with high-loss ODNs.

The above-mentioned drawbacks can be alleviated
by employing an optical signature at the passive DPM,
so that it can be unambiguously identified by its unique
reflection pattern. Such a signature can be the reflec-
tion at a single, individual wavelength or an individual
pattern of reflections at multiple wavelengths (spec-
tral code). Single wavelength reflections, as well as
spectrally coded reflections can be interrogated using
a broadband optical source (several nmwide) or a wave-
length tunable optical source [29.48, 49]. The link avail-
ability can then unambiguously be tested end-to-end,
provided a sufficiently high number of spectral reflec-
tion patterns (single wavelengths or complex codes) can
be generated in the spectral band, and that they can be
clearly identified at the receiver. (These requirements
resemble those in spectrally encoded code divisionmul-
tiplexed systems, see Chap. 28). Similar considerations
apply to using time-domain codes for DPM signatures
(i.e., identifying unique pulse patterns upon reflection
of a single test pulse). In either case, the large number of
DPM devices with different reflection signatures would
be challenging for the operator to handle in a high-split
ODN. Keeping many different hardware signatures in
stock and making sure that they do not get confused
during installation and repairs is an operational chal-
lenge in large networks. A practical solution should be
based on using devices that can be configured once
during installation (set-and-forget). Suitable technical
realizations for this are, however, not yet available.

Active Demarcation Point Monitor
An active DPM overcomes the discussed deficiencies
of passive DPMs by its ability to identify itself with
a logical ID# (identification number) that can be flex-
ibly assigned during or after installation. In addition
to a simple alive message, more information can be
conveyed, and even more optical functionalities can be
included [29.50].
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Fig. 29.24 Active demarcation point monitor (DPM) setup
(blue: basic components for powering, communication,
and control; green: auxiliary functions; white: wavelength
diplexers or tap couplers)

Just like with the passive DPM, the active DPM
concept does not only provide for information about the
link availability, but it also helps terminate the opera-
tor’s fiber network and separate the outside ODN from
the customer’s network. So it should remain separate
from the ONU and stay operationally independent from
the customer’s electrical supply. The active DPM shown
in Fig. 29.24 contains a photocell for converting optical
into electrical energy which is stored in a rechargeable
battery or in a supercapacitor (supercap). An ultra-low-
energy microprocessor controls the DPM operation and
communication. An optical receiver (Rx) and transmit-
ter (Tx) are available for communication with an ODN
management module (OMM) in the CO that connects
to the network operations support system (OSS) for
coordination of monitoring actions and data analysis
(Fig. 29.27 and Sect. 29.5.4). The optical powering and
communication are accomplished over optical channels
in a wavelength region outside the PON transmission
windows, e.g., in the auxiliary wavelength band shown
in Fig. 29.16. The photocell, as well as Rx and Tx
are connected to the transmission fiber by wavelength-
selective couplers. These functional blocks are the basic
elements for operating active remote nodes in access
networks, as they are proposed in this section [29.51].

The optical power injected from the CO into the
ODN for feeding the remote nodes can be as high as
+20 to +25 dBm. Depending on the ODN loss and ar-
chitecture (power splitting and/or wavelength routing),
the DPM will then receive about 0 dBm optical power
or slightly less. Even with only �10 dBm optical power
received at the DPM, useful functionalities can be im-
plemented in addition to the communication channel
between DPM and OMM. Such functionalities can, e.g.,
comprise connection control and connection identifica-
tion:

� The DPM in Fig. 29.24 can be instructed by the
OMM to activate a latching (for low-energy oper-
ation) fiber switch, to cut the connection between
the ODN and the customer’s fiber to protect the op-
erator’s network in case of a malfunctional ONU.� With the additional power detector (green PD in
Fig. 29.24), connected to the transmission fiber via
a tap coupler, it can detect the arrival of an op-
tical power burst sent by the attached ONU. This
allows associating the DPM ID# with the ID# of the
connected ONU. For this to happen, the OLT in-
structs the ONU to send an optical burst, the arrival
of which is detected at the DPM by measuring the
optical power using the green (low bandwidth) PD.
The DPM then reports this event via the OMM to
the operations support system (OSS), which in turn
correlates the burst transmission from the known
ONU and the burst detection at the known DPM.
Knowing the location of the DPM (from installation
records), the connected ONU can hence be local-
ized too, thus allowing for remotely creating and
updating the connectivity map of the network at any
time.

Intelligent Splitter Monitor
The connectivity identification scheme described in the
second bullet point above can be applied also to iden-
tify which ONU is connected to which splitter port in
a remote node. This information is especially important
for repair actions in order not to disconnect the wrong
ONU if there is an issue to be fixed with another ONU.
There should be records from installation that clearly
provide this information. In practice, however, it turns
out that after some time, and after multiple repairs or
(manual) reconfigurations, those records are not always
properly maintained, hence they do not reliably repre-
sent the actual status of the network connectivity map.
The intelligent splitter monitor (ISM) enables a process
that allows the operator to remotely update the required
data base at any time, also during network operation.

The ONU-to-splitter port mapping is based on the
same sequence of steps as described above for mapping
an ONU to an active DPM [29.51]. All ONUs of inter-
est will be instructed sequentially, one by one, to send
a burst upstream, while the power detectors (brown PD
array) connected to the splitter ports sense on which
port the power burst arrives (Fig. 29.25). The port ID#s
are reported back to the OSS via the OMM where the
correlation of ONU ID# and splitter port ID# is ana-
lyzed, and the port mapping is stored in the data base.
In cascaded splitter architectures, this detection process
can be performed sequentially on all splitters stages,
thus also yielding information about which splitter is
connected to which port on the preceding splitter stage.
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Fig. 29.25 Intelligent splitter monitor (ISM) setup (blue:
basic components for powering, communication, and con-
trol; green: auxiliary functions; white: wavelength diplex-
ers or tap couplers)

In PONs with many ONUs, this process can take
a long time and can exhaust the available electrical
energy stored in the case of remotely powered nodes.
Moreover, it can lead to long outage times for the
ONUs, because whenever the detection process is active
for one ONU, all other ONUs (directly or indirectly)
connected to the same splitter must stop transmitting to
enable unimpaired identification of the respective port.
Both these drawbacks are relieved by keeping all ONUs
active as normal and then instructing them one by one to
switch off for a short time. This negative logic yields the
same information as the positive logic described above.
It can also be applied with transmission systems that
do not operate in burst mode, such as WDM-PON on
a power-split ODN.

For an even better efficiency in terms of low-power
exhaustion and short ONU outage time, the ONUs can
be assigned to two groups of equal size, the ONUs in
one group being active, the others being inactive (ac-
tive/inactive ONU means it does/does not participate in
the respective test). The power detection is then per-
formed on all splitter ports at the same time. In the next
cycle, the ONUs are reassigned to the groups in a dif-
ferent way, and the power detection is again repeated on
all ports at the same time, and so forth, as indicated by
the green and red bullets in Fig. 29.26. For a PON with
eight ONUs, this process will take only 3D log2.8/ test
cycles instead of eight to eventually identify the splitter
ports for all eight ONUs.

After this first step, all ONUs can be mapped to one
specific splitter port in the last stage. For port identi-
fication in the preceding splitter stage, only one ONU
per splitter of the last stage is selected to perform the
testing, and so on. In the end, all splitter ports in the
network can be unambiguously assigned to an ONU or
to another splitter on the succeeding stage.
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Fig. 29.26a–c Detection process for mapping eight ONUs
to the splitter ports (ISM ports) in the last stage of a two-
stage cascaded split ODN (a). Green/red dots indicate
active (= participates)/inactive (= does not participate)
in the respective test (b). The detection pattern per port
(green/red = on/off) allows for identifying the ONU at-
tached to it (c) [29.51]

Finally, for a TWDM-PON, the above tests must be
performed on one wavelength channel at a time. Here
again, there is the option of applying negative instead
of positive logic, such that the unaffected wavelength
channels can keep transmitting data while one channel
is being tested. In this case, the power detectors in the
ISMmust be able to clearly differentiate between multi-
ple power levels that are generated by the superposition
of bursts in different wavelength channels.

Monitored ODN as a Separate Network Layer
When introducing the active DPM and the ISM together
into a network, the ODN topology can be detected
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autonomously, without activating the ONUs to gener-
ate test signals. Instead, the Tx of the DPMs can be
triggered to emit bursts on their communication chan-
nel (in the auxiliary wavelength band), which are then
used to perform port mapping in the ISMs as described
above. This allows managing the ODN entirely on its
own, as an autonomously managed layer of the network
(Fig. 29.27).

Once this remotely managed ODN architecture is in
place, other monitoring functions can also be added to
the remote nodes, such as an inline OTDR. A simpli-
fied, possibly remotely powered OTDR unit that can be
switched to any splitter port, would allow testing each
attached fiber separately [29.52]. Unlike full end-to-end
OTDRmeasurements on ptmp-ODNs, this testing of in-
dividual ptp fibers up to the next node can work with
a reduced dynamic range of < 10 dB and yields un-
ambiguous information about potential faults on those
links. The reflected signals from beyond the next node
are discarded in the evaluation.

Aside from the segregation of infrastructure seg-
ments (operator’s network versus customer’s network)
and aside from topology detection by port mapping or
other monitoring functions, this architecture has all the
basic elements needed to implement additional smart
functions in the remote nodes, as will be discussed in
the next section.

29.5.3 Smart Branching Nodes

The concept of low-power monitoring in remote nodes
can be extended to functionalities that support fiber
switching for network reconfigurations. The optical
switches should be of latching type, which consume
electrical energy only when switching from one state to
another state [29.53], so that they can be implemented
even in remotely powered architectures.

Simple 2� 2 cross/bar switches are used, e.g., for
fiber protection switching. Here, we consider more
complex reconfigurations of the ODN connectivity map

to accommodate occasional changes in service provi-
sioning or customer connections. Conventional WSS
or ROADMs, as they are found in large metro net-
works, would be over-dimensioned for optical access
networks. Instead, flexible variants of simple passive
branching nodes that allow choosing among a reduced
set of possible configurations matching practical use
cases in fiber access networks will be discussed here.
In addition to the switching functionalities, the nodes
should also contain monitoring functions such as those
described in the previous section, so that they are called
smart branching nodes (sBNs) [29.44]. It must be noted
that the approaches introduced in the following are
still too complex for implementation in real networks.
However, they show possible paths forward towards
rendering the fiber plant in access networks a more ver-
satile asset for network operators.

Multiple approaches have been proposed in the lit-
erature to realize such reconfigurable sBNs. In the
conceptually most simple case, fiber switches are used
for choosing among fixed preconfigured branching con-
figurations. In [29.54], a flexible 1 W 16 branching node
was realized that can be configured for pure power
splitting or for coarse wavelength routing (CWDM) or
dense wavelength routing (DWDM), respectively, fol-
lowed by additional power splitting with a reduced split
factor. This kind of approach allows a simple imple-
mentation using state-of-the-art components. However,
it is typically constrained to only a few possible config-
urations. In the following, two different proposals are
shown that are designed for higher flexibility and for
more compact implementation, respectively.

The quasi-passive reconfigurable node (QPAR)
concept is based on a modular architecture that al-
lows flexibly interconnecting multiple input ports of
a node with multiple output ports while choosing be-
tween wavelength channels, splitting ratios, and power
levels [29.55]. In [29.56], this generic approach was
adapted to a 1 W N branching architecture for passive ac-
cess networks (Fig. 29.28). The optical switches are of
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Fig. 29.28a,b Reconfigurable 1 W N branching node employing a modular QPAR architecture: (a) generic structure,
(b) example of a single-wavelength module in a 1 W 4 configuration (courtesy of Ke Wang)

latching type (OLS) to avoid energy consumption when
not being switched.

The generic QPAR structure is very flexible and al-
lows choosing between many branching configurations.
However, the component count can be high, resulting in
a non-negligible insertion loss when the optical signals
pass through multiple elements. If instead, full flex-
ibility is not needed, but a certain set of predefined
configurations is sufficient, then a second concept holds
promise in terms of low insertion loss and compact im-
plementation in future sBNs.

Multiplane light convertors (MPLC) are passive
devices that by way of successively repeated (static)
optical phase modulation and Fourier transform allow
lossless conversion of transverse optical modes [29.57].
This can be used for realizing an optical power splitter
by transforming the mode exiting from a single-mode
fiber at the input into a pattern of multiple modes side
by side for an array of single-mode fibers at the output.
The transform can be designed to distribute the input
optical power across the output fibers in predefined ra-
tios that change with the angle and position of the input
light beam hitting the MPLC (Fig. 29.29), as well as
with the wavelength. Current concepts promise close

to zero insertion loss across an entire waveband with
splitting ratios varying between bands, e.g., an O-band
compared to a C-band [29.58]. With more sophisti-
cated designs, this characteristic may in future become
available even on the scale of individual wavelength
channels. For application in an sBN, the free-space
beam steering element shown in Fig. 29.29 can be re-
placed with a 1�N latching switch in combination with
fiber segments attached to the MPLC, for realizing the
required variations of angles and positions at the input.

29.5.4 Remote Optical Powering
and Energy-Efficient Node
Management

In many ODN deployments the remote nodes are inte-
grated in, e.g., street cabinets with access to local elec-
trical power supplies. From a power supply perspective,
operating functionalities such as those described above
are then easily accomplished. The communication be-
tween the remote node and the CO can be facilitated
using an ONU inside the sBN, operated as just another
end node of the PON. In the case of complete sepa-
ration of the optical layer management from the PON



Part
D
|29.5

944 Part D Optical Access and Wireless Networks

MPLC

MPLC

MPLC

MPLC

λ1, λ2

λ1, λ2

λ1, λ2

Free-space beam
displacement & tilt module

λ1

100%

0%

λ2

30%

70%

λ1

80%

20%

λ2

0%

100%

λ1

30%

70%

λ2

80%

20%

Single-mode fiber Free-space beam

MEMs-based
orientable mirror

Multiplane
light converter

Fig. 29.29 Reconfigurable 1�N splitting/wavelength
routing element by choosing different input angles and
positions of a light beam hitting an MPLC (courtesy of
Cailabs, Rennes). MEMS micro-electromechanical system

transmission system (Fig. 29.27), the OMM can host
a dedicated OLT for this communication. A more cost-
efficient approach for this low-bandwidth management
channel will be described below, along with optical
powering of the remote nodes.

In some network deployments, the remote nodes
may be implemented in places without access to local
power supplies, e.g., in manholes or in aerial cable in-
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Fig. 29.30 Generic building blocks for optical powering, communication and control in smart ODNs (dark blue: basic
functions for powering, communication, and control; green: auxiliary smart optical functions; white: wavelength diplex-
ers or tap couplers). There may be a single or multiple fibers exiting from the sRN, depending on whether it is a DPM or
an sBN, respectively

frastructures. Also for the active DPM, an independent
source of energy is preferable to remain independent
from the customer’s power supply. The node archi-
tectures introduced in the previous sections already
contained means for accommodating such scenarios by
way of remote optical powering and energy-efficient
communication. This approach will be described in
more detail below.

For simplifying the description, DPM and sBN will
collectively be termed sRN (smart remote node).

The energy-efficient smart ODN architecture is en-
abled by two functional blocks in the OMM and in the
sRN, respectively (Fig. 29.30):

� The OMM is the central element for powering
and communicating with the sRNs. It contains the
OMM control and communication unit and the
optical powering source. The OMM control and
communication unit is the gateway towards the OSS
on one side and provides an optical communication
channel to the sRNs on the other side.� The sRN contains an sRN optical powering unit that
converts the optical energy provided by the power-
ing source in the OMM into electrical energy for the
sRN. It also manages the storage of the energy and
its consumption by the node-integrated functions.
The sRN control and communication unit receives
instructions from the OSS via the OMM and returns
monitoring data or status reports in the reverse di-
rection.

In addition to these basic functionalities, there are
smart optical functions included for monitoring or re-
configuration, as described in the previous sections
(here, generically indicated by the green block).
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Fig. 29.31a,b OMM sharing in the central office: one OMM per line card (a) or per FMDF (b). (The OXC on the right
does not support independent switching of the optical communication and recharging channel)

The sRN electronics and optics are made from ultra-
low power electronics, such as available for sensor
applications. Similarly, low-power optics are used for
the communication channel and for the smart optical
functions. To meet those low-power requirements, the
communication is typically accomplished at low bit
rates (in the range of kb/s to few Mb/s), sending only
short messages (< 100 bytes). The smart optical func-
tions may include power detectors, optical switches,
or other means to reconfigure optical connections, to
name a few. The energy consumption of these functions
should be reduced to a minimum, and they will be ac-
tivated only for short time intervals after long intervals
of inactivity, during which the local energy storage (bat-
tery or supercapacitor) can be recharged.

The PON transmission system equipment in the CO
is usually hosted in racks, which in turn hosting line
cards with multiple OLT ports. Providing a dedicated
OMM for each OLT port, as seemingly suggested by
Figs. 29.27 and 29.30, would be over-dimensioned and
too costly. The OLM functionalities in the remote nodes
do not have to be invoked continuously or simultane-
ously on each ODN at the same time. They must be
available only for occasional ODN status updates, for
occasional reconfigurations, or for providing access to
redundant resources in the case of ODN malfunctions
and repairs. Hence, a single OMM per line card or per
rack can be shared across multiple ODNs by way of

flexibly connecting it to any ODN as required, using
a fiber optic crossconnect (OXC) that is positioned on
the line card (Fig. 29.31a) or as part of an automated
fiber main distribution frame (FMDF) (Fig. 29.31b).

The optical channel for remote powering, as well
as the channel for communication between the OMM
and the remote nodes, can be allocated in the auxiliary
wavelength range 1380�1460 nm (Fig. 29.16). The op-
tical powering channel can, in principle, also be used
for downstream communication by applying on/off key-
ing modulation, for instance. However, this coupling of
powering and communication would not allow an effi-
cient and flexible operation of the smart ODN concept.
Since both processes, powering and communication,
take place on different time scales (several minutes
for remote powering versus milliseconds or seconds
for communication), the concept would benefit from
serving both processes on separate wavelength chan-
nels. This allows the OMM to communicate with those
ODNs that are in the measurement phase, while others
are in the recharging phase.

In this scenario, a set of three wavelengths is
needed: one wavelength (�OLM_p) for powering the
sRN, one for downstream communication (�OLM_DS),
and one for upstream communication (�OLM_US) with
the OMM. In cascaded split ODNs (e.g., ISMs in
Fig. 29.26), there are multiple ways possible for assign-
ing and using these wavelengths:
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� One wavelength set for the entire ODN:
The powering and control and communication units
of each intermediate sRN are connected to the trans-
mission fiber via a tap coupler (e.g., 10%), while
only the last node (e.g., DPM) terminates the OLM
wavelengths via a diplexer. In this arrangement, the
OLM wavelengths pass though the regular power
splitter along with the PON channel pairs �PON, so
that the nodes at later stages will receive less power
than the ones at preceding stages. This can be miti-
gated to some extent by using different tap ratios for
each stage.� One wavelength set for each stage of sRNs:
The powering and control and communication units
of each sRN at a stage are connected to the trans-
mission fiber via a diplexer terminating the OLM
wavelength channels for this particular stage. In the
preceding stages, those channels are either power

split or wavelength routed to pass through the pre-
ceding nodes (Fig. 29.32a, power splitting).� One wavelength set for each sRN:
The powering and control and communication units
of each sRN are connected to the transmission fiber
via a diplexer and terminate the OLM channels
assigned to this particular sRN. In the preceding
stages, the wavelength channels have either been
power split or wavelength routed to bypass the pre-
ceding nodes (Fig. 29.32b, wavelength routing).

Each of the above node architectures may be useful
in particular ODN architectures. It might even be useful
to choose a different architecture for the powering chan-
nel as compared to the communication channels. In any
case, it is apparent that an individual wavelength set per
node would be a very challenging solution in view of
the total cost. Even bypassing the preceding nodes via
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WDM and diplexers, as shown on the right-hand side in
Fig. 29.32, increases the hardware effort beyond what
may be acceptable for a simple management solution.
So, some sort of wavelength sharing among multiple
nodes is advisable.

The communication between OMM and sRN needs
to be very power efficient in the case of remotely pow-
ered nodes. Multiple design factors must contribute to
that: low optical transmit powers from the sRN, low bit
rates, short messages, sleep mode of the sRN, and an
energy-efficient communication protocol. Unless each
sRN is addressed over a unique pair of communication
wavelengths (which is not advised in view of the as-
sociated technical effort and cost, see above), multiple
sRNs will share a common wavelength pair employing
a simple multiple access protocol based on time divi-
sion multiple access. It is, however, not efficient to use

an advanced protocol such as used in GPON or EPON.
The energy needed for running such complex protocols
would exceed the energy available from the reservoir in
the sRN. Instead, a very simple energy-efficient protocol
can be used for this purpose (low-energy MAC proto-
col, [29.59]). With this protocol, the sRNs occasionally
wake up from sleep mode (after minutes) and then lis-
ten to the downstream OLM channel for beacon signals
emitted from the OMM at short intervals. Once an sRN
detects such a beacon, it falls into snooze mode, during
which a counter is activated that ensures that the sRN
wakes up for communication at a scheduled time pre-
viously announced with the beacon. During the sched-
uled window, those sRNs that had detected the beacon
will wake up fully, ready for communication. TheOMM
asks one sRN at a time for short communication during
this time window, while all others remain quiet.
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30. Long-Reach Passive Optical Networks
and Access/Metro Integration

David Payne, Giuseppe Talli , Marco Ruffini , Alan Hill, Paul Townsend

The physical layout of cables and nodes in many of
today’s passive optical networks (PONs) still dates
back to the early days of copper loop installations,
with customer to exchange node distances limited
to a few kilometers largely by the transmission
distance of analogue telephony over the copper
pairs. However, modern optical communication
technologies can enable much longer transmis-
sion distances, and through the use of optical
amplification can effectively integrate the access
and metro portions of the network into a single
all-optical communication system, which is com-
monly referred to as “Long-reach PON” (LR-PON) or
“Amplified PON”. LR-PONs offer several advantages
in terms of infrastructure sharing, network node
consolidation and core network delayering.

This chapter describes the history of the devel-
opment of LR-PONs, the technical design and the
enhancements that can be added, such as flexible
or dynamic wavelength assignment and the ben-
efits for the end to end network architecture when
the LR-PON is used to its full capability. We use
results from recent research projects to illustrate
the advantages of changing the overall network
architecture to enable much higher sustained user
bandwidths while reducing power consumption
per user and improving economic viability. We also
review recent experimental demonstrations of the
end-to-end operation of such systems which vali-
date the viability of these concepts using currently
available components and technologies.
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The physical layout of cables and nodes in today’s
fixed network dates back to the early 1900s when
the copper line infrastructure was beginning to be in-
stalled. Customer to exchange node distances were
determined largely by the transmission distance of ana-
logue telephony over the copper pairs that could be used
for economically viable telephone cables. These con-

straints limited typical distances to � 2 km in denser
areas where larger pair count cables were required to
serve the higher density of customer locations. In more
rural areas these distances could be extended to 5–7 km
with careful design and more expensive technology, for
example using higher gauge copper wire and loading
coils.
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30.1 The History of LR-PON

These distance constraints continue to the present day
and will continue until the copper technology is re-
placed with a longer reach technology, with optical
fibers being the obvious choice for that replacement
technology. The advent of broadband using digital sub-
scriber line (DSL) technology over the copper pair
infrastructure has made the distances even more con-
strained. To further increase bandwidths, via DSL tech-
nologies, active nodes need to be placed even closer to
the customers in locations such as the street cabinets
(primary cross-connect points—PCPs) for VDSL (very
high speed digital subscriber line) and even the distri-
bution points (DPs) for the latest G.fast technologies.

The copper distance constraints produced the net-
work architecture we have today, with thousands of
active traffic processing nodes being required for typ-
ical large European-sized countries with more than 40
million population. The capital and operational cost of
equipping, upgrading, and maintaining these nodes is
a huge economic burden for fixed network operators.
Since the late 1970s, optical fiber has been considered
the ideal choice for replacing this copper network, with
the much greater reach of fiber seen as the enabler for
significant node consolidation.

Node consolidation is where small nodes are com-
bined onto larger nodes further within the network to
significantly reduce the total count (Fig. 30.1). Node

Original LEs/COs
Consolidated nodes—reach = d km
Consolidated node—reach = 2d km

10

100

1000

1 10 100 1000 10 000

PON reach (km)

Number of nodes

Square law applied to UK network
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Fig. 30.1 By using longer reach access technology such as fiber to the premises (FTTP) the LEs/COs can be consolidated
onto larger and more remote nodes. The degree of node consolidation is approximately a square law, so doubling the
access network reach quadruples the number of nodes that can be consolidated onto a single node. The inset chart shows
this law fitted to the UK network

consolidation has been an on-going consideration by
operators as optical fiber technology approached eco-
nomic viability for access networks. The reason it has
not yet happened to any significant extent is because
of the legacy services running over copper cables. All
these services would need to be transferred to fiber tech-
nology so that the copper cables could be removed, or
at least decommissioned, enabling closure of the local
node, but this would mean a full FTTH/P (fiber to the
home/fiber to the premises) roll-out in the nodes being
targeted which may not suit all users of the node.

Local loop unbundling (LLU), was introduced in
the late 1990s and extensively used in the early 2000s
to foster greater competition, particularly for the pro-
vision of broadband services. Unfortunately LLU has
also inadvertently acted as a barrier to fiber deployment
in the access network and the extensive node consoli-
dation it can enable. This is because there can now be
multiple competing players with interests and possibly
equipment in the existing local exchanges (LEs) or cen-
tral offices (COs) and closing these down would require
all licensed operators using the building to agree on the
closure and on moving to optical technology for their
access connections [30.1]. The degree of consolidation
would also be determined by the capabilities and the
design of the optical technology chosen and different
operators may want different performance and capabil-
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ities. So the scale of future node consolidation will be
determined as much by business models and regulation
as technology development.

However, there is a growing move towards greater
deployment of optical access networks and the passive
optical network (PON) has a particular advantage for
node consolidation due to the reduction in fiber cable
size via the splitter points as the optical cable network
approaches the consolidated node. The savings in cable
cost becomes more significant as reach increases and
backhaul or feeder network cable routes become longer.
The PON solution therefore gives a significant advan-
tage both in terms of capital and operational costs as
the reach increases, enabling greater node consolidation
with greater savings in cabling costs and greater poten-
tial for reducing the number of switching/routing nodes
in the network, reducing equipment and energy costs.

The short reach of copper technologies, and the
need to provide full coverage of the populated land area,
means that LEs/COs are relatively uniformly distributed
in populous countries, such as those in Europe. It fol-
lows therefore that the number of exchanges that can
be consolidated onto a larger central node increases ap-
proximately as the square of the geographical reach of
the access network. This relationship is illustrated in
Fig. 30.1 which also shows the approximate degree of
consolidation for the UK network as a function of the
PON reach.

The square-law curve for the UK in Fig. 30.1 was
normalized to results from optimization modeling of
the number of nodes required for the UK mainland. It
showed that with 100 km reach, 100 nodes would be re-
quired (56 W 1 node reduction) and for a 125 km reach 73
nodes would be required (76:1 node reduction). These
results are very close to the simple square-law rela-
tionship shown in Fig. 30.1. It should be noted that
the square-law relationship is an approximation, par-
ticularly for shorter reaches where density variations
of customer sites and edge effects have a larger im-
pact. Also for amplified PONs with long reach and
greater split, protection paths must be provided such
as dual parenting each original LE/CO site onto two
consolidated nodes. This is required to maintain net-
work availability but limits the effective area covered
by a long-reach PON of a given reach; this reach limit
is included in the curve in Fig. 30.1.

Clearly, pushing the theoretical limit of the long
reach, all LEs/COs could be consolidated onto one vast
node, although such a degree of consolidation would
be impracticable, with serious security and reliability
issues. However, it does raise the question of what de-
gree of node consolidation and what reach of access
network should be targeted. Answering this question
requires an end-to-end consideration of the network ar-

chitecture as the greater the scale of node consolidation
the greater the opportunity for restructuring the access,
metro, and core networks to make them more capable,
lower cost, and have lower environmental impact by
reducing use of material resources and energy require-
ments. It should be stressed here that long-reach PONs
are an enabler for network restructuring, it is much
more than an alternative access technology, and using
LR-PON as an enabler for network restructuring is an
important aspect of the work described in this chapter.

Using the simple square-law relation in Fig. 30.1 the
degree of node consolidation for various example PON
solutions, either commercially available being devel-
oped in standards, or proposed in projects, is compared
in Table 30.1. This is not an exhaustive list but serves to
illustrate the range of options and the potential for node
consolidation and network restructuring. Although the
numbers in Table 30.1 are an example and are specific
to the UK, the principles apply to all countries that have
telecommunications networks originally based on the
reach of copper access technologies, which is typical of
the developed world.

30.1.1 Historical Development of LR-PONs

When passive optical networks were invented in the
early 1980s they were called shared access networks
rather than passive optical networks. The objective at
that time was to find a way to reduce the cost of optical
fiber access networks and avoid all the problems op-
erators had with large-pair-count copper cables which
used the classic point-to-point (Pt-Pt) architecture for
the access network. The huge bandwidth available on
fiber compared to copper meant that this capacity could
be shared over a number of customers. Power splitters
were being developed (as well as WDM technologies)
and sharing the fiber via the use of optical splitters was
a way of significantly reducing the optical access net-
work costs compared to a like-for-like replacement of
the copper network with Pt-Pt fiber technology. This
was also the time when the switch from multimode-
fiber technology to single-mode fiber was occurring
and, at least for telecommunications networks, this en-
abled greater transmission distances due to the lower
loss of single-mode fiber and removal of mode disper-
sion, which was a major limitation of multimode-fiber
transmission distance. Also single-mode fiber splitters
were more uniform and had lower excess loss com-
pared to multimode-fiber devices. The difficult problem
of splicing and connectors for single-mode fiber had
been solved in the late 1970s/early 1980s, so this was
no longer a barrier to single-mode fiber deployment and
single-mode fiber became the technology of choice for
PON networks.
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Table 30.1 Reach and node consolidation comparison of PON systems

PON system Reach
(km)

No. consolidated
nodes

Level of network restructuring

GPON (Gigabit-capable PON) 20 2500 Limited reach—generally not used for node consolidation
GPON ex 60 278 Significant access-metro convergence possible—applicability limited by

small split (high feeder fiber cabling costs)
EPON (Ethernet PON) 10 10 000 Too short for any network restructuring
10Gb=s EPON 20 2500 Limited reach—generally not used for node consolidation
XGPON (10-Gigabit-capable PON) 20 2500 Limited reach—generally not used for node consolidation
NG-PON2 (next-generation PON2) 40 625 Some access-metro convergence
OASE LR-PONa 100 100 End-to-end restructuring—access-metro convergence + simplified core
DISCUS LR-PONb 125 73 End-to-end restructuring—access-metro convergence + simplified core +

sparse rural capability
LR-WDM-PONc 80 156 End-to-end restructuring—access-metro convergence + some simplifica-

tion of core

PON system Reach
(km)

No. consolidated
nodes

Level of network restructuring

GPON (Gigabit-capable PON) 20 2500 Limited reach—generally not used for node consolidation
GPON ex 60 278 Significant access-metro convergence possible—applicability limited by

small split (high feeder fiber cabling costs)
EPON (Ethernet PON) 10 10 000 Too short for any network restructuring
10Gb=s EPON 20 2500 Limited reach—generally not used for node consolidation
XGPON (10-Gigabit-capable PON) 20 2500 Limited reach—generally not used for node consolidation
NG-PON2 (next-generation PON2) 40 625 Some access-metro convergence
OASE LR-PONa 100 100 End-to-end restructuring—access-metro convergence + simplified core
DISCUS LR-PONb 125 73 End-to-end restructuring—access-metro convergence + simplified core +

sparse rural capability
LR-WDM-PONc 80 156 End-to-end restructuring—access-metro convergence + some simplifica-

tion of core

a OASE compared a number of access architectures but had 100 km reach with high split (� 1000 way) for the LR-PON option
b DISCUS had two LR-PON architectures, one a standard LR-PON with a single amplifier node (AN) and a second with even longer reach for
sparse rural areas where the ANs were in a chain or open-ring topology (Sect. 30.1.1)
c LR-WDM-PON is a long-reach WDM-POM that uses wavelength-division multiplexing (WDM) devices rather than power splitters and can
serve as a metro-access convergence network

The term passive optical network was adopted later
to emphasize the difference, and advantages, when
compared with a competing fiber access technology that
used an active star topology with an opto-electronic
node placed at the cabinet location. From this active
cabinet a Pt-Pt fiber distribution network went to the
customer premises while a feeder fiber pair went back
to the exchange. This active cabinet (which ironically
is now where the VDSL node is placed for superfast
broadband over copper pairs) was replaced by a passive
optical splitter in the PON solution and hence the term
passive optical network came about and has stuck. It
should be stressed that the passive part of a PON was
only the fiber network from the local exchange to cus-
tomer, that is, the traditional access network and what
we now call the optical distribution network or ODN.
The LE/CO contains significant quantities of optical
and electronic processing equipment and conventional
PONs terminate on the LE/CO, leaving this equipment
in place. The LR-PON architecture however bypasses
the LE/CO and replaces the equipment with small, low
power consumption, optical amplifiers which could be
placed in the local cable chamber or a street cabinet,
facilitating closure of the buildings housing the equip-
ment in these LE/CO nodes, while the ODN remains
passive with only splitter components and no active
cabinets.

The reach of a passive optical network is limited
by the available optical power budget which has to
be shared across the 10 log.n/ dB splitting loss plus
excess splitter losses of order 0:5 log2.n/dB and the
fiber loss. In early commercial PONs a typical split ra-
tio of nD 32 was targeted which gives a splitter loss

of approximately 17:5 dB. Early PONs predominantly
used the 1300nm window and a spliced cable loss of
around 0:45 dB was often assumed. With a � 28-dB
power budget available (at that time) and a 3 dB mar-
gin then there was only about 9 dB for fiber loss and
terminating connectors which gave an effective reach of
approximately 15 km. Although 15 km was a significant
increase over the reach of copper technology and could
have enabled some moderate level of node consolida-
tion, early PON systems were deployed on a piecemeal
basis and exchange closure was generally not an option,
so very little node consolidation occurred. The rela-
tively short reach of these early PONs meant that the
degree of node consolidation was always going to be
fairly limited; what was needed was a more aggressive
and targeted FTTP roll out and a much longer geograph-
ical reach PON. This meant PONs with much greater
power budgets being required.

By the end of the 1980s erbium-doped fiber am-
plifiers (EDFAs) were becoming practical tools for
optical communications systems and work with ampli-
fied PONs was being carried out at major laboratories
around the world [30.2, 3].

These early experiments demonstrated the potential
of amplified PONs but a more pragmatic bidirectional
solution was needed by operators. A research program
was set up in BT looking at a practical LR-PON solution
that could provide a significant level of node consolida-
tion while delivering the current telephony and foreseen
future broadband services. This work focused on an LR-
PON with up to 100 km reach, up to 3500-way split,
operating in the downstream direction at 1:2Gb=s and
upstream at 300Mb=s. This work is mentioned because
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it directly led to the first EU project addressing long-
reach PONs, the EU ACT PLANET project [30.4]. This
project targeted an amplified PON with 2:5Gb=s down-
stream, 311Mb=s upstream, a split of 2048 ways and
reach of 100 km. It should be noted that the term Long
Reach or LR-PON was not used at this time and ampli-
fied PONs were instead called SuperPONs. This term
was used to emphasize that the power budget enhance-
ment obtained from the use of optical amplifiers was
used for increasing the optical split and the system bit-
rates as well as the physical reach. The PLANET project
successfully delivered aworking SuperPON demonstra-
tion [30.5] meeting its target objectives.

Another EU project called SONATA explored the
ultimate limits of SuperPON architectures with mas-
sive two-way PONs having up to 50 000 terminals per
PON [30.6]. To accommodate the huge split in the up-
stream direction gated optical amplifiers were used to
minimize the noise contributions from amplifiers and
optical network units (ONUs) in the time slots when
they were not transmitting.

Research continued up to the millennium bubble
burst, when research in many areas in telecommunica-
tions waned. However interest in LR-PON was resumed
in the early part of the millennium, but with emphasis
on the ability of LR-PONs to change network architec-
tures. One of the triggering papers for this was [30.7].
This paper described the economic challenges that were
facing operators and in particular the disparity be-
tween the costs of supporting bandwidth growth and the
amount of revenue that could be obtained from the cus-
tomer base. This is where the long-reach capability of
SuperPONs came to the fore and the term long reach
or LR-PON took over from the term SuperPON. The
long reach of LR-PONs could be used to close down
the vast majority of LEs/COs and carry traffic deep into
the network to larger centralized core nodes (CNs) for
traffic processing, routing, and switching. In addition,
if the number of CNs could be reduced sufficiently then
the core network could also be simplified with signifi-
cant cost savings which could be used to help finance
the optical distribution network to the end customers.
Similarly, the long reach also enabled elimination of
the metro network and its separate transmission sys-
tems, a further cost saving which helps transfer capital
investment from the metro and core networks towards
the access fiber network.

The economic analysis referred to above stimulated
a fresh wave of research into LR-PON with greater
emphasis on the reach and number of customers cap-
tured per PON. It also included the use of dense
wavelength-divisionmultiplexing DWDMover the LR-
PON infrastructure. WDM techniques had been con-
sidered in PONs since the initial inception of splitter-

based shared-access fiber networks. Indeed, the first
splitter- and star-coupler-based networks were predi-
cated on WDM rather than TDM (time-division mul-
tiplexed) [30.8] for the configuration of customers onto
a fiber platform with programmable topologies, which
could be considered the forerunner of the software-
defined access network (SDAN).

In 2006, a study [30.9] proposed a hybrid DWDM-
TDMA (time-division multiple access) LR-PON archi-
tecture that used the wavelength domain to increase
the total number of customers connected to a head-
end DWDM/TDMA terminal or optical line termination
(OLT) device and a common long backhaul feeder fiber
pair. In this approach, a fixed pair of DWDM wave-
length channels is allocated to each physical sub-PON,
one for downstream and one for upstream. Users share
the downstream/upstream channel bandwidth by means
of a time-domain TDM/TDMA protocol as in a con-
ventional PON. This scheme shared the cost of the
head-end, backhaul fiber and optical amplifiers over
a greater number of customers than single wavelength
LR-PON solutions. This hybrid DWDM-TDMA ap-
proach was further developed and studied in the EU
PIEMAN project [30.10, 11].

When DWDM is introduced into the LR-PON solu-
tion, the transmitter at the customer ONU must have its
laser transmitterwavelength accurately aligned to the al-
located wavelength channel. Also to avoid deployment
and sparing problems the ONU should be colorless, that
is it should either tune to the required wavelength or
use a predefined downstreamwavelength as a seed refer-
ence wavelength for the upstream wavelength channel.
PIEMAN investigated both approaches building two
hybrid LR-PON demonstrators. The wavelength refer-
encing experiment used an integrated reflective elec-
troabsorption modulator (EAM) [30.12] plus semicon-
ductor optical amplifier (SOA) for the upstream trans-
mitter at the customer ONU, and achieved 135:1 km to-
tal reach, 10Gb=s symmetrical bitrate, 64 wavelengths
(32 up and 32 down) each serving a 256-way split, a to-
tal of 8192 customers [30.10]. The second experiment
used a low-cost tuneable laser for the upstream trans-
mitter. The reflective EAM-SOA transmitter approach
suffers from Rayleigh back scatter from the downstream
seed wavelength required for the upstream transmitters
and so limits the optical split in the upstream direction.
The tuneable transmitter approach does not suffer from
this problem and greater ODN splits can be achieved. In
this latter experiment the split was increased to 512ways
with 16 384 total customers [30.11].

The use of DWDM to increase the number of cus-
tomers connected via the feeder fiber and OLT reduces
the cost per customer of these elements, however when
these costs have reduced sufficiently there is a dimin-
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ishing return on further increases in the number of
customers connected.

Another version of PON that uses DWDM isWDM-
PON and this approach uses a wavelength multiplexer/
de-multiplexer at a splitter node rather than power split-
ters (usually a single WDM splitting node for each
PON installation although a dual-stage WDM split has
also been proposed) [30.13]. This WDM-PON architec-
ture has the advantage that it does not suffer from the
10 log.n/ splitting loss of the conventional PON power
splitter. WDM-PON can also be long reach by use of
reach extenders in a similar way to TDMA-PONs. Split
in these PONs is limited to the number of wavelength
channels supported by the WDM devices used and also
the bandwidth in each wavelength channel is dedicated
to a single end user terminal or ONT (optical network
terminal), see [30.13] as an example of WDM-PON.

Coherent optical technology has also been demon-
strated for PON systems [30.14, 15]. Coherent tech-
nology has the advantage of increased power budget
because of the greater sensitivity of coherent receivers
and the extra signal processing that can be applied to co-

herent systems to mitigate some impairments. However
those gains come at increased cost of the equipment,
which is particularly important at the user end, and
hence economics will dictate the adoption and take up
of coherent PON solutions. Coherent technology also
has the advantage of greater spectral efficiency includ-
ing greater packing of optical carriers in a given optical
window. This can be exploited in both WDM-PON- or
hybrid DWDM-TDMA-type architectures.

DWDM-TDMA with flexible wavelength assign-
ment is another approach for the use of WDM technolo-
gies. In this type of system some wavelengths are used
for increasing the capacity to customers connected to
LR-PON systems and others to provide dedicated or be-
spoke Pt-Pt services to targeted customers such as large
businesses. Using wavelengths for capacity and service
enhancement enables the LR-PON architecture to serve
all customer types from residential through to large
business and also mobile base-stations, but requires
a more flexible and dynamic wavelength assignment
scheme than those systems that fix the wavelength with
WDM devices in the fiber network.

30.2 Architectural Design for the End-to-End Network Using LR-PON

Following the financial crisis in the IT and telecom-
munications industries at the beginning of the new
millennium and then the financial crisis of 2008 which
affected economies all over the world, the future eco-
nomic viability and the ever increasing energy demands
became (and still are) major challenges facing telecom-
munications networks. Continuing to build and grow
networks with the three tier access, metro, and hier-
archical core networks was not going to be viable if
projected growths in bandwidth demands were to be
realized. What was going to be required was a fresh
look at the end-to-end architecture of the future network
and LR-PON is an enabling technology that can facil-
itate both access-metro convergence and simplification
of the core network. It does this by reaching deep into
the network bypassing the majority of LE/CO buildings
and consolidating traffic onto a much reduced number
of CNs. If the number of remaining CNs can be reduced
sufficiently then the core network can be configured as
a single-layer flat optical core network with a full mesh
of optical light paths interconnecting these remaining
nodes that contain traffic processing equipment. The
flat core architecture was shown to be the lowest cost
once user bandwidths passed a threshold and would
then remain so as bandwidth continued to grow [30.16].
The advantage is dependent on the number of nodes
in the core network with a general tendency for the

benefits to increase as the number of CNs is reduced.
Reducing the number of CNs requires longer reach
LR-PONs. An example of LR-PON used for end-to-
end network restructuring can be found in [30.17, 18].
Such an architecture is outlined in Fig. 30.2. It uses
100 to 125 km LR-PONs to enable massive node con-
solidation of the order of 50 W 1 reduction in LEs/COs
for countries with European population densities, so
that for example the UK could be served with approx-
imately 70�100 traffic processing nodes in the core of
the network. The metro network is subsumed into the
LR-PON infrastructure and no longer requires separate
transmission equipment. The LR-PONs terminate onto
consolidated metro/core nodes (MC-nodes), which are
the only traffic processing nodes in the network. One
important and distinguishing feature of the design of
these nodes was the introduction of a fully transparent
optical switching layer that interconnected the access
and core sides of the node and also all the equipment
required within the node. This optical switching layer
introduced a flexibility for interconnection and recon-
figurability that could enable full network function vir-
tualization (NFV), even at the physical fiber layer, and
when coupled with software-defined networking (SDN)
and NFV in the processing layers (routers, switches
etc.) enabled the realization of a full SDN/NFV archi-
tecture.
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Fig. 30.2 An end-to-end architecture proposed in [30.16]. It consists of LR-PONs with DWDM/TDMAwhich bypasses LEs/COS
and eliminates the metro-access network transmission systems. The LR-PONs are dual parented onto two separate MC-nodes
which are interconnected via a flat optical core network (© IEEE 2016. Reprinted, with permission, from [30.16])

Reducing the number of CNs increases the reach
requirement on the LR-PON network which not only
stretches the technical challenges of the LR-PON de-
sign but also increases the round-trip time (RTT) of the
access network from customer to the first traffic pro-
cessing node (the MC-node).

As described later in Sect. 30.2.4, important advan-
tages can be obtained by converging the mobile services
on a commonoptical access infrastructure such as anLR-
PON employingDWDM/TDMA. However, the RTT in-
crease in LR-PON introduces problems for certain wire-
less systems such as wireless front hauling, which has
the potential for reducing antenna site costs for mobile
networks. Simply reducing the maximum reach of the
LR-PON would jeopardize the economic benefits of the
flat optical core network pushing up the costs for the
whole network and all users. The compromise solution
proposed in [30.18] was to place someprocessing equip-
ment in selected ANs to terminate the low-latency mo-
bile networks. This increases cost, but those costs would
be supported by those mobile systems and services re-
quiring the low latency and not increase the costs for all
the other systems and services not requiring it and avoids
any cross subsidization ofmobile service from fixed net-
work services.

30.2.1 Backhaul Cable Topology Options

The architecture outlined above focused on a flexible
DWDM-TDMA LR-PON so that flexibility of band-
width provisioning could be applied in both the wave-
length and time domains. The general LR-PON design
is based on the classic lollipop architecture which has
a long backhaul section up to 90 km and a single AN
which drops the ODN section with a reach of �10 km
and 512- or 1024-way split as a standard design. The
long backhaul cable routes will generally pass other
LE/CO sites also containing ANs and cables can be ar-
ranged in rings, chains, or tree and branch topologies.
Ring topologies are often proposed as these follow on
from the backhaul/metro network SDH (synchronous
digital hierarchy) rings that were used in the early years
of fiber deployment in the metro and core networks.
Ring systems are usually closed via paths through the
core network but this is not really necessary for LR-
PON systems and open rings or chain/bus architectures
for the cable routes can also be considered. A ca-
ble chain architecture connecting LR-PON systems in
a number of LE/CO sites is shown in Fig. 30.3 where
the LR-PON systems are dual parented onto two sepa-
rated MC-nodes for protection/resilience purposes.
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Fig. 30.3 An open ring or chain backhaul fiber cable topology. This has the advantage of reuse of cable structures used
by earlier ring-based technologies and also aggregates the fibers into larger cable sizes which reduces the cost per fiber
via greater sharing of common costs such as sheathing, duct, and trenching

The project described in [30.18] also proposed two
designs for the LR-PON architecture: one general so-
lution which used the lollipop design (the design is
the same regardless of backhaul cable topology) with
a nominal reach of 100 km which would be used for the
majority of the network where customer sites were in
regions of moderate to high density; and a second solu-
tion aimed at sparse rural areas where longer reach may
be required to enable efficient node consolidation. The
sparsely populated region solution comprises a chain
of ANs, where part of the amplifying function in the
AN is as a line amplifier, enabling greater reach to
be achieved. This effectively distributes the total ODN
split over a number of ANs in separated LE/CO sites.
The structure of the sparse rural solution is shown in
Fig. 30.4.

The operation is more complex than the conven-
tional LR-PON configurations and will therefore be
described in more detail. There is a mix of single fiber
and two fiber working in the backhaul fiber sections
with single fiber working in the ODN on the customer
side of the ANs (note single or dual fiber working can
also be applied to the lollipop architecture). To aid
clarity, Fig. 30.4 also shows the up and downstream
wavelength bands in various parts of the network (the
downstream band is arbitrarily shown as green and the

upstream band as red). For simplicity the option of split-
ting the up and down stream bands into two separate
bands is shown, but the principles would also apply to
interleaved up and downstream wavelengths.

In normal operation, downstream and upstream traf-
fic, to and from the active MC-node, is transmitted in
separate fiber paths. However, one of the main design
features of the amplified chain is that the downstream
and upstream paths can be reversed for protection in
case of equipment or fiber path failure, when the pro-
tection CN becomes the active node. This implies that
the downstream and upstream paths in the chain should
be designed with the same criteria and also that the
AN should be designed symmetrically in terms of the
two paths. For this reason, as shown in Fig. 30.4, the
upstream traffic can also be transmitted towards the pro-
tectionMC-node in the fiber path that is transmitting the
active downstream traffic. The upstream traffic trans-
mitted towards the protection MC-node is idle traffic,
which could be blocked using for example an optical
switch, but the simpler design presented in Fig. 30.4
has the advantage that the protection reverse of the
traffic can be triggered without any active reconfigu-
ration of the AN, apart from turning off the primary
downstream amplifier into the ODN and turning on the
protection path amplifier.Wavelength collisions for LR-
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Fig. 30.4 The DISCUS project design for LR-PON that would be suitable for sparse rural areas. It places amplifiers in the
backhaul fiber path at each AN which enables greater distances to be achieved

PON wavelengths are avoided by the LR-PON protocol
since in this configuration, all the ANs in the chain form
a single LR-PON controlled by a single instance of the
LR-PON protocol, so only 1 ONU is transmitting an
upstream burst at any time on any one wavelength chan-
nel.

30.2.2 Options for the Wavelength Plan

The use of DWDM over LR-PON raises the question
of how best to optimize the wavelength plan for the
fiber network. If we take the C-band as an example,
the obvious choice would be to split the band into
two halves; one for upstream and one for downstream
wavelengths. The individual wavelength channels are
separated or combined at the MC-node using AWG
(arrayed waveguide grating) devices. An alternative ap-
proach would be to interleave the up and downstream
wavelengths. This approach has a number of advan-
tages. It minimizes crosstalk between channels in the
copropagating directions, which can be important if
wavelength channels are flexibly assigned and any mix
of wavelength usage and modulation scheme can end up
adjacent to each other. For example, 100Gb=s coherent
modulation signals using dual-polarization quadrature
phase-shift keying (DP-QPSK) for Pt-Pt services could
be adjacent to 10Gb=s on-off-keying (OOK) LR-PON

protocol channels and over the long-reach backhaul
section could produce nonlinear crosstalk impairments.
A second advantage is that the design of the tuneable
laser at the ONU can be simplified by referencing to the
adjacent, precisely defined, downstream wavelengths
and interpolating between them to tune the upstream
transmitter. This simplifies and potentially reduces the
cost of any wavelength referencing components and
systems within the ONU transmitter (Sect. 30.3.2).

In terms of wavelength bands for operation, the C-
band has the distinct advantage of havingmature optical
components for DWDM operation, low fiber losses, and
the availability of EDFAs as a high-performance am-
plification platform. Operation of DWDM LR-PON in
other bands (for example the O-band) is also possible
since SOAs are an alternative amplification solution.
However, this can be seen as a longer term development
since the full suite of required DWDM components and
SOAs, particularly in fully integrated structures, are not
yet mature and commercially available for these other
wavelength bands.

30.2.3 Resilience in LR-PON

Generally operators do not provide protection in the ac-
cess network for mass market services as this would be
an expensive addition to the costs of this part of the
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network. Those customers that need protection to their
premises will pay for the necessary equipment and work
required to offer full protection into their premises. This
is also true for PON solutions which generally will not
have protection within the ODN without specific re-
quests and payment from customers, and a range of
options have been developed for PON protection for
those customers that require it; for an introduction of
these techniques see Chap. 27.

However, the long reach of the LR-PON architec-
ture increases the probability of a fiber cut to an extent
that it becomes difficult to maintain high availability.
The main increase in length is in the backhaul fiber net-
work, which is the part of the network that historically
would have protection mechanisms in place against
fiber cuts and failures in the transmission equipment.
This is therefore the area of the LR-PON that re-
quires the implementation of protection mechanisms as
a standard feature [30.19]. It can be seen in Figs. 30.2–
30.4 that the backhaul fiber paths, the amplifiers in
the ANs, and the OLT equipment are all protected by
dual parenting the AN onto two MC-nodes so that
in the event of a failure in the backhaul network the
system would switch over to the standby node. Experi-
ments have shown that the switch over time could meet
the typical 50ms nominal target for core protection
mechanisms [30.17]. This dual parenting approach also
increases protection against core network failures while
minimizing equipment required for protection within
the core network. Moving failed traffic paths onto an al-
ternate MC-node provides access to a greater number of
alternate paths through the core network. The wide sep-
aration of the protecting MC-nodes from the primary
MC-node is also sufficient to act as a disaster recovery
system in the event of the loss of a complete MC-node.

Further equipment cost savings can also be obtained
by using an optical switching layer in the MC-node
to provide N W 1 sharing of LR-PON terminating equip-
ment. By having a pool of protection equipment at the
MC-node sufficient to recover from a worst-case failure
(complete loss of an MC-node) the optical switching
layer can be used to switch this equipment to the appro-
priate ports for the standby LR-PON protection paths.
This saving in protection equipment can more than
compensate for the cost of the optical switching layer.

30.2.4 Mobile Networks and LR-PONs

Mobile access networks have developed independently
from the fixed networks used to deliver services for
residential customers. Typically, radio access networks
(RANs) for 2G, 3G, and 4G are connected via coarse
wavelength-division multiplexed (CWDM) optics and
in some cases with wireless connection to the aggrega-

tion switches which may also be used by wired network
elements. However, in the access space, dedicated fiber
links are often arranged so that they do not provide ei-
ther the use of common technologies nor of a simple
sharing of the fiber infrastructure. In the core segment
the situation is a little better where typically the trans-
port mechanisms are shared for the wired and wireless
networks, but the control, operation, and management
functions are still separate.

In legacy mobile networks, base stations are typ-
ically sparsely deployed (in the range from several
hundred meters to several kilometers) and have worked
cost-effectively without the need for tight integration
with the fixed access network. However the next, 5th
generation of mobile networks, will see a very sig-
nificant increase in the density of access points, if
target capacity increases of 100 times are to be met. At
the same time there could be even stronger growth in
fixed network capacity due to both fixed network traf-
fic growth and increasing offload of traffic from mobile
networks to the fixed network. This, coupled with the
increase in number of small cells will cause issues of
economic viability, which should be addressed by in-
creasing the sharing of resources between the fixed and
mobile network domains.

Cloud RAN or centralized RAN (C-RAN) was pro-
posed as a solution to decrease the cost of remote radio
units (RRUs), by simplifying them and moving all data
processing into a centralized location where resources
can be reused across multiple cells while also benefiting
from statistical multiplexing gains of aggregated traffic
across several cells. However, such C-RAN connec-
tivity requires much higher capacity [30.20] and very
low latency and jitter tolerance in the fiber transmission
system connecting the remote radio unit (RRU) to the
baseband unit (BBU).

An additional class of challenging applications in
the realm of 5G networks are those requiring ultrareli-
able and low-latency communications (uRLLC), which
might require end-to-end latency of the order of one
millisecond or below. Such low latency implies that
these end-to-end services need to be locally termi-
nated [30.21], providingonly a local reach (e.g., in terms
of data sharing) and will need to be replicated at every
edge node where those specific services are required.
While PONs are a cost-effective mechanism for sharing
access network infrastructure, such low latency require-
ments cannot be satisfied unless the mobile and PON
schedulingmechanism are integrated [30.22] and the re-
quired reach of the services using the cloud RAN trans-
mission systems is limited to a few tens of kilometers.

The LR-PON approach exacerbates the issue due
to its longer transmission distance, which of course in-
creases the minimum latency or RTT, making it difficult
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Fig. 30.5 LR-PON options for supporting wireless front haul (30 km reach limit) and wireless over longer reach LR-PON (up to
125 km)

to meet the requirements of some of the 5G latency
targets. Thus, for these ultralow-latency services, the
LR-PON ability to cost-effectively bypass the metro
transmission traffic cannot be exploited.

Possible architectural solutions for LR-PON de-
signed to satisfy such constraints are shown in Fig. 30.5.
Note that, for simplicity, the ODN splitter below the
AN is shown at a single location but the discussion
also applies to a distributed split as shown in Figs. 30.3
and 30.4. The LR-PON designs in Fig. 30.5 also show
single fiber working in both the ODN and backhaul
network but again the designs will apply to two-fiber
working solutions.

The left part of Fig. 30.5 shows the MC-node de-
sign. It comprises the primary and secondary (protec-
tion) OLTs for the flexible DWDM-TDMA PON and
the Pt-Pt-WDM transceivers (which could operate using
direct or coherent detection). The nonblocking optical
space switch can distribute any input port to any output
port independently of the number of wavelength chan-
nels on that port. Layer 2 (L2) and Layer 3 (L3) electrical

switches and routers aggregate and distribute the data.
The core transmission part has been omitted in this fig-
ure for sake of simplicity.

The right-hand part of Fig. 30.5 shows the ODN
part of the LR-PON, together with different options for
service termination. At the top we show, for example,
a local exchange at a distance of 10 km from the ac-
cess points, with the ability to terminate some of the
PON wavelengths. This could be used for example to
terminate a fronthaul connection to a local processing
facility (e.g., edge cloud). The AN site (the old LE/CO
site) comprises 1 EDFA for each direction (Fig. 30.5).

One well-known issue of fronthauling is that it re-
quires very high transmission rates and each sector of
a macro cell/small cell can easily require a dedicated
10Gbit=s DWDM-TDMA PON wavelength channel
and possibly a high-speed (100Gbit=s or beyond)
transceiver. The number of connectable sites is there-
fore limited to the number of downstream and upstream
wavelength channels that can be made available for
fronthauling applications. Thus, most of the wavelength
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Fig. 30.6 Network controller function partitioning showing the access and core network controllers with the overarching
network orchestrator

channels in centralized-RAN wireless integration sce-
narios will be dedicated to the wireless service whereas
the fixed network wired services will only require
a limited number of wavelength channels. Such a de-
ployment scenario may be applicable for urban areas
where a large number of customers are located close to
the MC-nodes. It should be noted that adding termina-
tion points in the ODN can increase substantially the
overall network cost, which raises the issue of whether
this cost should be borne by the mobile services requir-
ing such modifications, rather than be cross-subsidized
by other network services that do not require low la-
tency. However, these problems are regulatory rather
than technical and it is important for a solution to be
proposed by the relevant bodies.

The lower right-hand part of Fig. 30.5 is an option
for an LR-PON where placing processing nodes within
10 km of the access points is not cost-effective, for ex-
ample in a suburban or rural scenario. In these cases the
backhaul distance will exceed the distance limits im-
posed by fronthaul and it could even exceed 100 km.
In this scenario, distributed radio access network (D-
RAN) mobile stations can be connected to shared PON
channels and transported to the MC-node.

One final note we would like to make is that in the
discussion so far we have considered traditional CPRI
(Common Public Radio Interface) fronthaul, which has
the disadvantage of requiring high sustained trans-

port bit rates for relatively little traffic bandwidth. To
overcome this disadvantage, modifications to the con-
ventional CPRI-based C-RAN architecture have been
proposed [30.20, 23] and have been considered by
the NGMN (Next Generation Mobile Networks) Al-
liance [30.24] and other standardization bodies. The
most attractive solution for the mentioned challenges
is the use of midhauling with dual-site processing. At
the last point in downlink direction, where the user data
statistics still take effect, the interface capacity dynam-
ically ranges from zero (for no traffic) up to about 20%
of the CPRI rate in the case of fully loaded radio chan-
nels [30.20]. The LR-PON solution is flexible enough
to support both distributed-RAN and centralized-RAN
solutions coexisting together in a single WDM-TDMA
LR-PON.

30.2.5 Control Plane Design for Converged
Access-to-Core Node Architectures

One of the requirements that 5G services put on trans-
port networks is the delivery of assured quality of ser-
vice (QoS), which allows multiple heterogeneous ser-
vices to be carried and processed, respectively, across
a common transport and cloud infrastructure. The net-
work control plane needs to assure that end-to-end
resources are appropriately provisioned to meet latency
and capacity requirements.
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In an LR-PON-based architecture with a flat optical
core network, the selected approach is that of a hierar-
chical control plane structure. The strong consolidation
ability of an LR-PON affects the design of its control
plane architecture. The highly simplified network ar-
chitecture, with only two OEO (optical to electrical to
optical) interface points (e.g., at the source and desti-
nation metro/core nodes), lends itself to a control plane
structure with one core network controller, which can
also operate as orchestrator, and a number of access
network controllers. It should also be noted that if the
size of the network is such that it cannot be covered
by one flat optical core network, an additional cross-
core network orchestration stage should be employed,
to coordinate transmission across the multiple flat opti-
cal core networks.

The structure in Fig. 30.6 shows a breakdown be-
tween access and core controllers [30.25]. The division
is functional, as the access controller takes care of
the access portion of the MC-node, while the core
controller is in charge of the core transmission part.

For backwards compatibility with existing systems, the
latter could further delegate network provisioning to ex-
isting systems, such as generalized multiprotocol label
switching (GMPLS).

In the architecture shown in Fig. 30.6, the network
orchestrator provides the north-bound API (or appli-
cation-control plane interface, in open network foun-
dation (ONF) terminology) to the application plane,
interacting directly with services/applications or to
a network management system and operation support
system. After receiving a connection setup request, the
orchestrator has the task of calculating the end-to-end
path, by selecting the MC-node pairs needed for the
connectivity and a suitable transmission path across the
core. This can be at the level of virtual path creation
(e.g., a multiprotocol label-switchingMPLS path across
an existing optical link) or trigger the creation of addi-
tional capacity at the physical layer.

The next step is for the access network controllers
on the two MC-nodes to carry out the necessary con-
nections to link to the end user on the access side and
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to the appropriate core-facing connection on the core
side.

It should be noted that Fig. 30.6 shows a gen-
eral LR-PON control plane architecture, and different
practical implementations have been carried out, such
as in [30.26], which adopted the Telefonica Netphony
ABNO (Application-Based Network Operations) im-
plementation to merge orchestrator and core network
controller.

Figure 30.7 abstracts the main network components
of an LR-PON metro/core node and, while it does not
provide full details, it classifies them into access-facing
and core-facing elements. On the access side (green
color) we find the OLTs and access switch. The MPLS
Service Provider equipment is also part of the access
side, although they need not be physically colocated
with the metro/core node. The optical switch, which
is the element that provides flexibility to the architec-
ture, enabling flexible any-to-any connectivity of the
components, is virtualized into an access-facing part
and a core-facing part. Finally, the network core el-
ements include an aggregator core switch, with any
reconfigurable optical add-drop multiplexer (ROADM)
and transponder required for backbone communication.

Any request for connectivity, whether or not it is
associated with the creation of additional wavelength
channels, operates on two sets of stacked MPLS la-
bels. The inner label, the PseudoWire (PW), identifies
an end-to-end path, and is assigned to a specific service
type (e.g., video on demand, Internet, VoIP, band-
width on demand). The PW also univocally identifies
the service provider (SP) and the terminating OLT.
Each service provider will aggregate multiple PWs into
a label-switched path (LSP), identified by an outer la-
bel, which is transported through the core.

In principle, an SP can have several LSPs for each
pair of MC-nodes, for example having different qual-
ity of service requirements, but at least one per pair is
required.

Label-switching operations across MC-nodes are
shown in Fig. 30.8. Starting from the right-hand side,
the SP will push a PW label, in agreement with the ac-
cess control plane, to a new service flow. All similar
flows (e.g., with similar QoS requirement) directed to-
wards the same MC-node can be associated with the
same LSP, as the access aggregation switch installs
the LSP label on the packet headers. Packets are then
forwarded to the MC-node where the LSP label is ex-
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amined to determine whether the aggregate flow is to
be processed at this node or forwarded through the
core towards a different MC-node. Once it arrives at
the destination MC-node, the LSP label is removed by

the access switch, which uses the PW label to deter-
mine QoS behavior of individual PW flows and reach
the correct OLT. The OLT then strips off the PW label
forwarding the packet to the ONU.

30.3 DBA and DWA Protocol Implications for LR-PON

The ability to assign capacity flexibly to end user
terminals has been a recognized advantage of the point-
to-multipoint topology of PON systems from the very
initial concepts of splitter-based fiber networks and
this included flexible wavelength assignment as well
as finer granularity bandwidth assignment in the elec-
trical TDM domain. This section outlines some of the
additional issues that arise for dynamic bandwidth as-
signment (DBA) and dynamic wavelength assignment
(DWA) for wavelength- and time-division multiplexed
DWDM-TDMA LR-PONs.

30.3.1 Dynamic Bandwidth Assignment
(DBA)

LR-PONs present greater challenges for DBA algo-
rithms than Gigabit-capable PON (GPON) and Ethernet
PON (EPON). Their long physical reach of up to
100 km will increase users’ data traffic scheduling de-
lays due to DBA round-trip delays and, in order to
provide a high degree of node consolidation, with larger
access network areas and greater customer numbers,
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Fig. 30.9 Prevention of overgranting by subtracting previously granted traffic from a queue’s status reports as in [30.27],
for overlapping DBA processes having an example SID 6 XGTC frames, RTTD 10 frames and DBA execution timeD
12 frames. The assured bandwidth restoration time (ABRT) applies to the GIANT DBA algorithm [30.28], assuming it
takes just one XGTC frame to compute an Alloc-ID’s bandwidth demand

larger total splits will be required; 1024-way split has
been demonstrated [30.29]. 10-Gigabit-capable PON
(XGPON) [30.30] already allows for 1023 ONUs, and
up to 16 383 allocation identifiers (Alloc-IDs) for sep-
arate upstream traffic flows. The increased delays and
large numbers of flows have implications for the choice
of DBA algorithm. For a comprehensive survey of DBA
schemes for LR-PONs the reader can refer to [30.31].
The need for DBA performance to be studied for large
split has been recognized [30.31], in terms of de-
lay, utilization/efficiency/throughput, and service level
agreement. Some of the key issues are discussed in
more detail below.

Delays in ONU to OLT communication and DBA
computation time can produce inconsistencies between
successive ONU traffic queue reports, i.e., Alloc-ID
queue length status reports (SRs), as illustrated in
Fig. 30.9. This is because traffic already granted by pre-
vious DBA processes, for transmission during the DBA
execution time of the current (i-th) DBA process, DBA
processi, might still be present in its queue when the
current DBA process’ SRi is transmitted, causing over-
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reporting. This can lead to overgranting of bandwidth
due to incorrect bandwidth demand estimates Bdemi.
To prevent this waste of bandwidth in next-generation
PON (NG-PON), the minimum guaranteed transmis-
sion container content (MGTC) scheme [30.27] sub-
tracts, from the current SRi, any outgoing traffic already
granted by previous DBA processes. This is illustrated
in Fig. 30.9 for DBA cycle time equal to half the DBA
execution time, but applies whatever the ratio of the
two. The DBA cycle time is the interval between the
starts of successive DBA processes. Simulations re-
ported in [30.27] have shown that if this algorithm
is applied to a PON with 32 ONUs and just 20 km
reach (e.g., a typical GPON system) then there are
significant reductions in average scheduling delay for
high load and short DBA cycle time situations, com-
pared to schemes that only use the status report with
no adjustment for traffic sent in previous grants. This
simple algorithm can be reformulated to be equiva-
lent to a proposed newly arrived frames plus (NA+)
scheme [30.32], which is a running account that cal-
culates the current bandwidth demand from the traffic
arriving between previous and current SRs, and corrects
this with a backlog term from a previous bandwidth de-
mand and grant.

Correct bandwidth demand values are crucially im-
portant in LR-PONs that employ multiple overlapping
DBA processes, as in Fig. 30.9. Overlapping the DBA
processes reduces the scheduling delays, especially
when using DBA cycle times shorter than the DBA
execution time. However, increasing the number of
DBA cycles increases protocol overheads and there is
therefore a compromise in terms of reduced schedul-
ing delays and PON protocol efficiency. Overlapping of
DBA processes is implicitly achievable in long-reach
GPON (LR-GPON) [30.32] and XGPON. But in long-
reach EPON (LR-EPON) it required multithreading,
a process equivalent to overlapping of DBA processes,
to be introduced. Simulations [30.33] of small num-
bers of ONUs (16) and 100 km reach show significant
reductions in average packet delay at high load, and
significant increases in throughput (0:76�0:96). Sim-
ulations [30.32] for LR-PONs with 32 ONUs and reach
up to 100 km show that multithreading is far more im-
portant for LR-EPON than for LR-GPON. Reduction in
average delay at 0.8 load for LR-GPON is � 1ms, but
for LR-EPON it is far more significant at� 500ms, be-
cause of the longer polling cycles needed to maintain
DBA efficiency.

DBA performance is conventionally determined by
simulation of mean packet delays and jitter. But for LR-
PON, assured bandwidth restoration time (ABRT) is an
important and useful delay measure [30.30]. For LR-
GPON it has been shown that the maximum balanced

load, beyond which queues begin to grow, and aver-
age packet delay and packet loss ratio rapidly increase,
can be calculated analytically for different DBA algo-
rithms [30.34], simply by using the required ABRT as
the delay measure and the assumption that over the ser-
vice interval (SI) (SI D DBA cycle time) the numbers
of arriving and granted packets are equal. Note that the
required ABRT is the worst-case time delay (not mean)
between an Alloc-ID increasing its bandwidth demand
and receiving its full provisioned assured (plus fixed)
bandwidth, when previously not receiving it due to in-
sufficient bandwidth demand [30.30]. The target value
is 2ms, but the expectation is a few ms.

The DBA algorithms used in [30.34] were based on
the ones developed by the GIANT project [30.28], and
a bandwidth update (BU) algorithm similar to the mem-
oryless one for broadband PON (BPON) [30.35]. For
a 100 km 10Gb=s symmetric LR-GPON, with small
numbers of ONUs (e.g., 32) and user Alloc-IDs (e.g.,
512), overlapping of DBA processes allows the 2ms
ABRT target to be reached by both GIANT and BU,
without sacrificing the achievable load (� 0:94), by us-
ing SI < DBA execution time. 56 ONUs and 4096
Alloc-IDs achieve� 0:78 load. But the performance of
a 100 km-large split LR-GPON, having the maximum
number of ONUs (1023) and Alloc-IDs (16 383), de-
pends on the ONU burst overhead time (guard time,
preamble, and delimiter) of XGPON [30.36]. If the
short 256 bit objective value could be used, the 2ms
ABRT target could be achieved with usefully high load
(0.78), by using SI < DBA execution time. Even higher
load of 0.87 could be obtained with SI D DBA execu-
tion time by accepting just 2:5ms ABRT. But with large
numbers of ONUs (1023) and Alloc-IDs (16 383), the
preamble requirements of burst-mode electronic dis-
persion compensation (BM-EDC) (Sect. 30.4.1) may
preclude the 2ms ABRT target from being achieved
with useful load, as the requirements are expected to
bring the ONU burst overhead time towards the worst-
case value of 2048 bits. Nevertheless even with this
worst-case value, the expected few ms ABRT can be
achieved with useful loads by using SI 
 DBA execu-
tion time. GIANT and BU algorithms both achieve >
0.6 load around ABRT D 3ms, and BU outperforms
GIANT from ABRT D 3:75ms (with � 0:77 load) and
beyond [30.34].

30.3.2 Dynamic Wavelength Assignment

In optically amplified DWDM-TDMA LR-PONs, with
up to 1024-way split and 100 km reach, and where
multiple wavelengths are used for flexible assignment
of capacity, DWA protocols have many challenges to
overcome, during both normal operation and ONU
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initialization and activation (start-up) [30.37]. These
are predominantly due to the interplay between wave-
length control/referencing (laser tuning precision), and
physical layer impairments due to linear and interfer-
ometric crosstalk (Xtalk), the latter always dominat-
ing in the following analyses. Causes of impairment
include Xtalk isolation of filters and wavelength de-
multiplexers, inadequate laser side-mode suppression
ratio (SMSR), intensity modulation extinction ratio, and
burst extinction ratio.

The most severe challenge is for serial number (SN)
acquisition during ONU initialization, which is neces-
sary for the OLT to identify the ONU that is starting
up. This is particularly so when multiple ONUs at-
tempt to start up simultaneously and their upstream
ONU bursts collide, causing interferometric crosstalk
with any working signal present and also between
themselves. Conventionally, collisions can occur during
quiet windows (no working signal) at full operational
data rate (e.g., 10Gb=s), despite the use of a random de-
lay protocol [30.30]. At each attempt, ONUs randomly
choose a delay between 0 and 48�s in which to transmit
their ONU bursts, to reduce the probability of collisions
(even if all ONUs are equidistant from the OLT), and
thereby reduce the number of rounds of ONU start-up
attempts (quiet windows) required. Initial assessments
of the potential performance of wavelength referencing
solutions, Xtalk impairments and protocols were given
in [30.38], but more recent theoretical work has shown
that improved performance can be expected compared
to that reported in [30.38]. Ideally, the laser wavelength
should be close to the center of the intended wavelength
channel. But if the laser tuning precision is initially
poor (noncalibrated), it may be in the wrong channel
before any feedback control from the OLT can cor-
rect it, disturbing operational ONU transmissions using
that channel. To avoid disturbance in this case, use of
a low data rate signal from a distributed Bragg reflector
(DBR) laser transmitting a 1MHz tone at low power
has been proposed [30.39]. This is similar to the radio
frequency (RF) pilot tone technique used to carry the
auxiliary management and control channel (AMCC) in
the PtP WDM PON part of NG-PON2 [30.40] Annex
B, to provide information for assigning and allocating
wavelengths. The low-frequency modulation of the in-
terfering channel from a start-up ONU compared to the
high bit rate signal of a working ONU enables electri-
cal filtering to be used to detect the low-power signal
in the presence of the higher power working ONU sig-
nal. Simultaneous wavelength monitoring and control
of multiple lasers is also possible, as well as rang-
ing and ONU activation, using different subcarriers or
codes [30.39].

The Gaussian statistical theory in [30.41] can be
used to model the impact of multiple interferers beat-
ing with a working signal. To ensure it applies only to
ONUs attempting to start up simultaneously in the same
wrong channel, and not to side modes from other work-
ing wavelength channels, a tuneable transmitter filter in
the ONU, as shown in Fig. 30.10, improves the laser
SMSR as discussed in Sect. 30.4.1. This is necessary if
16 or more wavelength channels and low power penal-
ties are required in 100 km hybrid time and wavelength
division multiplexing (TWDM) LR-PONs with 1024-
way split. Using equation (7) of [30.41] for an optically
preamplified receiver, total interferometric Xtalk ratio
CD kPmax=PS in the range �16:7 to �21:5 dB (de-
pending on the precise extinction ratio from 0 to 0.15,
defined as optical power in the 0 level divided by optical
power in the 1 level) would be sufficient to accom-
modate interferometric Xtalk between k interferers and
the working signal PS, for a 1 dB power penalty and
Q value of 3.09. Obviously the more interferers there
are, the lower their individual power Pmax can be. Even
when tolerating a modest number kD 10 of interferers
into the 10Gb=s receiver, suitable for providing an ac-
ceptable outage probability for SN acquisition [30.38],
the very low power levels required in the low data
rate receiver would result in impractically low speeds,
which may be as slow as � 1 b=s for a 1 dB power
penalty. For a single successful start-up ONU, the dom-
inant noise variance term is (B0=B/P2

Smax, caused by the
high-speed signal’s electrical power spectral density de-
tected within the low data rate receiver bandwidth B0,
where B is the high-speed signal bandwidth. Precise
speeds would depend on extinction ratio (0.1 assumed
here) and power level dynamic range PSmax=PS (5 dB
is assumed here for power leveling increments and po-
larization variations). Even lower speeds would result
from poorer extinction ratios, or if more than 10 ONUs
simultaneously attempt to start up, and without power
leveling. Power leveling is absolutely essential to limit
the levels of both linear and interferometric Xtalk.

To avoid startup ONUs and working ONU data
collisions synchronized quiet windows across all wave-
length channels could be used. This would ensure that
noncalibrated ONUs can be detected, whichever chan-
nel they tune to. This can also be done at full power
and speed, which minimizes protocol delays. A full ini-
tialization protocol and multiple OLT synchronization
details are described in [30.37] for a TWDM PON with
40 km reach. But synchronous quiet windows place re-
strictions on the transmission formats of the different
channels, and on the service providers who operate
them, and who may not wish to implement it. For exam-
ple, some wavelengths may not operate PON protocols,
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Fig. 30.10 Wavelength referencing scheme for coarse cal-
ibration in manufacture of tuneable laser located in cus-
tomer premises

but support high-speed Pt-Pt services that do not have
quiet windows.

To overcome the need for synchronized quiet win-
dows, two potential alternative wavelength referencing
solutions were proposed in [30.38]. Coarse calibration
of the laser in manufacture at only one power level
per wavelength should be sufficient to bring the laser
to within the correct channel passband. Since accu-
rate factory calibration is a lengthy process, which is
today responsible for a substantial part of the tune-
able laser cost, coarse calibration at only one power
level could substantially reduce the factory calibration
time and hence the cost. A possible schematic struc-
ture of the ONU employing coarse calibration is shown
in Fig. 30.10. The tuneable filter at the transmitter
improves the SMSR of nonoptimal side modes into
neighboring channels, also relaxing the requirements on
the laser calibration. A SOA after the laser adjusts the
power level as required. This combination could pro-
vide tuning precision within˙10�15GHz at all power
levels to ensure start-up in the correct channel. Power
leveling can either be performed by blindly increment-
ing the power, until successful detection of an ONU
burst [30.42], or by calculation from a downstream re-
ceived signal strength indication (RSSI) measurement
at the ONU [30.40] Annex D.3. The latter needs start-up
to be attempted at only one power level, which means
that it is faster. However, the imprecision of the RSSI
measurement could cause a greater power level dy-
namic range, worsening the interferometric Xtalk. Once
the ONU is acquired by the OLT fine tuning can be pro-
vided by feedback control from the OLT.

The second potential solution is to use interleaved
upstream and downstream wavelength channels, as pro-
posed in [30.38], with a wavelength monitor (either
a split contact SOA, or a two-section photodiode behind
the laser), to measure the adjacent downstream channels

in conjunction with the tuneable Tx filter, and interpo-
late the upstream wavelength between them. With this
method, tighter tuning precision is expected, providing
self-calibration without OLT feedback control. Both of
these potential wavelength referencing solutions have
yet to be demonstrated.

Both solutions allow ONUs to start up in the correct
wavelength channel. This potentially allows start-up at
full operational speed, within normal quiet windows.
The dominant interferometric Xtalk variance term in
the adjacent channels is in (k2 � k/P2

max=X
2, which are

the (k2 � k/=2 beats between all pairs of the k collid-
ing ONU laser bursts in the correct channel, X is the
Xtalk isolation of a wavelength that is offset from the
center of the correct channel by the worst-case wave-
length error (tuning precision). The beats are detected at
greatly reduced level in the adjacent channels due to the
Xtalk isolation of the wavelength demultiplexer at the
OLT. In the correct channel, the dominant interferomet-
ric Xtalk variance term, in (B=
fopt/.N�1/Pmin Poff, is
signal-ASE beat noise between the burst power Pmin of
the single successful start-up ONU and the off power
Poff (when not enabled), as measured through the wave-
length demultiplexer’s optical bandwidth 
fopt, of all
N � 1 off laser/SOAs that use that channel but are not
bursting at that time. It remains to be verified experi-
mentally precisely how many interferers k starting up
simultaneously can beat together in the correct channel,
without excessive interferometric Xtalk and error bursts
in adjacent channels, while allowing a single successful
ONU to start up at full operational speed, in the pres-
ence of all other Xtalk impairments [30.37].

To conclude, in dealing with the most severe in-
terferometric Xtalk situation, when ONUs start up si-
multaneously and their bursts collide with a working
signal or each other, the random delay protocol and
power leveling become crucial protocols for reducing
the Xtalk impact. Nevertheless, with poor laser tuning
precision into the wrong channel, interferometric Xtalk
can result in extremely low data rates for SN acquisi-
tion. Two proposed methods of ensuring start-up within
the correct channel, i.e., coarse calibration in manufac-
ture at just one power level, and self-calibration using
interleaved US/DS wavelength channels, both offer the
potential for starting up at full operational speed within
quiet windows. A tuneable transmitter filter at the ONU
to improve the laser SMSR is essential for all tuning
precisions.
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30.4 Physical Layer Design

Many of the components required to realize the phys-
ical layer of flexible LR-PONs with dynamic DWDM
wavelength assignment are already commercially avail-
able, or can be readily adapted from existing products.

30.4.1 Key Enabling Technologies
and Novel Components

However, a number of key new enabling technolo-
gies are needed, which are mainly associated with
the upstream channel and the requirement to support
wavelength-tuneable, extended-reach burst-mode trans-
mission from a low cost ONU. Considering dense
use of the wavelength domain with, for example, 40
channels divided equally between the upstream and
downstream channels, the ONU transmitter would need
to tune over 15 nm with a 50GHz grid or 30 nm with
a 100GHz grid, which corresponds to a substantial
part of the entire C-band. The stringent cost target for
the ONU means that the transmitter must also have
good prospects for low-cost volume production. The
next subsystems in upstream path that must be specif-
ically selected for this particular application are the
optical amplifiers in the AN at the old LE/CO sites
and the preamplifier in the MC-node. In contrast to
other optical communication system applications, the
optical amplifiers employed in the upstream direction
must be resilient to input power and wavelength vari-
ations caused by the burst-mode nature of the TDMA
upstream traffic together with the dynamic wavelength
assignment protocol. Specifically, saturation-induced
gain transients should be minimized in order to avoid
the introduction of significant impairments.

The burst-mode nature of the upstream path in con-
junction with the nonuniform loss distribution in the
ODN, leads to a very large burst-to-burst dynamic
range in the power of the signals arriving at the OLT
receiver (typically 15 dB or higher without dynamic
power leveling). Consequently, a burst-mode receiver is
required, that can quickly adjust the gain of its electrical
amplifiers on a burst-by-burst basis to avoid distor-
tions and equalize the power of the bursts. The long
reach (100 km or beyond) targeted by these converged
metro-access networks in combination with a bit rate
of 10Gb=s or beyond requires the use of some form
of chromatic dispersion compensation. This is espe-
cially true in the upstream direction of the network,
where highly optimized transmitter technologies may
be too costly. An efficient solution is to use burst-
mode electronic dispersion compensation (BM-EDC),
whereby the impairments originating from chromatic
dispersion are compensated electronically. Critically,

BM-EDC requires a linear optical receiver and there-
fore the upstream links of the LR-PON require a linear
burst-mode receiver (BMRx) in the OLT.

Integrated Tuneable Transmitter
The laser in the ONU at the customer site, which acts
as the light source for the upstream transmission, needs
to be widely tuneable in order to allow the channel
reconfigurability targeted by these architectures. If we
consider an LR-PON system in the C-band with around
40 channels, the laser would need to tune to the 50GHz
ITU-T grid over at least half the C-band when half of
the C-band is assigned to the upstream channels and the
other half to the downstream, or over the whole C-band
on the 100GHz grid when the upstream and down-
stream channels occupy alternate channels. While fast
(sub-�s scale) tuning speed is not required for the pro-
posed network architecture, an important requirement
is the need for the laser wavelength to be accurately set
within the bandwidth of the assigned channel when the
ONU output is active for transmission, in order not to
interfere with the traffic of other PON channels.

The transmitter module should also be able to blank
its output power to very low light levels, when not
transmitting a burst, or when tuning to a new channel,
in order to avoid interference with the traffic of other
users. Additional design parameters are: sufficiently
narrow linewidth to enable 10Gbit=s transmission over
100 km or more standard single-mode fiber (less than
a few 100MHz), single-mode operation with sufficient
side-mode suppression ratio (SMSR > 35 dB), and an
overall transmitter output power into fiber of at least
C5 dBm. It is important to minimize the cost of the
ONU equipment in a PON hence the tuneable upstream
transmitter has to be manufacturable at low cost, includ-
ing the tuning scheme.

While commercial tuneable transmitters exist, their
cost ranges from several hundred euro to many thou-
sands and it is clear that costs must be reduced for
widespread adoption in an access application. Integra-
tion is also likely to be required in order to reduce
the ONU cost, as packaging of discrete components is
a time-consuming and expensive step. The requirement
to operate at 10Gb=s with the chirp performance nec-
essary to transmit over the reach target of the LR-PON
means that directly modulated lasers are not a viable
solution and external modulation will need to be em-
ployed. EAMs can provide a solution as an integrated
modulator that allows operation at 10Gb=s with low
chirp. In order to overcome the loss introduced by the
EAM and to allow for high-power operation of the
transmitter an optical amplifier will also need to be in-
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Fig. 30.11 Monolithically integrated
tuneable transmitter design employing
a SFP tuneable laser [30.43]

cluded in the transmitter with an SOA being a practical
choice for ease of integration with the other semicon-
ductor components. The SOA also provides two other
key functions for the ONU transmitter: the optical gat-
ing function to blank the output of the transmitter when
other ONUs on the same channel are transmitting or
when the ONU is tuning [30.44]; and fine control of the
output power for power leveling if that is implemented.
In comparison with a transmitter based on a directly
modulated laser, such as in currently deployed PON
transmitters, the integration of the EAM and the SOA
allows for a simpler operation of the tuneable laser.
This structure improves the wavelength stability of the
tuneable laser since the laser is always biased with con-
stant currents and constant power even when the ONU
is blanked.

The most common designs of widely tuneable
lasers used presently are the modern variants of the
sampled-grating distributed Bragg reflector (SG-DBR)
lasers [30.45] and the super-structure grating DBR
(SSG-DBR) lasers [30.46]. The main disadvantage of
these types of lasers is their fabrication complexity
which includes multiple epitaxial growths requiring
high tolerance steps for creating the grating structures,
which in turn leads to a higher cost. Over the past few
years, new designs for tuneable lasers have been de-
veloped by etching slots into Fabry–Pérot lasers. The
slots are etched through the upper waveguide, but not
through the active quantumwell region. This introduces
reflections into the cavity and perturbs the longitudinal
mode. By injecting currents into each section the local
gain and refractive index can be changed and the over-
all gain and phase resonances can be adjusted thereby
achieving tunability of the device [30.47]. The slotted
Fabry–Pérot (SFP) lasers require only a single epitax-
ial growth process and standard lithography techniques,
which greatly reduces the fabrication complexity and
gives high yield [30.48, 49] and should achieve a pro-
duction cost similar to Fabry–Pérot lasers. Deep etches
in the waveguide can also be used to integrate other
components with the SFP tuneable laser and since this
is done lithographically it will not increase the fabrica-
tion costs substantially. Figure 30.11 shows a picture
of a complete transmitter design integrating the SFP

laser with a wavelength and power monitor [30.50], an
electroabsorption modulator (EAM) for data modula-
tion and a semiconductor optical amplifier for control
of the optical output power.

Another time-consuming and expensive procedure
for tuneable laser manufacturing is precharacterization
at source. A laser with 80 channels over a 50GHz grid
might require up to 30min to be calibrated precisely
in wavelength for one power level. Because of the in-
terdependency between output power and wavelength,
the calibration would need to be performed at each
power level. As mentioned in Sect. 30.3.2, the coarse
wavelength calibration of the tuneable laser at only one
power level could substantially reduce the overall time
required for factory calibration and hence the cost.

The main technical issues that need to be addressed
by the wavelength referencing and control are rogue
wavelength behavior, fine tuning, and SMSR control.
Rogue behavior happens when an ONU transmits on
a wavelength assigned to another set of users and hence
interferes with the TDMA traffic. This could happen
maliciously to disrupt the traffic in the PON or because
of faulty equipment, ageing, etc. The ONU laser might
start up on the wrong channel or it might drift outside
its assigned channel during operation. The ONU can be
actively controlled to avoid this behavior, for example
with feedback from the OLT [30.39, 51, 52]. A passive
control could also be used by introducing filters. SMSR
can also become a critical issue when a number of ONU
transmitters working at different wavelengths are mul-
tiplexed on a PON, as the out-of-band side-modes from
a transmitter can fall within the band of another chan-
nel. Assuming a worst-case scenario, the strongest side
modes from the various active ONUs could all over-
lap within the band of another active channel and the
noise generated would effectively add. As an example,
40 channels would add up as roughly 16 dB reduction
in SMSR. High-quality tuneable lasers might have an
SMSR high enough to allow operation even in the worst
case described. However, the use of a cheaper tuneable
laser implies that the SMSR might not be as control-
lable and that drifts in temperature and ageing might
require fine tuning of the laser to minimize the impact
of poorer SMSR performance.
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Figure 30.10 shows an example of one possible full
ONU structure, which includes a filter between the net-
work fiber and the integrated tuneable transmitter. This
filter serves several functions: it reduces injected power
from the downstream channels into the ONU laser; it
suppresses out-of-channel emission from the ONU laser
in the upstream direction; it can be used to select cal-
ibrated downstream wavelengths; and it can prevent
spurious wavelengths being transmitted upstream when
the ONU is tuning to the correct wavelength. As the fil-
ter suppresses out-of-channel emission from the ONU
laser, the SMSR requirements of the tuneable laser are
reduced. For example, if the tuneable laser, as an in-
dividual component, has only 25 dB SMSR, the filter
can easily increase that to 35 dB. This lower SMSR re-
quirement of the ONU laser component also helps to
simplify laser design and reduce cost.

Transient Stabilized EDFAs and Linear SOAs
Important elements of the LR-PON are the optical am-
plifiers in the AN at the old LE/CO sites. These must be
carefully designed in order to support the long reach
and the high number of users targeted by the LR-
PON architecture. A key parameter is the noise figure
of the amplifier which must be as low as possible in
order to maintain the OSNR (optical signal-to-noise
ratio) of the upstream channels within acceptable lev-
els. The amplifiers should also provide a high gain and
high output power in order to overcome the high split-
ting loss of the access and the long metro section of
the LR-PON. Solutions that employ multiple single-
channel amplifiers multiplexed in the AN have been
demonstrated to be able to support long reach (be-
yond 100 km) and large numbers of users per channel
(512 or 1024) [30.10]. However, from a system flex-
ibility point of view the best option would be to use
a single multichannel amplifier for each direction in
the LE, which would maintain the transparency of the
AN. Cost and form factor of the AN equipment would
also be lower for the single multichannel amplifier so-
lution.

EDFAs are very strong candidates for this applica-
tion due to their good overall performance in terms of
low noise figure, high gain and high output power and
the ability to provide these characteristics in a system
with a large number of channels. EDFAs also have the
advantage of being mature components that are widely
used in metro and core networks which makes them at-
tractive for deployment in an access scenario.

SOAs are also an attractive amplification platform
due to their small size, the potential for hybrid and
monolithic integration, and the capability to be de-
signed to operate in wavelength regions outside the
C-band. The major disadvantage of SOAs is the distor-

tion induced by the pattern-dependent gain saturation
when they are operated in the saturation regime. Re-
cently SOAs with large output saturation powers, and
hence wide linear operation regions, have become com-
mercially available [30.53]. Compared to earlier gen-
erations of SOAs, these devices also exhibit relatively
low noise figures of the order of 7 dB. While the output
power of these linear SOAs is sufficient for application
in the AN of LR-PON systems, the gain of these devices
is usually limited to around 12�15 dB, which requires
the use of a cascade of at least two devices in order to
achieve the gain required by the AN. An example of
an AN configuration using these devices can be found
in [30.54]. Despite the promising results obtained using
linear SOAs, in the remainder of this section we will
focus on designs of the AN based on EDFAs which,
due to their superior noise figure and higher saturated
output power, achieve the ultimate performance of the
LR-PON systems.

Another important aspect of the amplifiers used in
the upstream direction is that they need to be able to op-
erate with high dynamic range burst signals. In the past
EDFAs have been typically designed to operate with
continuous traffic in conventional metro and core net-
works. The high dynamic range of the high-speed burst-
mode upstream channels of a PON architecture can gen-
erate significant impairments due to saturation-induced
gain transients in EDFAs unless suitable mitigation
strategies are employed. However, the requirement to
support channel add/drop in reconfigurable WDM net-
works containing ROADMs, has driven recent develop-
ments in EDFA transient control circuitry [30.55] that
also provide solutions for supporting burst-mode traffic
in LR-PONs.

The fast gain control in these EDFAs is usually
based on a mix of feed-forward and feed-back gain
control. The feed-forward part of the control acts on
the pump laser by measuring the input power to the
EDFA with a fast photodiode, followed by a fast con-
trol scheme which reduces the pump laser bias when
the input power decreases. The feed-back part is used to
improve the precision of the gain setting and operates
on slower time scales using the power readings of the
input and output power. The fast gain control in these
EDFAs is capable of reducing the majority of the gain
transient. However, there is a residual transient usually
of the order ofC/�0:5 dB depending on the duration of
the bursts and the wavelength [30.55, 56]. In LR-PON
applications where a number of these EDFAs are con-
catenated (particularly for the amplified chain solution
for rural areas see Fig. 30.5) the residual transient could
potentially accumulate. Hence, it is important to test the
amplifier chain using burst patterns that are as close as
possible to realistic traffic patterns.
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As an example in [30.56] the impact of upstream
burst traffic on EDFAs located in an LR-PON with
chained ANs is examined using an upstream signal,
generated by a pair of ONUs creating alternating bursts
of different powers, as the test data channels and ASE
(amplified spontaneous emission) to emulate a fully
loaded system with 40 channels, concatenating a total
of 5 EDFAs. The amplitude of the ASE used to emulate
the upstream channels was modulated asynchronously
relative to the ONUs bursts with a 50% duty cycle caus-
ing a large change in the overall input power of the
upstream EDFAs. The accumulated residual EDFA gain
transient increases with the increase in the period of
the add and drop events but tends to a constant value
of around 1:2 dB for periods beyond 100�s, which is
similar to the maximum burst duration for current PON
standards. In [30.56], the bit error rate (BER) is also
measured in real time on the alternating bursts using
an field programmable gate array (FPGA) setup, show-
ing only a marginal impact of the 1:2 dB residual EDFA
transient.

Burst-Mode Electronic Dispersion
Compensation (BM-EDC) in LR-PONs

The problem of the dispersion compensation in the LR-
PON can be addressed in several different ways. Disper-
sion compensation fiber (DCF) or dispersion compen-
sation modules using fiber gratings can be used at the
amplifier locations in order to fully or partially compen-
sate the dispersion in the downstream or upstream link.
However, the DCF or fiber gratings would need to be
predetermined at deployment stage and will likely re-
quire specific planning and engineering depending on
network topology and the customer distribution. The
use of predistortion or chirp optimized transmitters to
partially compensate the dispersion of the link has also
been demonstrated in LR-PON in combination with
other dispersion compensation techniques.

Another solution to the dispersion compensation
problem is the use of EDC at the receiver. EDC has
the advantage that it adapts to the dispersion of the link
and hence it does not require preplanning at the deploy-
ment stage. There are several ways to implement EDC
for optical systems, from the more complex schemes
using coherent receivers followed by digital signal pro-
cessing (DSP), which provide the best performance
with thousands of km of standard single-mode fiber
compensation, to the simpler schemes using a direct
detection receiver and analog or mixed-signal feed-
forward equalizer (FFE) combined with a decision-
feedback equalizer (DFE). With direct detection, phase
and polarization information is lost, which limits the
dispersion tolerance achievable by the EDC compared
to the coherent receiver schemes or to DCF. However,

dispersion tolerance of around 100 km as required in
LR-PON is achievable at 10Gb=s using direct detection
as demonstrated experimentally in [30.57]. Analog or
mixed-signal fractionally spaced FFE/DFE have found
wide application in optical receivers, where the use
of deep submicron CMOS (complementary metal ox-
ide semiconductor) technologies enables circuits with
a relatively low power consumption, around 1W, to be
implemented. For access applications, where cost and
power consumption are major concerns, the FFE/DFE-
based EDC has many advantages.

The use of EDC in the LR-PON downstream di-
rection would require an increase in complexity at the
ONU receiver compared to currently available PONs,
but it could make use of relatively standard approaches
that are common in electrical backplanes. In the up-
stream direction the cost and complexity added to the
OLT receiver can be shared by all the users of the LR-
PON. EDC also has the advantage of presenting no
insertion loss, a negligible physical volume, reduced
CapEx and inventory cost since the same chip can adapt
to all the dispersion values of the LR-PON and, depend-
ing on the EDC implementation choice, a negligible
additional power consumption.

Recently, there has also been interest to support
larger differential reaches in PONs, as evident in recent
updates to the ITU-T GPON and XGPON standards
which now support a 40 km differential reach rather
than the conventional 20 km [30.58]. If EDC can be
made adaptive from one burst to the next (BM-EDC),
high differential reach can be supported [30.57, 59,
60]. Experimental demonstrations of FFE/DFE-based
BM-EDC in optical links suitable for LR-PONs us-
ing off-line processing have been presented in [30.60],
where the BM-EDC can also be used to correct distor-
tion introduced by the ONU transmitter.

Recent work has shown that the BM-EDC chip
can replace the BM-CDR (clock and data recovery)
chip and hence chip size and the power consumption
target for the BM-EDC functionality is even further re-
laxed [30.60]. As explained in detail in [30.60] the FFE
is effectively performing the same function as an over-
sampling BM-CDR which requires selection of a new
optimum clock phase for each burst. This is an im-
portant result as it also shows how the BM-EDC is
effectively substituting for the BM-CDR and hence it
is not increasing the number of elements in the receiver
chain compared to an OLT without BM-EDC.

Several challenges need to be overcome in order
to realize BM-EDC. Firstly, BM-EDC requires a linear
receiver front-end, in order to accurately preserve the
pulse-shape of the incoming optical signal and hence
be able to compensate for the effects of dispersion and
bandwidth restriction. The upstream receiver of a PON



Long-Reach Passive Optical Networks and Access/Metro Integration 30.4 Physical Layer Design 973
Part

D
|30.4

Photodiode
Linear
BM-TIA
& BM-PA

OLT clock
OLT clock

Linear
burst-mode
receiver Burst

envelope
detector Burst envelope Burst envelope

Burst-mode
EDC

End of prev. burst Guard time LBMRx settling Training sequence

Delay absorbed by FFE

LBMRx
output

a) b)

Fig. 30.12a,b OLT receiver with BM-EDC (a) and timing relationships (b)

is a specialized component that is able to work with
a wide dynamic range of the optical power of the burst
coming from different ONUs, which could be of the
order 20 dB or more if power leveling is not imple-
mented, and at its output equalizes the amplitudes of
the bursts. Such a component is called a burst-mode re-
ceiver and in today’s PON the amplitude equalization is
obtained using several stages of amplification with vari-
able gain adjusted based on the average optical power
of the burst. However, these receivers usually employ
limiting amplifiers, which introduce nonlinear distor-
tion on the pulse shape, reducing the efficacy of EDC.
BM-EDC therefore requires the use of a linear BMRx,
rather than today’s burst-mode receivers which are lim-
iting in nature. Linear receivers working in burst mode
at 10Gb=s have been recently demonstrated in the liter-
ature [30.61]. Figure 30.12a shows a top-level diagram
of an OLT receiver implementing BM-EDC. The lin-
ear BMRx linearly amplifies the incoming bursts such
that these all have the same amplitude. Additionally,
the linear BMRx can provide a burst envelope signal to
the BM-EDC chip for timing purposes. Figure 30.12b
shows the timing relationships between relevant sig-
nals: the preamble of each burst consists of a first part
which is used by the linear BMRx to properly set its
gain, and a second part which contains the training se-
quence for the BM-EDC.

BM-EDC also requires a training sequence em-
bedded in the preamble of each burst [30.59]. The
number of training symbols needs to be small in or-
der to minimize the impact on traffic efficiency. Tap
adaptation within 500 bits has been observed experi-
mentally [30.60] for the relatively simple case of the
widely used least mean square (LMS) algorithm used
for tap adaptation, which is compatible with burst-mode
applications provided the LMS algorithm is imple-
mented in an IC (integrated circuit) with low additional
overhead. The results of these experiments can be seen
in Fig. 30.13 corresponding to a chromatic dispersion
of 1400 ps=nm. When using the more efficient recur-
sive least squares (RLS) algorithm, faster convergence

500 1000
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0.5

1.0

Mean squared error

Training length (bits)

1/τ ��Rate of convergenc e

τRLS τLMS

≈ 5τRLS

τLMS

Fig. 30.13 Comparison of LMS and RLS algorithms

within around 100 bits can be observed at the cost of
an increased algorithm complexity. The overhead intro-
duced in the preamble by the training sequence of both
algorithms is compatible with current PON protocols
and further trade-offs between algorithm complexity
and training sequence length are also possible [30.60].

30.4.2 Physical Layer System Design

The system design of an LR-PON physical layer is sub-
stantially different from a conventional standard-reach
PON. The main difference is the introduction of optical
amplifiers to increase both the reach and the split ratio
supported by the system. The location of the optical am-
plifiers is bounded by deployment considerations and
the network topology as introduced in Sect. 30.2. Op-
tical amplifiers introduce optical noise, in the form of
ASE, which generates a system impairment that is not
present in conventional standard-reach PONs. The loca-
tion of the optical amplifiers also introduces an intrinsic
asymmetry in the LR-PON, where optical preampli-
fiers located before the OLT receiver at the MC-node
can be used in the upstream direction, since they are
shared by all users of the LR-PON, while in the down-
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stream direction optical preamplifiers are less likely to
be employed in the ONU receiver for cost reasons. As
a result, the upstream receiver of LR-PONs works in
a regime where the sensitivity is affected by both the
thermal noise and the optical noise present on the up-
stream signal, while the downstream receiver sensitivity
is mainly affected by thermal noise. In the follow-
ing subsections the specifications of the upstream and
downstream transceivers for LR-PONs will be first re-
viewed and then these specifications will be used as the
starting point of the system level design of the LR-PON
physical layer for two different topologies for dense ur-
ban areas and sparsely populated rural areas.

Upstream and Downstream
Transceiver Specifications

The performance of transmitters and receivers for both
the upstream and downstream link are of key impor-
tance for the design of the full system. In the PON
standards the maximum output power varies with the
classes of the ONUs, with powers up to C9 dBm.
Usually these high powers are obtained using directly
modulated lasers. However, the maximum output power
that might be available from a widely tuneable transmit-
ter are slightly lower due to the more complex structures
required. The SOA in the output of the transmitter is the
key limiting element in terms of power. A typical 1 dB
saturation power for a monolithically integrated SOA is
around C10 dBm. This corresponds to the peak output
power before the SOA starts to saturate and create dis-
tortion on the signal due to gain patterning and hence
corresponds to the maximum power in the 1 level of the
output signal. Higher power SOAs are available as dis-
crete components, but they are still highly specialized
components that require a large bias current (around
500mA) and their prospect for integration is not clear.
Considering a 2 dB coupling loss combined with loss
for diplexer or a circulator and a modulation loss of
3 dB, the output power of an SOA-based widely tune-
able transmitter is in the order ofC5 dBm.

In conventional nonamplified PONs, the burst-
mode receiver works in a thermal-noise-limited regime,
where the sensitivity is affected by the thermal noise
of the photodiode and by the noise figure of the vari-
able gain electrical amplifiers. However, in LR-PONs,
because of the use of optical amplifiers in the up-
stream link, the burst-mode receiver of the OLT works
in a different regime, where the sensitivity is affected
by both the thermal noise and the optical noise present
on the upstream signal. While the optical noise is in-
herently present in an optical amplified link, the OLT
burst-mode receiver cannot work in the fully optically
preamplified regime, where the thermal noise becomes
negligible, because of the requirements of maintaining
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Fig. 30.14 BER as a function of the received power for
varying levels of OSNR for a typical PIN-based 10Gb=s
receiver (electrical bandwidth 7:5GHz, ER 9 dB, receiver
sensitivity at 1�1010 of �19:5 dB, optical filter 3 dB band-
width 25GHz)

a large dynamic range. If power leveling is imple-
mented then the dynamic range performance can be
relaxed and the full optical preamplified regime could
be exploited. However, in the following description we
consider a burst-mode receiver for a PON system oper-
ating with a large dynamic range.

In order to estimate the performance of a burst-
mode receiver working in the regime where thermal
noise is significant, we can model a receiver work-
ing at 10Gb=s, with an equivalent noise bandwidth of
7:5GHz, which provides a sensitivity of �19:5 dBm
at 1�10�10 BER for an extinction ratio of 9 dB with
no optical noise present (OSNR > 50 dB) as shown in
Fig. 30.14, which is a typical performance for a PIN-
based 10Gb=s receiver. We can now include the effect
of the optical noise, by reducing the OSNR of the in-
coming signal assuming a bandwidth of 25GHz for
the optical filter, which is typical of filters used for
50GHz-spaced WDM signals. The FEC (forward-error
correction) threshold of 1�10�3 BER is reached for dif-
ferent values of the received power depending on the
OSNR of the upstream signal. However, in a burst-
mode system without power leveling, the minimum
received power is limited by the dynamic range of the
incoming signal and by the overload level of the burst-
mode receiver, which is fixed by its design. If we take
the example of [30.61], an overload at 1�10�3 BER
higher than 0 dBm has been demonstrated for a linear
burst-mode receiver and an experimental demonstration
of an LR-PON with a dynamic range of 18 dB has been
presented in [30.54] using such a receiver. Using these
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results we can assume a received power of �18 dB for
the lowest power of the dynamic range which results in
a minimum required OSNR of 13 dB at the FEC thresh-
old of 1�10�3 BER, without including system margin
or nonideal receiver behaviors.

In the downstream link transmitter, the maximum
output power does not directly affect the performance
of the link because of the optical amplifiers located
in the MC-nodes and ANs prior to the backhaul fiber
loss and the high split loss ODN. The typical output
power of around 0 dBm of commercially available tune-
able transmitters is sufficient to maintain a high OSNR
value. Because ONU downstream receivers are unlikely
to employ optical amplification for cost reasons, their
sensitivity will hence be limited by thermal noise alone.
It should also be noted that because the downstream
link operates in continuous mode the transmitter does
not present any special burst-mode requirements. The
NG-PON2 standard specifies ONU receivers for the
downstream link at 10Gb=s with a tuneable filter with
a sensitivity of �28 dBm at 1�10�3 BER [30.40]. Sen-
sitivities of �30 dBm were demonstrated in [30.54, 56]
using a receiver with an APD (avalanche photodiode)
and a tuneable filter, which complies with the values
required by the NG-PON2 standard accounting for mar-
gin and manufacturing tolerances.

Dense Urban Networks
In a densely populated area, where there are a large
number of subscribers within a 10�20-km reach of an
LE/CO site, a single AN can be used between the MC-
node and the ODN. This is the most common LR-PON
design in the literature and it is sometimes referred to as
tree-like or lollipop LR-PON topology (Fig. 30.16). As
discussed earlier in Sect. 30.2.3 the AN can be dual par-
ented for resiliency and protection purposes, with the
protection path usually giving the more stringent con-
straint in terms of length. Overall reaches in the region
of 100 km need to be targeted in order to support the
node consolidation in the core network as discussed in
Sect. 30.1.1.

The fiber link between the MC-node and the AN
(usually referred to as backhaul link) can be rela-
tively long and can introduce a large loss, for example
27 dB for 90 km considering end-of-life loss for the de-
ployed fiber of 0:3 dB=km. Conversely, the ODN also
introduces high loss because of the need to support
a large number of users (up to 1024), which corre-
sponds to 35 dB of loss considering the 10 log.1024/dB
splitting loss plus excess splitter losses of order
0:5 log2.1024/dB, and added to this is the ODN fiber
loss. The design of the LR-PON should also consider
the intrinsic asymmetry of the LR-PON, where optical
preamplifiers can be used in the upstream direction be-

fore the OLT receiver at the MC-node, since they are
shared by all users of the LR-PON, while in the down-
stream direction optical preamplifiers are less likely to
be employed in the ONU receiver for cost reasons.

Because of this asymmetric design for the two
signal directions, the downstream will be mostly con-
strained by the sensitivity of the ONU receiver and in
turn by the power launched in the ODN from the AN,
which requires the use of high-power optical amplifiers
and a multichannel design. Conversely, the upstream
link is constrained by the OSNR and the required
dynamic range at the OLT burst-mode receiver. The
OSNR of the upstream signal is mostly affected by
the optical amplifier in the AN, which should therefore
have a low noise figure. However, since the link towards
the MC-node can also present a large loss, the optical
preamplifier in the MC-node will further reduce the up-
stream OSNR and it needs to be taken into account in
the system design. The dynamic range between con-
secutive bursts of the upstream signal also introduces
a stringent requirement on the performance of the OLT
burst-mode receiver, particularly if power leveling, out-
lined briefly in Sect. 30.3.2, is not implemented.

Figure 30.15 shows a simple and effective design
for the AN where a 4� 4 coupler part of the ODN split
is included in the node to separate and aggregate the
downstream and upstream path optical amplifiers and
also to provide access to the protection path optical am-
plifiers [30.54]. At the metro/core node side, optical
amplifiers are used to boost the downstream before it
enters the backhaul fiber and to amplify the upstream
before the OLT receiver. A fixed DWDM component
used in conjunction with an optical switch provides the
wavelength routing flexibility to and from the OLTs.

In the upstream path the power of the ONU trans-
mitter can be fixed at C5 dBm, which is a reasonable
assumption for a low cost widely tuneable transmit-
ter. The power at the input of the EDFA in the AN is
limited by ODN loss, which limits the OSNR of the
upstream signal after the AN. The ODN loss depends
on the fiber present in the ODN and on the split ra-
tio, which includes the 4� 4 coupler inside the AN.
For the following calculation a worst-case ODN fiber
length of 20 km is assumed. The gain of the EDFA in
the AN can be determined by the difference between
the output power launched into the backhaul fiber and
the input power. The power launched in the backhaul
fiber is limited for practical reasons in order to reduce
nonlinear effects on the upstream signal. With this in
mind, we limit the power of the loud bursts to less than
C3 dBm, with slightly different powers for the three
split ratios considered due to the different accumulation
of the differential loss in the ODN. This corresponds
to the upper limit of the dynamic range and the power
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of the soft burst can be obtained by subtracting the dy-
namic range. The dynamic range is considered to be
introduced only by the differential loss of the splitters/
couplers, connectors, and splices in the ODN path. For
the three overall split ratios considered, 512, 1024, and
2048 the dynamic ranges used in the following calcula-
tion are, respectively, 9.2, 10.2, and 11:2 dB. The OSNR
of the upstream signal is further degraded by the EDFA
in the CN and the effect on the OSNR depends on the
loss of the backhaul link. The gain of the EDFA in the
CN is then determined by the input power required by
the burst-mode receiver for the soft packets (highest at-
tenuation path). In other words, the dynamic range of
the upstream is adjusted to fit within the dynamic range
of the burst-mode receiver using the EDFA gain.

By using the design in Fig. 30.15 with the values
in Table 30.2 for the component losses and the am-

plifier gains in Table 30.3 as a function of the split
ratio, the OSNR of the soft burst of the upstream sig-
nal can be calculated as a function of the split ratio
and of the length of the backhaul link as presented in
Fig. 30.16a,b. Considering a minimum required OSNR
of 13 dB for the soft burst it is clear the maximum split
achievable by the long-reach PON is 1024. The results
also show that the length of the backhaul link plays an
important role beyond 80 km both for 1024 and 512
split ratio. For a link length of 90 km and a split ratio
of 1024 the OSNR is just equal to the required 13 dB
with no margin, while for 100 km the required OSNR
cannot be met by any split ratio analyzed. Considering
that the calculation included the loss of 20 km of fiber
in the ODN, an overall reach of 100 km can be achieved
for this LR-PON design with a split ratio of 1024 con-
serving a moderate margin.
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Table 30.2 Nominal and worst-case losses of components
used in the LR-PON designs

Insertion loss
(nominal)

Insertion loss
(worst case)

1�2 Coupler 80% �1:0 �1:2 dB
1�2 Coupler 20% �7:0 �8:0 dB
4�4 Coupler �6:0 �7:0 dB
Connector 0 �0:5 dB
Splice 0 �0:3 dB
Band filter – �0:5 dB
Optical switch 2 2 dB
Wavelength mux/
demux

6 6 dB

Fibre loss
end of life (EOL)

– �0:3 dB=km

Insertion loss
(nominal)

Insertion loss
(worst case)

1�2 Coupler 80% �1:0 �1:2 dB
1�2 Coupler 20% �7:0 �8:0 dB
4�4 Coupler �6:0 �7:0 dB
Connector 0 �0:5 dB
Splice 0 �0:3 dB
Band filter – �0:5 dB
Optical switch 2 2 dB
Wavelength mux/
demux

6 6 dB

Fibre loss
end of life (EOL)

– �0:3 dB=km

Conversely, the design of the downstream link is de-
termined by the sensitivity of the receiver in the ONU
and by the ODN loss. As mentioned above, the NG-
PON2 standard specifies ONU receivers at 10Gb=s
with a tuneable filter with a sensitivity of �28 dBm at
1�10�3 BER [30.40], which is also used in these calcu-
lations. The AN EDFA output power can be calculated
for the various maximum ODN losses and the receiver
sensitivity, while the gain depends on the input power.
For 512 and 1024 split ratio and 20 km of ODN fiber the
output power of the EDFA per channel needs to be at
least 9:5 dBm and 13 dBm, respectively. Because of the
4�4 coupler located in the AN, the power at the output
of the AN is � 7 dB lower and hence around 2:5 dBm
and 6 dBm, respectively, which reduces the concerns
about eye safety levels and nonlinearities in the ODN
fiber.

Since the system targets multiwavelength operation,
with up to 40 channels in each direction, the overall
power of the EDFAs is 16 dB higher than the single
channel power, which brings the overall power for the
EDFA in the AN to C25:5 and C29 dBm, respectively,
for 512 and 1024 split ratio. The EDFA power re-

Table 30.3 EDFA gain as a function of the split ratio for different backhaul lengths

Split AN upstream CN upstream
40 km 60km 80 km 90km 100 km 40 km 60km 80 km 90km 100 km
(dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)

512 25 25 25 25 25 13 19 25 28 31
1024 28.5 28.5 28.5 28.5 28.5 13 19 25 28 31
2048 32 32 32 32 32 13 19 25 28 31

Split AN upstream CN upstream
40 km 60km 80 km 90km 100 km 40 km 60km 80 km 90km 100 km
(dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB) (dB)

512 25 25 25 25 25 13 19 25 28 31
1024 28.5 28.5 28.5 28.5 28.5 13 19 25 28 31
2048 32 32 32 32 32 13 19 25 28 31

Table 30.4 Output power required for the AN EDFAs

Upstream Upstream Downstream Downstream
Split 1 channel 40 channels 1 channel 40 channels

(dBm) (dBm) (dBm) (dBm)
512 �4 12 9.5 25.5
1024 �3 13 13 29

Upstream Upstream Downstream Downstream
Split 1 channel 40 channels 1 channel 40 channels

(dBm) (dBm) (dBm) (dBm)
512 �4 12 9.5 25.5
1024 �3 13 13 29

quired by the 1024 split ratio is particularly high, but
still achievable with commercially available devices. It
should be noted that the EDFAs in the downstream path
are always operating in continuous mode which sim-
plifies the requirements on the pump control scheme
and the overall complexity of the EDFAs. The down-
stream link from the MC-node to the AN does not
introduce substantial challenges in terms of OSNR or
power budget. With the large number of channels in the
downstream direction, nonlinearities and in particular
nonlinear crosstalk should be avoided by maintaining
a launched power in the backhaul fiber around 0 dBm
per channel, even if channel interleaving is not em-
ployed. Table 30.4 summarizes the output powers per
channel and for all 40 channels for the EDFAs located
in the AN for split ratios of 512 and 1024.

Sparse Rural Networks
The amplified chain design distributes the overall split
that is achievable between a number of chained ANs
and hence it is more suited for sparsely populated rural
areas. The basic design criteria for the amplified chain,
shown earlier in Fig. 30.4, is that the channel powers at
the input of each AN should be the same for the whole
chain. This implies that the optical amplifiers acting as
line amplifiers along the chain should exactly compen-
sate the loss of the fiber span after the AN as well as
the internal loss inside the node due to the additional
components, which include the asymmetric 20/80 cou-
plers, connectors, splices, and dispersion compensation
modules if present. Because in general the upstream
channel is limited by a lower OSNR due to the large
losses introduced by the ODN prior to the first stage of
amplification, the asymmetric 20/80 couplers provide
a better compromise compared to a symmetric 50/50
coupler in terms of the insertion losses of the upstream
add-path. The structure of an AN for the amplified chain
design is shown in Fig. 30.17 which also shows the flow
of the downstream and upstream traffic. In practice, it
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would be costly and inefficient to specify the optical
amplifier gains for each AN. Instead schemes providing
variable gain optical amplification should be employed
and tailored to the span loss during commissioning of
the system.

The lowest gain for the optical amplifier is given
by the case where the fiber span is zero and the ampli-
fier needs only to compensate for the losses of the two
20/80 splitters that are in the backhaul fiber path, one
connected to the 80% port and the other to the 20% one.
Considering realistic losses for the two 20/80 splitters
and the splices between the components, their overall
loss can be estimated to be 9:5 dB. The AN is assumed
to be connectorized at the input and output, which adds
0:5 dB for each connector. The minimum gain of the
optical amplifier is hence 10:5 dB. Conversely, the max-
imum gain is determined by the maximum length of
the fiber span, by adding the fiber loss to the minimum
gain. We consider a maximum distance between nodes
of 60 km, which is a typical maximum length for un-
amplified spans in metro ring networks. Considering an
end-of-life fiber loss of 0:3 dB=km, the maximum gain
required from the amplifier is 28:5 dB. This value is eas-
ily achievable using EDFAs with a dual-stage configu-
ration. To simplify the calculation of the system OSNR
during the design phasewe assume that the variable gain
optical amplifiers are obtained using amplifiers with
a fixed gain of 28:5 dB followed by an optical attenuator,
which corresponds to a worst case in terms of OSNR.

The downstream and upstream path can be reversed
for protection in case of equipment failure, when the
protection CN becomes the active node. For this reason,
the downstream and upstream paths in the chain should
be designed with the same criteria and using amplifiers
able to support the worst case for either path in terms of
the maximum output power.

In the upstream path the power at the input of the
first optical amplifier is constrained by the ONU trans-
mitter power and by the losses in the ODN and inside
the AN. Since the gain of the optical amplifier is ef-
fectively fixed by the span loss, the power per channel
remains the same at the input of each optical ampli-
fier in the ANs. The final optical amplifier in the chain
is located in the MC-node and is used to overcome
the loss introduced by the wavelength demux and op-
tical switch and to align the power of the incoming
upstream channels to the burst-mode receiver dynamic
range.

Following these considerations the only variables
in the design are the ODN loss (directly related to the
number of users supported by each AN) and the num-
ber of ANs in the chain. These two parameters will
determine the OSNR at the OLT receiver and hence
the performance of the system. In the evaluation of the
effect of the ODN split, it is critical to consider the
worst-case loss introduced by the splitters and the fiber.
Hence, we assume the maximum length of the ODN to
be 20 km, which is typical of deployed PONs today, and
then vary the splitting factor which causes the ODN loss
to vary in discrete steps.

The OSNR at the OLT receiver can then be calcu-
lated for the three ODN losses, corresponding to 128,
256, 512 split ratios, as a function of the number of the
ANs present in the chain (Fig. 30.18). As expected the
OSNR drops more quickly for the larger split ratios be-
cause of the lower power at the input of the EDFAs.
Considering the minimum OSNR for the soft packet of
13 dB, the maximum number of nodes supported by the
512 and 256 split ratios is 3 and 7 respectively, while
the 128 split ratio can support more than 10 ANs. The
total split factor supported by the network (ODN split
multiplied by number of ANs), shows a very similar
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trend for the three ODN split ratios with only a small
penalty for higher ODN split. The overall total split of
the network is between 1536 and 2048. The lower ODN
split can achieve a higher total split and is more flexi-
ble in supporting a wider geographical distribution of
the users, but at the cost of a larger number of ANs and
hence a larger capital cost. Because of the design rules
utilized, the EDFA output power is higher for the lower
ODN split ratios and decreases as the split increases.
Considering the nominal channel power as the power
in the center of the dynamic range, for each factor of 2
in the ODN split the EDFA output power decreases by
3 dB (Table 30.5).

Because the downstream and upstream path can be
reversed for protection in case of equipment failure, the
gain of the EDFAs in the downstream direction is the
same as for the upstream direction and hence fixed by
the span loss. The gain of the last EDFA before the
ODN, which we will refer to as the EDFAdrop, is deter-
mined by the sensitivity of the ONU receiver and by the
ODN loss. As for the lollipop case, we assume an ONU
receiver sensitivity of �28 dBm at 1�10�3 BER. The
EDFAdrop output power can be calculated for the vari-
ous maximum ODN losses and the receiver sensitivity,
while the gain will depend on the input power. For sim-

Table 30.5 Chain of ANs: Output power required for the AN EDFAs

Upstream Upstream Downstream Downstream Total
Split 1 channel 40 channels 1 channel 40 channels 40 channels

(dBm) (dBm) (dBm) (dBm) (dBm)
128 4.5 20.5 4.5 20.5 23.51
256 1.5 17.5 4.5 20.5 22.26
512 �1:5 14.5 4.5 20.5 21.47

Upstream Upstream Downstream Downstream Total
Split 1 channel 40 channels 1 channel 40 channels 40 channels

(dBm) (dBm) (dBm) (dBm) (dBm)
128 4.5 20.5 4.5 20.5 23.51
256 1.5 17.5 4.5 20.5 22.26
512 �1:5 14.5 4.5 20.5 21.47

ilarity with the upstream, we fix the input power to the
in-line EDFA in the AN to �24 dBm (the nominal input
power for the 128-split ratio case). The EDFAdrop gains
for the 128, 256, and 512 split ratio are respectively 25,
28.5, and 32 dB. As the number of ANs increases the
OSNR of the downstream signal is reduced. The OSNR
is reduced to 18 dB for a chain of 10 ANs, which cor-
responds approximately to 1 dB power penalty at the
1�10�3 BER sensitivity level. This is important for
the 128-split ratio case, where a larger number of ANs
might be deployed. In this case, the power launched
from EDFAdrop should be increased to account for the
OSNR power penalty. However, this does not signifi-
cantly impact the system design, as the 128-split ratio
case corresponds to the lowest power launched from the
EDFAdrop into the ODN.

Since the system targets multiwavelength operation,
with up to 40 channels in each direction, the overall
power of the EDFAs is 16 dB higher than the single
channel power. In the proposed protection scheme, the
upstream is also always transmitting in both directions
of the chain, towards both the active and the protec-
tion CNs. This implies that the inline EDFAs in the AN
have to be able to carry both the live downstream traf-
fic and the copy of the upstream traffic directed towards
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the protection CN. Since the traffic could be reversed
in the chain in the event of a failure, all the inline
EDFAs in the AN should be designed with the same
specifications in terms of maximum output power. Ta-
ble 30.5 summarizes the total power required by the

EDFAs for the three ODN split ratios examined. There
is only a marginal reduction in total power as the split
ratio increases in the ODN because of the reduction in
the upstream power, while the downstream power re-
mains the same.

30.5 Experimental Results for LR-PON Architectures
in End-to-End Networks

Some of the network concepts described in previous
sections have been recently demonstrated experimen-
tally both at the physical layer and in end-to-end system
demonstration [30.54, 56]. The results reported here de-
scribe the end-to-end network demonstration performed
using an SDN control plane implemented on the LR-
PON and a simplified core network. The LR-PON con-
figuration used in the end-to-end network demonstra-
tion is the tree-like, lollipop architecture using an adap-
tation of the XGPON protocol on the 10Gb=s channels.
The performance evaluation of different LR-PON ar-
chitectures was also performed at the physical layer in
order to study the limits in terms of achievable split
ratio for the different channel types targeted: 10Gb=s
PON, 100Gb=s coherent and fronthaul emulation. Two
variants of the LR-PON architecture are analyzed ex-
perimentally, the dense area (lollipop) architecture and
the sparse rural amplified chain design. The design cri-
teria for the two architectures have been described in the
previous sections, including a theoretical analysis of the
scaling achievable for these systems over a large param-
eter space (i.e., split ratio, total reach, number of ANs
in the amplified chain solution). For practical reasons,
the experimental demonstration and analysis in [30.54,
56] were limited to varying the split ratio, while main-
taining the same overall reach and, in the case of the
amplified chain, the same number of ANs.

30.5.1 Demonstration of Protection
and Dynamic Wavelength Services

The network architecture scenario implemented in
[30.54] incorporates a flexible DWDM-TDMA LR-
PON connected to a primary MC-node with a pro-
tection link to a secondary MC-node and a simplified
core network, which is emulated by three nodes, im-
plemented using electronic switches, interconnected
by fiber links supported by commercial transceivers
(Figs. 30.18 and 30.21). The network is controlled
through a software-defined network (SDN) control
plane, which enables dynamic service and capacity
provision over the LR-PON in response to changing de-
mand [30.25]. The overall SDN architecture follows the

open network foundation (ONF) architecture and de-
tails of the implementations can be found in [30.25, 26,
62–64]. This testbed setup was used to demonstrate two
main features:

1. The first is fast protection of a dual-parented LR-
PON, which shows the ability of the network to sup-
port a level of resiliency typically required for en-
terprise and mobile backhaul applications and also
allows implementation of failure recovery and load-
balancing schemes, which substantially reduces
cost in both IP and PON backup resources [30.65],
by increasing the ability to share protection equip-
ment across the network.

2. The second is the ability of the PON system to
allocate new wavelengths dynamically to offer ad-
ditional capacity to ONUs. Agile provisioning of
wavelength channels is essential to support het-
erogeneous applications in the network, which can
support highly differentiated quality of service, as
they allow ONUs to switch dynamically between
dedicated and shared channels, to suit their current
requirements.

Protection Experiment
Theprotection experiment demonstrates a dual-parented
LR-PON protectionmechanismwhere backupOLTs are
shared among PONs in an N W 1 scheme [30.65], and the
service restoration is provided over an end-to-end SDN-
controlled topology. The first step of the protection sce-
nario is the configuration phasewhere the controller car-
ries out an initial phase of path-precomputation, setting
up a backup path associated with the failure of a specific
PON. The precalculation considers the input and output
ports at the optical switch, the flow table configuration
of the Openflow SDN switch (both access and core),
and the configuration of the OLT flow table. For addi-
tional details of the PON activationmechanism operated
by the OLTs and ONU, the reader can refer to [30.64].
This is followed by a failure event, triggered by using
the optical switch to emulate a fiber cut in the backhaul
fiber link between the primary OLT and the AN. Loss
of signal in the upstream activates a countdown timer
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Fig. 30.19 Message exchange overview for the protection experiment

in the primary OLT, which on expiry generates a fail-
ure detection and an in-band alarm to the controller of
node 1. The duration of this timer takes into account all
normal silences on the PON due to the 1:25ms quiet
windows and 1:25ms RTT overmaximumdistance sup-
ported by the protocol of 125 km, for a total of 2:5ms.
Node 1 controller informs the overarching NetO, which
calculates a path to restore services to the ONUs. This is
required because of the dual-parented nature of the pro-
tection, where the ONUs will be served by a different
MC-node once protection is activated. Thus, data needs
to be rerouted acrossMC-nodes and directed towards the
protection OLT. Figure 30.19 gives a logical view of the
messages exchanged by the control plane during the pro-
tection process.

The results of service restoration time for the SDN-
control-plane-based protection mechanism are shown
in Fig. 30.20. The average restoration time over 70 mea-
surements was 41ms. In order to understand the effect
of centralizing both the NetO and the node controllers
(NCs), the above results are compared with the case
where the orchestrator and controllers are collocated
within the MC-node by setting the emulated intracon-
trol plane latencies at zero. These results are shown in
Fig. 30.20 as the basic protection line, which can be
accomplished within 27:8ms.

Figure 30.21 shows the breakdown of the various
timings that comprise the 41ms protection figure. The
hardware monitoring at the OLT can detect a failure in
the network in about 2:5ms. A further 1ms is taken for
the alarm packet to be created and sent to the MC-node
switch. The time needed by the protocol to reestab-
lish downstream synchronization is between 2 and
3ms, although additional time might be required for

Time (ms)
250

200

150

100

50

0
706050403020100

Event number

Basic protection
SDN control plane
DW

Fig. 30.20 Service restoration time for the protection
mechanism and the DWA through the implemented SDN
control plane

reranging [30.66]. Intra-control plane communication
is carried out through a dedicated network which em-
ulates latencies, of 4ms each between OLT and NetO,
as well as between NC and NetO. The latency and the
processing times for both the NCs is also emulated as
5ms each. The core network recovery happens in par-
allel to the access network recovery time. Within 15ms
of the failure, the optical and electronic switch com-
ponents and the backup OLT have been instructed to
reconfigure their protection paths and within 33ms af-
ter the failure, the electronic switch components within
the core and access are configured, and by 38ms, the
optical switch component is configured.
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DWA Experiment
The DWA use case exemplifies how capacity con-
straints in one PON wavelength channel may be over-
come by reallocating dynamically one or more end user
ONUs to a different wavelength channel in order to
assure quality of service or provide greater capacity.
This could also be used for the opportunistic provi-
sion of high-bandwidth services (on-demand video and
big data transfers), to specific PON users on a dynamic
basis. Since the DWA use case is aimed at capacity
provision, the wavelength and service reconfiguration
times targeted are in the region of a few hundred
milliseconds. It should be noted that although the wave-
length assignment is not carried out at the granularity
of individual burst transmission, the system is still re-
ferred to as a dynamic wavelength assignment as the
change in wavelength is dynamically and automatically
allocated by the controller as a response to an increase
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Fig. 30.22 Message exchange overview for the DWA experiment

in user capacity, rather than being statically assigned by
the network management plane.

The experiment setup for the control-plane message
exchange is shown in Fig. 30.22. As in the protec-
tion use case, the NetO orchestrates the provisioning
of the new path, according to its knowledge of the
full end-to-end topology, by instructing the NC. The
NC instructs both the optical switch and the secondary
OLT to provision a new wavelength. The OLT provides
an interface, through which the control plane can tune
the OLT transceivers to a given wavelength. Since the
ONU is remote from the control plane, the request to
tune to a different channel is also performed through
the OLT interface by the invocation of a custom LR-
PON protocol message. Using a custom implemented
physical layer operations, administration and mainte-
nance (PLOAM) message, the primary OLT requests
the ONU to tune to the wavelength provisioned by
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the secondary OLT. The NC then acknowledges that it
has completed the provisioning of the path through the
access portion of the network. In the ONU, DWA is im-
plemented by controlling the transceiver tuneable laser
using an I2C (inter-integrated circuit) bus and control-
ling the tuneable filter through a universal asynchronous
receiver-transmitter (UART) interface.

The DWA results shown in Fig. 30.20 refer to the
service restoration time when, in response to an in-
crease in traffic demand, the NetO instructs the core
network controller and the NC to provision the new path
and the ONU traffic is moved to a different PON chan-
nel, i.e., from event 4 to event 6. The average measured
provisioning time of 225ms is sufficient for service
reconfiguration, but it could be further reduced by an
optimized design of communication interfaces between
the ONU FPGA and the tuneable components.

30.5.2 Demonstration
of Multiservice Coexistence

The LR-PON architectures described in the previous
sections are inherently capable of carrying simulta-
neously different channel types at the physical layer
by utilizing DWA. Recent experimental demonstrations
evaluated the limits in terms of achievable split ratio
for the different channel types targeted for LR-PONs:
10Gb=s PON, 100Gb=s coherent Pt-Pt link and front-
haul emulation [30.54, 56]. Two variants of the LR-
PON architecture were analyzed experimentally, the
dense area (lollipop) architecture and the sparse rural
amplified chain design. Commercially available gain-
stabilized EDFAs are employed as in-line amplifiers in
the AN of both architectures to reduce the impact of
gain transients caused by the bursty nature of the up-
stream traffic [30.56]. The setups and the details of the
implementations for both alternatives demonstrated can
be found in [30.54, 56] but it is worth highlighting that
the PON upstream channels were operated in realistic
burst mode with FEC implemented on FPGAs using

standard Reed–Solomon (RS) encoders and decoders,
based on RS(248,216) [30.30, 67].

The results presented in [30.54, 56] and reported
here in Fig. 30.23 reconfirm the design specifications
derived in Sect. 30.4.2 and demonstrate that with to-
day’s commercially available components a 1024-way
LR-PON with 100 km to 125 km reach can be achieved.
Figure 30.23a shows the downstream bit error rate
(BER) before and after FEC measured as a function of
the ODN loss for the two architectures demonstrated
using EDFAs. In both cases the two ONU’s receiver
sensitivities present a difference of less than 3 dB, be-
cause of variations in the receiver’s performance. The
dense area lollipop network design supported an ODN
loss of at least 36 dB, which corresponds to a 256 split
plus 20 km of fiber with a system margin of 2 dB and an
overall split ratio of 1024 (256� 4 due to the additional
4� 4 AN split). The amplified chain design supported
an ODN loss of at least 27 dB after FEC, correspond-
ing to a 64 split plus 20 km of fiber in the ODN and
an overall split ratio of 256 (64� 4) per AN. Assuming
a fully implemented network with four ANs this would
correspond to a total split of 1024 (256� 4).

Figure 30.23b, from the results in [30.54, 56], shows
the upstream BER measured at the OLT in burst-mode
operation on 2�s bursts. The authors varied the ODN
loss from 15 to 35 dB only for ONU 2 to simulate the
dynamic range (DR) of the burst powers reaching the
linear BMRx in a nonpower leveled LR-PON system.
The burst power of ONU 1was maintained constant and
close to the linear BMRx overload power (loud ONU)
with an ODN loss of 16 and 15 dB, respectively for the
dense area lollipop and the amplified chain networks.
The loud burst from ONU 1 therefore acted as a worst-
case interferer for ONU 2 in terms of the linear BMRx
operation. The results reported show for both cases that
the post-FEC BERwas always below 1�10�12 for ONU
1 and hence it is not reported in Fig. 30.23b. The ONU
2BER shows that the dense area lollipop design sup-
ported ODN losses of up to 34 dB, corresponding to
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a dynamic range of 18 dB, a 256 split plus 20 km of fiber
with no system margin and an overall split ratio of 1024
(256� 4). For the AN chain design ONU 2 operated
post-FEC with BER below 1�10�12 for ODN losses
of up to 30 dB, corresponding to a dynamic range of
15 dB, an overall split ratio of 256 (64�4) per AN with
margin and a total network split of 1024 (256� 4). The
measured FEC performance closely followed the theo-
retical threshold of 1:1�10�3 for a post-FEC error rate
of 1�10�12 in both the downstream and upstream links.

A fronthaul channel terminated in the AN was also
demonstrated in [30.54] for the dense area lollipop case
and it was emulated by a 10Gb=s continuousmode link
driven by FPGAs located in the AN using one of the
ODN output ports. Architecturally, the backhauling part
of the wireless signal can be carried over one of the
PON channels and terminated in the AN using an ONU
connected to a 1% power tap on one of the ODN 4� 4
splitter ports. The fronthaul channel operated error free
without FEC (BER < 1�10�12) in both directions for an
ODN loss of up to 28 dB (Fig. 30.23). While the down-
stream is effectively showing the same performance as
the downstream PON channel, in the upstream direction
the fronthaul channel shows better performance than
the PON upstream channel because it is not transmit-
ted through the link towards the MC-node and hence
maintains a higher OSNR. It should also be noted that
the fronthaul upstream channel is a continuous mode
link and hence does not require the use of a burst-mode
receiver.

Standard commercial solutions for high-capacity
100G links use coherent modulation formats such as
dual-polarization quadrature-phase-shift-keying signal
(DP-QPSK), which are potentially susceptible to lin-
ear and nonlinear impairments caused by interference
from copropagating OOK channels. The performance
of a 100G Pt-Pt downstream link, realized using a com-
mercial transponder to generate and receive a DP-
QPSK signal, was reported in [30.54, 56]. It was charac-

terized in the presence of emulated traffic for a system
fully loaded with 10G OOK PON channels and in
particular with two interfering channels 50GHz on
each side of the 100G channel. The results of the
100G downstream link from [30.54, 56] are shown in
Fig. 30.24a with the pre-FEC BER plotted as a func-
tion of the ODN loss using an EDFA preamplifier at
the receiver with 5:5 dB noise figure (NF). The dense
area lollipop and chain designs are both shown to be
capable of supporting the 100G channel with ODN loss
higher than 36 and 30 dB respectively (equivalent over-
all to 1024 network users). Figure 30.24a also shows
the BER measured as a function of the ODN loss in
a back-to-back (B2B) configuration, where the 100G
transmitter is connected directly to the EDFA pream-
plifier at the receiver and the ODN loss is emulated by
a variable optical attenuator at the input of the EDFA
preamplifier. Assuming a negligible impact from other
sources of impairments, such as for example chromatic
dispersion, the effect of the nonlinearities in the ODN
and backhaul fibers can be clearly seen for both designs
by comparing the B2B curve with the one obtained with
the complete network. In the upstream direction the
OOK PON traffic, which is interfering with the 100G
channel, presents bursts with different power. In [30.54,
56] the 100G channel was hence characterized in terms
of the penalty caused by the nonlinear crosstalk from
the two neighboring 10Gb=s NRZ (non-return-to-zero)
PON channels bursting with high power. The BER of
the 100G upstream link was measured as a function
of the power of two 50GHz-spaced interfering chan-
nels operated with 2�s bursts and 2�s gaps overlapped
in time to provide also a worst case for the nonlinear-
ity. The experimental results in Fig. 30.24b show that
the 100G channel can work below FEC threshold even
when the neighboring bursty channels present dynamic
ranges larger than the 13 dB (dense area lollipop design)
and 9 dB (AN chain design) caused by the nonuniform
ODN loss.
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30.6 Summary

In this chapter, we described the history and evolu-
tion of LR-PONwhich could enable major restructuring
of communications networks to massively increase ca-
pacity to end users while enabling the networks to be
affordable and economically viable and also massively
reducing energy use by eliminating large quantities of
electronics processing and minimizing the number of
disparate transmission systems. The flexibility of the
topology and architecture of the LR-PON enables it
to provide services to all geotypes from dense city

to sparse rural and we have described two alternative
LR-PON designs that illustrate this flexibility for this
range of customer densities. The chapter has also de-
scribed experimental results showing that these network
designs are fully capable of implementation in real
network environments today and could pave the wave
for the network restructuring that will be necessary as
bandwidth demands continue to grow and current net-
works struggle to remain financially viable and energy
efficient.
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31. Digital Optical Front-Haul Technologies
and Architectures

Fabio Cavaliere, David Larrabeiti

This chapter analyzes the evolution of front-
haul interfaces and networks, based on current
standardization activities. Then, since fronthaul
networks require, as any transport network, mul-
tiplexing and switching technologies, different
options are discussed, highlighting their pros and
cons and application space: multiplexing at phys-
ical layer, both in space (relying on dark fibers)
and wavelength domain; circuit multiplexing, with
focus on the widespread ITU-T Optical Transport
Network standard; and packet switching, where
satisfying strict timing constraints and maintain-
ing the benefits of statistical multiplexing at the
same time poses new design trade-offs, which are
also discussed. The final part of the chapter ad-
dresses the evolution of the fronthaul network as
a multilayer network that can efficiently exploit all
the above multiplexing technologies, compatibly
with the split options of the radio protocol stack
defined at 3GPP for 5G and the introduction of new
packet fronthaul interfaces.
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The term fronthaul was introduced to indicate the in-
terface between the two units of a split radio base
station architecture, namely remote radio head and
baseband unit. Several factors contributed to extend the
original definition of fronthaul from a mere link spec-
ification to a new network domain having its peculiar
needs, especially in terms of timing and synchroniza-
tion requirements: the need to improve the coordination

between adjacent cells in dense radio deployment sce-
narios; the advent of 5G with its demanding transport
capacity requirements due to high bandwidth on air and
beamforming; the centralization and virtualization of
baseband processing functions in fewer nodes, to save
operational costs; and the convergence of different ser-
vices in the same fiber infrastructure.

31.1 Fronthaul Networks: Definitions and Terminology

In the RoF (radio-over-fiber) paradigm [31.1, 2], the ra-
dio signals coming from the radio equipment (RE) of
the base stations (BS) in a mobile network are trans-
ported over optical fibers to a centralized location where
a radio equipment controller (REC) is deployed, in-

stead of being locally processed at the BS. This way,
the base stations (now re-named as remote radio heads,
RRH) become simpler, and the more complex elements
processing the baseband signals (called baseband units,
BBU) can be centralized. The purpose of this physical

© Springer Nature Switzerland AG 2020
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separation of BS functions is to reduce the costs in the
outside plant, as RRHs are expected to have smaller in-
stallation footprint, energy consumption, and cooling
requirements than a complete BS. In RoF, the inter-
face between the RE and the REC is called fronthaul.
It can convey the radio signal in analog format (A-
RoF) or, more frequently, in digital format (D-RoF).
In principle, an A-RoF scheme (Fig. 31.1) is appealing
due to its simple and cost effective hardware config-
uration: a diplexer connected to the antenna separates
received and transmitted wireless signals; the received
signal is sent to a low-noise amplifier (LNA), modu-
lated by a laser, transmitted into the optical fiber, and
reconverted in the electrical domain by a photodiode;
the signal to be transmitted on air is modulated by
a laser, launched into the fiber, photo-detected and sent
to the antenna through a power amplifier. However,
the necessity to propagate an analog waveform undis-
torted through all the transmission chain requires the
use of linear devices and penalizes the performance of
A-RoF compared to D-RoF. Moreover, D-RoF can rely
on standardized integrated circuits libraries and inter-
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Router

Router

Router
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Fig. 31.2 Concept
of the fronthaul
network

faces, making it the most adopted option in today’s
fronthaul networks. In this chapter, we will only discuss
D-RoF.

The centralization of radio signal processing in
a single site serving several RRHs enables the deploy-
ment of advanced interference reduction techniques,
such as cooperative multipoint, enhanced forward error
correction (FEC) techniques and faster radio proces-
sor upgrades. This scenario is referred to as centralized
RAN (radio access network).

The cloud infrastructure radio access network
(C-RAN) vision [31.3] goes one step beyond the mere
concentration of baseband processing equipment in the
same site, by advocating for the virtualization of shared
BBU pools (sometimes called baseband hotel) in a com-
puting cluster (the cloud) in such a way that BBUs can
be shared and launched on demand according to the real
traffic workload in the different RRHs. This way, an-
tenna elements in cells with low traffic can be switched
off and do not use BBU or fronthaul network resources.

The fronthaul network can be as simple as a pair
of optical fibers or as complex as a time-sensitive
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packet-switched network over a dense wavelength divi-
sion multiplexing (DWDM) optical transport network,
as described later in this chapter. Figure 31.2 shows
a fronthaul network interconnecting, through D-RoF
links, several RRHs to a pool of BBUs, located in
the same central office. The BBU pool is connected
to a packet switched backhaul network, for example,
based on IP/MPLS (internet protocol/multiprotocol la-
bel switching).

Since both RRHs and regular base stations must
cohabitate and require a transport network, telecommu-
nications operators and system vendors are developing
the concept of a crosshaul (or Xhaul) network [31.4],
as a network capable of transporting both fronthaul
traffic and backhaul traffic coming from or going to

regular base stations. Figure 31.3 shows an example of
a crosshaul network. Compared to the fronthaul net-
work of Fig. 31.2, this network is able to manage
backhaul traffic from base stations, bypassing the BBU
pool, concurrently to fronthaul traffic generated by the
RRHs.

The MEF (Metro Ethernet Forum) also introduced
the term midhaul to refer to the network used to in-
terconnect base station sites, especially small cell base
stations, and its master macrocell base station. How-
ever, the current prevalent use of the term midhaul by
3GPP is to refer to the segment between fronthaul and
backhaul that transports radio traffic at a high-layer split
(above the physical layer). Midhaul traffic has transport
requirements similar to backhaul traffic.

31.2 Digital Fronthaul Standards

Base stations manufacturers have defined two main
specifications for the digital transport of fronthaul
data: the common public radio interface (CPRI) [31.5,
6] and the open base station architecture initiative
(OBSAI) [31.7]:

� The CPRI specification was initially intended to al-
low the replacement of the local radio frequency
(RF) coaxial cable carrying the analog radio signal
between the radio equipment and the baseband unit,
by an optical fiber carrying a digitized radio signal
(user data), and control and management and syn-
chronization signals (Fig. 31.4). Thus, the focus of
CPRI is exclusively set on the interface between the
RF stage (radio equipment in CPRI terminology)
and the baseband unit (radio equipment controller).
Furthermore, it only covers the physical and the link

layers. In order to address most open issues, the ORI
(open radio equipment interface) ETSI (European
Telecommunications Standards Institute) Industry
Specification Group (ISG) was chartered in 2010
to define an interface on top of the CPRI specifi-
cation to facilitate interoperability across vendors,
including higher layer functions and other IQ for-
mats.� The goal of OBSAI is to define a complete base
station reference architecture to enable an openmar-
ket of interoperable base station components. The
OBSAI reference architecture defines four func-
tional blocks (RF, baseband, control-and-clock, and
transport), interfaces between them, and require-
ments for external interfaces. Unlike CPRI, the RF-
baseband interface of OBSAI (reference point 3)
defines the full protocol stack: physical, link, trans-
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Table 31.1 CPRI bit rate options

CPRI
option

Bit rate
(Mbit=s)

Line
coding

Notes

1 614:4 8B/10B 1 � 491.52 � 10/8Mbit=s
2 1228:8 8B/10B 2 � 491.52 � 10/8Mbit=s
3 2457:6 8B/10B 4 � 491.52 � 10/8Mbit=s
4 3072:0 8B/10B 5 � 491.52 � 10/8Mbit=s
5 4915:2 8B/10B 8 � 491.52 � 10/8Mbit=s
6 6144:0 8B/10B 10 � 491.52 � 10/8Mbit=s
7 9830:4 8B/10B 16 � 491.52 � 10/8Mbit=s
8 10 137:6 64B/66B 20 � 491.52 � 66/64Mbit=s
9 12 165:12 64B/66B 24 � 491.52 � 66/64Mbit=s

10 24 330:24 64B/66B 48 � 491.52 � 66/64Mbit=s

CPRI
option

Bit rate
(Mbit=s)

Line
coding

Notes

1 614:4 8B/10B 1 � 491.52 � 10/8Mbit=s
2 1228:8 8B/10B 2 � 491.52 � 10/8Mbit=s
3 2457:6 8B/10B 4 � 491.52 � 10/8Mbit=s
4 3072:0 8B/10B 5 � 491.52 � 10/8Mbit=s
5 4915:2 8B/10B 8 � 491.52 � 10/8Mbit=s
6 6144:0 8B/10B 10 � 491.52 � 10/8Mbit=s
7 9830:4 8B/10B 16 � 491.52 � 10/8Mbit=s
8 10 137:6 64B/66B 20 � 491.52 � 66/64Mbit=s
9 12 165:12 64B/66B 24 � 491.52 � 66/64Mbit=s

10 24 330:24 64B/66B 48 � 491.52 � 66/64Mbit=s

port, and application. However, OBSAI has a fixed
IQ sample envelope size, whereas CPRI has a pro-
grammable IQ sample size. This leads to a more
efficient mapping for transmission which, together
with market factors, may have led to a wider adop-
tion of CPRI by BS vendors. Therefore, in the rest
of the chapter we shall refer mainly to CPRI. Ta-
ble 31.1 summarizes the bit rate options of CPRI.

Table 31.2 CPRI requirements

Fronthaul
requirement

Value Notes

Latency (RTT,
round trip time)

� 200�s This parameter is not specified by CPRI for an optical network. Hence, the value of the most
time sensitive class of service in the eCPRI transport specification [31.8], which has similar
latency constraints, has been taken as reference.

Latency accuracy �˙8:138 ns In the CPRI specification it is the link delay accuracy in downlink between master and slave
service access points, excluding the cable length. In optical networks, it is often interpreted
as the maximum allowed delay imbalance among different time aligned RRHs connected to
the same BBU. If the delay is estimated by means of a round trip measurement, it is also the
allowed imbalance between downlink and uplink delay. However, no standard value has been
agreed yet.

Frequency jitter ˙2 ppb It is the frequency jitter specified by CPRI for point to point link. As discussed later, addi-
tional jitter sources may exist in optical networks, which make difficult to respect the CPRI
specification.

BER 10�12 It is the bit error rate value usually taken as a reference by the ITU-T standards for the optical
interfaces specification.

Fronthaul
requirement

Value Notes

Latency (RTT,
round trip time)

� 200�s This parameter is not specified by CPRI for an optical network. Hence, the value of the most
time sensitive class of service in the eCPRI transport specification [31.8], which has similar
latency constraints, has been taken as reference.

Latency accuracy �˙8:138 ns In the CPRI specification it is the link delay accuracy in downlink between master and slave
service access points, excluding the cable length. In optical networks, it is often interpreted
as the maximum allowed delay imbalance among different time aligned RRHs connected to
the same BBU. If the delay is estimated by means of a round trip measurement, it is also the
allowed imbalance between downlink and uplink delay. However, no standard value has been
agreed yet.

Frequency jitter ˙2 ppb It is the frequency jitter specified by CPRI for point to point link. As discussed later, addi-
tional jitter sources may exist in optical networks, which make difficult to respect the CPRI
specification.

BER 10�12 It is the bit error rate value usually taken as a reference by the ITU-T standards for the optical
interfaces specification.

Moving the baseband processing chain tasks far
from the RE exhibits potential performance issues. For
example, the latency between the RE and REC—CPRI
terms for RRH and BBU respectively—has to be low
enough in order to not negatively affect the retrans-
mission mechanisms of the air interface. Moreover, in
order to not affect the precision of the phase trans-
fer, the imbalance between uplink and downlink delay
should be very small. Moreover, the noise contribu-
tions introduced by the optical link (for example, the
jitter) should be low enough to continue to guarantee
the target bit error rate (BER). CPRI does not spec-
ify a complete set of performance requirements, which
may also depend on the implementation of the sys-
tem manufacturer. Moreover, the CPRI specification
was conceived for RRH and BBU hosted in the same
site and connected by short (from tens to hundreds of
meters) links. Hence, it is not trivial to extend the spec-
ification to a network scenario like the one depicted in
Fig. 31.2.

Table 31.2 reports an example of what the basic set
of requirements for CPRI transport over an optical net-
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work could be, but no agreed set of parameters has been
standardized yet.

Different multiplexing technologies can be used to
aggregate and transport over optical network fronthaul

signals generated by RRHs hosted at different termina-
tion nodes of the network. The following sections will
discuss multiplexing technologies at physical, circuit,
and packet layers.

31.3 Physical-Layer Multiplexed Optical Fronthaul

Multiplexing several fronthaul links at the physical
layer allows us to minimize the latency introduced by
the transport network, since no processing is required
except basic functionalities like media conversion, for-
ward error correction, and overhead for operation, ad-
ministration and maintenance (OAM). Physical layer
multiplexing is possible in the space domain using
a dedicated optical fiber (dark fiber) for each front-
haul link or allocating different wavelengths in the same
fiber. The latter method can adopt the coarse or dense
wavelength division multiplexing standards (CWDM
and DWDM, respectively) specified by the ITU-T.

31.3.1 Fronthaul Installations
over Dark Fibers

In areas with plenty of installed and unused fibers (dark
fibers), the BBUs can be directly connected to the RRHs
by means of dedicated fiber links. In a C-RAN, indi-
vidual dark fibers will connect all RRHs to the same
baseband hotel, with a hub-and-spoke fiber topology
(Fig. 31.5).

The IEEE 802.3 Ethernet Working Group [31.9] de-
veloped a number of standards for transceivers used
in local area networks (LANs), whose technology also
apply to point-to-point fronthaul connections between
radio and baseband units. Gigabit Ethernet was intro-
duced in 1998 with Amendment IEEE 802.3z, followed
in 2000 by Amendment IEEE 802.3ad, adding the ca-

RRH

RRH

RRH

Dark fiber

Dark fiber

Dark fiber Dark fiber

Baseband hotel

Dark fiber

RRH RRH

Fig. 31.5 CRAN based on dark fibers

pability to aggregate multiple full-duplex point-to-point
links into a single logical link. In 2002, Amendment
IEEE 802.3ae added operation at 10Gb=s (10 giga-
bit Ethernet), followed in 2010 by Amendment IEEE
802.3ba (40 gigabit Ethernet and 100 gigabit Ethernet).

Figure 31.6 shows bit rates and distance for various
optical interfaces over single-mode fibers (SMF) sup-
ported by IEEE 802.3. Other speed values, for example
25Gbit=s, are under study at the time of writing this
book.

There are several aspects that make appealing the
deployment of fronthaul links over dark fiber: the
transceivers are based on commodity technology, de-
veloped for large production volumes and low unit cost
for LANs and fiber-to-the home (FTTH) applications;
pluggable optical interfaces, such as small form-factor
pluggable (SFP) modules, allow to gradually upgrade
the system capacity, according to a pay-as-you-grow
policy; transceivers working over the so-called ex-
tended temperature range (�40 toC85 ıC) are available
for outdoor operation in rough environments.

31.3.2 Fronthaul over CWDM

Using dedicated dark fibers is surely the simplest way
to connect RRHs to the baseband hotel. However, the
number of optical fiber cables is not always sufficient
to connect all the RRH sites, which may be numerous
and scattered over a wide area. In other cases, the cable
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needs to be leased at a cost that may be not affordable,
especially for small network operators (an analysis is
reported in [31.10]). In these situations, more RRHs
share the same optical fiber towards the baseband pro-
cessing site by means of multiplexing techniques.

Coarse wavelength division multiplexing (CWDM)
is an optical technology suitable for networks with
low or moderate aggregate capacity, since it can real-

RRH

OADM

RRH

OADM

RRH

OADM

RRH

OADM

RRH

OADM

Baseband hotel

1290 nm

1310 nm

1330 nm

1350 nm
1270 nm Fig. 31.7 C-RAN

based on CWDM

ize cost-effective WDM systems through a combination
of uncooled lasers and wide pass-band filters. There
are 18 CWDM channels, from 1270 to 1610nm, sepa-
rated by 20 nm, defined by ITU-T [31.11]. For example,
using CWDM transceivers working with CPRI Op-
tion 9 (12:16512Gbit=s), the total capacity would be
219Gbit=s. CWDM allows a more efficient use of the
deployed fiber cables. Figure 31.7 shows the same
C-RAN of Fig. 31.5. With CWDM, only a pair of fibers
(one downstream, the other upstream), running through
all the RRH sites, is now necessary.

This is possible due to the use of optical add drop
multiplexers (OADM). The working principle of an
OADMis illustrated in Fig. 31.8 for the 1290nmchannel
(just one direction is shown for the sake of simplicity).

A 3-port optical filter receives the CWDMchannel’s
comb at port 1, drops the selected wavelength at port 2
(which has a pass-band filtering response) and lets the
other ones pass at port 3 (which has a stopband filtering
response). A second filter, equal to the previous one,
performs the add operation, as illustrated in Fig. 31.8.
CWDM transceivers, usually SFPs, are plugged in the
RRH and connected to the OADM. The modules com-
mercially available guarantee outdoor operation, at least
for bit rates up to 10Gbit=s.

It has already been mentioned that a widespread
fronthaul protocol like CPRI requires almost equal
propagation delays in upstream and downstream. The
maximum tolerated delay difference is in the order
of 10 ns, approximately corresponding to 2m of fiber.
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Fig. 31.8 OADM working principle

Hence, in transmission systems that use two fibers, like
CWDM, it is required either to compensate for any
difference of cable length in the two directions (for ex-
ample, by using patch cords) or to use buffers after the
signal has been photodetected. Due to the wide chan-
nel spacing, in CWDM systems it is also recommended
to use the same wavelength in the downstream and up-
stream directions to avoid any delay difference induced
by fiber chromatic dispersion. To estimate the delay dif-
ference, it is possible to use the upper bound in [31.12]
for the fiber chromatic dispersion coefficient (31.1)

Dmax.�/D �S0max

4

"

1�
�
�0min

�

�4
#

; (31.1)

where Dmax is the chromatic dispersion coefficient in
.ps=nm/=km, � is the wavelength in nm, �0min is
the minimum value of the zero dispersion wavelength
(1300nm for the standard single-mode fiber specified
in [31.12]), and S0max is the maximum slope at �0
(0:092 .ps=nm2/ km for the standard single-mode fiber
specified in [31.12]).

The maximum delay coefficient in ps=km can be
calculated by integrating (31.1),

Delay.�/max D AC �
2S0max
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"

1C
 
�0min

�

4
!#

: (31.2)

A is an undetermined integration constant that disap-
pears in the calculation of the delay difference 
T
between two wavelengths �1 and �2 calculated as


T D jDelay.�1/max�Delay.�2/maxjL ; (31.3)

where L is the fiber length in km.

For example, the delay difference between two con-
tiguous CWDM channels at 1590 and 1610nm is 8:3 ns
for 20 km of fiber, which is very close to the limit value
tolerated by CPRI.

A practical issue of CWDM systems is that it is nec-
essary to keep the inventory of the wavelengths installed
at any site of the network in order to make it possible to
replace the transceivers in the case of failure and avoid
that equal wavelengths are used at different sites, caus-
ing traffic disruption. For the first reason, spare parts
should be made available at any site for any installed
wavelength. These are all issues that increase the oper-
ational costs of the network.

31.3.3 Fronthaul over DWDM

Today, DWDM systems are not widely used in front-
haul networks due to higher cost compared to dark
fiber or CWDM systems. However, the next generation
mobile network, known as 5G, is required to support
10–100 times higher user data rates and 1000 times
higher mobile data volume per geographical area than
the current mobile network. Even if the introduction
of more bandwidth-efficient fronthaul interfaces than
CPRI is under study, the increase of capacity is still
expected to be significant, making DWDM a suitable
candidate for 5G fronthaul.

The maximum capacity and distance of DWDM
systems are far beyond those needed for fronthaul ap-
plications, due to the narrow channel frequency spacing
(100 or 50GHz) and the availability of erbium-doped
fiber amplifiers in the 1550 nm wavelength region,
which is the operating range of DWDM systems. Com-
mercial DWDM systems transmit 96 optical channels,
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Table 31.3 Link dimensioning of a 10Gbit=s DWDM cen-
tralized network

Optical link parameters Value
A Available link attenuation 22 dB
B Link distance 20 km
C Fiber attenuation coefficient 0:25 dB=km
D Fiber attenuation (D B�C) 5 dB
E OADM add/drop loss 2 dB
F OADM pass-through loss 2 dB
G Add/drop loss at the baseband hotel 5 dB
H Number of OADM nodes, where

AD DCEC .H� 1/�FCG
6

Optical link parameters Value
A Available link attenuation 22 dB
B Link distance 20 km
C Fiber attenuation coefficient 0:25 dB=km
D Fiber attenuation (D B�C) 5 dB
E OADM add/drop loss 2 dB
F OADM pass-through loss 2 dB
G Add/drop loss at the baseband hotel 5 dB
H Number of OADM nodes, where

AD DCEC .H� 1/�FCG
6

modulated at 100Gbit=s, over thousands of kilome-
ters. However, the availability of many types of com-
pact and pluggable DWDM transceivers makes possible
to trade off cost with distance and capacity perfor-
mance. For example, using cost-effective SFPs it is
possible to transmit over 80 km of fiber at a max-
imum bit rate of 11:3Gbit=s, supporting attenuation
budgets higher than 22 dB. These distance and atten-
uation values are suitable for centralized scenarios like
the one shown in Fig. 31.7 for CWDM. An example
of link dimensioning using DWDM is reported in Ta-
ble 31.3.

As it has already been mentioned, due to the con-
current increase of user data rate and number of users,
5G fronthaul will require bit rate values higher than

10Gbit=s. Using 25, 50, or 100Gbit=s would allow
to exploit technologies already developed for IEEE
802.3 Ethernet interfaces. However, current 100Gbit=s
DWDM transceivers based on coherent dual polariza-
tion quadrature shift keying (DP-QPSK) are designed
for long distances, in the order of 1000 km, and are
too expensive for the fronthaul segment. This is the
reason why industry, standardization bodies and the
research community are studying cost-effective solu-
tions working on shorter distances, typically a few
tens of kilometers. Spectrally-efficient modulation for-
mats suitable for direct detection, like pulse amplitude
modulation-4 (PAM-4) or discrete multitone (DMT) are
promising but have a limited link budget (less than
10 dB) and low tolerance to fiber chromatic dispersion.
These issues may be solved in future by means of in-
tegrated photonic devices, like semiconductor optical
amplifiers (SOA) and optical dispersion compensators
based on microring resonators.

High capacity is not the only advantage of a DWDM
design. Using different wavelengths between different
transmitting and receiving nodes, DWDMmakes it pos-
sible to design complex networks, for example having
a mesh topology, by maintaining a point-to-point log-
ical connectivity between each RRH and BBU node,
without any intermediate electronic signal processing
and switching, which would impair latency and energy
efficiency.

31.4 Circuit Multiplexing of Fronthaul Links

Time division multiplexing (TDM) allows us to effi-
ciently exploit the fiber bandwidth, allocating a certain
number of low and constant bit rate (CBR) signals,
like CPRI, in a single aggregate higher bit rate line
signal, while ensuring deterministic and predictable de-
lays, a key feature in fronthaul links.

Different TDM schemes can be implemented. One
is proposed in the CPRI specification [31.5], making it
possible, for example, to allocate two CPRI Option 1
tributary signals in one CPRI Option 2 frame.

CPRI transport over the optical transport network
(OTN), described in the ITU-T supplement [31.13], is
another multiplexing scheme. OTN is an optical trans-
port standard developed by ITU-T [31.14], which spec-
ifies payload encapsulation, operation administration
and maintenance (OAM) overhead, FEC, and a multi-
plexing hierarchy. According to [31.13] and using the
OTN terminology in [31.14], CPRI is mapped into an
optical channel payload unit-k (OPUk). Two CPRI op-
tions 1 and 2 signals are transported via OPU0 (whose
bit rate is about 1:25Gbit=s), CPRI option 3 is trans-

ported via OPU1 (with a bit rate of about 2:5Gbit=s),
and CPRI options 4�10 are transported via OPUflex
(a flexible transport container, whose bit rate can be
adapted to that of the client signal).

The generic mapping procedure is used for CPRI
options 1�3, and the bit-synchronous mapping pro-
cedure is used for CPRI options 4�10. The generic
mapping procedure (GMP) is a mechanism described in
the OTN standard [31.14], used to accommodate nom-
inal bit rate and clock difference between the client
and OTN frame. According to the GMP, the OTN
frame is divided into a certain number of GMP words,
where each word may contain either data or stuff-
ing bits. Using the generic mapping procedure [31.13],
the relationship between the OTU2 (optical transport
unit) bit rate and the CPRI client bit rate is given
by

CPRI_BitRateD k�OTU2_BitRate�
�

79

1377

�
:

(31.4)
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Table 31.4 Scaler k of CPRI options 1�6
CPRI Client k
Option 1 (614:4Mbps) 1
Option 2 (1228:8Mbps) 2
Option 3 (2457:6Mbps) 4
Option 4 (3072:0Mbps) 5
Option 5 (4915:2Mbps) 8
Option 6 (6144:0Mbps) 10

CPRI Client k
Option 1 (614:4Mbps) 1
Option 2 (1228:8Mbps) 2
Option 3 (2457:6Mbps) 4
Option 4 (3072:0Mbps) 5
Option 5 (4915:2Mbps) 8
Option 6 (6144:0Mbps) 10

The values of the scaler k for CPRI Options 1�6 are
shown in Table 31.4.

When all the client signals are synchronized, i.e.,
use the same time reference, the OTN frame rate can
be derived from the client rate, making the rate adap-
tation mechanism simpler. This is the case for the
bit-synchronous mapping procedure [31.13]. It is ap-
plicable within a single administrative domain with
a single clock reference, which means that all the RRHs
present similar characteristics; for example, they are all
provided by the same vendor. In the bit-synchronous
mapping procedure, the native line coding of CPRI
is sometimes replaced by a more bandwidth-efficient
code, according to a procedure named transcoding. For
example, CPRI Option 3 uses 8B10B as the line code,
which maps 8 bits of real data into a 10-bit word. This
would lead to a coding overhead equal to 20% in the ab-
sence of transcoding. A more efficient code is 64B66B,
used in CPRI Options 8–10, which gives only 3% of
overhead and does not need to be transcoded. After
transcoding, the CPRI client signals are multiplexed
into an optical payload unit by interleaving, i.e., each
client CPRI frame is divided into time slots, and con-
secutive positions in the OTN payload are assigned to
time slots belonging to different clients. Both the optical
channel data unit and the optical transport unit (ODU2r
(optical data unit), and OTU2r, respectively) are over-
clocked compared to the client signals to absorb small
differences of the client signals clock from the nominal
value. Nominal bit rate and tolerance values resulting
from the bit-synchronous mapping procedure are sum-
marized in Table 31.5. The tolerance values are usually
given in parts per million (ppm), i.e., 106 times the ratio
between deviation from the nominal value and nominal
value itself. For very accurate timing references, a sim-
ilar unit, parts per billion (ppb), is sometimes used.

CPRI signals require special consideration when
carried as a CBR client signal over OTN, since the
mapping procedure does not guarantee that the clock
frequency deviation specified by CPRI, i.e., 2 ppb (Ta-
ble 31.2), is respected. Simulation setups to check the
compliance of the OTN mapping procedure with the
timing requirements of CPRI are reported in [31.13].
The clock frequency deviation obtained ranges from 29
to 317 ppb, which are values that are much higher than

Table 31.5 CPRI over OTN bit rate and bit-rate tolerances

Signal type Nominal bit rate
(kbit=s)

Tolerance
(ppm)

OTU2r 255=238� 128� 24� 3840 ˙100
OTU2r
no FEC

239=238� 128� 24� 3840 ˙100

ODU2r 239=238� 128� 24� 3840 ˙100
OPU2r 128� 24� 3840 ˙100

Signal type Nominal bit rate
(kbit=s)

Tolerance
(ppm)

OTU2r 255=238� 128� 24� 3840 ˙100
OTU2r
no FEC

239=238� 128� 24� 3840 ˙100

ODU2r 239=238� 128� 24� 3840 ˙100
OPU2r 128� 24� 3840 ˙100
The nominal OTU2r rate is approximately
12 639 085:714 kbit=s
The nominal OTU2r without FEC and ODU2r rates
are approximately 11 846 045:042 kbit=s
The nominal OPU2r rate is 11 796 480 kbit=s

2 ppb. This means that to interwork with an OTN-based
transport network, the RRHs would need a special de-
sign that is able to filter the frequency noise added by
the OTN equipment.

Another issue of mapping CPRI over OTN is that
any path of the OTN network should be designed so that
uplink and downlink delays are equal within a tolerance
of approximately 8 ns, according to the CPRI specifica-
tion (Table 31.2). In real networks, unbalanced delay
times can be caused by:

� Different cable lengths when two optical fibers are
used in upstream and downstream (7m approxima-
tively corresponds to 34 ns of delay).� Difference of propagation delay when downstream
and upstream transmission wavelengths are differ-
ent (for example, using 1:3 and 1:55�m as trans-
mission wavelengths causes about 33 ns of time dif-
ference over 20 km of standard single mode fiber).� Difference of signal processing time (including
functions such as time multiplexing, encapsulation,
compression).

Any of the mentioned time differences needs to be com-
pensated by using buffers, dimensioned based on the
latency measured in the two directions.

The performance issues discussed above, together
with the evolution from fronthaul to crosshaul net-
works (Sect. 31.1), are leading to the introduction of
TDM schemes alternative to OTN and more suitable
for client signals having strict timing requirements. In-
dependently of the specific solution, any new framing
scheme shall be synchronous to the most time sensitive
client signal, i.e., the fronthaul one, so as not to degrade
the accuracy of the clock frequency during the mapping
procedure. A simple example of a framing mechanism
supporting both fronthaul and backhaul and using the
clock of the fronthaul signal (e.g., CPRI) as a reference,
is reported in Fig. 31.9. The CPRI clock is used to de-
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Fig. 31.9 CPRI and Ethernet over the
same optical channel

rive the clock of the crosshaul frame, while the clock
of other types of client (e.g., Ethernet frames used for
backhaul links) is adapted by means of a buffer, which
absorbs any difference between the nominal value and

the accuracy of CPRI and Ethernet clocks. In the ex-
ample of Fig. 31.9, two separate portions of the frame
are allocated for fronthaul and backhaul but other mul-
tiplexing strategies, e.g., bit interleaving, could be used.

31.5 Fronthaul over Packet

Another alternative to transport fronthaul traffic is the
use of a packet switching network. The purpose of this
approach is to get a more cost-effective solution to mul-
tiplex a higher number of fronthaul signals than optical
wavelength or TDM multiplexing and also to lever-
age statistical multiplexing gains. Like with DWDM or
TDM, it is possible to merge backhaul and fronthaul
traffic on the same links and use a single switch-
ing and multiplexing infrastructure (the aforementioned
crosshaul concept), provided that the delays of the
packets are kept under control. The distance range
of reference for fronthaul traffic transport (< 20 km)
allows the use of standard Ethernet transceivers with-
out regeneration. Additional wavelength-division mul-
tiplexing is possible if there is a lack of deployed fibers.

31.5.1 Packet Fronthaul Technologies
and Standards

The packet switching technologies suitable for front-
haul transport are the ones already deployed by tele-
com operators in metropolitan and aggregation net-
works, namely: IP; MPLS-TP (MPLS Transport Pro-
file) pseudowires [31.15, 16]; Metro-Ethernet Mac-in-
Mac (IEEE 802.1ah – Provider Backbone Bridges),
later integrated into IEEE 802.1Q-2014 [31.17].

All of them have enough quality of service (QoS)
support to carry CPRI and eCPRI, but additional time
synchronization support must be provided by other
means, as none of these technologies provide this fea-
ture. An outline of the key features required to select
a suitable packet transport technology, as identified
in [31.18], is given in Table 31.6.

As a conclusion, IP lacks the carrier features avail-
able in MPLS-TP and Metro Ethernet, like protection
switching or OAM protocols, that make it less ade-

quate for carrier-grade inter-connection of RRH and
BBUs. Both MPLS-TP (or equivalently, conventional
IP/MPLS) and Ethernet are suitable for fronthaul and
backhaul transport, although fronthaul over Ethernet
is getting standardized faster. Particularly relevant is
the work carried out in the time-sensitive networking
for fronthaul IEEE 802.1cm standard [31.19], which
aims to enable the transport of time-sensitive fronthaul
streams over Ethernet bridged networks.

Finally, among the standards for fronthaul over
packet, the IEEE 1914.3 standard for radio over Eth-
ernet encapsulations and mappings specifies the encap-
sulation of digitized radio payload and control data into
an Ethernet frame payload field. The header format can
be structure-aware or structure-agnostic: the structure-
aware encapsulation has a detailed knowledge of the
format of the client signal; the structure-agnostic en-
capsulation is a generic container for digitized radio
transport frames.

31.5.2 Delay Control
in Fronthaul Packet Networks

A fronthaul packet network is expected to supply a ser-
vice as close as possible to CBR. No specification of
maximum jitter is specified by 802.1cm. Only a target
maximum end-to-end delay and loss for each type of
traffic has been specified. This means that the emula-
tion of the CBR service needs not be synchronous over
a packet network, and that the transport jitter can be
compensated by a jitter compensation buffer at the BBU
and at the RRH. The jitter compensation buffer is out of
the scope of 802.1cm and adds on delay to the end-to-
end network delay budget (100�s). Therefore, although
the dominating delay factor in the target network is
propagation, it is convenient to use switches with low
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Frame
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One hop delay

End-to-end one-way latency te2e < 100 μs

Switch Switch

Frame

Frame
Frame

Fig. 31.10 Defini-
tion of end-to-end
one-way la-
tency according
to IEEE802.1Q and
maximum value
allowed by 802.1cm
for fronthaul traffic

and predictable latency, since a low switching delay al-
lows us to extend the RRH–BBU distance and a low
jitter allows to reduce the jitter compensation delay.

Figure 31.10 is a pictorial representation of the defi-
nition of one hop delay and end-to-end one-way latency
according to the IEEE802.1Q standard. One hop delay
between two ports of two consecutive bridges is defined
as the time interval from the arrival of the last bit of the
frame at the port of the first bridge to the arrival of the
last bit of the frame at the port of the second bridge.
The end-to-end one-way latency is measured from the
arrival of the last bit of the frame at port n of the ingress
bridge to the transmission of the last bit of the frame
by the egress bridge. If the RE and REC are locally at-
tached to the ingress and egress bridges, respectively,
no additional propagation delay needs to be taken into
account. This will be commonplace as the switch in the
RE will aggregate CPRI flows from all the antennas in
the base station. Thus, the end-to-end one-way latency
is given by the addition of all one-hop delays plus an
additional store-and-forward operation, including fab-
ric switching and queuing. Regarding queuing delay,
802.1cm proposes to use the lowest latency mechanism
available in Ethernet: fronthaul data flows should be
transported with high 801.1p priority, if possible the
highest, in order to guarantee bounds. CPRI control and
management data should be transported separately (the
CPRI frame is not transported as is) in a lower pri-
ority class. Synchronization and timing information is
not transported; the task is delegated to existing proto-
cols and devices specialized in this issue such as ITU-T
Rec. G.8261, G.8262, G.8264 Synchronous Ethernet,
and IEEE1588 Precision Time Protocol.

Coming back to the latency question, there are other
components to take into account besides queuing delay.
The delay components of a complete Ethernet hop and
their worst-case values are outlined in Table 31.7. The
sum of all these terms gives the value of the worst-case
one hop delay. The first column of the table specifies the
latency component; the second column is the name of

the variable to be used in the formulation below; the
third column is the name for the latency component
given in the 801.1 standard; the fourth column gives ex-
pressions for the minimum and maximum latencies for
the component; and the last column provides an expla-
nation for the latency range.

The maximum allowed frame size is 2000bytes as
specified by 802.1cm following IEEE 802.3’smaximum
frame size. Terms M andMf must take into account the
real duration of the frame on the link, which includes the
preamble, start of frame delimiter, and inter-packet gap
as well as the frame size.

Themaximumdelay caused by other classes’ frames
being transmitted tQueuingOtherClasses can be reduced if
frame preemption is configured (IEEE Std 802.3br-
2016), but its effect is usually negligible at the link rates
required for fronthaul traffic.

The most architecture-dependent term in the table
is the maximum internal switching time tIS. It should
be noted that the latency budget in the 802.1cm stan-
dard counts the delay from the arrival of the last bit
of the frame. Therefore, in theory, the next-hop lookup
may have been performed before the last bit enters the
switch, and the rest of the frame may have already tra-
versed the fabric. Only the checksum validation and the
transfer of the last bit remain. Thus, the theoretical min-
imum is about a fabric clock cycle. However, normally
the transfer of information across interfaces takes place
in units larger than a single bit, e.g., in cells of 64 bytes,
and hence the minimum time is given by the cell trans-
fer time. If the architecture does not start to switch
the frame before the FCS (frame check sequence) has
been validated, at least Mf=Rfabric is incurred. In prac-
tice, the maximum ranges between 1 and 5�s. This
parameter should not be mixed up with the cut-through
switching latency usually displayed by switch vendors
in technical specifications, which is usually measured
as the minimum time from the moment the first bit of
the frame enters the switch to the time it departs the
switch in cut-through mode. Cut-through means that
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Table 31.7 Latency components and worst-case bounds for a fronthaul packet if fronthaul traffic is configured to maximum
priority

Latency
component

Variable Term used in
IEEE 801.1
standard

Latency range with maximum
priority 802.1p for fronthaul
packets

Explanation

Input
queuing

tiq Input queuing
delay

0 Output queued switch architectures do not have
input queuing delay. Input queued architectures
need to take this term into account

Internal
switching

tIS Store-and-
forward delay

0.. hardware-specific maximum
Typical maximum values:
1�5�s

Delay caused by the internal processing of the
switch, after the last bit was received
Factors:
Fabric architecture and speed
SAR (segmentation and reassembly) delay (if
SAR)
Other contending cells/packets, except in a few
architectures

Output
queuing

toq D
tQueuingOtherClasses
C tQueuingThisClass

Interference
delay

Output queuing delay depends on link occu-
pation. Two components are distinguished
tQueuingOtherClasses and tQueuingThisClass

tQueuingOtherClasses Queuing 0..M=Rout Waiting for other classes to be served is bound to
M=Rout in maximum priority
M DMaximum link frame size (bits)
Rout D Output link rate (bits=s)

tQueuingThisClass Self-queuing 0.. b=Rout Waiting for other frames in the same class to be
served before the one under consideration (in the
worst case all other fronthaul bursts from other
input ports are to served before this packet)
bD maximum feasible burst generable by all the
flows in the class in this port (bits)
Rout D Output link rate (bits=s)

Transmission ttx Frame trans-
mission delay

Mf=Rout Service time
Mf DMaximum frame size of the flow (bits)
Rout D Link rate (bits=s)

Propagation tprop LAN propagation
delay

ımedprop L ımedprop D Propagation delay of the link per km
(optical fiber (5�s=km))
LD Link length (km)

Latency
component

Variable Term used in
IEEE 801.1
standard

Latency range with maximum
priority 802.1p for fronthaul
packets

Explanation

Input
queuing

tiq Input queuing
delay

0 Output queued switch architectures do not have
input queuing delay. Input queued architectures
need to take this term into account

Internal
switching

tIS Store-and-
forward delay

0.. hardware-specific maximum
Typical maximum values:
1�5�s

Delay caused by the internal processing of the
switch, after the last bit was received
Factors:
Fabric architecture and speed
SAR (segmentation and reassembly) delay (if
SAR)
Other contending cells/packets, except in a few
architectures

Output
queuing

toq D
tQueuingOtherClasses
C tQueuingThisClass

Interference
delay

Output queuing delay depends on link occu-
pation. Two components are distinguished
tQueuingOtherClasses and tQueuingThisClass

tQueuingOtherClasses Queuing 0..M=Rout Waiting for other classes to be served is bound to
M=Rout in maximum priority
M DMaximum link frame size (bits)
Rout D Output link rate (bits=s)

tQueuingThisClass Self-queuing 0.. b=Rout Waiting for other frames in the same class to be
served before the one under consideration (in the
worst case all other fronthaul bursts from other
input ports are to served before this packet)
bD maximum feasible burst generable by all the
flows in the class in this port (bits)
Rout D Output link rate (bits=s)

Transmission ttx Frame trans-
mission delay

Mf=Rout Service time
Mf DMaximum frame size of the flow (bits)
Rout D Link rate (bits=s)

Propagation tprop LAN propagation
delay

ımedprop L ımedprop D Propagation delay of the link per km
(optical fiber (5�s=km))
LD Link length (km)

the frame is forwarded as the first bits of the frame
arrive at the switch without waiting for the end of the
frame (FCS). Cut-through latencies for state-of-the-art
low-latency data center switches start at 300 ns [31.20].
Two conditions must hold to perform cut-through: a)
Rin D Rout and b) the output line must be idle when
the frame arrives. The first condition makes cut-through
switching unlikely in fronthaul scenarios given that the
aggregation of traffic toward the core requires increas-
ingly higher line rates.

Table 31.7 assumes:

1. that the traffic pattern of each ingress fronthaul flow
is deterministic and consists of periodic fixed-size
bursts of packets (as generated by CPRI and eCPRI
split E)

2. that fronthaul frames have maximum priority
(IEEE802.1p priority 7) and the network manager

has not oversubscribed it in the output link (i.e., all
class 7 is fronthaul traffic, and the link’s capacity is
not exceeded), and

3. that the switch has a distributed output queued ar-
chitecture (see the next section).

In this scenario, the total worst-case end-to-end latency
for IQ data is given by

te2e D
X

j2BridgeOutputPorts
tbridge.j/C

X

i2Links
tprop.i/ ;

(31.5)

where BridgeOutputPorts is the set of output ports used
through the network by the frame under consideration,
Links is the set of crossed links, and tbridge.j/ is the time
spent by the frame in one bridge if the frame is for-
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Table 31.8 Example of worst-case packet delay calculation

Use case data Value Units Value Units Comment
Tofdm 0.0000667 s 66.7 �s
CPRI rate for LTE 2� 2 MIMO channel of 20MHz bandwidth 9 830 400 000 b=s 9830.4 Mb=s CPRI option 7
burst_size D CPRI rate � Tofdm 655 688 bits 81 961 bytes
payload_size 12 000 bits 1500 bytes
burst_size (packets) D burst_size=payload_size 55 packets 55 packets
RoE and Mac-in-mac overhead per packet 368 bits 46 bytes
M (maximum frame size) 12 368 bits 1546 bytes
R (link rate) 1�1011 b=s 100 Gb=s
tiq (distributed output queuing is assumed) 0 s 0 �s
tIS (maximum internal processing delay of the employed switch) 0.000003 s 3 �s

Worst-case delay breakdown Value Units Value Units Accumulated
switching
latency

Units

Bridge 1
tiq 0 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 0 bits 0 bytes
tQueuingThisClass D b=R 0 s 0 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 1 (tbridge1) 3:24736�10�6 s 3247.36 ns 3.2474 �s

Bridge 2
tiq 0.000003 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 655 688 bits 81 961 bytes
tQueuingThisClass D b=R 6:55688�10�6 s 6556.88 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 2 (tbridge2) 9:80424�10�6 s 9804.24 ns 13:052 �s

Bridge 3
tiq 0 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 1 311 376 bits 163 922 bytes
tQueuingThisClass D b=R 1:31138�10�5 s 13 113:76 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 3 (tbridge3) 1:63611�10�5 s 16 361:12 ns 29:413 �s

Bridge 4
tiq 0 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 2 622 752 bits 327 844 bytes
tQueuingThisClass D b=R 2:62275�10�5 s 26 227:52 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 4 (tbridge4) 2:94749�10�5 s 29 474:88 ns 58:888 �s

Available budget for propagation delay (100�s – max delay) 41:112 �s
Equivalent maximum end-to-end distance in fiber 8:222 km
Required de-jitter buffer (max queuing delay) 46:3931 �s
Maximum packetization delay (before last packet of burst is sent, b=R) 6556:88 ns 6:5571 �s
Total maximum effective REC–RE latency for OFDM symbol for maximum distance 152:950 �s

Use case data Value Units Value Units Comment
Tofdm 0.0000667 s 66.7 �s
CPRI rate for LTE 2� 2 MIMO channel of 20MHz bandwidth 9 830 400 000 b=s 9830.4 Mb=s CPRI option 7
burst_size D CPRI rate � Tofdm 655 688 bits 81 961 bytes
payload_size 12 000 bits 1500 bytes
burst_size (packets) D burst_size=payload_size 55 packets 55 packets
RoE and Mac-in-mac overhead per packet 368 bits 46 bytes
M (maximum frame size) 12 368 bits 1546 bytes
R (link rate) 1�1011 b=s 100 Gb=s
tiq (distributed output queuing is assumed) 0 s 0 �s
tIS (maximum internal processing delay of the employed switch) 0.000003 s 3 �s

Worst-case delay breakdown Value Units Value Units Accumulated
switching
latency

Units

Bridge 1
tiq 0 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 0 bits 0 bytes
tQueuingThisClass D b=R 0 s 0 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 1 (tbridge1) 3:24736�10�6 s 3247.36 ns 3.2474 �s

Bridge 2
tiq 0.000003 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 655 688 bits 81 961 bytes
tQueuingThisClass D b=R 6:55688�10�6 s 6556.88 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 2 (tbridge2) 9:80424�10�6 s 9804.24 ns 13:052 �s

Bridge 3
tiq 0 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 1 311 376 bits 163 922 bytes
tQueuingThisClass D b=R 1:31138�10�5 s 13 113:76 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 3 (tbridge3) 1:63611�10�5 s 16 361:12 ns 29:413 �s

Bridge 4
tiq 0 s 0 ns
tQueuingOtherClasses DM=R 1:2368�10�7 s 123.68 ns
b, packets contending with the observed one 2 622 752 bits 327 844 bytes
tQueuingThisClass D b=R 2:62275�10�5 s 26 227:52 ns
ttx DM=R 1:2368�10�7 s 123.68 ns
tIS 0.000003 s 3000 ns
Total worst-case delay switch 4 (tbridge4) 2:94749�10�5 s 29 474:88 ns 58:888 �s

Available budget for propagation delay (100�s – max delay) 41:112 �s
Equivalent maximum end-to-end distance in fiber 8:222 km
Required de-jitter buffer (max queuing delay) 46:3931 �s
Maximum packetization delay (before last packet of burst is sent, b=R) 6556:88 ns 6:5571 �s
Total maximum effective REC–RE latency for OFDM symbol for maximum distance 152:950 �s
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Fig. 31.11 An example of hierarchical aggregation of eight CPRI option 7 flows over a 100Gb=s Ethernet

warded to output port j. This time is

tbridge.j/D tIS.j/C ttx.j/C tQueuingThisClass.j/

C tQueuingOtherClasses.j/ :
(31.6)

Table 31.8 provides bounds for each term for each
bridge’s output port j traversed. The only nonstraight-
forward value is tQueuingThisClass.j/, which is given by

tQueuingThisClass.j/D
P

k2CFFFOP.j/ GkMf.k/

R.j/
; (31.7)

where CFFFOP.j/ is the set of fronthaul flows incom-
ing from other ports than the one under observation,
contending with the packet for output port j. The sum-
mation of burst lengths of all these flows makes b.j/,
Mf.k/ is the maximum frame size of fronthaul flow k,
Gk is the maximum burst of back-to-back frames (in
number of packets) injected by the RRH into the ingress
switch (normally, the IQ samples making up an orthog-
onal frequency division multiplexing (OFDM) symbol)
by fronthaul flow k.

The traffic generated by other eCPRI functional
splits (eCPRI will be introduced later in this chapter)—
namely splits D, ID/IID, and IU in Fig. 31.15—depends
on the current radio resource utilization in the cells. In
these cases, the formulas above still hold, but the max-
imum latencies are variable as are the burst sizes. Two
main approaches are applicable: either provisioning the
network for simultaneous maximum cell utilization in

the area or designing the network with a maximum tar-
get load based on past statistics, considering that it is
very unlikely that all fronthaul sources work at full rate
at the same time.

In the case of eCPRI split D and, in general, for
splits above the MAC (medium access control) func-
tion, the real time requirements of the traffic are much
less stringent (1ms end-to-end). Thus, 802.1cm rec-
ommends to transport this fronthaul traffic as medium
priority fronthaul.

31.5.3 Example of Worst-Case
Delay Calculation

As an example, we analyze whether the setup described
in Fig. 31.11 fulfills the maximum latency require-
ment established for fronthaul: 100�s. This is the
case for a hierarchical aggregation of 8 CPRI option
7 flows (corresponding, for example, to a four-antenna
setting per RRH operating an LTE (long-term evolu-
tion) 2�2MIMO (multi-input multi-output) channel of
20MHz bandwidth) over a bridged network of 100G
Ethernet interfaces configured with maximum priority
for fronthaul traffic as recommended by the 802.1cm
WG. Frame preemption is disabled, and the switch-
ing fabric is assumed to be a distributed output-queued
architecture (more discussion on this architecture will
be provided later in the chapter) that works at line
speed.

To perform this analysis (31.5) and (31.6) are ap-
plied. Given the 100�s end-to-end latency budget and
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bined input–output queued (CIOQ), (d) distributed output queued (DOQ), and (e) combined input–crosspoint queued
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in order to obtain more general results, we extract the
propagation term from (31.5) as

X

i2Links
tprop.i/D 100�s�

X

j2BridgeOutputPorts
tbridge.j/ ;

(31.8)

and we focus the calculus on the worst-case time
spent on switching and forwarding. The calculations are
shown in Table 31.8.

As Table 31.8 shows, the margin for propagation
delay is 41�s, which means a maximum RE–REC dis-
tance of 8:2 km. Since in the scenario of Fig. 31.11
the maximum end-to-end distance is 6 km, we conclude
that the setup is viable. If the scenario had distances
longer than 8 km, a WDM-based solution should be
used instead. Packet switching leaves smaller margins
than WDM to other latency sources such as propa-
gation delay. It should be considered that the 58:9�s
worst-case switching time calculated in Table 31.8 only
includes the networking component, but an additional
de-jitter buffer at the receiver is required to emulate
a constant bit rate service (CBR). This induces an ad-
ditional latency at user level of at least 46:4�s, which
corresponds to the total maximum queuing delay terms
shown in the table.

31.5.4 Overview of Packet Switch
Architectures for Fronthaul

A packet switch for fronthaul transport must be pre-
dictable in terms of latency and throughput in order to
design a network that fulfils the 100�s budget estab-
lished for packetized CPRI and eCPRI splits under the
MAC function (splits D, ID, IID and IU in Fig. 31.16).
There are a number of switch architectures that can
achieve 100% of switching throughput. However, not
all are appropriate to get a low and predictable latency.
This feature usually comes at the price of more memory
units. The most popular parallel switch architectures
for a crossbar or crossbar-like fabric are depicted in
Fig. 31.12. Other architectural options can be found
in [31.21].

Let us review the suitability for fronthaul transport
of each architecture. The conclusions are summarized
in Table 31.9, where the red color denotes a negative
feature, orange denotes not desirable but acceptable,
and green means a positive feature for fronthaul trans-
port. In Table 31.9, speed-up is the times the switching
fabric needs to be higher than the line rate:

� The input-queued switch (IQ) (Fig. 31.12a) is an
inexpensive architecture in terms of buffer re-
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quirements capable of supporting very high-speed
ports. However, it does not provide delay con-
trol of individual packets due to the input–output
matching scheduler required to solve contention
and achieve 100% throughput (Table 31.9). Vir-
tual output queueing (VOQ) and an algorithm like
iSLIP [31.21] are the most common approaches.
Moreover, achieving a high throughput requires
a synchronous crossbar that works with fixed-size
data chunks, usually called cells. This requires seg-
mentation and reassembly (SAR) of packets into
cells, which adds to the delay.� The output-queued (OQ) architecture (Fig. 31.12b)
does have delay control, as packet chunks are writ-
ten to the output buffers as they arrive at the linecard,
but the required speed-up (equal to the number of
ports) makes it unsuitable for very high-speed ports.
The design used as reference in the table, is a 32-
port� 10Gb=s switch with a 64-byte cell size. With
a speed-up of N D 32, the margin to read from the
input port and write to the output buffer a cell is too
low.� Combined input–output queuing (CIOQ) (Fig.
31.12c) is a good alternative, as it can emulate
an OQ switch with a smaller speed-up if a spe-
cific scheduling algorithm is used. A speed-up of
4 has been proven to suffice to emulate the perfor-
mance of an OQ with the MUCFA algorithm (most
urgent cell first algorithm) [31.22] and virtual out-
put queueing. However, CIOQ, as well as IQ and
OQ, require segmentation and reassembly (SAR)
to achieve 100% throughput irrespective of packet
sizes or to take advantage of the speed-up, in the
case of OQ and CIOQ. Moreover, the scheduling
computation time itself adds an extra delay (except
for OQ).� The Distributed output-queued architecture (DOQ)
(Fig. 31.12d) is the ideal architecture in terms of
latency, as packets do not need segmentation to tra-
verse the switching fabric and are written straight
to the dedicated output buffer that each input has
at each linecard, without the need for SAR or an
input–output scheduling mechanism to traverse the
fabric. The problem is its high cost in terms of
memory (N2 buffers, where N is the number of
ports). Two main alternatives emulating DOQ are
described in the literature. One is the knock-out
switch (KO) [31.24], which reduces the number of
parallel buffers available at each output under the
assumption than not all ports statistically need to
write simultaneously on the same output port. If this
happens, some of the contending packets are dis-
carded (knocked-out) by a concentrator stage. The
other alternative is CICQ.
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2 uplink ports and N – 2 = 30 downstream ports
knock-out to 2 shared buffers in downlink ports
2N + 4(N – 2) = 64 + 120 = 184 buffers

AF AF AF AF

Shifter

Fig. 31.13 A partial
knock-out switch
for fronthaul aggre-
gation/distribution
scenarios (after
[31.23])

� Combined input-crosspoint queuing (CICQ) is an
interesting alternative to emulate a DOQ switch
and consists of a crossbar fabric with integrated
static random access memory (SRAM) buffers at
its crosspoints. This is, in principle, equivalent to
a DOQ switch with N �N buffers, one per input–
output pair. However, in order to reduce cost, the
capacity of the crosspoint buffers is small, and the
excess of packets is stored at an input buffer (which
is used only if the target crosspoint buffer is full).
This architecture provides a trade-off between la-
tency and memory requirements, as the input buffer
memory is shared by all crosspoints of that input,
and no scheduling or SAR is required.

In practice, hybrid approaches to the basic alterna-
tives described here are employed.

In the case of fronthaul traffic, the line rates are
high 10, 40, or 100G, and there is a hierarchy of
ports from the cloud (uplink ports) to the RRHs. Un-
like other contexts where latency is also essential (e.g.,
data center high performance computing switches),
all fronthaul traffic goes to or comes from the BBU,
and all backhaul traffic goes to or comes from the
evolved packet core. Thus, a number of simplifications
can be made to reduce costs. For example, a partial
knock-out switch [31.24] can be suitable for aggrega-
tion switches, as depicted in Fig. 31.13. In this switch,
uplink ports have all N buffers required in DOQ. In
addition, each downlink port has a buffer dedicated

to each uplink port (in Fig. 31.13, two buffers) so
as not to lose any fronthaul packet. However, since
no fronthaul traffic is expected from a downlink port
to another downlink port, a knock-out concentration
stage can be used to make it possible to share a small
set of buffers by many input ports and save mem-
ory.

An alternative popular centralized architecture that
behaves like a DOQ switch is the distributed shared
memory switch. This architecture relies on a central
memory manager that drives one (or two) N �M cross-
bars in such a way that the linecards can access in
parallel a number of M 
 N shared memory banks
both for writing and reading packets. This requires
the aggregate memory bandwidth to be 2NR, which
can be accomplished by setting an appropriate value
for M. The architecture is classified as centralized,
because a single device—the memory manager—has
to deal also with the virtualization of the distributed
memory as a number of independent output buffers,
including per-output-port per-class packet scheduling.
That means that the memory manager must handle
pointers to all the packets in the switch, which is
an intensive operation that requires complex coordi-
nated parallel processing itself. This architecture does
not scale well with the number of ports and line
rate but can also be optimized for aggregation/distri-
bution, provides latency guarantees, can support cut-
through operations, and can switch full frames at
once.
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31.6 Evolution of Fronthaul Networks

The 3GPP studies different functional splits between
remote and baseband unit ([31.23], Fig. 31.14). Op-
tion 8, which has the split point close to the antenna,
is compatible with both analog and digital radios over
fiber. All other options correspond to different D-RoF
formats, leading to different fronthaul interfaces and re-
quirements.

31.6.1 Functional Split Between Remote
and Baseband Unit

A detailed analysis of the different split options is out
of the scope of this chapter, as is an exact calculation
of bandwidth and latency values, which may depend on
use case and implementation. Thus, we will only pro-
vide approximate values of bit rate and latency, useful to
dimensioning a transport network. The tolerable latency
is low for the highest split options, from Options 5 to
8, where the hybrid automatic repeat request (HARQ)
protocol is performed in the BBU. This is critical in
a transport network, which introduces latency sources
due to propagation in fiber and packet processing.

For Options 1 to 4, the tolerated latency is in
the order of several milliseconds, a value compatible
with common transport network deployments. The D-
RoF implementation of Option 8 corresponds to CPRI,
which has already been discussed in this chapter, so we
will focus on Options 5 to 7.

In Option 5, the latency requirement is in the or-
der of few milliseconds, and the transport capacity is
only around 10% higher than the backhaul. Option 6
imposes stricter latency requirements (< 250�s), but
the capacity is similar to Option 5. Current packet or
fiber access technologies might not be able to guaran-
tee this low latency value, so that a multilayer optical
transport network may be required, as discussed later in
this chapter. Similar considerations hold for Option 7,
which has similar latency requirements (< 250�s) but

Option 1Data

RRC PDCP RFHigh-
RLC

Low-
RLC

High-
MAC

Low-
MAC

High-
PHY

Low-
PHY

Option 2 Option 3 Option 4 Option 5 Option 6 Option 7 Option 8

Data

RRC PDCP RFHigh-
RLC

Low-
RLC

High-
MAC

Low-
MAC

High-
PHY

Low-
PHY

Fig. 31.14 Functional split between remote and baseband unit

higher peak capacity (tens or hundreds of Gbit=s). The
use of 100Gbit=s optical transceivers may be needed
to support this option, with significant cost implications
for the transport network.

In parallel to the 3GPPP work, the CPRI consor-
tium recently introduced a new packet based interface,
known as eCPRI, for bandwidth-efficient fronthaul,
based on split points internal to the physical layer. De-
tails are provided in Sect. 31.6.2.

31.6.2 eCPRI: The New Packet Fronthaul
Interface

CPRI cooperation has released the specification of
a new interface, known as eCPRI [31.25], which
presents increased bandwidth efficiency compared to
CPRI and is based on new functional partitioning of the
base station functions, positioning the split point inside
the physical layer (Option 7 split in Fig. 31.15). The
required bandwidth scales according to the user-plane
traffic and the use of packet-based transport technolo-
gies, like Ethernet, is enabled. This paves the way to
carrying eCPRI traffic and other kinds of traffic concur-
rently in the same packet-switched network, according
to the crosshaul concept introduced in Sect. 31.1. The
physical layer adopts the IEEE 802.3 standards for
optical interfaces implementable in small form plug-
gable formats. The bit rate depends on the split point:
eCPRI specifies three different reference splits, as il-
lustrated in Fig. 31.15, two splits in downlink (Split
ID and IID) and one split in uplink (Split IU). Splits
E and D in Fig. 31.15 correspond to traditional front-
haul and backhaul, respectively. The user data bit
rates (Gbit/s) estimated in [31.25] for the different
split options are shown in Table 31.10. The estima-
tion corresponds to a scenario with 3/1:5Gb=s end-user
DL/UL rates, 100MHz air bandwidth, 8/4 downlink/
uplink MIMO layers, no MU-MIMO, 256 QAM, re-
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Fig. 31.15 Different RAN split points in the eCPRI speci-
fication

Table 31.10 User data bit rates (Gb=s) for the different
splits specified for eCPRI [31.25]

D ID IID E
Downlink 3 4 20 236
Uplink 1.5 � 20 20 236

D ID IID E
Downlink 3 4 20 236
Uplink 1.5 � 20 20 236

mote beam forming calculation, 64 antennas, 15 kHz
subcarrier spacing, 30 bit=sample � 122.88Msample/s,
and code rate matching of 0.8.

It is evident that the newly introduced functional
splits significantly reduce the bit rate compared to
CPRI. In downlink, three processes mostly determine

Layer 2
(Ethernet, 
MPLS-TP)

1

2

3

Ethernet switches/routers are used to
maximize the bandwidth efficiency by
statistical multiplexing.

TDM time slot is used to multiplex low 
bit rates, possibly from heterogeneous 
clients, on the same wavelength to 
minimize the (cost/bit)/s. Framing is 
used for enabling transport features 
(FEC, recovery, BER monitoring).

WDM is used when the installed fiber 
is scarce or when it is needed to have a
maximum segregation of traffic among
multiple vendors or tenants.

Layer 1
(OTN, TDM)

Layer 0
(Optical)

Fig. 31.16 A three-layer network

the bit rate: modulation, beam-forming, and IFFT (in-
verse fast Fourier transform). By moving the split
upwards the bit rate is lowered, and vice versa.

In combination with the fronthaul interface specifi-
cation, the CPRI consortium also released a document
with preliminary transport requirements [31.8]. In the
document, three classes of services are defined (high,
medium, and low), tolerating 100�s, 1ms and 100ms
as maximum one-way packet delay. Categories are also
defined for the maximum timing error that can be pro-
vided by the transport network relative to an absolute
time reference. Depending on the category, the error
spans from 65 ns to 3ms.

31.6.3 Multilayer Fronthaul Networks

5G transport networks will be able to concurrently
transport all kinds of fronthaul interfaces. Moreover,
with the advent of 5G, the amount of fronthaul traffic
to be carried will become very high. These two fac-
tors lead to a need for fully flexible capacity allocation
mechanisms in the network.

For this purpose, it is possible to use a multilayer ar-
chitecture, where all or some of the multiplexing mech-
anisms discussed in this chapter (physical layer, circuit,
and packet multiplexing) coexist to meet different re-
quirements, for example due to different split options
coexisting in the same transport network. Classic mul-
tilayer networks include three layers (Fig. 31.16):

� Layer 0 (physical layer, i.e., wavelength multiplex-
ing), based on a ROADMs (reconfigurable add-drop
multiplexers), providing circuits with wavelength
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+

+
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Fig. 31.17 Multi-
layer network use
cases

granularity. This is the option used for high bit rate
fronthaul signal or when the latency requirement is
very tight.� Layer 1 (circuit multiplexing, i.e., OTN or other
TDM technology) providing circuits with subwave-
length granularity and a possible time and fre-
quency synchronization mechanism. This is the
option used when the latency requirement is de-
manding, so that it is not possible to rely on sta-
tistical multiplexing, but the bit rate is low, so that
it is convenient to share the cost of the optical
interface among different fronthaul signals, time-
multiplexing them on the same optical channel.

� Layer 2 (Ethernet, MPLS-TP) providing a packet
switching level to take advantage of multiplexing
gain, transmitting at a bit rate proportional to the ac-
tual data load. This is the option for networks with
low or moderate traffic load so that packet switches
or routers can be interconnected with a low proba-
bility of experiencing congestion situations.

Three layers may result in excessive cost, and
a switching node design based on a subset of layers
suffices in many cases. Figure 31.17 illustrates possible
combination of the layers to fulfil different deployment
needs or operator use cases.

31.7 Conclusions

5G will drive a deep transformation of the optical
transport network for several concurrent causes: in-
crease of the user capacity, densification of the mo-
bile network, and introduction of several functional
split options that may coexist on the same transport
network. The latter issue implies a blurring of the
traditional distinction between fronthaul and backhaul
networks. Since it is impossible, for cost and oper-
ational reasons, to design dedicated networks for all
types of signal to be transported, the definition of
a shared network infrastructure and common trans-
mission and switching technologies is unavoidable.

In this chapter, several candidate technologies for D-
RoF have been presented. All of them show pros and
cons, and, as of today, it is not possible to foresee
a winner. For example, packet-based fronthaul aggre-
gation is likely to be implemented in scenarios with
very variable demands such as those of small cells,
where statistical multiplexing gains are very relevant.
On the contrary, the high fronthaul traffic rates im-
plied by 5G new radio and massive MIMO through
large access networks with sustained load levels seem
to justify the deployment of WDM-based optical circuit
solutions.
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32. Analog Optical Front-Haul Technologies
and Architectures

John E. Mitchell

New traffic-generating technologies such as the
Internet of Things and continued growth in mobile
traffic are requiring mobile networks to rapidly
expand their capacities. However, these increased
capacity demands are not coupled to increased
revenue, so the efficiencies and new architectures
of the access network are required to keep pace.
Optical fiber is now the medium of choice for ra-
dio access network backhaul due to the range
of advantages it offers and the new architec-
tural configurations it enables. These advantages
are becoming particularly attractive as radio ac-
cess networks shift, as predicted, to an increased
number of small cells (micro- and picocells)
to support 5G coverage. With increased band-
widths and higher-frequency systems, the case for
radio-over-fiber systems grows. Although digital
techniques currently dominate for fronthaul ap-
plications, the increased bandwidth requirements
of digital interfaces mean that analog techniques
may become favorable as capacity grows. In this
chapter, we review the requirements of analog ra-
diofrequency (RF)–optical transport systems and
provide an overview of the different optical con-
figurations that are used or have been proposed
for radio-over-fiber networks.
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In addition to the continued growth in mobile traffic,
new traffic-generating technologies such as the Internet
of Things are driving a rapid expansion in the capacities
required in mobile networks. To serve this demand, the
complexity and capacity requirements of radio access
networks (RANs) have increased. This mandates the use
of optical fiber technology to distribute radio signals due
to the range of advantages it offers and the new archi-
tectural configurations it enables. These advantages are
becoming particularly attractive as RANs shift, as pre-
dicted, to an increased number of small cells (micro- and
picocells) to support 5G coverage. However, we must
recognize that these increased capacity demands do not
deliver increased revenue, so cost reductions in the ac-
cess network are required to keep pace. In this context,

these networks will form part of a muchmore integrated
public wireless system that will be complementary to
WiFi hotspots and other network technologies, forming
a seamless and ubiquitous user experience.

To date, radio-over-fiber and distributed antenna
techniques have mostly been deployed where the fre-
quencies involved are difficult to transport using coaxial
cables or where there are dead zones in radio cov-
erage (e.g., in buildings). However, this is starting to
change with new developments in the network archi-
tecture of the radio access network. In this chapter, we
will explore how optical techniques are being deployed
to support radio access networks. We consider the tech-
niques required and the shift in network architecture
that is promoting the use of optical fiber technology.
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32.1 Developments in Radio Access Networks

In the traditional model of a radio access network
(RAN), baseband data packets are transmitted to remote
cell sites where the base transceiver station (BTS) pro-
vides all the processing, modulation, and amplification
required before the signal is radiated by the antenna.
In the uplink direction, the BTS performs a similar
function, processing the received radio communication
into framed baseband data. The connection to these cell
sites, typically termed backhaul, may be based on mi-
crowave links, copper leased lines, or, in some cases,
optical fiber. The ultimate capacity available to the cell
is in part determined by the capacity of these links,
but it is predominantly controlled by the amount of
processing equipment at the cell site. The space and
plant required varies, but > 2m2 cabinets or even small
buildings are not uncommon in GSM (Global System
for Mobile Communications) or UMTS (Universal Mo-
bile Telecommunications Service) networks. The basic
structure of such a distribution architecture is shown in
Fig. 32.1.

For a long time, the radio-over-fiber (RoF) com-
munity have argued for a fundamental change in this
architecture. The proposal is to separate baseband pro-
cessing from the antenna, with the radio signals being
distributed by means of optical fibers to form a con-
nection called fronthaul, as shown in Fig. 32.2. In
this model, the equipment and functionality placed at
the base station is significantly reduced to just the re-

Mobile
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Backhaul
(microwave/ fiber)

Baseband

Power amplifiers
RF processing

Baseband processing
Digital interfaces

BTS
ground

equipment Coax and
power

RF

Fig. 32.1 A traditional radio access
network
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Baseband processing
Digital interfaces

BBU

RF

RRU

Fronthaul

Optical fiber
and power

RF amplifiers
PF processing &
optoelectronic

conversion

Fig. 32.2 Centralized vRAN architec-
ture

mote radio unit (RRU). In this approach, the RRU only
performs optical/electronic (or electrical/optical) con-
version; signal amplification and all other processing
are carried out at a centralized site. This allows for
the baseband unit (BBU)—which performs all of the
digital processing in the BTS—to be centrally located,
enabling increased equipment and support service shar-
ing. In addition, the use of optical fiber is advantageous
as it is a small and lightweight medium that is immune
to electromagnetic interference (EMI). Such antenna
remoting techniques also open up the possibility of
wideband and protocol-independent antenna units de-
livering a number of radio standards distributed over
a single fiber infrastructure.

Although it has been an active research area since
the mid-1990s, this concept was largely ignored by in-
dustry for many years outside of the use of distributed
antenna systems (DASs) in specialist environments.
However, it has recently been adopted, albeit not in
the analog format originally proposed. In digital ra-
dio over fiber (D-RoF), the concept of the remote
processing and optical distribution of signals is main-
tained, but the signals that are distributed are digitized
versions of the analog waveforms, not the analog wave-
forms themselves, as would be the case in what is
now termed analog radio over fiber (A-RoF). This typ-
ically results in the network configuration shown in
Fig. 32.3.
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This approach has advantages, as well as a num-
ber of constraints, as will be discussed below. The
details of D-RoF and, in particular, the two industrial
D-RoF standards OBSAI (Open Base Station Architec-
ture Initiative) [32.1] and CPRI (Common Public Radio
Interface) [32.2], which are now widely used, are not
discussed here and will be covered elsewhere.

Once the requirement to have the baseband unit
colocated at the antenna site is removed, a whole host
of new possibilities emerge. This is now being exploited
in Long-Term Evolution (LTE; also commonly termed
4G) systems as a distributed radio access network (D-
RAN) or cloud radio access network (cloud RAN or
C-RAN) architecture. C-RAN involves the pooling of
BBU resources in a single location to enable faster ser-
vice delivery and cost savings. In the longer term it will

enable improved coordination of radio capabilities be-
cause capacity can be switched between RRUs rapidly,
as well as virtualization of the equipment at the central
station. This will provide significant cost reductions.
Most currently deployed versions use a digital inter-
face from the centralized BBU to the RRU, typically
with high-capacity 10 or 100Gbit ethernet fiber inter-
faces.

However, analog options to replace the digital in-
terface offer a number of advantages. In the rest of
this chapter, we will discuss the basic configuration
of an analog radio-over-fiber network, consider its ad-
vantages compared to digital radio-over-fiber networks,
and look at the networking technologies that will be
required to integrate such technologies into wide-scale
networks.

32.2 General Overview of Analog Radio-Over-Fiber Technologies

The basic structure of an analog radio-over-fiber system
shares many of the same components that are typically
witnessed in a digital system. However, there are sig-
nificant differences in performance requirements when
the signal to be transmitted is analog.

32.2.1 Basic Structure and Concept

Figure 32.4 shows the general structure of a radio-over-
fiber link, with an optical transceiver located at the
central office taking a feed from the output of the radio
node. In the downstream direction (central office to base
station), the radio signal—which may already be at the
final radiofrequency (RF) for transmission, or may be
at a lower intermediate frequency (IF) for upconversion
at the antenna’s site—is modulated onto a lightwave
carrier by an optical to electrical converter. The optical
transceiver can take a number of different forms, as will
be discussed later. In the simplest variety, it may be a di-
rectly modulated laser such as a distributed feedback
(DFB) laser, Fabry–Perot (FP) laser, or vertical cavity
surface-emitting laser (VCSEL), or it may utilize an ex-

ternal modulator. Once converted to the optical domain,
the radio signal is then transported across an optical net-
work to the RRU located at the cell site. At this point,
the signal is recovered from the optical carrier (typi-
cally with a photodiode) and amplified (if necessary),
ready for wireless transmission. The losses in the op-
tical fiber are significantly less than those in a coaxial
cable, although, depending on the design, the electrical–
optical–electrical conversion process can introduce loss
into the link.

The return path is identical in terms of modulation
onto an optical carrier, transport, and recovery, although
as the input RF is typically considerably lower, this link
direction is typically far more challenging from a cir-
cuit design viewpoint. A key aim of radio-over-fiber
technology is to reduce the cost, size, and power re-
quirements at the RRU, so considerable research effort
has been directed into the development of low-cost de-
vices for inclusion in the RRU.

In the research literature, there are examples of
single optical devices that can both receive and trans-
mit the optical signals, including some that demon-
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Fig. 32.4 Generic analog radio-over-fiber (A-RoF) configuration

strate ‘powerless’ operation—often termed passive pic-
ocells [32.3]. Based on electroabsorption transceiver
(EAT) devices, they recover optical signals within
a specific wavelength band and modulate data onto
a carrier within a second wavelength band [32.4]. An
alternative device with a similar operating principle is
the asymmetric Fabry–Perot modulator (AFPM) [32.5],
which has been employed for wireless transmission at
5:5GHz [32.6]. In most cases, however, traditional op-
tical techniques such as direct laser diode modulation
or external modulators have been used. In Sect. 32.3,
we will discuss the different technologies available for
analog transmission in more detail.

32.2.2 Frequency Bands and Applications
of A-RoF

In this section, we consider the radio standards that have
typically been utilized for RoF systems. Table 32.1 pro-
vides a review of the most common radio standards
required today. It is important to remember that, in most
cases, the RoF system has little opportunity to inter-
act or influence the standard in any way. The radio
standards are usually determined without considering
whether optical distribution networks of the sort pro-
posed here are used in the link, so any optical link must
support the standard exactly as set. In effect, what is re-
quired is transparent transportation of the radio signal,
ideally without imparting any (or, at best, exceptionally
small amounts of) loss, distortion, or delay.With careful
system design, the first two of these ideals can be ap-
proached. However, it can be more difficult to deal with
the impact of a delay in the transported signal. Although
the signals travel at approximately two-thirds the speed
of light in the fiber, and there is little processing delay
with analog systems, some short-range systems are not

designed to cope with the additional delay that trans-
portation over any significant distance introduces. As an
example, considerWiFi (WLAN). A number of systems
have shown that at the physical layer, modulated WiFi
signals can be transported via the direct modulation of
a laser onto an unamplified optical fiber link in excess
of 100 km. However, the link layer has been shown to be
unable to cope with an additional delay, limiting trans-
mission to < 10 km without modifying the media access
and control (MAC) layer of the protocol [32.7].

Early commercial implementations of analog radio-
over-fiber were typically focused on cellular radio
systems (e.g., GSM andUMTS) and were mainly for in-
building applications. These included single-mode fiber
systems such as BriteCell from Andrew Corp. (now part
of Commscope) [32.22] and multimode fiber solutions
for in-building solutions, such as the systems avail-
able from Zinwave [32.23], LGC Wireless (now part
of Commscope) [32.24], and ADC (now also part of
Commscope, having originally purchased LGC Wire-
less) [32.25]. Outside of cellular, there are a number of
providers of radio-over-fiber equipment (such as Fox-
com [32.26]) who specialize in military and satellite
systems.

As discussed above, different radio standards
present different issues depending on the design of the
radio formats at both the physical and MAC layers.
However, in most cases, the primary issue of concern
is the susceptibility to distortion that may be imparted
by the optical components in the link. This is often re-
lated to the bandwidth requirement of the signals to
be transported. For example, a number of the systems
proposed to operate in the 60GHz region require very
wideband bandwidths (typically > 500MHz) that are
significantly greater than traditional radio standards.
These systems introduce a number of new challenges
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Table 32.1 Summary of current wireless modulation formats

Standard Modulation formats Bit rate (max.) Frequencies
(approx./typical)

GSM [32.8] GMSK 14:4 kbit=s (GSM),
171:2 kbit=s (GPRS)

900, 1800, 1900MHz

UMTS (3G) [32.9] CDMA, HPSK (UL), QPSK (DL) 384 kbit=s 1:8�2:2GHz, 800�900MHz
802.11b [32.10] (WiFi) Single carrier BPSK, QPSK,

16QAM, or 64QAM
11Mbit=s 2:4GHz

802.11a/g
(WiFi) [32.11]/[32.12]

52-carrier OFDM, BPSK, QPSK,
16QAM, or 64QAM

54Mbit=s 5GHz=2:4GHz

802.11n (WiFi) [32.13] 52-carrier OFDM, with MIMO < 300Mbit=s 5GHz and/or 2:4GHz
IEEE 802.15.3c [32.14] Single carrier (BPSK, MSK, QPSK,

8PSK, 16-QAM) or OFDM (QPSK,
16-QAM, 64-QAM)

5:28Gbit=s
(single carrier),
5:775Gbit=s
(HSI OFDM),
3:8Gbit=s (AV OFDM)

60GHz

LTE (Long-Term Evolution)
Release 8 [32.15]

Orthogonal frequency division mul-
tiple access (OFDMA) downlink,
single-carrier frequency domain
multiple access (SC-FDMA) uplink

Up to 300Mbit=s down-
link and 75Mbit=s uplink

Various

3GPP LTE Advanced Re-
lease 10 [32.15]

Carrier aggregation (CA), MIMO
8�8 downlink and 4�4 uplink

Up to 1Gbit=s downlink
and 500Mbit=s uplink

Various

802.11ad/WiGig [32.16] Single carrier or OFDM 4:6Gbit=s (single carrier),
7 Gbit=s (OFDM)

60GHz

5G 3GPP Release 15 [32.17] Unknown, although candi-
dates include SEFDM [32.18],
GFDM [32.19], FBMC [32.20],
UFMC [32.20]

> 10Gbit=s Lower bands 3300�4200MHz
and 4400�4990MHz

5G example [32.21] 4�4 MIMO, 64 (QAM) 35Gbit=s 73GHz

Standard Modulation formats Bit rate (max.) Frequencies
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802.11n (WiFi) [32.13] 52-carrier OFDM, with MIMO < 300Mbit=s 5GHz and/or 2:4GHz
IEEE 802.15.3c [32.14] Single carrier (BPSK, MSK, QPSK,

8PSK, 16-QAM) or OFDM (QPSK,
16-QAM, 64-QAM)

5:28Gbit=s
(single carrier),
5:775Gbit=s
(HSI OFDM),
3:8Gbit=s (AV OFDM)

60GHz

LTE (Long-Term Evolution)
Release 8 [32.15]

Orthogonal frequency division mul-
tiple access (OFDMA) downlink,
single-carrier frequency domain
multiple access (SC-FDMA) uplink

Up to 300Mbit=s down-
link and 75Mbit=s uplink

Various

3GPP LTE Advanced Re-
lease 10 [32.15]

Carrier aggregation (CA), MIMO
8�8 downlink and 4�4 uplink

Up to 1Gbit=s downlink
and 500Mbit=s uplink

Various

802.11ad/WiGig [32.16] Single carrier or OFDM 4:6Gbit=s (single carrier),
7 Gbit=s (OFDM)

60GHz

5G 3GPP Release 15 [32.17] Unknown, although candi-
dates include SEFDM [32.18],
GFDM [32.19], FBMC [32.20],
UFMC [32.20]

> 10Gbit=s Lower bands 3300�4200MHz
and 4400�4990MHz

5G example [32.21] 4�4 MIMO, 64 (QAM) 35Gbit=s 73GHz

relating to linearity and induced distortion [32.27, 28].
In the research literature, WiFi (IEEE 802.11a/b/g, etc.)
systems have been widely used in experimental demon-
strations, in part due to the easy availability of access
points and license-free spectrum usage. However, due
to the low cost of the access points, it is hard to see
fiber-based systems displacing electronic systems un-
less they form part of a wider, converged, multistandard
network [32.29, 30].

While early research focused on the performance
limits of single-standard systems, most recent research
has concentrated on multichannel operation or the ex-
treme performance limits of the systems, e.g., the
interaction of second-generation (GSM) and third-
generation (W-CDMA) wireless systems [32.31] or of
W-CDMA and wireless LAN (WLAN) [32.32]. When
multiple standards must be transported, distortion due
to the nonlinearity of the optical components is a major
consideration [32.33].

Out of all these standards, the one that is cur-
rently experiencing the most active research is that of
5G, which is—at the time of writing—the next mo-
bile generation, so it is currently being researched,
standardized, and trialed worldwide. There are very
few confirmed details, with the exact frequency bands

and bit rates to be delivered by 5G systems still to
be decided. The key standards body in this area, the
3GPP [32.15], turned its attention to the first set of
standards (called 3GPP Release 15) in the second half
of 2017, with those standards released in September
2018 [32.34]. However, it is expected that 5G will
demand the following features over and above those al-
ready offered by 4G systems [32.35]:

� 1000� higher data volume per unit area� 100�more connecting devices� 10� longer battery life� 5� reduced latency.

These will all put significant pressure on the RAN due
to the required increase in overall capacity as well as
the likelihood of a significant reduction in the cell size
(and therefore an increase in the number of cells) re-
quired to support such a high bandwidth air interface. It
is also inevitable that increased use of techniques such
as multiple input multiple output (MIMO) and coop-
erative multipoint (CoMP) will be required to further
enhance coverage.

Furthermore, it is expected that frequency bands in
the millimeter-wave region will have to be exploited.
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Table 32.2 Frequency plan, maximum EIRP, and maximum transit power in the 60GHz V band for various countries

Region Frequency range
(GHz)

Bandwidth
(GHz)

Maximum EIRP
(dBm)

Maximum transmit power
(dBm)

US [32.36]/
Canada [32.37]

57–64 7.0 43.0 (peak),
40.0 (average)

27.0 (for bandwidth

 100MHz)

Europe [32.38] 57–66 9.0 40.0 (indoor only),
25.0 (indoor and outdoor)

Not defined

Australia [32.39] 57–66 9.0 43.0 (indoor only) 13.0
Japan [32.40] 59–66 7.0 57.0 10.0

Region Frequency range
(GHz)

Bandwidth
(GHz)

Maximum EIRP
(dBm)

Maximum transmit power
(dBm)

US [32.36]/
Canada [32.37]

57–64 7.0 43.0 (peak),
40.0 (average)

27.0 (for bandwidth

 100MHz)

Europe [32.38] 57–66 9.0 40.0 (indoor only),
25.0 (indoor and outdoor)

Not defined

Australia [32.39] 57–66 9.0 43.0 (indoor only) 13.0
Japan [32.40] 59–66 7.0 57.0 10.0

Table 32.3 Frequency plan, maximum EIRP, and maximum transit power in the E band for various countries

Region Frequency range
(GHz)

Use Maximum EIRP Maximum transmit power

FCC [32.41] 71�76, 81�86, and
92�95

FDD or TDD 55 dBW, 43 dBi minimum
antenna gain

5 dBW

Europe [32.42] 71�76, 81�86 Channel sizes ranging
from 250 to 4750MHz

55 dBW 30 dBm

Region Frequency range
(GHz)

Use Maximum EIRP Maximum transmit power

FCC [32.41] 71�76, 81�86, and
92�95

FDD or TDD 55 dBW, 43 dBi minimum
antenna gain

5 dBW

Europe [32.42] 71�76, 81�86 Channel sizes ranging
from 250 to 4750MHz

55 dBW 30 dBm

Among the first bands of interest are the 26 and 28GHz
bands, which are already available to telecoms oper-
ators in many jurisdictions for fixed-wireless access
systems [32.43]. Beyond this, others are advocating the
use of the spectrum at both 37 and 39GHz. The 60GHz
frequency range (often termed the V band) is subject
to different regulations and frequency-band structures
in different countries but is typically unlicensed. For
some, this makes the V band attractive; however, opera-
tors typically prefer the safety of licensed bands, where
usage is more tightly controlled. The 60GHz frequency
band plan, limits on the transmit power, and the maxi-
mum equivalent isotropically radiated power (EIRP) are
shown for various countries in Table 32.2. The EIRP
is important as it indicates how directional the anten-
nas will need to be to realize the maximum transmit
power. Above this frequency range, some early 5G ex-
periments have looked at the E band, for which three
bands are specified: 71�76, 81�86, and 92�95GHz.
The frequency plan, maximum EIRP, and maximum
transit power in the E band are provided for various
countries in Table 32.3.

32.2.3 Current Applications
of Fronthaul Systems

Simplifying the equipment at the cell site has been seen
to offer many benefits to mobile operators. It reduces
costs associated with site-cell acquisition, installation,
rental, and maintenance, allowing for a simpler plan
and build at the base station that takes advantage of
the smaller footprint. This in turn leads to lower energy
consumption by reducing the quantity of electronics
and air conditioning/environmental control needed at
the cell site. Once pooled at a central location, the base-
band processing can be virtualized. This allows for re-

duced hardware costs and simplified signaling, enabling
improved deployment of advanced enhancements such
as cooperative multipoint (CoMP) and interference co-
ordination, which require high signaling data rates with
low latency and high synchronization.

However, there are some issues that must be faced.
In current digital solutions, the main issue is the band-
width bloat that arises due to the digitization process
and the associated protocols. For example, a current
LTE-FDD (Long-Term Evolution frequency-division
duplex) system that uses 2� 20MHz bands upstream
and downstream will offer a peak data rate to customers
of around 150Mbit=s. However, to fronthaul this sig-
nal, the CPRI interface requirement is for 2:5Gbit=s
per sector. This greater than 15-fold bandwidth in-
crease is common in digital fronthaul systems, and
is likely to be the limiting factor in 5G given that
estimates of 5G capacity suggest that it might drive
the fronthaul requirement to > 500Gbit=s if current
techniques are maintained. This is hard to address,
with data-rate requirements scaling linearly with in-
creases in RF bandwidth and the number of sectors.
It also places pressure on the number of fibers re-
quired or calls for more expensive WDM technologies
to be used. In addition, although many have dreamed
of very-low-cost systems that take advantage of high-
volume (and therefore low-cost) ethernet equipment,
the very tight timing requirements make the transport of
CPRI over native ethernet impractical. Although work
aimed at addressing all of these issues (e.g., by using
CPRI compression techniques [32.44] or by directly us-
ing ethernet) is being carried out, it should be noted
that delay and synchronization issues are still to be
solved [32.45].



Analog Optical Front-Haul Technologies and Architectures 32.3 Analog Radio Over Fiber (A-RoF) 1019
Part

D
|32.3

32.3 Analog Radio Over Fiber (A-RoF)

In the most basic optical link, shown in Fig. 32.4, a laser
diode is biased in the linear region of its transfer charac-
teristics and then directly modulated by the RF signal to
be transported. This laser is then directly coupled into
an optical fiber for transmission across some distance.
At the receiving end, the light is detected using a biased
photodiode that converts it back to an electrical form.

32.3.1 Microwave Signals on Optical Fibers

For frequencies of < 10GHz, direct modulation is typ-
ically used (although some directly modulated lasers
do exist above this [32.46]). Above this frequency, and
if high levels of linearity are needed, external mod-
ulators based on either electro-optical effects (such
as the Mach–Zehnder modulator) or electroabsorption-
based modulators are preferred or required, as shown in
Fig. 32.5. These modulators provide superior link per-
formance, albeit at the expense of additional cost and
size.

In Fig. 32.5, following the signal in the downstream
direction (from the central office to the antenna), we
see that the majority of the electronic processing—
i.e., the baseband processing (framing, etc.) and the
digital-to-analog conversion—take place at this central
office. The signal is then upconverted to the required ra-
diofrequency in the section marked RF. In some cases,
an intermediate frequency (IF) may be transported.
This reduces the frequency requirement of the optical
components and link but introduces a requirement for
further upconversion at the base station. As we will
see later, this trade-off many be worthwhile at very
high frequencies. The electrical signal is fed, possibly

WDM or
circulator

Optical
modulator

Optical
modulator

Low-noise
amplifier

Power
amplifier

Diplexer

Baseband
processing

ADC DAC

RF

Optical sourceOptical source

Optical detectorOptical detector

Fig. 32.5 Example of an externally modulated analog fiber link

via an amplifier or driver circuit, to an optical mod-
ulator. Unlike for digital modulation, as the signal is
analog and bipolar, the optical modulator is usually bi-
ased at its quadrature point (i.e., in the middle of its
transfer function). The drive will need to be adjusted
so that the maximum signal excursions remain within
the linear region of the transfer function. The modula-
tor imparts the RF signal onto a continuous-wave (CW)
laser source, and the signal is then coupled into the op-
tical fiber via either a wavelength-selective coupler or
a circulator. Typically, this downstream wavelength is
chosen to be different to the upstream wavelength to
form a wavelength division duplex pair, thus avoiding
crosstalk between the upstream and the downstream if
any reflections are present in the link. At the end of the
link, again using either a wavelength-selective coupler
or a circulator, the signal is delivered to a photodiode of
sufficient bandwidth to accommodate the RF modula-
tion frequency. At this stage, the only processing that is
required is power amplification (PA) before the RF sig-
nal is fed, via a diplexer, to the antenna for transmission.

In the reverse (upstream) direction, the signal col-
lected from the antenna is first amplified using a low-
noise amplifier (LNA) before being fed to a similar
optical modulator to that used in the downstream di-
rection. The main differences from the downstream
direction are the wavelength of operation, as explained
above, and the fact that the RF drive power received
from the antenna is considerably lower than that pro-
duced by the RF equipment in the central office (which
drives the link in the opposite direction). This typically
creates the requirement for high-gain electronics at the
base-station site.
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A key issue in the transport of analog signals is
the linearity of the transfer function of the electrical to
optical device. The most common (and therefore inex-
pensive) devices are designed for digital systems where
on-off keying dominates and hence linearity is less of
an issue. Therefore, to achieve reasonable performance
in terms of distortion, a low modulation depth is used at
the laser or modulator to maintain operation in the lin-
ear region. If increased linearity is required, techniques
to linearize the devices can be applied through either
device design itself or external linearization techniques.
This has been demonstrated for directly modulated
devices [32.47, 48] as well as linearized external mod-
ulators [32.49], which are commonly used in cable
TV (CaTV) networks. To enable the use of low-cost
sources, more advanced techniques such as feedforward
linearization have also been proposed [32.50].

In addition, an important performance measure in
an analog link (although one often ignored in digi-
tal systems) is the relative intensity noise (RIN). Ef-
fects such as mode instability or spontaneous emission
present in the laser diode will introduce some unwanted
intensity variations that are usually characterized via
the RIN parameter. The RINs of commercially available
semiconductor laser diodes are typically in the range of
130�160 dBHz�1. The RIN peaks in the vicinity of the
laser relaxation oscillation frequency and is a function
of the modulating signal frequency and the bias current.
In a directly modulated link, there is a trade-off between
maintaining sufficient optical power at the photodiode
to overcome the receiver thermal noise and minimizing
the effect of RIN, which increases with the square of
the optical power [32.51, p. 182]. The reflection of op-
tical power back into the laser also causes an increase
in RIN, so it must be tightly controlled in any system
implementation.

To achieve the maximum link gain, appropriate
impedance matching of the laser and photodiode is re-
quired, as both typically have quite low impedances
(typically on the order of a few ohms). In certain cir-
cumstances, with correct matching, positive link gain
can be achieved [32.52]. An excellent review of the
state of the art of analog links can be found in [32.53],
while those looking for a rigorous analysis of the design
of such links should read [32.51].

32.3.2 Intensity Modulation Direct
Detection of RF Signals

Making use of the basic structure shown in Fig. 32.4,
full-duplex point-to-point links can be formed. For fre-
quencies below around 6GHz, which covers most of
the current cellular and WiFi bands, this is typically
achieved by repeating the link shown in Fig. 32.5. Al-

though the loss in an optical fiber is approximately
independent of the radio frequency, chromatic dis-
persion begins to have a significant influence on the
transmission of a standard intensity modulation direct
detection (IM-DD) signal for frequencies above around
10GHz. To understand this better, consider a stan-
dard single-mode fiber with a chromatic dispersionDD
17 .ps=nm/km at �D 1550nm. If we use a continuous-
wave (CW) single-mode laser that is externally modu-
lated with an ideal Mach–Zehnder modulator (MZM)
biased for linear intensity, we see that the optical power
spectrum of the signal produced is

S.f /D Po

2

( 1X

nD�1
J22nC1.m/ı

� Œf � fo � .2nC 1/fmm	

)

;

where fmm is the required mm-wave frequency, fo is the
mean optical frequency, Po is the total optical power, Jn
represents the Bessel function of the first kind of order
n, and m is the modulation index, which is calculated
as the ratio of the input voltage range to the switching
voltage of the modulator (i.e., the voltage required to
turn the modulator from on to off). From this, we can
deduce that the RF signal is formed by both the lower
and an upper side band (nD�1 and nD 1), which are
offset by the frequency of the signal from the optical
carrier (nD 0). This is known as a three-term tech-
nique because of the presence of three main terms in
the optical spectrum (optical carrier and two sidebands).
When transported across a fiber with chromatic disper-
sion, a differential delay is induced between the two
sidebands which, when detected on a square-law pho-
todetector, leads to an interference pattern between the
terms generated by the beating of the upper side band
with the carrier and the lower side band with the car-
rier. Therefore, for maximumpower transfer, we require
that the terms are in phase, which will only happen for
certain delay values. For all other delays, there will be
a reduction in the total RF power and therefore an as-
sociated reduction in the carrier-to-noise ratio of the
resulting signal.

If the RF carrier is an unmodulated sinusoid, com-
plete extinction of the received mm-wave carrier occurs
in a cyclic fashion whenever the phase difference be-
tween the lower and upper sideband is  , resulting in
repetitive, link-length-dependent nulls in the detected
signal power. The first null occurs at a fiber length l (in
m), given by

lD c

2D�2f 2
;
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Fig. 32.6 Length-dependent fading of radiofrequency sig-
nals in an optical fiber

whereD is the dispersion parameter, c is the vacuum ve-
locity of light, � is the mean source wavelength, and f
is the modulation frequency [32.54]. As demonstrated
in Fig. 32.6, at mm-wave frequencies, the transmis-
sion distances possible using three-term techniques are
severely limited. This figure plots the theoretical results
for a 1550 nm system operating with a standard single-
mode fiber dispersion of 18 .ps=nm/km (fiber loss is
neglected). It shows that the first power null occurs at
around 4 km at 28GHz and around 1 km at 60GHz. As
the period of the nulls decreases with the square of the
frequency, shifting the carrier to higher mm-wave bands
rapidly reduces the period.

Although reduced-dispersion fiber would be one so-
lution to the problem, most research work has focused
on developing techniques that generate two-term rather
than three-term signals. In two-term techniques, the re-
sultant RF signal at the photodiode is the product of
the beating of only the carrier with a single sideband,
so any dispersion-induced phase shift produces only

DC bias

Polarization
controller

RF +
data in

θ

fmm

fmm

RF out

Fig. 32.7 Optical
single-sideband
setup

a relative phase shift of the RF signal, which is of
no significance to the final signal. There are a num-
ber of techniques that will generate two-term signals.
A summary of some of the most common is given be-
low.

As we have seen above, when operated in its linear
region, the Mach–Zehnder modulator gives a three-term
output. However, modifications to the drive of the mod-
ulator or the design can be used to generate two-term
signals.

Single-Sideband Modulation
If a dual-arm (sometimes called a dual-drive) modula-
tor (i.e., a modulator where modulation can be applied
independently to both arms of the Mach–Zehnder struc-
ture) is used with each arm driven by signals that
are identical but 90ı out of phase, a single-sideband
spectrum is produced at the output [32.55]. This is
typically carried out using a hybrid coupler that cre-
ates in-phase and out-of-phase signals from a single
RF input, as shown in Fig. 32.7 [32.56], although
dual-parallel Mach–Zehnder modulators (MZMs) can
also be used [32.57]. A single-sideband signal may
also be generated by combining an external modulator
and a phase modulator in a cascade [32.58], or using
a monolithically integrated DFB laser with a multimode
interferometer [32.59]. As shown in Fig. 32.7, the op-
tical output of the single-sideband generator contains
that carrier term plus one of the two sidebands that is
modulated with the data at either the baseband or an in-
termediate frequency. At the photodiode, the mixing of
the carrier with this single sideband results in a RF sig-
nal at the required frequency. The presence of only one
sideband results in a 3 dB power reduction compared
to the double-sideband signal, but the signal now has
the advantage of being tolerant to chromatic-dispersion-
induced fading.
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Double-Sideband Suppressed
Carrier Modulation

An alternative option is to bias a standard Mach–
Zehnder modulator at its null point [32.60] to give
a double-sideband suppressed carrier signal, as shown
in Fig. 32.8. Here, the two sidebands are present, with
the optical carrier suppressed between them. One ad-
vantage of this technique is that a RF drive of only half
the final transmission frequency is needed. It is also
possible to bias the device at its maximum transmission
point to give two tones at four times the frequency plus
a carrier [32.61]. The main disadvantage is that due to
the nonlinear nature of the modulation, data cannot be
imposed with the same modulator as the RF tone in ei-
ther of these techniques. In the example of Fig. 32.8, an
optical fiber Bragg grating (FBG) is used to filter out ei-
ther of the two sidebands, thereby selecting one of two
frequencies for modulation with a data signal [32.62]
using a separate modulator. Despite this requirement
for an additional (albeit lower-speed) second modula-
tor, this approach does have the advantage that a number
of wavelengths can be upconverted using a single high-
frequency device [32.63, 64].

Optical Filtering
Some have proposed the use of optical filtering with
a device such as a fiber Bragg grating to remove one
of the sidebands of a three-term technique. This tech-
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Fig. 32.8 Double-sideband suppressed carrier setup

nique is generally not preferred as it is not very power
efficient [32.65] and requires high stability of both the
grating and the transmitting laser.

32.3.3 RoF System Architectures

There are a number of candidate architectures that can
be used to apply the techniques introduced in the sec-
tion above to a system that delivers radio signals to
users. Different implementations are developed to re-
duce the cost of the remote antenna unit by reducing the
component count or by decreasing the number of high-
frequency components (particularly high-frequency op-
tical components). However, this usually comes at the
expense of some flexibility.

RF Transmission Techniques
The architecture shown in Fig. 32.9 is the simplest
configuration in that it transmits the signal at its fi-
nal transmission frequency in both directions. At low
frequencies, this can be achieved using intensity modu-
lation direct detection (IM-DD) techniques with direct
modulation of a laser diode or similar at the transmit-
ter. However, as discussed above, two-term techniques
such as those described in Sect. 32.2.1 will need to be
deployed at higher frequencies (> 10GHz). One issue
with such a design is the need for the optics in the RRU
to replicate those used at the central site. Ideally, we
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Fig. 32.10 RF downstream with loopback–RF upstream configuration

would like to simplify the RRU and move as much com-
plexity to the central site as possible. One option is to
remove the need for an optical source at the RRU by re-
motely generating the return carrier. This is commonly
known as a loopback scheme. As shown in Fig. 32.10,
two wavelengths are produced at the central site. One
carries the downstream data (as in the standard case),
while the second is an unmodulated light signal that will
be used to carry the return signal. It is here that optical
devices that are capable of both receiving and modulat-
ing an optical signal become attractive [32.4, 5]. This
allows the RRU to be simplified, but may require dis-
persion compensation due to the limitation of IM-DD in
the upstream (RRU to central office) direction. It is also
possible for the optical carrier from a modulated down-
link signal to be filtered and reused as the optical source

on the uplink [32.66], although this technique may re-
quire the use of separate fibers for the downstream and
upstream links.

IF Transmission Techniques
As the frequency of operation increases, the cost of
the optical components that need to operate at high
frequencies (typically the modulator and photodiode)
can become the limiting factor in the cost of the RRU.
As an alternative, schemes have been proposed that
transport an intermediate frequency (IF) rather than the
final transmission frequency over the fiber network.
Such systems are usually deployed at high microwave
or mm-wave frequencies using an IF of a few GHz
where dispersion effects are minimal and direct modu-
lation of lasers is possible. These techniques have been
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demonstrated for a wide range of final transmission
frequencies, including 60, 75GHz, and even terahertz
transmission. A number of mechanisms to up/downcon-
vert the IF signal to the final frequency are possible.
These are discussed below.

Electrical Upconversion. To upconvert the signals at
the RRU, a stable local oscillator (LO) at around the
carrier frequency (˙fRF) is required. In the configura-
tion shown in Fig. 32.11, the LO is provided locally at
the RRU. This has design implications in terms of the
requirement for a temperature-stable LO source, and it
reduces the range of frequencies available at the node.

To reduce the component requirement, and espe-
cially the need for a high-stability oscillator at the RRU,
the LO can be distributed optically from the central of-
fice at either the required frequency or as a subharmonic
to be used for subharmonic injection locking of an os-
cillator [32.40] or as a reference for a phase-locked loop
(PLL) RF oscillator [32.67]. For a network with multi-
ple nodes, a single LO can be distributed to a number
of nodes, thereby sharing the high-frequency compo-
nents used to generate the LO. For example, in [32.68],
a single 40GHz signal is distributed around a ring to
a number of base transceiver stations. In this example,
each node also receives an individual optical channel
carrying a 2:4GHz IF signal, which it combines with
the 40GHz oscillator to form the final channel. In this
particular configuration, the LO is also used to down-
convert the received signals at the RRU to allow the use
of low-frequency optical devices for the return chan-

IF out

IF in
IF

IF

LO

RRU

WDM or
circulator

Fig. 32.11 IF downstream–IF upstream configuration

nel as well. Such a configuration is demonstrated in
Fig. 32.12.

32.3.4 Optical Upconversion: Coherent
Radio-Over-Fiber Techniques

Most recently, spurred on by the success of coherent
techniques in baseband core networks, there has been
renewed interest in a coherent system for radio over
fiber. Although there are many parallels, there is one
major problem. A typical RoF system rarely has the ac-
cess needed to process the data itself at baseband—it
is, in fact, transporting ‘waveforms’ for other services.
This means that the types of digital signal processing
that have enabled high-bit-rate coherent systems cannot
be performed in the same way on the analog (as far as
the RoF system is concerned) signals that the RoF sys-
tem is transporting. However, some coherent operations
are still possible.

The basic concept of a coherent system is the het-
erodyning of two laser sources, one of which is carrying
data at an IF, to create a resultant RF signal at the re-
quired mm-wave frequency. To do this, the two laser
sources used must be separated by the radiofrequency
that is to be generated. As the laser linewidths of
most sources are large compared to the signal band-
widths, free-running operation is not possible without
significant impairment. This comes about because of
the phase noise inherent to the laser, which mani-
fests itself in the broadening of the spectral linewidth
of the laser source. When two uncorrelated optical
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sources beat together on a photodetector, this phase
noise significantly degrades the detection performance
of the transmission system. To overcome this, tech-
niques to lock the two lasers together are usually
required. These may take the form of an optical fre-
quency locked loop (OFLL) [32.69], an optical phase
locked loop (OPLL) [32.70], optical feedforward mod-
ulation [32.71], optical injection locking [32.72], or
optical injection phase-locking [32.73].

There is, however, one configuration where two
uncorrelated sources can be used for all-optical up-
conversion [32.74]. Such a system uses uncorrelated
optical heterodyne mixing with a free-running CW
laser to generate a high-frequency signal after a broad-
band photodiode. In contrast to the numerous hetero-
dyne mixing implementations reported in the literature,
which require optical injection locking or complex opti-
cal phase-locked loops, this proposed technique utilizes
envelope detection to avoid laser phase noise effects at
the baseband, thus obviating signal control techniques.
This results in a very simple and cost-effective trans-
mission system.

It has been shown [32.71] that if the data are on
an appropriate IF, and a square-law envelope detec-
tor is used to downconvert the mm-wave wireless at
the receiver, the phase noise penalty can be overcome.
Envelope detection is preferred over self-homodyne
reception because it is cheaper and has been shown
to provide better sensitivity [32.75]. This allows for
a much-simplified RRU, with the radiofrequency being
generated by controlling the optical frequency different

between the two optical tones. Such a system provides
a very wide tuning range, although it does also impose
some significant requirements on the frequency stabil-
ity of the lasers.

This coherent reception technique is shown in
Fig. 32.13, where one laser is used as the optical input to
a low-bandwidth dual-drive Mach–Zehnder modulator
(MZM) that is modulated with the IF signal. The phase
fluctuations '1.t/ of this laser can be characterized as
a Wiener–Lévy process with zero mean and a variance
of 2 ˇjtj, where ˇ is the two-sided 3 dB laser linewidth
of the Lorentzian power density spectrum [32.76]. At
the output of theMZM, we can describe the optical field
as

E1.t/D ejŒ2 fL1tC'1.t/	Cm.t/ejŒ2 .fL1CfIF/tC'1.t/	 ;

where fL1 and fIF are the center frequency of the signal
laser and the intermediate frequency, respectively, and
m.t/ is the data carried on the IF. The output optical
field of the second laser (the LO laser) with laser phase
noise ej'2.t/ can be expressed as

E2.t/D ejŒ2 fL2tC'2.t/	 ;

where fL2 is the center frequency of the LO laser. When
the two optical signals are combined in the optical cou-
pler, the resulting optical signal, neglecting both the
fiber and wireless channels in this analysis, produces
a photocurrent I.t/ at the output of the square-law pho-
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Fig. 32.13 Schematic of the coherent reception technique

todetector. This photocurrent is given by

I1.t/DR.: : :Cm.t/ cosŒ2 .fIF/t	

C 2 cosf2 .fL1� fL2/tC Œ'1.t/� '2.t/	g
C 2m.t/ cosf2 fRFtC Œ'1.t/�'2.t/	g/ ;

where

fRF D fL1 � fL2C fIF ;

and where R is the responsivity of the photodetec-
tor. Ignoring some direct current (DC) components
and second-order intermodulation distortion products,
the first term is a copy of the data signal centered at
a frequency of fIF. The second term is a RF carrier at
a frequency of .fL1� fL2/ that is obtained from the beat-
ing of the two optical carriers with themselves, while
the final term is the desired message signal at a RF
of fRF. It is seen that the last two terms have random
phase deviations of Œ'1.t/�'2.t/	. If '1.t/ and '2.t/
have spectral densities represented by �1 and �2, re-
spectively, then it can be calculated that the last two
terms will have spectral densities of .�1C �2/Hz. This
will result in a 3 dB linewidth equal to the sum of the
linewidths of the signal and LO lasers. If we assume that
the signals are downconverted by passing them through
an ideal square-law envelope detector, the downcon-
verted signal I2.t/ can be written as

I2.t/D 4R2.cosf2 .fL1� fL2/tC Œ'1.t/�'2.t/	g
Cm.t/ cosf2 fRFtC Œ'1.t/�'2.t/	g/2 :

After filtering I2.t/ with a low-pass filter to eliminate
the higher-frequency components, only the baseband
signal

I3.t/D 4R2fm.t/ cosŒ2 .fIF/t	g

remains. This result demonstrates that there are no laser
phase noise terms, implying that the proposed tech-
nique is both capable of mitigating laser phase noise
effects and robust against chromatic dispersion. How-
ever, it should be noted that this technique requires
good long-term stability of the optical sources, which
may require additional circuitry to give the necessary
wavelength stability and accuracy. The requirement is
that the wavelength drift present is not large enough to
shift the received signal outside the bandwidth of the
envelope detector. In the demonstration of this tech-
nique described in [32.74], both optical sources were
tunable lasers that utilized thermoelectric cooler (TEC)
modules to ensure wavelength stability and accuracy
throughout their tuning ranges. Using such lasers guar-
antees that the beat term falls within the 60GHz band.
More recently, such an approach has been demonstrated
in the 60GHz band with 512-QAM-OFDM [32.77].
This produced a data transmission of 21Gbit=s. A spe-
cially developed coherent photonic mixer was used as
the optical receiver.

There are a number of systems in the literature
that make use of the term coherent, usually because
they borrow from the baseband coherent techniques that
are now ubiquitous in 40 and 100Gbit=s systems. One
of the first demonstrations of a coherent system was
by Kitayama et al. in 2012 [32.78]. In this technique,
a digital baseband data signal is modulated onto one
tone of a coherent two-tone optical generator. In this
case, the modulating signal is a complex QPSK signal
of 20GBd. After transmission across a fiber network
and reception with a fast photodiode, the signal under-
goes wireless transmission at 92:5GHz. On reception,
the signal is downconverted to an IF and sampled us-
ing a high-speed analog-to-digital converter (ADC). It
is here that the system borrows from baseband tech-
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niques, as it utilizes many of the same signal processing
methods. This work has since been further extended
to demonstrate the QPSK modulation of two wire-
less polarizations to produce a mm-wave MIMO RoF
system at 90GHz that delivers 74:4Gbit=s transmis-
sion [32.79].

32.3.5 Hybrid Techniques

For some applications, a hybrid RF down–IF up tech-
nique can be applied as an alternative. As shown in
Fig. 32.14, the downstream (to the RRU) signal is car-
ried using a RF-over-fiber technique. At the RRU, a RF

component of this signal is tapped off and used as the
LO signal to downconvert the upstream signal to an IF
for transmission using lower-speed optics. Utilizing RF
transmission in the downlink removes the need for a sta-
ble LO source to be placed or derived at the RRU, as
would be needed in IF down techniques, while the use of
IF upstreamoffers the all-important cost savings of high-
frequency optical components at the RRU. However, it
must be noted that careful selection of the up- and down-
stream frequencies is required, whichmay not always be
possible or may be constrained by the radio standard it-
self. Because of this, this technique lends itself to use in
a system deploying frequency-division duplexing.

32.4 Concluding Remarks

In this chapter, we have reviewed the fronthaul appli-
cations and wireless standards that are likely to benefit
from analog radio-over-fiber systems, and the architec-
tures that are typically deployed.

With the increasing bandwidths required for 5G
systems and the higher-frequency systems that are be-
ing deployed, the case for radio-over-fiber systems
grows. Although digital techniques currently domi-
nate for fronthaul applications, the increased bandwidth
requirements of digital interfaces mean that analog
techniques may become favorable for a number of
applications as capacity grows. Even though the band-
width efficiencies of digital techniques will improve
as compression and other techniques are introduced,
analog techniques have a significant head start in this
regard. For baseband transport of processed data from
a wireless BS, the total capacity requirement is sim-
ply the sum of the total user data available at the

cell site once all available channels are considered and
including all sectors plus the control and signaling
overhead. For a LTE eNodeB, it may be on the or-
der of a few hundred Mbit=s. For CPRI to function,
it requires a high-speed and low-latency backhaul con-
nection where digitized signals are transported at one of
the specified line rates, which are multiples (1, 2, 4, 5,
8, 10, 16) of 614:4Mbit=s [32.80]. Detailed knowledge
of the radio channels used is needed to accurately cal-
culate the capacity required. However, using 1Gbit=s
per antenna carrier as a rule of thumb [32.81] for a cur-
rent LTE implementation, we find that the requirement
can be significant. Consider a single-sector LTE FDD
cell site with two transmit and two receive antennas. If
we assume a total bandwidth of 20MHz, 16 bit sam-
pling, two times oversampling, and an overhead of
20%, the CPRI-defined line bit rate required would be
4:9152Gbit=s. Introducing sectorization, a capacity of
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> 10Gbit=s may be needed at the uncompressed CPRI
interface.

Capacity is not the only issue: there are other tol-
erances that create additional design constraints on the
front/back-haul network. The two most notable are the
high bit error rate requirements of 10�12 and a low la-
tency compared to FEC-enabled digital links. These are
linked in that it is recommended that forward error cor-
rection is avoided to reduce the processing delay, which
is already on the order of a sub-ms for the round trip (for
GSMD 78 km or � 380�s, 3GD 40 km or � 190�s,

and LTED 20 km or � 95�s). In addition, strict re-
quirement on the delay jitter, in the range of tens of
nanoseconds, and a frequency jitter of <˙0:002 pm
add further issues in digital systems [32.82]. If scaled
to 100MHz channels, which is not unexpected for fu-
ture systems, bit rates in excess of 24Gbit=s may well
be needed [32.83]. Some are even suggesting that if all
of the features of LTE Advanced are enabled, the back-
haul traffic requirement may be pushed up to 100Gbit=s
per site [32.84]. This clearly suggests room for analog
systems in this space.
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33. Optical Networking for 5G
and Fiber-Wireless Convergence

Gee-Kung Chang, Mu Xu , Feng Lu

Due to the drastically increased capacity and ex-
ploitation of higher RF bands by the upcoming
5G New Radio (5G NR) standards, revolutionary
changes are set to occur in next-generation mo-
bile data networks. In the 5G NR specification
being developed by 3GPP NR, three different ap-
plication scenarios are defined: enhanced mobile
broadband (eMBB), massive machine-type com-
munication (mMTC), and ultra-reliable low-latency
communication (URLLC). Furthermore, following
recent debate, the major standards bodies have
agreed that both low-density parity check (LDPC)
and polar codes should be employed as data and
control channel coding options, respectively. Thus,
it is clear that, in addition to higher throughput,
the flexibility to meet different needs in various
application scenarios and to utilize the advan-
tages of different technologies will be key to the
construction of 5G fiber-wireless converged het-
erogeneous networks. In this chapter, to show
how optics can support 5G heterogeneous wireless
communications, technologies used in fiber-
wireless integrated radio access networks (RANs)
are reviewed. Aspects such as mobile fronthaul
evolution, all-spectrum fiber wireless access tech-
nologies, and optical signal processing techniques
in 5G converged networks are also discussed.
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4k/8k streaming, public cloud services, virtual reality
(VR), the Internet of Things (IoT), and machine-type
communications have driven the exponential growth
in both the overall traffic and the number of con-
nected devices in wireless communication systems in
recent years [33.1, 2]. There are also emerging band-
width, latency, and reliability requirements of vehicle-

related communications and other mission-critical ap-
plications [33.3] that cannot be met by the 4G Long
Term Evolution Advanced (LTE-A) standard. Accord-
ing to the roadmap of the Third Generation Partnership
Project (3GPP), 5G mobile networks are expected to be
standardized and deployed in the early 2020s to serve
these applications [33.4].
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33.1 Challenges Associated with the Introduction of 5G

Based on projections by service providers and ma-
jor equipment suppliers, 5G mobile networks should
be able to support more than 1000 times the over-
all traffic volume and 100 times the peak data rate
per user that can be achieved with the current LTE-A
standard. 5G should also be able to support other fea-
tures such as ultrahigh connection density, increased
traffic density, reduced latency, and improved mobil-
ity (up to 500 km=h), making it highly adaptable to
different application scenarios. These requirements rep-
resent a challenge to vendors and service providers
in all network segments, including the core network,
mobile backhaul, mobile fronthaul, and wideband or
ultrareliable wireless access. A series of technologies
to facilitate 5G are being investigated, as shown in
Fig. 33.1 [33.5].

The high-level key performance indicators (KPI)
targets for next-generation mobile networks are shown
in Table 33.1. These objectives were developed as part
of the IMT-2020. The various applications of 5G can be
mapped to three different classes of usage scenarios: en-
hanced mobile broadband (eMBB), massive machine-

Asynch-
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UFMC BBU
cloud
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Advanced
modulation

formats

Massive
MIMO

CoMP
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MTC Vehicle-to-vehicle Enhanced mobile broadband

6 GHz 60 GHz

MMW / FSO backhaul

Edge
node

NOMA

OFDM

MMW
small cells

RRH

Fig. 33.1 5G technology in both the optical and the wireless domains

type communication (mMTC), and ultra-reliable low-
latency communication (URLLC) (Fig. 33.2).

33.1.1 Enhanced Mobile Broadband

eMBB is intended for applications that require high
bandwidth and involve high traffic density, such as VR,
augmented reality (AR), and ultrahigh-resolution, high
frame rate 4k or 8k video streaming [33.6, 7]. As it is
designed to support a wide range of services, eMBB is
expected to underpin the first commercial utilization of
5G technology. eMBB can be applied in several service
categories, including high-speed access in traffic-dense
areas, broadband everywhere, and high-speed mobility.
The targets for the application of eMBB are shown in
Table 33.2.

These tremendous traffic densities are supported by
the capacity gain enabled by multiple-antenna systems,
including massive MIMO and beamforming technolo-
gies. Especially for millimeter-wave (MMW) transmis-
sion, a large MIMO antenna array that is within the
specified physical limit on antenna size can be em-
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Table 33.1 KPIs for next-generation mobile networks

KPI IMT-2020
performance values

Peak data rate per user > 10Gb=s
Minimum data rate per user > 100Mb=s
Supported user density > 1 000 000 connections=km2

Supported traffic density > 10 .Tb=s/=km2

Latency < 1ms
Mobility Up to 500 km=h
Energy consumption 1=10� compared to 2010
Network management opera-
tional expenditure (OPEX)

1=5�

Service deployment time 1=1000�

KPI IMT-2020
performance values

Peak data rate per user > 10Gb=s
Minimum data rate per user > 100Mb=s
Supported user density > 1 000 000 connections=km2

Supported traffic density > 10 .Tb=s/=km2

Latency < 1ms
Mobility Up to 500 km=h
Energy consumption 1=10� compared to 2010
Network management opera-
tional expenditure (OPEX)

1=5�

Service deployment time 1=1000�
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Mobile
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Cloud
computing

Industrial
automation

Smart
home/building

Smart city Mission critical

5G

V2X

Fig. 33.2 Applications of eMBB, URLLC, and mMTC
within the scope of 5G

Table 33.2 eMBB use-case categories and targets (DL:
downlink; UL: uplink)

Use-case category Connection
density

Traffic density

Broadband access
in traffic-dense
areas

200–2500
per km2

DL: 750Gb=s per km2

UL: 125Gb=s per km2

Broadband access
in a crowd

150 000
per km2

DL: 3:75 Tb=s per km2

UL: 7:5 Tb=s per km2

Mobile broadband
in vehicles

2000
per km2

DL: 25Gb=s per train
50Mb=s per car
UL: 12:5Gb=s per train
25Mb=s per car

Use-case category Connection
density

Traffic density

Broadband access
in traffic-dense
areas

200–2500
per km2

DL: 750Gb=s per km2

UL: 125Gb=s per km2

Broadband access
in a crowd

150 000
per km2

DL: 3:75 Tb=s per km2

UL: 7:5 Tb=s per km2

Mobile broadband
in vehicles

2000
per km2

DL: 25Gb=s per train
50Mb=s per car
UL: 12:5Gb=s per train
25Mb=s per car

ployed due to the reduced wavelength [33.8]. 5G will
use MIMO extensively with up to 32 antenna ports at
current phase. With MIMO and beamforming, opera-
tors will be able to deploy 5G base stations on existing
sites to achieve similar coverage, while the signal qual-
ity received by the user will be significantly improved,
so better performance is expected. Further performance
enhancement can be accomplished by using 3D MIMO

instead of conventional horizontal or vertical MIMO
antenna components with flat-panel antennas [33.9]. In
addition, high-order modulation (HOM) of up to 256-
QAM or 1024-QAMcan be applied due to the increased
SNR enabled by high-gain beamforming.

Another approach that can be used to improve
capacity is to enlarge the wireless bandwidth. Two
methods of achieving this have been proposed and ex-
tensively investigated: increasing the number of chan-
nels utilized simultaneously by the same user (known
as carrier aggregation, CA) [33.10], and expanding the
bandwidth of a single channel. 32 CA is defined in
LTE-A Pro to facilitate larger data pipes. Intraband and
interband operations are applied to utilize the spec-
tral resources available in both licensed and unlicensed
ranges, as shown in Fig. 33.3. Greater bandwidths than
the currently used 20, 40, and 80MHz, and so on
are expected in the 5G standard. By combining both
schemes, wireless bandwidths of more than 1GHz are
achievable. These technologies can provide the capac-
ity density required without introducing a substantial
load on the digital signal processing (DSP) side, but
they are significantly limited by the channels available
in bands below 6GHz. These bands are crowded and
an exclusive license for operation in these bands to

a)

b)

c)

Band 1 Band 2

Band 1 Band 2

Band 1 Band 2

Fig. 33.3a–c Various carrier aggregation modes defined in
LTE-A and 5G. (a) intraband noncontiguous, (b) intraband
contiguous, and (c) interband
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maintain the quality of service required by 5G is expen-
sive. MMW bands, which have vast potential, are being
considered for the 5G spectrum, especially in eMBB
scenarios [33.6].

To meet the requirements of eMBB under extreme
conditions, high-density deployment will be neces-
sary [33.11]. As they are a well-established technology,
heterogeneous networks incorporating macro and small
cells are known to permit a good balance between
maximal capacity density, coverage, and deployment
difficulty. With small cells, the reduced cell size in-
creases the spatial reuse ratio such that the data rate can
be increased dramatically for each user [33.12]. How-
ever, synchronizing and controlling high-density cells
is challenging given the severe intercell interference
(ICI), and coordination is needed to achieve the ex-
pected capacity gain. Coordination can be achieved by
using centralized radio access network (C-RAN) archi-
tectures, which allows a significant portion of the trans-
mission/reception DSP to be conducted in a centralized
infrastructure shared by multiple cell sites [33.13].

33.1.2 Machine-Type Communications

An unprecedented number of services and applications
that require communication among machines, such
as drone-based packet delivery, autonomous vehicles,
smart homes, smart factories, smart cities, and large-
scale sensor applications, are expected to be served by
wireless networks in the future. The communication
schemes associated with these applications are different
from traditional human-centric communications based
on eMBB [33.14]: they have distinct requirements in
various respects, including latency, data rate, reliabil-
ity, and energy efficiency. The coexistence of human-
centric communications and machine-type communi-
cations will lead to more diverse wireless networks in
the future. The International Telecommunication Union
(ITU) divides these machine-related applications into
those based on ultra-reliable low-latency communica-
tion (URLLC) and those based on massive machine-
type communication (mMTC).

mMTC facilitates services such as logging, meter-
ing, security monitoring, and asset condition tracking
in which a massive number of machine-type devices
are connected within a limited area. High connection
densities of up to 1 million connections per km2 and ul-
traefficient energy consumption allowing a battery life
of decades are supported by this 5G scenario. Cur-
rent mMTC technologies, including NB-IoT, SigFox,
and LoRA, aim to improve coverage while maintain-
ing high power efficiency, but a significant increase in
the number of users supported is yet to be reported.
Some solutions based on nonorthogonal multiplexing

and multiple access (NOMA) that use nonorthogonal
resources to serve multiple users within limited time
and frequency intervals have been proposed [33.15].
NOMA can remove the strict user volume limitation
based on availability, allowing far more users to be sup-
ported than in the conventional approach [33.16].

URLLC focuses on optimizing the reliability and
latency performance of wireless transmission, making
it suitable for applications that are mission critical,
such as autonomous cars, wireless industrial control,
and drone-related applications [33.17]. The design of
the waveform for an URLLC service is challenging
and problematic, as reliability and low latency lead
to conflicting requirements to some degree, and high
mobility also needs to be accounted for to ensure bet-
ter reception performance [33.18]. The utilization of
short packets is typically preferable when the aim is
to reduce the latency, leading to a small forward error
correction (FEC) overhead that limits the coding gain
and reduces the link performance. A stringent latency
requirement also limits the availability of retransmis-
sion, a technique that is widely used in current wireless
communications to enhance reliability. There are three
methods that can be used to achieve both reliability and
latency from a physical layer perspective: reducing the
transmission overhead, improving the reception of the
URLLC packet, and reducing the delay in transmitting
the URLLC packet. More specifically, the system over-
head should be optimized and minimized, including the
information related to channel estimation, scheduling,
resource allocation, and data verification; high channel
coding overhead or other spreading techniques should
be considered as a means to increase the success de-
coding probability, since retransmission will not satisfy
the strict latency requirement; and finally, when the
URLLC packet is generated from higher layers, the
packet should be transmitted immediately instead of
waiting for the next available slot. When URLLC coex-
ists with eMBB, eMBB frame puncturing by URLLC
packets would be expected [33.19].

33.1.3 Coordination and Network MIMO

There are several aspects to 5G coordination: spatial
coordination, spectral coordination, and service-wise
coexistence and coordination [33.20]. Spatial coordi-
nation becomes critical when small high-density cells
are deployed and ICI is inevitable. When the capacity
penalty due to ICI is of a similar scale to the ca-
pacity gain, the spatial densification of cells does not
yield a gain in performance. Hence, intercell coordina-
tion plays an important role in mitigating interference
between cells using joint processing and joint trans-
mission [33.21]. Coordinated multipoint (CoMP) and
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Fig. 33.4 Coordinated multipoint transmission and net-
work MIMO

network MIMO are promising concepts for improv-
ing the cell-edge user data rate and spectral efficiency.
Both of these network coordination schemes have been
proposed as approaches that can be used to mitigate in-
tercell interference and increase spectral efficiency. Fig-
ure 33.4 shows the concept of CoMP, where one user is
served by all available cells nearby using the same spec-
tral resources. The interference in the cell-edge area
is minimized and the transmission power and equiva-
lent gain are boosted through centralized processing or
by exchanging information among the cells. In particu-
lar, now that MMW is becoming a prominent candidate
spectrum for 5G exploration, the line-of-sight require-
ment for MMW directional beams limits service avail-
ability significantly in single-cell operation [33.22].
However, using multiple cells significantly increases
the probability of achieving a high-quality radio path,
meaning that the user has a better chance of receiving
good SNR. The backhauling link is the key challenge
in spatial coordination, since an enormous amount of
overhead information is generated between traditional
cell towers. The highly dynamic channels associated
with mobile users require the latency of this traffic to
be extremely low. Another issue is the synchronization
among these geodistributed cells, since any offset in the
frequency or time domain will reduce the performance
gain or even turn the constructive signal into a destruc-
tive one and severely degrade the transmission.

Spectral coordination comes into play when mul-
tiple-band operation is included in a single wireless
service. For example, CA utilizes multiple contiguous
or noncontiguous bands for joint simultaneous wireless
transmission to enhance the system capacity, which is
important for eMBB. Interband or intraband CA was
standardized in 3GPP release 13 and 14 (also known
as LTE-A Pro), and coordination between bands below
6GHz and MMW bands is possible in 5G, enabling
both the low-loss properties of low-frequency channels
and the wide bandwidth of MMW to be exploited. In
addition, both licensed and unlicensed bands can be
coordinated for data pipe expansion with the same or
similar standards.

The capacity requirement of 5G necessitates more
efficient use of all available licensed and unlicensed
bands. Several bands have been opened up for mobile
services, including the 2:5 and 5GHz bands for the
proposed use of unlicensed LTE carriers as secondary
LTE carriers in CA. However, WiFi is currently run-
ning on these bands. These emerging bands will lead
to the cochannel deployment of multiple radio access
technologies [33.23]. However, under the coexistence
of multiple services in the same frequency and space,
resource utilization is only improved when multiple ser-
vices are properly coordinated and controlled.

33.1.4 Mapping 5G Challenges
to the Optical Network

5G imposes various requirements on next-generation
access networks. As it will be the dominant supporting
media for these networks, the optical transport network
will also need to be upgraded to accommodate emerg-
ing applications.

Optical networks that support 5G C-RAN can be di-
vided into mobile fronthaul and backhaul. Mobile back-
haul refers to the communication network infrastructure
for transporting packet data from end users or nodes to
the central network or infrastructure and vice versa. It
carries the raw communication data. So, for 5G, bigger
data pipes (up to Tb=s) in the optical network and ways
to offload traffic to the network edge are needed. In
terms of latency, a fast and resilient forwarding engine
that leverages the edge routing and switching infra-
structure is needed. From a cost perspective, the use of
multiplexing technologies such as time-division multi-
plexing (TDM) and wavelength-division multiplexing
(WDM) can reduce the need for fiber deployment. Also,
deployment and upgrading costs can be significantly re-
duced by ignoring specialized switching hardware and
using general-purpose infrastructure and network func-
tion virtualization (NFV). Moreover, the system should
be flexible and software-defined so that it is virtualized
and self-contained and thus complies with the require-
ment for rapid deployment in 5G.

On the other hand, mobile fronthaul refers to a new
network architecture in which centralized baseband
controllers are connected to remote standalone radio
heads at cell sites. The connections may be standard-
ized digital optical links that use pluggable modules
or they may be customized analog optical links. There
are, however, various challenges associated with mobile
fronthaul, including those relating to capacity, latency,
and efficiency. Currently, mobile fronthaul based on the
common public radio interface (CPRI) requires mas-
sive bandwidth, as shown in Table 33.3. Methods of
reducing the required fronthaul capacity using com-
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Table 33.3 Data requirements of the CPRI in optical links

Number of
antenna ports

Wireless bandwidth
20MHz 160MHz 1GHz

2 2Gb=s 16Gb=s 100Gb=s
8 8Gb=s 64Gb=s 400Gb=s
64 64Gb=s 512Gb=s 3:2Tb=s

256 256Gb=s 2 Tb=s 12:8 Tb=s

Number of
antenna ports

Wireless bandwidth
20MHz 160MHz 1GHz

2 2Gb=s 16Gb=s 100Gb=s
8 8Gb=s 64Gb=s 400Gb=s
64 64Gb=s 512Gb=s 3:2Tb=s

256 256Gb=s 2 Tb=s 12:8 Tb=s

pression or multiple functional splits to decrease the
bandwidth needed and maintain good signal quality to
and from the radio head are being investigated [33.24,
25]. The optical bandwidth can also be reduced by
utilizing analog mobile fronthaul, which makes use
of linear optical components and adaptively designed
optimization DSP [33.26, 27]. Since mobile fronthaul
latency can add to the physical (PHY) layer delay,
to fit into the URLLC framework, the optical link
must utilize fast networking and adaptively designed
scheduling schemes when multiple cells are sharing
optical transmission resources. Statistical multiplexing

can be leveraged in mobile fronthaul to increase the effi-
ciency by shifting the dedicated constant-bit-rate (CBR)
CPRI links to a more shareable infrastructure.

Analog mobile fronthaul provides another approach
for achieving high spectral efficiency and minimal la-
tency in front ends. The bandwidth occupation is the
same as in free space and is less than 10% of that re-
quired with CPRI. The latency is also negligible as the
front-end processing can be purely analog. That said,
there are several challenges with analog technology.
During analog signal delivery, it is very hard to ver-
ify and correct any transmission errors, and the link
suffers from noise and burst interference. The linear-
ity of the optical transceiver must be very high because
of the multicarrier wireless waveforms delivered along
the fiber. In addition, since multiple carriers must be
supported simultaneously for MIMO and CA, multi-
plexing is another issue in an analog link that uses
radio-over-fiber technology [33.28]. There are consid-
erable discussions regarding the utilization of TDM,
FDM, and WDM in analog mobile fronthaul.

33.2 Overview of Fiber-Wireless Integrated Fronthaul Systems in 5G

Future 5G mobile data networks empowered by spec-
tral aggregation and cell densification pose a huge
challenge for building next-generation mobile fronthaul
systems with large capacities, scalability, and high en-
ergy efficiency. Traditional solutions based on CPRI or
channel aggregation with DSP are not sufficient to sup-
port heterogeneous ubiquitous wireless access. In this
section, we compare different fiber-wireless integrated
mobile fronthaul solutions and envisage future optical
networking technologies that could potentially reshape
next-generation radio access networks.

33.2.1 C-RAN and Digital Mobile Fronthaul

Due to the constant demand for higher internet speeds
and seamless expanded wireless signal coverage, fifth-
generation (5G) mobile data networks are currently be-
ing constructed. The new 5G standards are under review
and the related technologies have been under deploy-
ment since 2019. 5G products are predicted to emerge
onto the market around 2020 [33.29]. Among all of
the promising new features of 5G, millimeter-wave
frequency exploration, ultralow latency, and small-cell
densification are critical drivers of significant improve-
ments in system capacity. Considerable challenges are
brought by carrier aggregation and cell densification.
Figure 33.5 depicts the impact of spectral aggrega-
tion and cell densification on future 5G network sys-

tems with centralized control and management. Higher
throughput to subscribers is achieved using an ex-
panded spectral bandwidth and higher spectral effi-
ciency. Meanwhile, 5G also makes it possible to utilize
fragmented frequency resources and enables the coex-
istence of multiple radio access technologies (RATs).
On the other hand, an increased small-cell density po-
tentially facilitates wide and seamless wireless signal
coverage with a greatly improved customer experience
through frequency reuse and millimeter-waveband ex-
ploitation.

As mentioned above, spectral aggregation and cell
densification bring some challenges. Above all, the
smaller cell size makes it more difficult to rebalance
the performance in different areas. It is important to
keep the quality of service (QoS) stable and smooth
at the cell edge or during the handover between ad-
jacent cells. The situation is also complicated by the
significantly increased antenna and equipment densi-
ties associated with 5G networks [33.30]. Moreover,
in the 5G NR system, cell splitting, coordinated multi-
point, massive MIMO, and beamforming are important
tools for optimizing the spatial distribution of the sig-
nal strength and improving performance at cell edges.
To achieve this, a powerful central office (CO) with
a high processing speed and enhanced computing ca-
pability is needed to coordinate and schedule on a large
scale. On the other hand, upgrading to next-generation
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Fig. 33.5 Conceptual diagram of the impact of spectral aggregation and cell densification on a 5G radio access network

mobile technologies also requires increased capital ex-
penditure (CAPEX), operational expenditure (OPEX),
power, and time. While unavoidable, those increased
inputs should be kept within a reasonable range. Mean-
while, 5G NR must also be sufficiently adaptable to
support delay-sensitive and energy-efficient applica-
tions such as tactile networks, IoT, and machine-type
communications. Thus, compatibility with different us-
age scenarios is of great importance and should be
considered in efforts to design and optimize the frame
structure, network functions, and hardware implemen-
tation. So far, based on information that has leaked
from major standards bodies, the consensus appears
to be that the new 5G NR system should not only
support higher bandwidths and throughput but also it
should be more efficient in terms of CAPEX, OPEX,
as well as energy consumption. the end-to-end la-
tency should also be significantly reduced to support
URLLC [33.13].

The C-RAN architecture has been proposed by
China Mobile [33.31–33] as a solution to address the

challenges involved in large-scale cell control and man-
agement. In this proposal, baseband units (BBUs) that
perform some processing are decoupled from the radio
equipment controllers below antenna towers and ag-
gregated into a pool of BBUs that work as a central
unit. As shown in Fig. 33.5, this central unit can con-
trol and manage hundreds of distributed remote units
and radio heads in various small cells. The central unit
has a large storage volume and high data-processing ca-
pabilities. Some cutting-edge networking technologies
such as software-defined networking, network function
virtualization, and cloud-edge computing will also be
deployed to facilitate real-time management and time
scheduling on a large scale. This approach to construct-
ing future fiber-wireless converged networks will allow
the throughput of the fixed network to be boosted. Op-
tical fibers will be used for the transmission links in the
C-RAN architecture due to their low propagation loss,
high data capacity, and low cost in building a full du-
plexed network connecting the central unit to a large
number of remote units.
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There are multiple options for digital data trans-
mission in C-RAN, most of which are realized uti-
lizing a digitized radio-over-fiber (D-RoF) technology,
CPRI (more information about CPRI can be found in
Chap. 31) [33.34]. CPRI defines a set of rules for
the digitization, packetizing, and forward error cod-
ing processes. In CPRI fronthaul systems, the baseband
in-phase (I) and quadrature (Q) analog waveforms are
first reduced to discrete samples. Then the discrete I/Q
samples are quantized with 15 digits, and one con-
trol word digit is also added before each digitized
sample; these digits together form an antenna com-
ponent (AxC) chip. Different AxC chips to different
antennas are interleaved at the BBU pool before be-
ing transmitted to the remote units. At the remote
units, the AxC chips are collected and used to re-
construct the analog baseband signals before they are
upconverted to radiofrequencies and sent to the radio
equipment (RE). However, one of the main problems
with CPRI is its low bandwidth efficiency. CPRI re-
quires more than 16 times more bandwidth than LTE
to transmit a particular amount of information. After
quantization, a component carrier in LTE that typically
occupies 20MHz is expanded to a 490Mb=s signal in
a non-return-to-zero (NRZ) format. Calculations indi-
cate that the speed of a CPRI link within a standard
three-sector 8-by-8 MIMO LTE base station can reach
150Gb=s, which is intolerable and significantly in-
creases the cost. On the other hand, D-RoF schemes
may be indispensable for short-distance low-latency
transmission using high-order wireless formats in 5G
NR systems. The latest 5G NR specifications feature or-
thogonal frequency-division multiplexing (OFDM) and
high-ordermodulation (256 and 1024-QAM). However,
integrating these two technologies to achieve the de-
sired operational flexibility and spectral efficiency also
leads to several new challenges, such as high sensitiv-
ity to nonlinear distortions and increased demands on
the high-resolution digital-to-analog converters (DAC),
limiting the quality and transmission distance of ana-
log radio-over-fiber (A-RoF) optical networks in mobile
fronthaul (MFH) [33.35]. D-RoF is the preferred tech-
nology in this case. It is compatible with different
formats, making it suitable for the 5G NR environ-
ment with its diverse services and spectrum. It also
has high immunity to nonlinear distortions. Error-free
transmission can be realized using FEC coding. Its
shortcoming—low bandwidth efficiency—can also be
mitigated through data compression [33.36] and the
use of advanced modulation formats, making D-RoF
a promising candidate for the digital transportation of
high-quality wireless signals across increased transmis-
sion distances between the BBU pool and radio access
units (RAUs) and with improved power budgets.

33.2.2 Functional Splitting
and the Next-Generation
Fronthaul Interface (NGFI)

To meet the requirements of 5G NR, current 4G archi-
tectures must be upgraded to meet the different latency
and throughput requirements of different scenarios. The
legacy C-RAN architecture is evolving into the next-
generation fronthaul interface (NGFI), meaning that
functionality must be relocated to the remote radio unit
(RRU) to alleviate the processing burden in the mobile
fronthaul [33.37]. Functions are then split between two
segments: a radio cloud center (RCC) and the RAU. The
functionality can be reconfigured and reorganized de-
pending on the splitting point selected. For example,
a simple remote radio head (RRH) that can only han-
dle the RF (radio frequency) functionality may be used
(this is known as option 8). Alternatively, the radio head
could inherit part or all of the functions in the PHY
layer (this is known as option 7). There are also many
other possible splitting points besides these two options,
each of which has unique properties and advantages that
may make it the best option for a particular application
scenario. Therefore, a flexible functional split is pro-
posed in [33.38], where the different split options can
coexist and can be dynamically adjusted over time.

NGFI, with its capacity for reconfigurable and mul-
tiple coexisting functional splits, is proposed in the
IEEE 1914.1 standard. Figure 33.6 shows a concep-
tual diagram of a NGFI-based mobile fronthaul network
with a two-layer architecture: fronthaul I is a network
that connects each distributed unit (DU) to several
RRUs, while fronthaul II links a central unit (CU) to
multiple DUs. The location of the CU can be tailored
to different application environments. For example, the
CU could be located in the (transport) aggregation
layer, yielding a mMTC scenario with a large number
of connections. For eMBB, the CU could be deployed
at the access layer to augment the throughput. Forward
and backward compatibility must also be considered.
Legacy fronthaul infrastructure inherited from 3G and
4G systems is incorporated into the networks in options
1 and 2. Small cell densification is supported by options
7 and 8, since the centralized network architecture can
process a large number of remote access points at the
same time, helping to simplify the functions assigned
to and the cost of the remote units. A reconfigurable
functional split (option X) can also be implemented
depending on the requirements of the system. Such
a two-layer architecture could represent a good trade-
off between latency and capacity. For some services
with stringent delay requirements, such as unmanned
self-driving, security, and positioning, a DU can make
a quick decision without sending the dataflow to the
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CU. However, for some tasks that require complex com-
puting and scheduling, the CU can be included in order
to utilize its high-performance computational resources
and large storage capacity.

The various potential functional splits can be classi-
fied into four main categories, as shown in Fig. 33.7. It
was mentioned earlier that functions are redistributed
between the CU and DUs in NGFI. Eight functional
split options are defined and recommended by the
3GPP [33.39]. These options have different require-
ments in terms of bandwidth, latency, jitter, and syn-
chronization. Options 1 and 2 are fully distributed
architectures in which most of the functions are aggre-
gated at the DUs. In these two options, Ethernet packets
are transmitted between the CU and DUs. There is
almost no wireless overhead, leading to high transmis-
sion efficiency, low latency, and low synchronization.
However, their distributed architectures make them in-
compatible with MIMO and coordinated multipoint
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(CoMP) transmission. It is worth noting that in these
options, the resources can be aggregated at the net-
work edge, thus leveraging mobile edge computing for
delay-sensitive services. Options 3 to 5 are intermediate
between distributed and partly centralized architectures.
On the other hand, options 6 and 7 are partly cen-
tralized architectures that can provide a good trade-off
between transmission efficiency and radio performance,
although they have high synchronization and latency re-
quirements because the resource blocks of LTE need
to be aligned between the DUs and RRUs. Option 8
is a fully centralized option; some researchers also re-
fer it as the A-RoF option. Since the LTE component
carriers are not modified, MFH and air transmission
can be seamlessly integrated together. The best radio
performance is obtained with centralized coordination
and scheduling, making it fully compatible with CoMP.
However, implementing mobile fronthaul using this op-
tion will necessitate very strict requirements in terms
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Table 33.4 Comparison of different functional split options in NGFI

Option Description Applications
1 RRC-PDCP split: In this split option, RRC is in the CU. PDCP, RLC, MAC, the

physical (PHY) layer, and RF are in the DU, so the entire user plane is in the DU.
Edge computing

2 PDCP-RLC split: In this split option, RRC and PDCP are in the CU; RLC, MAC,
PHY layer, and RF are in the DU.

Low-latency transmission
(already standardized)

3 Intra-RLC split: Low RLC (one function of RLC), MAC, PHY layer, and RF are
in the DU; PDCP and high RLC (other function of RLC) are in the CU.

Low-latency transmission
Implementing intra-gNB (next-generation
node B) RAN-based mobility
Fronthaul flow control

4 RLC-MAC split: MAC, PHY layer, and RF are in the DU; PDCP and RLC are in
the CU.

Not recommended by 3GPP

5 Intra-MAC split: RF, PHY layer, and some of parts of the MAC layer (e.g.,
HARQ, hybrid automatic repeat request) are in the DU; upper layer is in the CU.

Collecting UE statistics
Measuring/estimating fronthaul activities

6 MAC-PHY split: MAC and upper layers are in the CU; PHY layer and RF are in
the DU. The interface between the CU and DUs carries data, configuration, and
scheduling-related information (e.g., MCS, layer mapping, beamforming, antenna
configuration, and resource block allocation), and measurements.

Centralized scheduling
Resource pooling at MAC layer in the central
office

7 Intra-PHY split: In the UL, FFT (fast Fourier transform) and CP (cycle prefix)
removal reside in the DU. The remaining functions reside in the CU. In the down-
link, IFFT and CP addition reside in the DU. The rest of the PHY layer resides in
the CU. Multiple realizations are possible.

Centralized scheduling
Compatible with joint processing and
coordinated multipoint transmission
Massive MIMO
High-performance radio

8 This option allows the RF and the PHY layer to be separated. It permits the
centralization of processes at all protocol layer levels, resulting in very tight co-
ordination of the RAN. This allows efficient support of functions such as CoMP,
MIMO, load balancing, and mobility. Realizations include A-RoF, D-RoF, and
delta-sigma modulation.

Low-cost RRUs
Short-distance PTP transmissions
Efficient support of functions such as CoMP,
MIMO, load balancing, and mobility
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ordination of the RAN. This allows efficient support of functions such as CoMP,
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Efficient support of functions such as CoMP,
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of latency control. Table 33.4 compares the technical
features and application scenarios of functional split op-
tions 1 to 8.

33.2.3 Analog Radio-over-Fiber Systems

To overcome the drawback of the low spectral effi-
ciency of a D-RoF interface such as CPRI, analog radio-
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Fig. 33.8 Architecture of channel aggregation/deaggregation (CA/CDA)-based mobile fronthaul

over-fiber (A-RoF)-based channel aggregation/deag-
gregation (CA/CDA) has been proposed for mobile
fronthaul systems [33.40–42], as shown in Fig. 33.8.
In such a scheme, multiple LTE signals are transmitted
with frequency-division multiplexing (FDM) over one
WDM channel, allowing the spectral efficiency to be
greatly improved. For example, in [33.41], a RF band-
width of 1:5GHz can support 48 20MHz LTE signals.
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The formats of the wireless signals as well as their
analog properties are maintained during the transmis-
sion process. A-RoF yields a good radio performance
with fully centralized control and coordination. It is
worth noting that the FDM can be realized with a pure
DSP scheme or a digital–analog hybrid method. Nev-
ertheless, the existing mobile fronthaul system with
carrier aggregation/deaggregation is implemented over
a WDM passive optical network (PON) with a point-to-
point (PTP) multichannel architecture. There are also
some issues with this scheme. First of all, it lacks
the scalability and flexibility for PTP WDM to facili-
tate cell splitting and densification in 5G mobile radio
access networks. The number of usable wavelengths
in a WDM PON is quickly depleted as the number
of cells increases because each takes up one wave-
length. Moreover, dense WDM (DWDM) multiplexers
and wavelength-tunable lasers are expensive.

In addition to point-to-point transmission, analog
radio-over-fiber systems are good candidates for bidi-
rectional mobile fronthaul systems to support carrier
aggregation/deaggregation in small cells. As indicated

by Fig. 33.9a, the proposed network in this case is
built on a point-to-multipointWDM-FDM architecture.
Therefore, it can be connected to a great number of small
cells or hot spots in a 5G heterogeneous network. On
the other hand, the system can support the existing in-
frastructure with macro cells that provide lower-speed
wireless access and complementary control as well as
management functions. As illustrated in the inset of
Fig. 33.9b, the overall operation of the mobile fronthaul
involves two main links. In downlink (DL) transmis-
sion, groups consisting of different component carriers
allocated to different cells are generated by the base-
band units. These groups are received and divided inside
the RAUs at the corresponding cell sites after transmis-
sion through fiber. After signal reception, the signals
in different groups can either be upconverted through
analog mixers or reconstructed through a digital signal
recovery process that digitally maps the signal onto its
corresponding RF bands. This proposed architecture in-
creases the number of connected cells, and the signals
allocated to different cell sites can be efficiently and flex-
ibly converted into different intermediate frequencies.
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On the other hand, realizing an uplink PTMP (point
to multipoint) architecture is more difficult and sophis-
ticated than realizing a downlink scheme if subband
or subcarrier multiplexed technologies are utilized in
a small-cell mobile fronthaul. Because every cell site
is independently operated with distributed clocks, the
optical signals from the various cell sites are also unsyn-
chronized and uncorrelated. When they are mixed with
each other and beat within a directly detected power
receiver, the signal-to-noise ratio of the frequency com-
ponents is significantly deteriorated by random phase
noise from the lasers and optical beating interference
(OBI). Although the use of coherent receivers to can-
cel out the additive interference from OBI is proposed
in [33.43–45], the significantly increased complexity
of digital signal processing and hardware implementa-
tion as well as bias control and polarization tracking
inflate the capital expenditure and operational expen-
diture tremendously. Aside from these issues, due to
fabrication defects and the imperfection of the opti-
cal hybrid as well as the balanced photodetectors, OBI
cannot be eliminated through cancellation inside the co-
herent receivers. Thus, the residual additive interference
will seriously degrade the signal quality and interac-
tions between the OBI and other nonlinear effects will
complicate the situation.

Bidirectional transmission techniques based on field
modulation and heterodyne detection (FM-HD) have
recently been proposed [33.46] for a fronthaul network
supporting point-to-multipoint communication from a
central unit to distributed units in small cells. Through
the utilization of optical beating in heterodyne detec-
tion and adjusting to the optical local oscillator wave-
length, the desired signals distributed on intermediate-
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frequency components can be shifted from the region
influenced by OBI. Furthermore, inside the heterodyne-
detected system, other than beating into the intensity
noise, the random optical phase noise can be estimated
by tracking the phase variations of the intermediate
frequency (IF) or pilot tones, which permits the ap-
plication of some effective DSP techniques to recover
the phase of the received signal. Therefore, the effects
of OBIs can be significantly suppressed using the FM-
HD scheme. Laser-free RAUs deployed as centralized
laser sources that are shared among different cell sites
to further reduce the cost and increase the scalability
of the bidirectional system have also been proposed.
Nonetheless, one problem with this technology is that
most Mach–Zehnder modulators are rather sensitive to
polarization misalignment, so polarization control and
tracking systems are necessary at the distributed RAUs,
leading to high transceiver module complexity and cost.

33.2.4 Multiplexing and Coordination
in Mobile Fronthaul

In a current D-RoF mobile fronthaul network interface
such as CPRI, to reduce the delay and eliminate the
need to apply a complex network scheduling mecha-
nism, a fixed-bandwidth allocation algorithm is utilized
instead of the dynamic bandwidth allocation (DBA)
algorithm used in existing TDM or Ethernet systems
(see Chap. 27). Furthermore, time-domain AxC-chip
interleaving is used to multiplex the binary codes
to distributed radio equipment for analog baseband
component reconstruction [33.47]. As demonstrated in
Fig. 33.10a, to construct a standardized CPRI frame,
digitized samples are arranged in order and periodi-
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cally spaced before they are transmitted between a radio
equipment controller and radio equipment. This AxC
chip interleaving is simple, but there are still some criti-
cal problems with this approach that make it unsuitable
for 5G mobile fronthaul. Above all, in order to realize
the interleaved arrangement, the sampling clock of ev-
ery component carrier (CC) needs to be the same or to
share the same clock granularity. Although this criterion
can be met by current LTE systems, to do so reduces
the flexibility of the system as well as its compatibility
with future developments in multi-RAT coexistence in
5G heterogeneous networks. Another problem is that
resampling makes it extremely difficult to keep the
30:72MHz sampling clock fixed (e.g., for two compo-
nent carriers of 20 and 15MHz with resampling rates
of 3=4 and 4=5, respectively). In this case, the inter-
leaving algorithmwill be rather complicated.Moreover,
point-to-multipoint uplink transmission becomes very
tricky, as time interleaving requires strict synchroniza-
tion among all the AxC chips, which is almost impossi-
ble to achieve with multiple distributed RAUs.

To solve the problems caused by sample interleav-
ing, it may be feasible to apply multiband multiplexing
in the spectral domain over a digital fronthaul system.
The proposed concept is displayed diagrammatically
in Fig. 33.10b. One or multiple baseband compo-
nents are interleaved according to the standards of the
CPRI or the compressed CPRI. The bundled compo-
nents are called a baseband group (BBG), which is
usually fed to one radio access unit. After being digi-
tally quantized and compressed, the various BBGs are
reduced to digitized component carriers (DCCs). Dif-
ferent DCCs that are transmitted to different cell sites
are multiplexed in the frequency domain and arranged
into multiple intermediate frequencies. There are some
modulation formats that can be used to aid this efficient
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multiband multiplexing; among them, discrete multi-
tone (DMT), discrete Fourier transform spread DMT
(DFTS-DMT), and carrierless amplitude and phase
modulation (CAP) [33.48–50] are good candidates with
comparable spectral efficiencies. It is worth noting that
the modulation format and speed can also be adjusted in
real time for each band. Adjacent DCCs can be isolated
with digital filters, so they do not need to be strictly
synchronized. Because it utilizes a computationally ef-
ficient FFT algorithm, DMT has the fastest computing
speed and the greatest flexibility. However, DMT suf-
fers more from timing and frequency offsets than CAP.
CAP may also be a better solution for uplink transmis-
sion, since it can be combined with digital filters with
less out-of-band leakage.

On the other hand, to cope with different ser-
vices and optimize the system performance of a next-
generation radio access network, it is necessary to
jointly implement all three technologies (A-RoF, D-
RoF, and a functional split) together with dynamic
switching and coordination. Figure 33.11 shows the
basic concept of a software-controlled fronthaul archi-
tecture in which a flexible functional split is realized
over an open air interface (OAI) platform, which is
a real implementation of the LTE standard built on low-
latency Linux kernels. On top of the OAI is a flexible
fronthaul I (FH-I) split controller that can change the
splitting option based on traffic conditions and delay re-
quirements. In addition, an A-RoF option is integrated
into the platform to support URLLC better with reduced
costs and energy consumption at the RRY site. Using
this testbed, a series of long-term tests are carried out
to collect measurement results such as the throughput,
delay, jitter, CPU load, and the power consumption at
the RRU. The flexible split allows service providers
to optimize their networks and systems to achieve the
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best performance for different application scenarios,
such as a low latency or a high bandwidth, while
considering cost and energy efficiency. To enable the
different functional split options to work smoothly to-
gether and improve reconfigurability, new technologies
such as software-defined networking (SDN), function-
ing virtualization, and mobile edge computing will be
considered for flexible mobile fronthaul architectures.

33.2.5 Free-Space Transmission
Technologies for Mobile Fronthaul
and Backhaul

When deploying 5G, the mobile backhaul and fronthaul
are the major cost components, so it is very important
to reduce the costs associated with them. When high-
density small cells are deployed, large amounts of fiber
will need to be deployed both indoors and outdoors.
Considering the extremely high cost of fiber installa-
tion in urban areas, across long distances, and across
geographic barriers, the use of wireless technologies
to carry mobile fronthaul or backhaul traffic is cru-
cial to the feasibility of a highly centralized network.
Several techniques are discussed in this section: free-
space optics (FSO), microwave technologies (including
MMW), and LEB-based visible light communication
(VLC) technologies.

FSO is an optical technology that utilizes a laser
to send very-high-bandwidth data [33.51]. It is na-
tively compatible with the other optical section of
the backhaul/fronthaul network and can utilize mature
and widely available optical transmitters, receivers, and
amplifiers, which is a notable advantage over other
wideband wireless connections using MMW or THz
bands. Using either coherent or IM-DD-based modula-
tion, a FSO link can easily carry multi-GHz data across
long distances to hard-to-reach RRHs or BBUs. As it
is a general optical-wireless transmission link, a FSO
link is compatible with analog mobile fronthaul and
other digital-based functionally split formats, and does
not necessitate any modification to the mobile front-
haul front end. However, the optical signal is vulnerable
to atmospheric attenuation (absorption, scattering, and
turbulence) and other losses such as geometric, point-
ing, and optical losses in the link.

In MMW mobile fronthaul, a wireless overlay is
placed over a densely populated 5G heterogeneous net-
work containing MMW small-cell base stations. The
link is used to greatly increase the network capacity
at a reasonable cost and make it transparent to users.
By increasing the wireless signal frequency to more
than 30GHz, the available channel bandwidth is sig-
nificantly expanded to multi-GHz, which is capable of

delivering the increased traffic generated by 5G net-
works. Seamless convergence of fiber and MMW mo-
bile fronthaul and backhaul is feasible, with the MMW
radio-over-fiber technology playing the important role
of a relay. The signal delivered by the fiber is an analog
waveform transmitted in the MMW band, meaning that
complicated high-speed DSP and digital modulation to
the relay node are not necessary. Also, the precise local
oscillator used in wireless communication can be elim-
inated, as upconversion is carried out at the central site,
making the fiber-wireless mobile fronthaul link more
stable and robust to the environment. However, com-
pared with low-frequency microwave links, MMW and
THz links are more sensitive to weather conditions if
deployed outdoors.

MMW, THz, and FSO have attracted attention due
to their low cost, large bandwidths, high deployment
flexibility, and fast deployment, although they have
limited delivery distances due to their relatively high
propagation loss and sensitivity to weather and atmo-
spheric conditions. Fiber and wireless link convergence
has attracted considerable attention because the typi-
cal distances for mobile fronthaul and backhaul can
exceed 10 km. Most of this distance should still be
covered by fiber. When there is an obstacle in the
path, one or multiple wireless technologies can be de-
ployed. A promising approach to further improve the
wireless transmission quality, especially in the presence
of adverse weather conditions, is to combine various
techniques. Owing to the drastically different channel
responses in FSO and MMW links, these complemen-
tary transmission characteristics are exhibited under
different conditions. Therefore, a hybrid link with both
FSO and MMW transmission should be a good solu-
tion for joint deployment. Several studies have reported
hybrid MMW/FSO link designs, such as hardware or
software switching schemes based on the availability of
channels and joint bit-interleaved coding schemes be-
tween channels. To avoid the complexity of real-time
feedback, the QAM level adaptive diversity combing
technique (ADCT) can be used to combine the infor-
mation from both channels and obtain the symbols with
improved SNR [33.52].

The above scheme is mainly intended for outdoor
links. For indoor coverage, wireless fronthaul links
are also important due to the need for high-density
small cells in open public spaces, such as open of-
fices and libraries. We can use low-cost light-emitting
diode (LED)-based VLC links in a spatially densified
MFH with cell coordination. To provide high cell den-
sity in an indoor environment with a massive number of
users, two tiers of RRHs are introduced. The first tier of
RRHs, referred to as the master RRHs, is connected to
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the fiber MFH network through a direct fiber connec-
tion to the BBU pool in the CO. Signals are transmitted
between master and slave RRHs by VLC links. Like
the waveform in the fiber, the raw wireless streams are
used for transmission, which also makes purely analog
slave RRH possible without DSP. To compensate for
the severe distortion in the LED transmitter, central-
ized pre-equalization and distributed pre-equalization
can be implemented [33.53]. The spatial efficiency of
the wireless network can be significantly increased to
provide enhanced performance and increased data rates
to a massive number of users.

33.2.6 All-Spectrum Fiber-Wireless
Access Technologies

5G has specific capacity, latency, and reliability require-
ments. However, it is very hard to fulfill all of these
requirements simultaneously using currently available

technology and components. Similarly, multiple tech-
nologies and transmission bands can be utilized for user
access to serve various user types and scenarios.

The high capacity needed in eMBB requires high-
bandwidth channels with enhanced power efficiency.
High-frequency channels are attractive in this context
as this region of the spectrum is less crowded. How-
ever, the penetration and reflection capabilities of these
MMW, THz, and FSO channels are poor due to their
short wavelengths and the antenna design. As they are
directional beams, most transmissions require line-of-
sight operation, which limits the service range and
coverage of each small cell. It is also hard to pro-
vide users (such as those on a high-speed train) with
high mobility using such a scheme because physical
and electrical beam tracking schemes are problematic
to implement and control for short-wavelength beams.
In addition, the service quality in such schemes is sen-
sitive to the weather conditions, making it difficult to
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reliably serve users located outdoors at long distances.
As a result, it is more feasible to use high-frequency
wireless access technology as the data pipe in eMBB
for stationary users located indoors. The availability
and stability of transceivers vary among technologies
that use high frequencies. FSO transmitters are simple
and natively compatible with fiber fronthaul networks.
Therefore, it is feasible to use FSO in the downlink
with beamforming and tracking technology. However,
this requires precise laser temperature control, making
it hard to integrate such a system into user equipment,
and it also consumes a lot of power. FSO receivers are
stable, making it possible for users to incorporate a PD
as the FSO receiver. On the other hand, MMW-band
transceivers are a mature technology; integrated circuits
and a RF front end are available. Hence, it is possible
to embed a MMW-band transceiver into user equipment
and employ it as the uplink transmitter.

It is unwise to use high-frequency channels to de-
liver control signals, as these channels suffer from
unreliable transmission quality. It is better to use a low-
frequency (below 6GHz) channel due to its extensive
coverage and better penetration capabilities. Since the
data rate for the control channel is low, each band can
support a large number of users, facilitating multiuser
synchronization. Signals broadcast by macro cells can
be used for multi-small-cell coordination. The broad
coverage of low-frequency bands makes it feasible to
use them for mMTC.

It is necessary to precisely track the positions of
user devices for some applications and for beamform-
ing. If the infrastructure supports high-density cells, the
positions of user devices tend to be tracked more pre-
cisely. Considering the cost and ease of deployment,
it is impractical to deploy high-density MMW or FSO

cells. The use of low-frequency cells as anchor nodes is
a waste of resources given the resulting severe ICI. In-
stead, it is better to use LED-based VLC technology as
indoor anchors. The transmitter cost is low, with power
lines or fiber used for the fronthaul links. With a smart
and adaptive sectored architecture, high-density LEDs
can be utilized for positioning services in a 5G network.
The spectral resources can be reused in the IF domain,
so the fronthaul architecture can be reused by multiple
LEDs, meaning that it is not necessary to modify the
network significantly. The position of a user can be de-
termined approximately by cell ID mapping and more
precisely by collecting the information from multiple
nearby LEDs with various IFs and then applying a loca-
tion solver based on machine learning methods [33.54],
as shown in Fig. 33.15. Compared with beam sweeping,
a LED-based location solution will significantly reduce
the delay in the initial connection.

Figure 33.16 shows the complete architecture of
the all-spectrum wireless access system obtained when
all of the spectral resources and technologies are com-
bined, fulfilling all of the requirements of the 5G
standards. All types of devices are supported simulta-
neously, such as bidirectional data-hungry smartphones
and laptops, smart sensors and meters, and mission-
critical car-related applications. In addition, signal gen-
eration and reception DSP can be executed in the cen-
tralized architecture via software-defined radio (SDR)
and NFV. Network control and optimization based on
machine learning and artificial intelligence can be ap-
plied to enable the system to adapt to traffic patterns
and the distribution and requirements of users. This
centralized architecture allows joint transmission and
interspectrum coordination, making it easy for service
providers to implement and operate the system.
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33.3 Advanced Digital Signal Processing in 5G Converged Networks

Because of its low bandwidth efficiency, rumors have
arisen that digital radio-over-fiber technologies may
not be suitable for 5G-compatible high-capacity mo-
bile backhaul or tier-II fronthaul. However, this is not
the case for the short-range and latency-stringent tier-
I mobile fronthaul network due to its high resistance
to nonlinear distortion, its simple and straightforward
DSP architecture, and its compatibility with different
formats. That said, we cannot ignore the bottleneck
induced by its low bandwidth efficiency, which could
seriously limit the implementation of enhanced mobile
broadband in the future. Thus, it is very important to

consider ways to improve the bandwidth efficiency. For-
tunately, there are a variety of tools that can be used
for this purpose. At the radio interface, functional split-
ting could help to release a huge amount of bandwidth.
However, in many cases—especially for the signal after
MIMO precoding—digital quantization is still needed.
During DSP, resampling and data compression can help
to save more bandwidth. Furthermore, at the hardware
and system level, applying advanced modulation for-
mats and coherent optics could further improve the
bit information carried by each symbol in the opti-
cal signal. On the other hand, nonlinear compensation



Part
D
|33.3

1048 Part D Optical Access and Wireless Networks

methods are crucial to increasing the dynamic range of
the system and mitigating nonlinear distortions of ana-
log signals at the fiber-wireless link. Meanwhile, fast
statistical estimation and data compression based on the
Lloyd algorithm have been shown to reduce the number
of quantization digits in a D-RoF-based mobile front-
haul with low complexity and high quality.

33.3.1 Mitigation of Nonlinear Impairment
in Fiber-Wireless Access Networks

In view of the recent exponential increases in the num-
ber of carriers and wireless bandwidth, the bandwidth
required in mobile fronthaul is extremely high. Two so-
lutions can effectively improve this spectral efficiency
in the fronthaul fiber link: digital fronthaul schemes
with advanced optical modulation (including high-level
pulse amplitudemodulation, PAM, or DMT) and analog
radio-over-fiber mobile fronthaul. Both of these tech-
nologies use multicarrier modulation in the fiber link,
which generates an increased peak-to-average power ra-
tio. This feature limits the output power as the linear
range of optical transceivers is limited.

As a result, nonlinearity mitigation is a crucial
aspect of the fiber link [33.55]. Nonlinear precompensa-
tion using soft companding or hard clipping techniques
can be used to reduce the peak-to-average power ratio
(PAPR) of the signal generated. In the receiver, post-
compensation is implemented to recover the original
signal. The polynomial or Volterra architecture is usu-
ally applied with well-trained parameters to achieve
this. The use of a neural network to compensate for
the nonlinearity of the link using a multinode multi-
layer structure is a hot topic. Neither precompensation
nor postcompensation will modify the embedded in-
formation, so it can be applied universally to general
multicarrier modulation without the need to modify 5G
user devices. In addition, machine-learning-based mul-
tilayer neural networks can be leveraged in the receiver
DSP for equalization in order to compensate for the non-
linearity in the fiber link and transceivers, and improved
performance is expected to support higher modulation.

Another approach is to reduce the inherent PAPR
by slightly changing the format or placing of different
carriers, or by modifying the symbol carried by subcar-
riers. Some coding schemes to reduce the PAPR have
been proposed. When in-phase signals are added, they
produce a peak power that is many times the average
power. Therefore, substantial PAPR reduction can be
obtained when measures are taken to reduce the prob-
ability that the signals will be in phase. This is the
fundamental principle of coding schemes, and requires
that both the transmitter and the receiver are modified
and receive prior information. Partial transmission se-

quence (PTS) and selective mapping (SLM) are other
techniques that can be applied to reduce the PAPR. In
a typical PTS approach, the input data block is par-
titioned into disjoint subblocks using either adjacent
partitioning, interleaved partitioning, or random parti-
tioning. However, there are two important issues that
must be resolved for PTS: its high computational com-
plexity and the overhead from the optimal phase factors.
Similarly, the input data sequences are multiplied by
each of the phase sequences to generate alternative in-
put symbol sequences in SLM. Both PTS and SLM are
important probabilistic schemes for PAPR reduction.
Tone reservation (TR) and tone injection (TI) are an-
other two efficient techniques. Here, the key idea is that
both transmitter and receiver reserve a subset of tones
for generating PAPR reduction signals. These tones are
not used for data transmission, only for PAPR reduction
in the transceiver DSP. Note that user devices must be
modified to some extent when using the schemes men-
tioned above.

A better approach that fits with analog mobile
fronthaul is to use phase predistortion in the multi-
band OFDM system. This involves adaptively tuning
the phase of each subband in the granularity of time-
domain OFDM frames to neutralize the peaks in the
time domain, hence reducing the combined PAPR in the
fiber link [33.27]. Moreover, the fiber receiver and wire-
less device do not need to be modified in this approach
due to the inherent channel estimation and equalization
functions.

33.3.2 Operational Principles of Statistical
Data Compression in D-RoF Systems

As discussed earlier, its high compatibility with differ-
ent data formats, robustness against nonlinear degra-
dation and channel penalties, and the possibility of
error-free operation make compressed D-RoF an at-
tractive candidate for future mobile fronthaul networks,
especially tier-I fronthaul. Various tools could poten-
tially be applied to improve the bandwidth efficiency
of the mobile fronthaul network, as shown in the flow
diagram of the whole system depicted in Fig. 33.17. At
the radio interface, functional splitting can be utilized to
release significant system capacity (depending on the
split option selected). In the digital signal processing
domain, signal resampling and data compression can
help to reduce the bandwidth further. Also, at the hard-
ware and system level, an advanced modulation format
and even coherent optics can be implemented to achieve
higher spectral efficiency, saving bandwidth for the mo-
bile fronthaul. In the following, we mainly focus on
digital compression, which is relatively easy to imple-
ment at low cost.
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Before we discuss the operational principles of data
compression in D-RoF systems, Fig. 33.18a, b pro-
vides a quick review of some statistical properties of
OFDM signals. The amplitude of an OFDM signal
follows a Gaussian distribution characterized by the ex-
pectation � and the standard deviation � , as shown
in Fig. 33.18a. On the other hand, the modulus (i.e.,
the absolute value of the amplitude of the signal) will
follow a folded Gaussian distribution, as shown in
Fig. 33.18b. It is apparent from the cumulative distri-
bution function (CDF) shown in Fig. 33.18c that the
modulus is initially highly nonlinearly distributed and
the quantization noise is significantly amplified in some
parts of the signal modulus. Upon applying a compand-
ing transform to compress and expand parts of the CDF
of the signal, the amplitude distribution is linearized, as
shown in Fig. 33.18d, and the quantization noise within
different quantization sections becomes uniformly dis-
tributed. According to the minimum mean square error
criterion, the overall quantization noise will be mini-
mized with this uniform quantization noise distribution,
which means that fewer quantization levels can be used
to achieve the same quantization noise level or that
the quantization noise is suppressed with the original
number of quantization levels. Multiple methods can
be used to achieve companding-based data compres-
sion. Fitting-based nonlinear quantization (FBNQ) is
among the most mature of those methods [33.56]. In
FBNQ, statistical fitting is performed, with the system
estimating � and � of an OFDM baseband component
by calculating the mean O� and the standard variance
O� in a statistical analysis of a large number of sam-
ples. The companding functions can then be obtained
to compand the CDF of the amplitudes in the real and

imaginary parts of the samples. The CDF of the modu-
lus for the real part of an OFDM baseband component
is shown before and after companding in Figs. 33.18c
and d, respectively. Based on the input and output sig-
nal modulus, a look-up table from U digits to V digits
(V < U) can be generated to accelerate the execution
of the digital compression algorithms. The operational
process for a digital RoF system with data compres-
sion is shown in Fig. 33.19. The analog wireless OFDM
waveform is first sampled to get a discrete signal. Each
data sample is then quantized to 2U levels and converted
into a binary AxC chip with U digits. In the CPRI stan-
dard, U D 15. Using a compression process, each AxC
chip is mapped from U digits to V digits, thus improv-
ing the bandwidth efficiency by .U�V/=V � 100%.

The procedures involved in using FBNQ in mobile
fronthaul are shown in Fig. 33.20a. The I/Q compo-
nents of a baseband analog LTE signal are quantized
by a U-bit analog-to-digital converter. A large number
of samples are used for statistical analysis to estimate
the probability density function (PDF) of the Gaus-
sian distribution. At the transmitter, after obtaining the
fitted Gaussian distribution and look-up table, U-digit
antenna component (AxC) chips are efficiently mapped
into compressed digital AxC chips with V bits. On the
other hand, at the receiver site, a reverse V-to-U-bit
look-up table is used to decompress the V-digit samples
back to U digits.

However, one problem with using the FBNQ
scheme is that the fitting process requires a large
number of samples for statistical analysis, which is
computationally inefficient and leads to considerable la-
tency in the whole system. The operational procedure
for a different method called fast statistical estimation
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(FSE) [33.57] is shown in Fig. 33.20b. The first step in
this method is to let the signal pass through a direct cur-
rent (DC) block to eliminate the DC component, which
enables the modulus of the signal to be readily obtained
regardless of its DC variation. The PDF of the modulus
for a LTE-like OFDM signal is depicted in Fig. 33.18b.
It exhibits a folded Gaussian distribution. Compared
with that of PDF of amplitude like Gaussian distribution
in Fig. 33.18a, the modulus of the signal is always non-
negative and the zero level is very precise and stable.
In FSE, the PDFs of the corresponding Gaussian dis-
tribution and folded Gaussian distribution are truncated
at the edges of the intervals [�K�;K�] and [0;K�] re-
spectively. After truncating and normalizing the signal
samples, the statistical value of � can immediately be
expressed as 1=K. The companding functions can then
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be constructed without the need to incorporate a sophis-
ticated statistical fitting or training process. Recall that
an important criterion in a zero-mean Gaussian distribu-
tion is the so-called three-sigma law, which guarantees
that nearly 99.7% of the samples fall within the inter-
val from �3� to 3� . Thus, assuming there are enough
samples, we may expect that the estimated truncated
and folded Gaussian distribution will be very close to
the original untruncated and folded Gaussian distribu-
tion when K approaches 3 because more than 99% of
the possible modulus distribution situations have been
considered. Moreover, this precise statistical estimation
scheme is very efficient since it does not require the im-
plementation of a computationally complex statistical
fitting process.

Figure 33.20b depicts the operation stacks for FSE-
based data compression in a D-RoF system. It should be
noted that many function blocks are similar to those of
FBNQ, as shown in Fig. 33.20a. Nevertheless, there is
no need to use a fitting process, and the key part of the
DSP stacks is replaced with a fast statistical estimation
algorithm. Compression and decompression look-up ta-
bles are generated using the companding function yD
C.x/ and the inverse companding function xD C�1.y/,
respectively. From the simulation results in [33.57], the

best K value with the lowest quantization error was
found to be around 2.7. Moreover, it is worth noting that
the first digit of each compressed AxC chip is the sign
(C or�) of each amplitude. In fact, only (V�1) bits are
used to generate the U-to-V-bit and V-to-U-bit look-up
tables. The companding function of the modulus-based
fast statistical estimation is

C.x/D K�

�
erf

�
xp
2�

�
: (33.1)

Following the same analytical methods, the compand-
ing function of the fast statistical estimation applying to
the power of the sample, xD jsj2, s 2 Œ�K�;K�	, can be
derived, and is shown in (33.2). In this situation, x will
present a truncated powered Gaussian (TPG) distribu-
tion. Similarly, the companding transform function can
be written as

C.x/D
s�

K2�2

1� 2˚.�K/
�
erf

� p
xp
2�

�
: (33.2)

Aside from Gaussian-distribution-based statistical esti-
mation methods, there are also some mature compand-
ing methods that have already been used to encode and
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decode acoustic signals in telephony wired systems,
including �-law and A-law companding. The �-law
companding transform function is

C.x/D sgn.x/
ln.1C� jxj/
ln.1C�/ ; x 2 Œ�1;C1	 ; (33.3)

while the A-law companding function can be expressed
in a piecewise manner as

C.x/D
8
<

:

sgn.x/ Ajxj
1Cln A ; 0 � jxj � 1

A ;

sgn.x/ 1Cln.Ajxj/1ClnA ; 1
A � jxj � 1 :

(33.4)

33.3.3 Data Compression Based
on the Lloyd Algorithm

A data compression method called the Lloyd algo-
rithm [33.58], which is based on statistical estima-
tion using the minimum mean-square error (MMSE)
criterion, has been proposed for use in digital mo-
bile fronthaul. It is format agnostic and can be used
to compress non-Gaussian modulation formats, such
as single-carrier frequency-division multiplexing (SC-
FDM). The Lloyd algorithm first divides the PDF of the
signal amplitude into multiple segments with bound-
aries defined by the thresholds [ti; tiC1], as shown in
Fig. 33.21. After quantization, the amplitudes within
each segment are quantized as level li. To minimize
the MSE between the quantized and original signals,
fti; tiC1g and li are related by

li D
R tiC1
ti

xf .x/dx
R tiC1
ti

f .x/dx
(33.5)
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ti D .liC liC1/
2

; (33.6)

where f .x/ is the PDF of the signal amplitude. How-
ever, if the traditional Lloyd method is applied to
calculate the positions of all the quantization lev-
els, the complexity becomes excessive. To achieve
a good trade-off between computational complexity
and accuracy, a relaxed Lloyd (R-Lloyd) algorithm
that only uses the Lloyd method to calculate the ma-
jor quantization levels has been proposed. In this
approach, some minor quantization levels are uni-
formly inserted between adjacent major quantization
levels. A flow diagram of the R-Lloyd algorithm
is shown in Fig. 33.20c. First, uniformly separated
quantization thresholds (t1;0; t2;0; : : : ; t2PC1;0), where P
is the number of major digits, are defined. Then
the quantization levels (l1;1; l2;1; : : : ; l2P;1) are calcu-
lated using (t1;0; t2;0; : : : ; t2PC1;0) via (33.5). Subse-
quently, (t1;1; t2;1; : : : ; t2PC1;1) are similarly obtained
using (l1;1; l2;1; : : : l2P;1) via (33.6). The quantization
thresholds and levels are then repeatedly updated based
on their counterparts’ previous values until the iter-
ation index reaches M (as indicated by the loop in
Fig. 33.20c). During this process, both the quantization
levels and the thresholds gradually converge to posi-
tions that minimize the MSE between the original and
quantized signals.

Given a compressed AxC chip with V digits, the
R-Lloyd method is applied to reduce the complexity
of the traditional Lloyd algorithm. In this case, 2P

major levels from among the 2V levels in total are
first computed using the Lloyd algorithm. 2.V�P/ mi-
nor quantization levels are also uniformly interpolated
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Fig. 33.22 Plots of EVM versus the number of quantization digits when the Lloyd method is used for (a) OFDM and (b)
SC-FDM, respectively

in the interval [li; liC1]. The values of P and V are
selected according to the trade-off between quantiza-
tion accuracy and convergence speed. The change in
the OFDM error vector magnitude (EVM) convergence
speed when the number of major digits used in 15-to-
8-digit compression (U D 15 and V D 8) is varied was
studied in [33.58]. It was verified that a faster conver-
gence speed can be achieved with fewer iterations by
employing fewer major digits. When applying four ma-
jor digits (PD 4), a converged EVM value was obtained
with 100 iterations. To obtain a good balance of com-
plexity and accuracy, it is recommended that four or
five major digits should be used. Plots of EVM ver-
sus the number of quantization digits for OFDM and
SC-FDM radio signals after 15-to-8-digit compression
and decompression are shown in Fig. 33.22a, b respec-
tively. It is clear from these plots that, compared with
other methods such as �-law, A-law, or FSE, the R-
Lloyd algorithm yields improved EVM performance,
especially with a small number of quantization dig-
its. Some methods such as FSE [33.57] are especially
designed for OFDM signals with Gaussian-distributed
amplitudes. They do not work with non-Gaussian sig-
nals such as SC-FDM. However, the performance of the
Lloyd algorithm is independent of the signal’s statistical
properties. As shown in Fig. 33.21b, good EVM is still
obtained when using the Lloyd algorithm to compress
SC-FDM radio signals. The required EVM thresholds
of 64-, 256-, 1024-, and 4096-QAM are set to 8, 3.5,
1.68, and 0.7%, respectively [33.59]. Some key param-
eters, including the net bits of the original symbols,
the minimum number of bits required after compres-

sion, and the standardized number of bits in CPRI,
are summarized in Table 33.5. It is worth noting that
when lower-order modulation formats (e.g., quadrature
phase shift keying, QPSK, or 16-QAM) are applied,
the minimum number of digits can be significantly
reduced with a higher compression ratio. Neverthe-
less, when using more advanced modulation formats
such as 512-QAM or 1024-QAM, the number of dig-
its in every sample after compression approaches the
original number of net bits. Thus, the application of
an efficient compression scheme can lead to a high
D-RoF MFH bandwidth efficiency that is comparable
to that of the PHY-I split scheme ([33.60], see also
Chap. 29). It is worth noting that in the PHY-I split
option, functions such as the inverse fast Fourier trans-
form (IFFT) are shifted to the remote radio access units,
meaning that MFH transmits the net bits of each sym-
bol before the IFFT block. Used in combination with
cost-effective devices in the distributed radio access
units, D-RoF MFH with data compression could be-
come competitive with functional split (FS) in some
usage scenarios.

Table 33.5 Minimum number of bits needed to support
different modulation formats

Format Net bits Minimum bits
after compression

Bits in
CPRI

QPSK 2 8 (2�4) 30 (2�15)
16-QAM 4 8 (2�4) 30
64-QAM 6 10 (2�5) 30
256-QAM 8 12 (2�6) 30
1024-QAM 10 14 (2�7) 30

Format Net bits Minimum bits
after compression

Bits in
CPRI

QPSK 2 8 (2�4) 30 (2�15)
16-QAM 4 8 (2�4) 30
64-QAM 6 10 (2�5) 30
256-QAM 8 12 (2�6) 30
1024-QAM 10 14 (2�7) 30
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33.4 Summary

In this chapter, we have discussed how advanced fiber-
optic technologies and fiber-wireless convergence can
contribute to the development of next-generation ra-
dio access networks that support 5G NR. We briefly
introduced 5G, discussing recent progress in 5G NR
standardization and how the latest photonic technology
could be used to enhance 5G systems. The current status
of and progress in the following fields were reviewed:

(a) Integrated RF, mm-wave, and lightwave systems as
well as microwave photonics

(b) Fiber-wireless integration and networking in next-
generation fronthaul systems

(c) Advanced digital signal processing in 5G con-
verged networks.

By combining and utilizing the advantages of various
fiber and wireless technologies, it is possible to im-
prove the system capacity and link throughput of the
radio access network by enhancing the spectral and spa-
tial resource utilization rate. Increased reliability and
low latency can also be achieved by combining and
coordinating the A-RoF and D-RoF options in differ-
ent application scenarios. We can also expect emerg-
ing technologies such as flexible functional splitting,
machine-learning-based DSP, and all-spectrum com-
munication to reshape 5G systems and facilitate the
further evolution of mobile data networks in the future.
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34. Space Optical Links for Communication Networks

Alberto Carrasco-Casado , Ramon Mata-Calvo

Future spacecraft will require a paradigm shift in
the way information is transmitted, in light of the
continuous increase in the amount of data requir-
ing space links. Current radio-frequency-based
communication systems impose a bottleneck on
the volume of data that can be transmitted back
to Earth due to technological as well as regula-
tory reasons. Free-space optical communication
has finally emerged as a key technology for solv-
ing the increasing bandwidth limitations for space
communication while reducing the size, weight
and power of satellite communication systems,
and taking advantage of a license-free spec-
trum.

This chapter focuses on communication links
where one of the terminals is in space, and it is
organized as follows: Section 34.1 gives a quick
overview of key concepts of FSOC that aid in un-
derstanding how this technology is used to design
lasercom links. Section 34.2 describes how the
laser communication signals are affected as they
propagate through the atmosphere. Sections 34.3
and 34.4 explain the two applications with greater
potential, each having unique characteristics and
advantages. Finally, Sect. 34.5 provides an insight
of what optical satellite networks may progress
toward in the future.
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In recent years, wireless communications have wit-
nessed explosive growth of unprecedented proportions.
From cellular networks to satellite links, unguided
telecommunications has enabled countless new ser-
vices, becoming firmly established as a basic part of
the current information society. In particular, free-space
optical communication (FSOC), despite its only re-
cent emergence, provides a number of advantages that
enable the materialization of completely new appli-
cations such as quantum communications, as well as
the promise to revolutionize traditional applications
like satellite communications. FSOC can be applied

in a wide variety of scenarios, from cross-links to up-
and downlinks between satellites, aircraft, ships, and
ground-standing or mobile terminals.

Over the past few years, many missions have
demonstrated in orbit the fundamental principles of this
technology, proving it ready for operational deploy-
ment, and we are now witnessing the emergence of an
increasing number of projects oriented towards exploit-
ing space laser communication (lasercom) in scientific
and commercial applications. This chapter describes the
basic principles and current trends of this new technol-
ogy.
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34.1 Principles of Free-Space Optical Communication

This section reviews the most fundamental parameters
in a space laser communication (lasercom) link. Basi-
cally, in any space lasercom system, information will
be encoded on a laser beam, collimated and transmit-
ted via a telescope, and, after being propagated through
free space, will be collected in another distant tele-
scope and focused on a small spot in the focal plane,
where a photodetector will transform the optical sig-
nal into an electrical one, which will be decoded to
extract the original information. A typical space laser-
com link (Fig. 34.1) exhibits three different types of
impairments, representative of its free-space nature,
i.e., geometrical and pointing losses, degradation of the
SNR (signal-to-noise ratio) with the background noise,
and losses and perturbation of the received signals due
to atmospheric effects. This section reviews the first
two types, leaving the atmospheric effects to Sect. 34.2
given their complexity and importance in space laser-
com. Other fundamental concepts specific to free-space
links such as modulation, coding and sensitivity are
introduced in this section, as well as a link-budget cal-
culation as the basic design tool in any lasercom system.

34.1.1 Brief Historical Overview

While optical fiber communications experienced huge
growth in the 1970s, the next two decades saw sig-
nificant slowing of FSOC development due to the
effects of the atmosphere on optical signals. In 1992,
NASA carried out the first laser transmission to space
with the GOPEX project, by emitting 532 nm pulses
with power of megawatts from the Earth and detect-
ing them with a camera on board the Galileo probe up
to 6 million km [34.1]. In 1994, NICT carried out the
first demonstration of a space-to-ground communica-
tion downlink using the Japanese geostationary satellite
ETS-VI [34.2] (engineering test satellite). After the
turn of the century, a number of important milestones
were marked in rapid succession, the following be-
ing especially noteworthy: the first inter-satellite link
between the ESA’s ARTEMIS geostationary satellite
and the French LEO (low-Earth-orbit) satellite SPOT-
4 in 2001 [34.3]; the first link between a high-altitude
platform (HAP) and ground by DLR in 2005 [34.4];
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Fig. 34.1 Basic diagram of a generic
lasercom system

the first LEO-to-ground downlink by JAXA and NICT
using the OICETS satellite in 2006 [34.5]; the first
link between a satellite (ARTEMIS) and an airplane in
2006 [34.6]; the first LEO-to-LEO link using Tesat’s
LCT terminals aboard a US and a German satellite in
2007 [34.7]; the first aircraft-to-ground link by DLR
in 2008 [34.8]; the first deep-space-to-ground link us-
ing the LADEE probe in orbit around the Moon in
2013 [34.9]; the first high-speed (over Gb=s) GEO-
to-LEO link between the European satellites Alphasat
and Sentinel 1A in 2014 [34.10]; the first LEO-to-
ground lasercom and quantum key distribution (QKD)
experiments using a microsatellite (SOTA) by NICT in
2014 [34.11]; the first link between balloons by Google
in 2015 [34.12]; the first ground experiments in GEO-
equivalent scenarios, achieving 1:72 Tb=s, by DLR in
2016 [34.13]; and the first quantum entanglement ex-
periment from space by China using the Micius LEO
satellite in 2017 [34.14].

34.1.2 Key Parameters

Diffraction Limit
The spot size in the receiver’s focal plane and the
divergence of the transmitted beam are fundamental pa-
rameters in the design of a lasercom system. Ideally,
both should be as small as possible: the former gives
an idea of how well the receiving optical system can
focus the received laser signal, and the latter gives an
idea of how narrow a laser beam the transmitting system
can transmit. Both can be studied using the concept of
diffraction limit, which illustrates one of the best ben-
efits of using optical wavelengths. In optics, the Airy
disk has traditionally been used for characterizing the
spot size in the receiver’s focal plane, because it can be
easily measured. Derived from the classical description
of a plane wavefront illuminating an aperture homoge-
neously, the Airy disk is defined by the size of the first
ring where the light intensity goes to zero. More gen-
erally, the maximum spatial resolution of a telescope is
given by the diffraction limit, which is determined by
the wave nature of light and the finite character of the
aperture of an optical system. If the aperture diameter is
D and the wavelength is �, the angular variation of the
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intensity of the radiation I.�/=I.0/ is given by

I.�/

I.0/
D 2

 
J1
�
 D
�
sin �

�
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�
sin �

!2

: (34.1)

In (34.1), J1.x/ is the Bessel function of the first kind
of x. Its first minimum corresponds to xD 3:83, or xD
1:61 when I.�/=I.0/D�3 dB (Fig. 34.2). Using the
first-minimum criterion and the approximation sin � �
� , the diffraction limit of a telescope can be approx-
imated by (34.2). This limit is sometimes calculated
assuming other intensity levels to define the first lobe
of the Bessel function, as shown in Fig. 34.2. For ex-
ample, taking the point where the intensity falls to
half, the multiplying factor would be 1.03 in (34.2),
instead of 1.22 taking the first minimum. Regardless
of the convention, in the graphical representation of
(34.1) shown in Fig. 34.2, it can be observed that the
width of the main lobe of the Bessel function is pro-
portional to the aperture D and inversely proportional
to the wavelength �. This expression gives an idea
of the minimum beam divergence that a perfect—i.e.,
diffraction-limited—telescope can produce.

� D 1:22
�

D
: (34.2)

The diffraction limit in (34.2) represents both the
radius of the Airy disk in the focal plane of the re-
ceiver’s telescope and the minimum beam divergence
that a given telescope can ideally produce at a cer-
tain wavelength, i.e., in a diffraction-limited system.
When the equivalent focal length f of the optical sys-
tem is considered, the diameter d of the point spread
function (PSF) can be calculated by (34.3). The PSF
is used to quantify the quality of an optical system,

and it is defined by the spatial response of the sys-
tem in the focal plane to a point source in the infinite,
which is equivalent to a plane wavefront illuminating
the telescope aperture. This expression gives an idea of
the minimum spot size that a perfect—i.e., diffraction-
limited—telescope can produce in the focal plane

d D 2:44
�f

D
: (34.3)

Pointing and Tracking
From the transmitter’s point of view, (34.2) illustrates
one of the main advantages of FSOC, i.e., the short
wavelengths of light can produce very narrow beams,
with minimal divergence, where the energy is well con-
fined. In the case of very long distances, as is the case
in space links, low divergence becomes a critical factor,
allowing a greater density of power per unit of sur-
face area to reach the receiver. This means that much
more power can be delivered to the receiver than with
radio-frequency (RF), where the wavelength is much
longer. Figure 34.3 compares an RF and an optical link
from Neptune to Earth transmitting with a 40 cm tele-
scope/antenna at a wavelength of 1�m (infrared band)
in optical and a frequency of 30GHz (Ka-band) in RF,
equivalent to a wavelength of 1 cm. The laser (opti-
cal) beam reaching the Earth has a size of around one
terrestrial diameter, whereas the RF beam has around
times the Earth’s diameter. This great directivity de-
mands a high pointing accuracy. After the acquisition,
when both terminals establish the line of sight to each
other, the procedure to maintain pointing and track-
ing is several orders of magnitude more complex than
with RF. In RF, the pointing accuracy is on the order
of milliradians in the Ka-band, whereas a deep-space
lasercom link would typically require sub-microradian
accuracy.
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Fig. 34.3 Beam divergence in
lasercom and RF from Neptune

To maintain a stable line of sight, it is necessary
to use some reference to the other end. This can be
achieved by a laser transmitted as a beacon from the
ground terminal if the satellite is close to the Earth, or
celestial references if it is in deep space. Figure 34.4
shows the main elements in a typical near-to-Earth link.
To initiate the acquisition, the beacon is transmitted
with a divergence as wide as the uncertainty zone where
the satellite is predicted to be according to its orbital el-
ements. Afterwards, the space system searches for the
beacon, looking at the predicted direction of the opti-
cal ground station (OGS) and transmitting its downlink
towards the beacon at a different wavelength or polar-
ization, once it has been found. Lastly, the OGS can
transmit a beam much narrower than the beacon by
using the downlink reference in a closed loop. Alterna-
tively, scanning algorithms can be implemented, where
both terminals angularly scan the counter-partner.

In space lasercom, the so-called point-ahead angle
needs to be considered due to the finite speed of light.
Since it takes some time for the uplink beam to reach the
moving satellite, both downlink and uplink directions
are angularly separated by the point-ahead angle, when
this is comparable or larger than the beam width. This
angle ˚ can be calculated with (34.4), where vt is the
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Downlink

Point-
ahead
angle

Beacon

OGS

Fig. 34.4 Basic
diagram of pointing
and tracking

tangential velocity of the satellite and c is the speed of
light

˚ D 2vt
c
: (34.4)

For a circular orbit, the worst-case point-ahead angle
can be obtained by considering the point where the tan-
gential velocity is the fastest, i.e., the zenith. In this
case, the tangential velocity is the same as the orbital
velocity vo, which can be calculated with (34.5), where
g is the gravitational constant,M is the mass of the Earth
and l is the distance from the center of the Earth to the
satellite. As a reference, the point-ahead angle ˚ is ap-
proximately 51�rad for 500 km LEO and 18�rad for
GEO

vo D
r

gM

l
: (34.5)

Sky Radiance
Atmospheric scattering is an effect of dispersion of light
originated by particles suspended in air. Depending on
the size of these particles, scattering can be classified
into two categories: Rayleigh, when the particles are
much smaller than the wavelength, and Mie, when the
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particles are comparable to or larger than the wave-
length. Although scattering can affect the lasercom link
directly as an attenuation of the transmitted signal (see
Sect. 34.2.1), a potentially greater impact is due to an
indirect effect, i.e., the dispersion of light sources dif-
ferent from the communication laser, such as the Sun or
Moon. This diffracted light can enter the field of view
of the receiver even if its orientation is angularly far
away from these other light sources. Rayleigh scattering
is the main contribution when the receiver is oriented
with angles far away from the source, and Mie scat-
tering prevails when the receiver points close to the
source.

The radiation originated by the scattering of light
different from the source is called sky radiance. When
it enters the receiver’s field of view, it adds to the com-
munication signal as background noise, reducing the
dynamic range of the system. This noise source can be
modeled as a noise power NS (expressed in W), which
is defined by (34.6), where L .�; �; '/ represents the
sky spectral radiance per area. L .�; �; '/ depends on
the wavelength �, the receiver’s zenith angle � and the
angle ' between the receiver and the Sun (or other
noise source), and it is expressed in W=.cm2 sr�m/.
For a given spectral radiance, the noise power NS de-
pends on the receiver’s aperture area AR (in cm2), the
field of view ˝FOV (in sr) and the filter’s spectral width

� (in �m)

NS D L .�; �; '/AR˝FOV
� : (34.6)

Sky radiance varies in a very wide range, depending on
many factors such as the presence of aerosols in the
atmosphere or the Sun’s angular position with respect
to the link direction. Figure 34.5 shows an example of
its dependence on the wavelength for three different
heights of the lasercom terminal location assuming a
rural aerosol model with good visibility (23 km) and no
clouds. Between 0.8 and 1:5�m, the most usual wave-
lengths in free space, there is a difference of more than
one order of magnitude, and another order of magnitude
between sea level and 5 km at 1:5�m (half an order
for 0:8�m). Another important factor determining the
sky radiance is the angle between the receiver and the
Sun. This angle is 10ı in Fig. 34.5, although much
smaller angles have already been demonstrated (e.g.,
NASA’s LLCD mission went as close as 3ı [34.9]). Fig-
ure 34.6 shows this dependence, where the sky radiance
is represented at 1:5�m as a function of the zenith an-
gle for several Sun zenith angles, assuming the same
conditions of Fig. 34.5 and the middle point height
(2:4 km, where the astronomical observatories of Ca-
nary Islands, Spain, are located). A difference of more
than two orders of magnitude in the sky radiance can be
observed between the minimum and maximum angular
separation.

Analyzing (34.6), the strategies to reduce the back-
ground noise due to the scattering of the Sun’s light can
be deduced. On one hand, the sky radiance L .�; �; '/ is
usually determined by the mission: the operating wave-
length, the satellite’s orbit, how close to the Sun the
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ground terminal can operate, and the time of the day
when the operation is required (this last parameter be-
ing almost negligible during the night and a potentially
strong source of noise during the day). Reducing the
receiver’s aperture AR is not a good strategy for improv-
ing the SNR, since it impacts negatively on the signal
power. Spectral filtering to reduce 
� is an important
technique, enabling a decrease in the out-of-band noise,
but not in the communication wavelength. Therefore,
the field of view ˝FOV would be the parameter to focus
on in order to increase the SNR.

Field of View
The field of view (FOV) describes the angular ex-
tent that the object plane shows in the image plane
of an optical system. FOV depends not only on the
characteristics of the optical system, but also on the
photodetector that captures the light of that system.
Figure 34.7 shows the FOV �FOV of a generic optical
system characterized by its equivalent focal length f and
the size d of a photodetector in the image plane.

Figure 34.7 represents the convergence of two col-
limated beams on the equivalent focal plane of the re-

d

Focal length f

Photo-
detector

θFOV

Equivalent
optical system

Chief ray

Marginal ray

Fig. 34.7 Field of view of a generic
optical communication system
defined by its focal length f and
a photodetector of size d

ceiving system, describing the widest angle for a given
photodetector size d and a focal length f . The chief
ray (going through the center of the optical system)
and the marginal ray (going through the edges of the
aperture) describe completely the collimated beams go-
ing through an optical system. The FOV �FOV assumes
a circular detector can be deduced by (34.7). This equa-
tion shows that the FOV is proportional to the detector
size and inversely proportional to the focal length, be-
ing determined by the chief ray. Therefore, according to
(34.6), if the lasercom system has to operate during the
day under strong sky radiance, a small detector size and
long focal length should be considered (which requires
better pointing accuracy) in order to minimize the back-
ground noise

�FOV D 2 arctan

�
d

2f

�
: (34.7)

Modulation
The simplest way to modulate an optical signal is by
turning the transmitter’s laser on and off (OOK, on-off
keying), as in Fig. 34.8. This is an intensity binary-
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level modulation that allows one to use direct detection,
which is the most common technique because of its
simplicity: IM/DD (intensity modulation/direct detec-
tion). These receivers convert the optical signal directly
to an electrical current by using detectors following the
square law, meaning that the electric output is propor-
tional to the square of the amplitude of the electric field
E2 recovering the original intensity-modulated signal
directly. This modulation enables relatively high speed
to be achieved while keeping implementation costs low,
thus finding good application in scenarios such as LEO-
to-ground, especially when small satellites are required.
Despite its simplicity, however, this scheme has rela-
tively poor energy and spectral efficiency.

Pulse position modulation (PPM) is a variation of
OOK, with lower spectral efficiency but much greater
energy efficiency. It finds good application when the
spacecraft energy resources are scarce and the losses are
high, i.e., low photon flux links, such as deep space. To-
gether with single-photon receivers, PPM is the optimal
solution for photon-starved channels with data rates un-
der Gb=s. This modulation allows one to encode more
than one bit per pulse by dividing the duration of each
sequence of n bits into mD 2n slots, corresponding to
m symbols. When each pulse is sent, it is placed in one
of the slots, defining the symbol to transmit (Fig. 34.8).
In this way, the duty cycle of the laser is reduced, trans-
mitting higher peak power for the same average power
(the peak-to-average power is equal to m=n, compared
with 1=2 with OOK) and improving the link SNR at
the cost of a 1=m times lower spectral efficiency, re-
quiring higher modulation speed to maintain the same
binary rate. It is important to note that despite the large
bandwidth available in lasercom compared with RF, the
spectral efficiency can be a real limitation as well, be-
cause it determines the speed of the technology needed
to perform the modulation, which can become a dif-
ficult requirement in high-PPM orders. PPM can be
considered an encoded version of OOK, being based on

IM/DD as well, finding its most efficient version when
it is applied with photon-counting receivers. However,
photon-counting receivers have greater hardware com-
plexity, with the synchronization of the received pulses
being the main limitation of high modulation orders in
PPM.

Differential phase-shift keying (DPSK) is another
scheme that enables the use of IM/DD receivers based
on a delay-line interferometer while showing better
background rejection than intensity modulations such
as OOK or PPM, since the background noise is mostly
added to the intensity of the signal, not to the phase.
The demodulation is achieved by comparing the phase
of two consecutive bits after splitting the incoming PSK
signal into two separate paths with a time delay cor-
responding to one bit between them. Both signals can
then be detected by a balanced receiver. DPSK is more
robust against the atmospheric effects than intensity
modulations, while being much simpler to implement
than using a coherent phase receiver, and much more
bandwidth-efficient than PPM. It is a good scheme for
achieving a high data rate while operating with the at-
mosphere as the channel.

Coherent demodulation consists in combining the
received signal with a local oscillator in the optical
domain so that the surface of the photodiode receives
a mixture of both signals. For a coherent detector
to work properly, it is essential that the local laser
matches the received signal in frequency and phase.
When that condition is met, this scheme improves back-
ground noise rejection because the received signal is
amplified after mixing it with the local oscillator, re-
sulting in a higher SNR. Equation (34.8) shows the
relation between the SNR of a direct-detection receiver
SNRDD and a coherent one SNRCD, both being based
on avalanche photodiodes (APD). PL and PR represent
the local laser power and the received signal power,
respectively, and M, x, R0, Id and NT refer to the
usual APD parameters, i.e., APD multiplication factor,
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dependence on the material, responsivity, darkness cur-
rent, and spectral density of power of the thermal noise,
respectively. Equation (34.8) proves that if PL is large
enough, the predominant noise is the shot noise, and
SNRCD will always be larger than SNRDD

SNRCD

SNRDD
D
�
4
PL

PR

�
eM2CxR0PRC IdCNT

eM2CxR0PLC IdCNT
: (34.8)

Currently, coherent detection based on an analog opti-
cal phased-lock loop is applied operationally in inter-
satellite links. The high sensitivity of this reception
technology enables transmission over large distances
(LEO to GEO). For satellite-to-ground links, adaptive
optics (Sect. 34.4.4) at the receiver is required for either
achieving high-heterodyne efficiency when mixing the
received signal with the local oscillator, or coupling into
a single-mode fiber. The two approaches have similar
requirements and depend on the relation between the re-
ceiver aperture diameter and the atmospheric coherent
length (Sect. 34.2.2), i.e., the Fried parameter [34.15].
Experiments using coherent systems through a turbu-
lent atmosphere have been performed, using both an
analog optical phase-locked loop [34.16] and digital
signal processing [34.17]. However, for satellite-to-
ground communications links up to 10Gb=s, direct
detection is preferred because of the reduced hardware
complexity.

Receiver Sensitivity
The receiver sensitivity is defined as the minimum
power that a given system needs to reach a given quality
measure. It is a fundamental parameter in every laser-
com system because it determines all the other design
choices. For any signal of a given average power, the
photon arrivals in the receiver are not homogeneously
distributed in time. Instead, the probability P.n/ of de-
tecting n photons during a certain period of time is the
average number of photons �, which follows a Poisson
distribution according to (34.9).

P.n/D �
n

nŠ
e�� : (34.9)

Considering an ideal detector where there is no noise
in the 0s and the quantum efficiency is equal to 1, the
decision threshold could be set at 0, because when no
photon is transmitted, no photon can be detected. There-
fore, the only source of error would be when a 1 is
detected as a 0 because of the inhomogeneous Pois-
son distribution of photon arrivals. If 1s and 0s are
equally distributed in the signal, the error probability
Pe, or the probability of a 1 being detected as a 0, is
P.nD 0/D e��=2; thus it is possible to derive the av-
erage number of photons per 1 bit � for a given error
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Fig. 34.9 Bit error rate as a function of the number of pho-
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probability Pe, or bit error rate (BER), which is given
by (34.10) and represented in Fig. 34.9.

�D ln
�

1

2Pe

�
: (34.10)

The average received power PR can be calculated as
the product of the photon arrival rate N and the pho-
ton energy h, where h is Planck’s constant and  is
the frequency of the signal (equal to c=�), according to
(34.11)

PR D Nh D N

�
hc

�

�
: (34.11)

Therefore, the received power to achieve a given er-
ror probability Pe at a data rate of 1=Tb, Tb being the
bit period, can be calculated as shown in (34.12). Fig-
ure 34.10 shows the representation of (34.12), with
the relation between the BER and the sensitivity lim-
ited by quantum noise for several typical data rates at
a 1:55�m wavelength. In practice, the sensitivity will
be higher than this fundamental limit depending on the
actual implementation of the receiver, the pre-amplified
coherent receivers being the configuration achieving the
best sensitivity [34.18] in high-data-rate communica-
tions and single-photon-counting PPM with lower data
rates limited by the response of single-photon detec-
tors [34.19]

PR D �Tb2
�
hc

�

�
D ln

�
1

2Pe

�
Tb
2

�
hc

�

�
: (34.12)

Coding and Interleaving
The previous section analyzed the quantum-limited
performance of a noiseless system. In practice, for
non-single-photon PPM, when additive white Gaus-
sian noise (AWGN) is present, the channel capacity C
is defined in b=s by the Shannon–Hartley theorem in
(34.13), where B is the available bandwidth in Hz and
PR and NR are signal and noise power in watts, respec-
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tively. It gives another fundamental limit determining
the relation between the maximum data rate that can be
transmitted with an arbitrarily low BER applying the
maximum possible efficiency of error-correcting cod-
ing [34.20]

CD B log2

�
1C PR

NR

�
: (34.13)

The link data rate Rb must be lower than the channel
capacity C. Since PR D RbEb, where Eb is the energy
per bit, and NR D N0B, where N0=2 is the noise vari-
ance, (34.13) can be expressed as in (34.14), where
Eb=N0 is called power efficiency and the Rb=B is called
bandwidth efficiency. Figure 34.11 shows the plot of
this equation, where the upper part symbolizes the area
where error-free communication is not possible and the
area where error-free communication is possible.

Eb

N0
>

2
Rb
B � 1
Rb
B

: (34.14)

The first free-space lasercom links were based more
on getting the systems to work than on building efficient
systems. How the atmospheric effects affected the com-
munication performance was not well understood, and
up to a certain point, it still is not. Therefore, the basic
link-budget calculation was assumed, adding a gener-
ous link margin to close the link successfully. More
recently, the very well-known error-correction coding
techniques, used extensively in RF, have been applied to
increase lasercom efficiency at a cost of some increase
in the electronics complexity, but gaining several deci-
bels in the link margin and moving closer and closer to
the theoretical channel capacity limits [34.21].
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Fig. 34.11 Bandwidth efficiency versus power efficiency

For the successful application of forward error cor-
rection (FEC) coding, the atmospheric channel model is
a key parameter, especially for understanding how the
intensity fluctuates due to the atmospheric turbulence,
which is a sizable source of bit errors. There are many
different models on intensity fluctuation, although they
are gradually being replaced by the gamma–gammadis-
tribution [34.22] because of its applicability to many
turbulence regimes, from weak to strong, by multiply-
ing two gamma intensity distributions which consider
small- and large-scale cells. When coding techniques
are based on realistic modeling of the channel, the SNR
gain has a direct impact on the reduction of the power
and/or mass/size of the lasercom terminals.

All FEC codes add redundant bits to the output se-
quence to carry out the error correction in the received
signals without retransmission while reducing the ef-
fective data rate depending on the expected errors in the
channel, thus the amount of redundancy of the code. In
the same way as in radio-frequency or optical fiber, the
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Table 34.1 Link budget calculation for LEO-to-ground
mission

Transmitted power PT (dBm) 15.40
Transmitting gain GT (dB) 85.08
Transmitter loss LT (dB) 1.97
Pointing loss LP (dB) 5.70
Free-space loss LS (dB) 259.06
Atmospheric loss LA (dB) 2.66
Receiving gain GR (dB) 126.14
Receiver loss LR (dB) 7.40
Received power PR (dBm) �50:18

Transmitted power PT (dBm) 15.40
Transmitting gain GT (dB) 85.08
Transmitter loss LT (dB) 1.97
Pointing loss LP (dB) 5.70
Free-space loss LS (dB) 259.06
Atmospheric loss LA (dB) 2.66
Receiving gain GR (dB) 126.14
Receiver loss LR (dB) 7.40
Received power PR (dBm) �50:18

FEC codes used in free space can be divided into block
codes, such as Reed–Solomon (RS) or low-density par-
ity check (LDPC), and convolutional codes, with the
turbo codes being the most efficient, performing very
close to the Shannon limit at a cost of higher decoding
complexity.

Along with FEC codes, interleavers are usually
employed in FSOC when the signals go through the
atmosphere. Interleavers alter the sequential order of
the transmitted bits to reduce the impact of burst er-
rors by taking advantage of the fact that the channel
fluctuates several orders of magnitude slower than the
bit transmission time. This technique enhances the per-
formance of FEC codes by uncorrelating the signal
fading experienced by adjacent bits, distributing the
errors in different code blocks in the case of block
codes, or separating them in the case of convolutional
codes. On the other hand, interleaving introduces la-
tency in the communication and can require large,
high-speed memory to store the data during a typi-
cal fade, which is an expensive resource in space. As
with FEC codes, there are block interleavers and con-
volutional interleavers, although the convolutional ones
provide a reduction of 2� in both latency and memory
requirements [34.23].
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Fig. 34.12 Link
budget for the LEO-
to-ground NICT’s
SOTA mission

34.1.3 Link Budget

The link budget is the key method to determine the over-
all performance of a lasercom system under a set of
operating conditions. The basic link budget is given by
(34.15) and relates the received power PR to the trans-
mitted power PT, the transmission and reception gain
GT and GR, the losses of the transmitter LT and the re-
ceiver LR, the atmospheric losses LA, the pointing losses
LP and the free-space losses LS

PR D PTGTLTLPLSLALRGR : (34.15)

The most significant parameters in the link budget can
be easily quantified, enabling a quick preliminary anal-
ysis of the link to be performed. The transmitted gain
GT and received gain GR can be calculated with (34.16)
and (34.17), where �T is the full transmitting diver-
gence angle in radians, DR is the telescope aperture
diameter, and � is the wavelength. The pointing loss LP
is defined by (34.18), where �� is the pointing accu-
racy. The free-space loss is given by (34.19), where L is
the distance between terminals

GT D 16

�2
T

; (34.16)

GR D
�
 DR

�

�2

; (34.17)

LP D exp

"

�2
�
��

�T

�2
#

; (34.18)

LS D
�
�

4 l

�2

: (34.19)

Table 34.1 and Fig. 34.12 show an example of a basic
link-budget calculation for the LEO-to-ground SOTA
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mission carried out byNICT (Japan) [34.11]. The condi-
tions of this link budget are as follows: the telescope’s el-
evation is 30ı for a link distance of 1107 kmbetween the
� 600 km SOTA orbit and the NICT’s OGS in Koganei
(Tokyo, Japan) during the pass onDecember 9, 2015; the
operating wavelength is 1549nm; the receiver’s aper-
ture is 1m; the optical signal is coupled into multimode
optical fiber; and the transmitter, receiver and point-
ing losses are based on experimental measurements. As
a reference, the received power measured in an experi-
ment with the same conditions as in the link-budget cal-
culation was �51:30 dBm. Since there are many factors
affecting any link-budget calculation, a common prac-
tice is to take a few decibels as the link margin.

Operating Wavelength
Looking at (34.16), (34.17) and (34.19), it is easy to
understand how important the wavelength choice is
in a lasercom link. According to these equations, the
shorter the wavelength, the higher the antenna gain
and the lower the free-space losses are. Hence, from
the geometrical point of view, shorter wavelengths are
preferable (the same consideration is valid for increas-
ing the transmitting and/or receiving aperture in terms
of improving the delivery of power due to geometri-
cal factors: in the first case, the beam divergence is
reduced, and in the second case, more signal can be
gathered). However, the strength of intensity fluctu-
ations due to atmospheric turbulence increases with

��7=6, the atmospheric attenuation increases with ��2,
and the scattering attenuation and sky radiance increase
with ��4. Therefore, if the signal must go through the
atmosphere, shorter wavelengths provide a larger scin-
tillation (defined in Sect. 34.2) with a stronger impact
of the sky radiance.

Currently, there are three important regions where
space lasercom operates. The most popular regions are
around 1.064 and especially 1:55�m if the laser beams
propagate through the atmosphere because of their
better behavior described in the previous paragraph.
Furthermore, there is plenty of technology available at
1:55�m from optical fiber communications, the attenu-
ation is lower and the responsivity of InGaAs photode-
tectors shows good behavior (Fig. 34.13). From an eye
safety point of view, 1:55�m is preferred, because the
eye fluids absorb these wavelengths before being fo-
cused on the retina. On the other hand, 1:064�m has
been developed mainly for inter-satellite links, where
eye safety is not an issue and there is no atmosphere
in the channel. This shorter wavelength takes advan-
tage of lower beam divergence and larger antenna gain,
while having available the Nd:YAG technology, espe-
cially suitable for coherent communication. When the
receiver noise is an issue, e.g., in quantum communica-
tions, wavelengths in the band of 800�900 nm may be
preferred, taking advantage of the good responsivity of
silicon photodetectors (Fig. 34.13), which are less noisy
than InGaAs and germanium.
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34.2 Characteristics of the Atmospheric Channel

The atmosphere is transparent around 800, 1064 and
1550nm, which allows for the use of technologies
based on silicon, AlGaAs (aluminum gallium arsenide),
germanium and InGaAs (indium gallium arsenide).
Most commercial off-the-shelf (COTS) components for
fiber communications can also be used, especially those
at the optical C band, where there are fewer absorp-
tion peaks. High-precision lasers at 1064 nm are also
available at high power levels, making them suitable for
coherent communications.

Apart from absorption or scattering effects, which
can be taken into account by increasing the transmit-
ted power by a few decibels (when not transmitting
at the absorption line of water or CO2, for example),
atmospheric turbulence is the main challenge when
transmitting through the atmosphere. Turbulence causes
intensity fluctuations at the receiver which can seriously
hamper reliable communication. These fluctuations are
due to self-interference processes and pointing jitter,
and they can be described statistically by a set of pa-
rameters, which are discussed in this section.

34.2.1 Attenuation: Absorption
and Scattering

The optical signal in the atmosphere is attenuated
mainly by two effects:

� Absorption: Caused by molecular absorption bands,
molecular absorption continuums and aerosols.� Scattering: Caused by molecular effects (Rayleigh
scattering) and by larger objects (Mie scattering),
e.g., dust particles or fog droplets.

Both absorption and scattering are directly dependent
on the particle density and the air density (molecular
density). Beer’s law in (34.20) gives the power loss La
through the atmosphere for a given propagation dis-
tance z

La D e�˛ez where ˛e D ˛aC˛sc : (34.20)

The extinction coefficient ˛e (usually given in km�1)
is the sum of an absorption coefficient ˛a and a scat-
tering coefficient ˛sc. For sources with narrow spectral
bandwidth such as lasers, the extinction coefficient ˛e
can be considered constant over the transmitted wave-
length portion. The transmission spectrum under clear-
sky conditions exhibits windows where atmospheric
transmission is conceivable. The absorption coefficient
˛a is highly wavelength-dependent: the atmospheric
molecules absorb light whose wavelength matches the

quantized energy levels of the molecules. The strength
of these effects also depends on the location, but it
is mainly a function of altitude. There are several
databases of scatter and absorption coefficients [34.24,
25]. Generally, volcanic activity is taken into account,
since the concentration of aerosols in the atmosphere is
highly dependent on it. But they do not include pollu-
tion, fog or other local effects, which should be added
for each case.

The three common communication wavelengths
(810, 1064 and 1550nm) do not lie in spectrum lines
of strong absorption. There is also a decreasing slope as
a function of wavelength: this corresponds to the scat-
tering of the air particulates. Moderate volcanic activity
has been assumed, which only influences high-altitude
curves. The simple approximated model for the clear-
sky attenuation in (34.21) can be used for a ground
station at 100m above sea level [34.26]

˛atmos .&/D 10
�

�
1550 nm

�2
.& C 1/

ŒdB	 : (34.21)

In Fig. 34.14, the clear-sky atmospheric attenuation is
represented for both wavelengths, 1064 and 1550 nm.
At 1064nm, the atmospheric attenuation can reach 3 dB
at low elevation angles, whereas the attenuation at
1550 nm is lower, remaining below 2 dB.

Attenuation caused by rain, snow, fog or clouds,
however, is relatively independent of the optical wave-
length. Fog and cloud attenuation is strong enough
to make many optical links impossible. Near ground,
thick fog can reach attenuation values of 300 dB=km
(˛e D 69:8 km�1) or more. In the troposphere, cloud at-
tenuation values are on the order of 50 dB=km (˛e D
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and 1550 nm
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11:6 km�1). Therefore, in the presence of clouds, opti-
cal links are usually not possible. To solve this issue,
site diversity is required: a network of ground stations
with uncorrelated atmospheric conditions to guarantee
that at least one of them is available with a certain
probability, increasing the overall network availabil-
ity [34.27, 28]. The correlation of cloud coverage be-
tween two locations usually decreases for distances
larger than 80 km. Considering that ground stations in
both hemispheres contribute to achieving higher avail-
ability with fewer stations, it is important to note that
the availability of a single station is not as important as
its decorrelation with the other stations in the network.
Therefore, stations at locations with high probability
of cloud coverage can also contribute positively to net-
work availability.

34.2.2 Atmospheric Turbulence

Atmospheric turbulence modeling is a wide field, which
we do not pretend to cover fully in this section. Exten-
sive research on atmospheric turbulence and its effects
is available in the literature, covering theory, simula-
tions and measurements [34.29, 30]. The objective of
this section is to define the main parameters used to
describe the turbulent effects relevant to the communi-
cations link.

From the communications perspective, the impact
of turbulence can be described with the following pa-
rameters:

� Scintillation: normalized variance of the signal fluc-
tuations.� Intensity correlation time: describes the time char-
acteristics of the signal fading.� Fading distribution: statistical distribution of the in-
tensity fluctuations.

Turbulence creates phase front distortions on the laser
beam propagating through the atmosphere. These dis-
tortions lead to destructive and constructive interfer-
ences, redistributing the intensity within the beam. The
statistical behavior of the atmospheric refractive index
is used to model the turbulence and it can be expressed
for optical wavelengths in terms of temperature and
pressure. Since pressure fluctuations are normally neg-
ligible, the index of refraction follows mainly the fluc-
tuations of the air temperature. Therefore, turbulence,
i.e., refractive index fluctuations, is created mainly by
the mixing of warm and cool air, either by convection
or by wind shear. These two phenomena produce ed-
dies (cells) of large scales that break up into smaller
eddies, forming an energy transfer cascade. Turbulence
cell sizes between a lower limit, called inner scale, and

an upper limit, called outer scale, contribute to the op-
tical turbulence. The range between these two sizes is
called inertial range. Eddies, below the inner scale, be-
long to the so-called viscous dissipation range, where
the remaining energy in the fluid motion is dissipated
as heat. The power spectral density of the refractive
index is used to define the contribution of eddies to
the atmospheric turbulence. Several models are used to
describe the power spectral density considering either
one or both inner and outer scales. However, the Kol-
mogorov model is generally assumed, where the inner
scale is set to zero and the outer scale to infinite [34.29].
The main reason is to keep the formulation relatively
simple and to avoid estimating inner and outer scales,
which usually requires local measurements, not easily
practicable. The Kolmogorovmodel can provide a good
estimation; however, it cannot describe all the turbu-
lence effects.

Atmospheric turbulence is a random spatiotemporal
field, assumed to be locally homogeneous and defined
by variations of the index of refraction around its mean
value. This last definition allows one to consider the sta-
tistical process stationary in increments, while assum-
ing the mean to change slowly. The structure function
is used for the statistical description. This second-order
moment is defined as the difference between covariance
functions at zero and after a stationary time increment.
To relate both spatial and temporal domains, the frozen
turbulence Taylor hypothesis is assumed, which means
that the temporal changes in the atmosphere depend
only on the wind velocity orthogonal to the propaga-
tion path. The structure function of the refractive index
fluctuations is defined as a power law of the distance be-
tween two points. This function is directly proportional
to a constant, defined as the structure parameter, which
describes turbulence strength. The value of the structure
parameter dependsmainly on two things. The first is the
altitude above the ground, as the atmosphere is denser
close to the ground, which means that the structure
parameter tends to decrease with altitude. The second
factor is the time of the day: during sunset and sunrise,
the atmosphere becomes quieter because the tempera-
ture gradient between the ground and the air decreases,
and during midday on a sunny day, the structure param-
eter tends to be maximal.

For ground-to-space satellite communications,
a profile of the refractive index structure parameter is
required to describe the turbulence strength along the
transmission path. The turbulence strength is described
by the structure parameter. The structure parameter is
a multiplicative factor of the structure function, i.e.,
the covariance function assuming that the turbulence
is statistically homogeneous and isotropic. Averaged
profiles are usually used to qualitatively describe the
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atmospheric impact. One of the most widely used is
the Hufnagel–Valley profile in (34.22), which basi-
cally depends on the altitude above ground h and the
turbulence on ground level, defined by the structure
parameter at zero height AD C2

n.hD 0/ and the mean
cross-wind velocity v

C2
n.h/D Ae�

h
100 C 2:7�10�16e� h

1500

C 0:00594
� v

27

2 �
10�5h

�10
e�

h
1000 :

(34.22)

For night time, these parameters are usually set to
AD 1:7�10�14 m�2=3 and v D 21m=s, and for daytime,
to AD 1:7�10�13 m�2=3 and v D 30m=s. More com-
plex profiles with more input parameters may properly
fit the turbulent path accurately, but as the number of
variables increases, the need for an accurate estimation
of such parameters may limit their practicability. Us-
ing the Hufnagel–Valley profile and the Kolmogorov
power spectral density of the refractive index fluctua-
tions, a first-order estimation of the chosen parameters
can be performed.

Scintillation
Scintillation is defined as the variance of the signal nor-
malized to its squared mean. This parameter is used
to describe the temporal or spatial fluctuations of the
received signal. The so-called scintillation index is
used to describe the irradiance fluctuations of the op-
tical wave in a single point, i.e., by a point receiver
(a receiver can be defined as point receiver when its
aperture is smaller than the intensity correlation length,
i.e., it will be uniformly illuminated). When the re-
ceiver aperture increases and becomes larger than the
correlation length of the intensity fluctuations, scintilla-
tion decreases due to the so-called aperture averaging.
That means the receiver can collect multiple correlation
lengths across the transversal plane of the beam, aver-
aging the signal fluctuations.

In satellite communications, the aperture size of
the receiver relative to the received intensity correla-
tion length differs between uplink and downlink. For
the uplink, the satellite is a point receiver, because the
correlation length can be several hundred meters, much
larger that the telescope diameter. This happens be-
cause the turbulence is closer to the transmitter, and
after leaving the atmosphere, only light diffraction oc-
curs. For the downlink, the receiver aperture is usually
larger than the intensity correlation length, leading to
aperture averaging and a reduction of the scintillation.
For a point receiver, scintillation can be estimated with

(34.23) and (34.24)

�2I;downlink D exp

2
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0:49�2Bd
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(34.23)

�2I;uplink D exp
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(34.24)

where

�2Bd D 2:25k7=6 sec.&/11=6
HZ

h0
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n.h/.h� h0/

5=6dh ;

(34.25)

�2Bu D 2:25k7=6l5=6
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�5=6

dh :

(34.26)

Both equations are valid under all turbulence
regimes and give an estimation of the maximum scin-
tillation that can be expected. The wavenumber is rep-
resented by kD 2 =�, where � is the wavelength, the
link distance is l, and the zenith angle of the link path
is & . The profile is integrated between the OGS height
above ground h0 and the satellite height H.

Scintillation values after aperture averaging can be
estimated by (34.27), which however is only valid under
weak turbulence conditions

�2I;av D 8:70k7=6.H� h0/5=6 sec.&/11=6
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(34.27)
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As a rule of thumb, when using the Hufnagel–Valley
model for the vertical turbulence profile, the weak tur-
bulence approximation holds its validity until 30ı for
low-strength turbulence. If the turbulence is stronger,
the threshold can rise to 60ı.

Measured power fluctuations at the satellite are the
combination of scintillation and beam wander or point-
ing jitter. Assuming that the ground station is open-loop
pointing towards the satellite, the root mean square
(RMS) atmospheric-induced beam wander can be cal-
culated as in (34.28)

�BW D 0:73

�
�

2W0

��
2W0

r0

�5=6

: (34.28)

When the point-ahead angle toward the satellite is
small enough, within the coherence cone of the at-
mosphere, the angle of arrival fluctuations measured
in the downlink can be used to pre-correct the beam
wander. This point is discussed in a subsequent sec-
tion.

In Fig. 34.15, the RMS beam wander is plotted ver-
sus the transmitted beam diameter for several elevation
angles. The RMS beamwander decreases when increas-
ing the transmitted beam diameter, but its impact is
larger, as is shown in Fig. 34.17.

Correlation Time and Pointing Jitter
The atmospheric wind affects the temporal bandwidth
of the phase perturbations, and it can be modeled by
a Gaussian (also called Bufton) model, which is given
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transmitted beam diameter for several
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by (34.29)
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h� 9400
4800
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#

:

(34.29)

The wind profile was modified, adding the first term,
which takes into account the slew rate !s of the satellite
with respect to the ground station; i.e., the angular ve-
locity of the satellite seen by the ground station. This is
an important factor especially for LEO satellite links,
because of the satellite motion, which virtually con-
tributes as cross wind.

The distance between the ground station and any
point in the line of sight to the satellite l.h/ can be
calculated taking the Earth’s curvature Re and the link
elevation angle into account as in (34.30), where the
link distance can be calculated as lD l.hD Hsatellite/

l.h/D�.ReCH/ cos &
	
.ReCH/2.cos &/2C h2

�H2C 2.h�H/Re

1=2

:

(34.30)

The correlation time in the signal fluctuations is defined
by the Greenwood frequency, i.e., the characteristic fre-
quency of the atmosphere, which can be estimated by
(34.31) [34.31]

fG D 2:31��6=5 sin�3=5.&/

2

4
HZ

h0

C2
n.h/V

5
3 .h/dh

3

5

3=5

:

(34.31)
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Fig. 34.16 Greenwood frequency fG versus elevation angle

The correlation time can then be calculated by its in-
verse �c D 1=fG, and it describes the time behavior of the
intensity fluctuations. As scintillation is a self-interfer-
ence process induced by the phase distortions produced
by the atmospheric turbulence, �c is introduced to also
describe the temporal behavior of the phase distortions.
This parameter is especially interesting when designing
FEC coding. In Fig. 34.16, the Greenwood frequency
is shown versus the link elevation angle. In the calcu-
lation, the virtual wind due to the satellite movement
has been taken into account by setting the correspond-
ing slew rate !s, as defined in (34.29).

In free-space optical communication, the tracking
of the optical signal is fundamental to guarantee a sta-
ble link. The tilt component of the phase, i.e., the angle
of arrival, has another time characteristic as the one
considering the whole phase distortions and it can be
calculated with (34.32) [34.32]
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(34.32)

This parameter is particularly interesting for designing
the tracking system. Such systems work in closed loop,
and the residual error due to the limited closed-loop
bandwidth will produce a jitter. The variance of this
angular jitter can be calculated by (34.33), where the
transfer function H.f /D 1=.1C j f =f3 dB/ of the closed
loop is assumed

�2TG D
�
fTG
f3 dB

�2 �
�

D

�2

: (34.33)

Equation (34.33) refers only to one-axis jitter, which is
assumed to be normally distributed. Assuming that the
two axes are independent, the statistical distribution of
the pointing error should be Rayleigh-distributed, with
its variance given by (34.34)

�2jitter D
�
4� 
2

�
�2TG : (34.34)

For GEO satellites, the uplink pointing uses the infor-
mation of the downlink angle-of-arrival fluctuations to
point towards the satellite and pre-correct the pointing
fluctuations of the reciprocal path. Therefore, assuming
that transmitter and received beams travel the same path
and are driven by the same tracking pointing mirror, the
jitter in the tracking system is translated to the pointing
system. For LEO satellites, this approach is not used,
because the atmospheric path of the uplink and down-
link are completely uncorrelated due to the point-ahead
angle required to hit the satellite.

The residual pointing jitter impact in the communi-
cation can be estimated by normalizing the �2pointing by
the beam divergence #beam, here defined as the radius
of the transversal Gaussian wave, when the intensity
decays to the 1=e2. The impact factor ˇpointing is then
defined by (34.35)

ˇpointing D
q
�2pointing

#beam
: (34.35)

Pointing errors can usually be assumed to be negligi-
ble when ˇpointing < 0:2. Here, ˇpointing represents how
large the pointing error is with respect to the beam
size. When ˇpointing D 1, it means that the shift due to
the pointing error is equal to the beam size. However,
one may perform an optimization of the beam wander
impact (signal fluctuations) with respect to the mean
received power. Setting a beam divergence ten times
larger than the beam wander implies a huge penalty
in terms of received power. Therefore, by designing
appropriate coding to protect data transmission, it is
possible to substantially reduce the beam divergence.
In Fig. 34.17, the ˇpointing is plotted versus the trans-
mitted beam diameter, which is directly related to the
beam divergence as #beamD �= W0. For larger beam
diameters (narrower beam divergence), the impact on
the pointing is larger, although the RMS beam wander
is smaller, as already shown in Fig. 34.15. In this calcu-
lation, �D 1550nm, and the Hufnagel–Valley profile is
used for the structure parameter.
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Fading Distribution
Due to intensity fluctuations, the power might decrease
and assume values below the sensitivity threshold of
the receiver, leading to a fading or loss of commu-
nication. Evaluating the probability of falling under
a determined threshold will tell how much the power
at the transmitter should be increased in order to ensure
the communication availability stays within a desired
probability, the so-called fading level.

Fading can be modeled assuming a log-normal
probability density function (PDF), especially in weak
turbulence conditions. The probability that the received
power falls below the threshold Pmin is defined as in
(34.36), where Pmin is the receiver sensitivity, P0 is the
averaged received power and �2P is the scintillation of
the received signal
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The fading level is considered in the link-budget calcu-
lation as an extra loss ˛scint, defined by (34.37)
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Equation (34.38) combines both (34.36) and (34.37)
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Under strong turbulence, the intensity distribution does
not follow a log-normal distribution. Gamma–gamma
and Weibull [34.33] distribution can be used instead,
for all turbulence conditions. However, a log-normal
assumption can provide a conservative assumption in
most cases [34.29].

The log-normal distribution can be modified to in-
clude the effects of the pointing jitter as proposed
in [34.34]. In this case, it is assumed that the pointing
jitter and the scintillation are two independent random
processes, and therefore PDFs can be multiplied. The
log-normal distribution is used for the scintillation, and
the beta-distribution is used for the pointing jitter. The
pointing jitter is assumed to be Rayleigh-distributed
(normal in each single axis), and it is applied to Gaus-
sian beam form to calculate the intensity fluctuations,
leading to a beta distribution. In this case, the combi-
nation of the two PDFs is written (34.39), where I=I
is the normalized intensity, �2I is the scintillation, and
ˇ D �2div=.8 ln 2/�2jitter. �2div and �2jitter are respectively the
equivalent beam divergence and pointing jitter in the far
field [34.35]
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34.3 Low-Earth-Orbit Satellite Communications

Low-Earth orbit (LEO) offers several important ad-
vantages to spacecraft including a benign radiation
environment, close distance to Earth, low communica-
tion latency, and frequent and inexpensive launches. For
these reasons, LEO is the most common scenario for
small satellites in general [34.36] and the one with the
fastest expected growth. The lower cost relative to other
orbits makes LEO suitable for missions consisting of

single experiments as well as for deploying many satel-
lites in constellations, where they can provide unique
coverage of the entire Earth. Launching a satellite to
an orbit beyond LEO makes it more difficult to com-
ply with the 25 year post-mission lifetime guideline set
by the IADC (Inter-Agency Space Debris Coordination
Committee) in order to avoid becoming space debris.
For example, CubeSats in orbits above 750 km take cen-
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turies to decay, thus requiring some drag strategy. As
will be described below, the most important characteris-
tics that define lasercom from LEO are, on one hand, the
need to perform accurate pointing and tracking to main-
tain the link between the fast-moving satellite and the
ground station, and on the other hand, the propagation
of the laser signals through the turbulent atmosphere
before reaching the receiver on the ground. It will be
shown that the basic strategies for overcoming the chal-
lenges of this type of lasercom link have been already
defined, with minor differences, which makes it pos-
sible to describe the fundamental principles of this
application.

34.3.1 Heritage

Table 34.2 shows an overview of the main characteris-
tics of all in-orbit LEO-to-ground lasercom terminals.
The first successful bidirectional LEO–ground laser-
com experiment was carried out by JAXA and NICT us-
ing LUCE (laser-utilizing communications equipment)
aboard OICETS (optical inter-orbit communications
engineering test satellite) in 2006 [34.37], which was
a 570 kg satellite inserted into a 610 km LEO orbit.
LUCE was a 100 kg lasercom terminal based on a two-
axis gimballed 26 cm Cassegrain telescope transmitting
a 100mW 847 nm laser at 50Mb=s, and an accurate
fine-pointing system to control a beam with a foot-
print as small as 5m reaching the ground station, where
a 20 cm telescope was used to gather the received sig-
nal, coupling it into an APD.

In 2010, the United States Department of Defense
launched the NFIRE (near-field infrared experiment)
LEO satellite with Tesat’s LCT (laser communications
terminal) on board. Although the goal of this termi-
nal was to carry out inter-satellite links, it was used
for LEO-to-ground links as a demonstration. The LCT

Table 34.2 Specifications of in-orbit LEO-to-ground lasercom terminals

LUCE LCT LCE OPALS SOTA OSIRISv2 OSIRISv1 MCLCD
Satellite OICETS

(570 kg)
NFIRE
(494 kg)

Haiyang-2A
(1500 kg)

ISS (420 t) SOCRATES
(48 kg)

BIROS
(130 kg)

Flying laptop
(120 kg)

Micius
(631 kg)

Operator JAXA, Japan DoD-MDA,
USA

SOA, China NASA-JPL,
USA

NICT, Japan DLR, Ger-
many

DLR, Ger-
many

CAS, China

Launch date Aug 23,
2005

April 24,
2007

Aug 16,
2011

April 18,
2014

May 24,
2014

June 22,
2016

July 14,
2017

Aug 15,
2016

LEO altitude 610 km 495 km 971 km 408 km 628 km � 500 km � 600 km � 500 km
Mass 100 kg 35 kg 67:8 kg < 180 kg 5:9 kg 1:65 kg 1:34 kg –
Beacon 808 nm CW No beacon – 976 nm CW 1�m CW 1:56�m

modulated
No beacon 532 nm CW

Downlink 847 nm 1064 nm – 1:55�m 800, 980,
1549 nm

1.545,
1:55�m

– 1549:731�m

Modulation On-off key-
ing

Homodyne
BPSK

– On-off key-
ing

On-off key-
ing

On-off key-
ing

On-off key-
ing

DPSK

Max. bitrate 50Mb=s 5:6Gb=s 504Mb=s 50Mb=s 10Mb=s 1Gb=s 200Mb=s 5:12Gb=s
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was made up of a two-axis gimballed mirror assem-
bly before a fixed 125mm telescope, transmitting a 1W
1064 nm laser at 5:6Gb=s using homodyne BPSK (bi-
nary phase-shift keying) with no beacon. Because of
the use of coherent detection on the ground, this sys-
tem could only close the communication link by using
a small receiver aperture (6 cm) located in astronomical
observatories in order to watch a Fried parameter larger
than the receiver’s aperture [34.38].

China in 2011 launched its first lasercom payload
LCE (laser communication equipment) to a 971 km
LEO orbit on board the Haiyang-2A (or HY-2A)
� 1500 kg satellite. The lasercom system was based
on a 15 cm gimballed telescope and could transmit
its 1W laser beam with tracking accuracy on the
order of 1�rad achieving a maximum data rate of
504Mb=s [34.39].

In 2014, JPL installed the OPALS (optical pay-
load for lasercom science) terminal in the International
Space Station (ISS), at a 408 km LEO orbit [34.40].
OPALS used a two-axis gimbal to move a 5 cm tele-
scope and transmit a 2:5W laser at 50Mb=s. The
generous transmitted power enabled relaxation of the
pointing accuracy down to 300�rad, enough to point
the� 1mrad divergence beam to the ground station.

The first lasercom system on board a small satellite
was NICT’s SOTA (small optical transponder) [34.11]
aboard SOCRATES (Fig. 34.18), which was launched
in May 2014 into a 628 km LEO orbit. SOTA was
a two-axis gimballed terminal with capabilities to per-
form a variety of lasercom experiments in a less-than-
6 kg compact package. The core experiment was the
10Mb=s links at 1549nm using coarse and fine pointing
to accurately transmit the 35mW laser through a 5 cm
Cassegrain telescope. SOTA had other additional capa-
bilities, i.e., B92-like QKD protocol at 800 nm band to
perform the first quantum-limited demonstration from
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Fig. 34.18 Flight model of NICT’s SOTA aboard SOCRA-
TES

space [34.41], and 10Mb=s downlinks at 980 nm using
a small lens, both based on coarse pointing only. As
a collaboration with the Tohoku University, NICT de-
veloped a simplified version of SOTA called VSOTA
(very small optical transponder) with a weight of less
than 0:7 kg based on body pointing only, thus trans-
mitting a 1550 nm laser beam with a wide divergence
(1:3mrad), low power (80mW) at a low data rate
(up to 1Mb=s) [34.42]. VSOTA aboard Hodoyoshi-2
(RISESat) lost its launch opportunity planned for 2013
and was successfully launched in January 2019. Based
on the SOTA and VSOTA heritage, NICT is cur-
rently working towards the next generation of miniatur-
ized high-speed lasercom transmitters compatible with
CubeSat platforms for LEO-GEO inter-satellite links as
well as LEO–ground.

Since 2008, DLR has been developing optical ter-
minals for small satellites (from CubeSats to � 100 kg
class) in 1550 nm wavelength based on COTS com-
ponents to provide solutions to small satellites with
limited mass and power. In 2018, the first two gener-
ations of terminals were launched into space that base

a) b)

Fig. 34.19a,b OSIRISv1 aboard the Flying Laptop satellite of the University of Stuttgart (a). OSIRISv2 aboard DLR’s
Biros satellite (b)

the pointing on the satellite attitude control, reducing
the terminal mass to the 1 kg class. The same approach
is used in a CubeSat terminal in collaboration with
Tesat Spacecom with a 10� 10� 3 cm3 form factor,
300 g mass and 100Mb=s data rate with fine pointing.
The 5 kg class OSIRISv3 will include coarse point-
ing to avoid changing the satellite attitude, providing
10Gb=s [34.43]. The first generation, OSIRISv1, was
launched in July 2017 aboard the Flying Laptop satellite
of the University of Stuttgart. DLR’s OSIRIS aboard
BIROS, known as OSIRISv2 [34.44], was launched in
June 2016 into a 500 km LEO orbit, including an In-
GaAs 4-quadrant-tracking sensor to track the 1560 nm
modulated beacon and close the loop with satellite at-
titude control. The terminal is designed for downlinks
up to 1Gb=s using an OOK-modulated 1W 1545 nm
laser through a 1:5 cm lens with a 200�rad divergence.
OSIRISv2 also includes another downlink capability up
to 150Mb=s using a separate 1:5 cm lens with a diver-
gence of 1200�rad and transmitted power of 150mW
at 1550 nm. Both terminals were under commissioning
at the time of writing this chapter.

In August 2016, the Chinese Academy of Sciences
launched the Micius LEO satellite to a 500 km orbit,
whose primary mission was quantum communication
experiments, but a lasercom experiment called MCLCD
(Micius coherent laser communication demonstration)
was planned as well [34.45]. The MCLCD space termi-
nal shared the main optics with the quantum experiment
used to transmit a 2:2W 40�rad 1549:731nm laser
beam with DPSK achieving a data rate of 5:12Gb=s in
the 1:2m Cassegrain telescope on the ground.

34.3.2 Applications

The most important application of lasercom from LEO
is direct-to-ground downlinks, since the main point is
being able to download to Earth the increasing amount
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of data that remote-sensing missions require. The res-
olution of these sensors is continuously improving,
thus demanding more and more bandwidth. Moreover,
as launches to LEO become more widely available,
spacecraft become miniaturized, as is the case of Cube-
Sats and other small satellites, and with several plans
for constellations, the amount of data that will be re-
quired to be transferred from LEO to Earth is expected
to grow dramatically in the coming years. The al-
ready crowded RF spectrum will certainly not be able
to support the growing demand for these communi-
cations requirements. Therefore, low-complexity and
low-SWAP (size, weight and power) high-speed laser-
com systems will be a key application to enable the use
of such a large number of satellites in LEO.

A typical LEO lasercom link would be as follows:
before the scheduled pass, an RF link is used to com-
municate with the satellite from the ground, updating
the orbital data and other relevant pass information, and
when the satellite is within line of sight, it makes the
tracking sensor face towards the ground station while
a powerful beacon is transmitted from the OGS with
a divergence wide enough to cover the uncertainty cone
of the satellite position. This beacon is used by the satel-
lite as a reference to close the tracking loop with the
attitude control of the satellite (body-pointing), with the
coarse-pointing system (typically a gimbal) and/or fine-
pointing system (in case there is one, usually based on
fast-steering mirrors) until the beacon is lost or the com-
munication is degraded.

The LEO scenario generally implies frequent but
short passes over a given ground station. Frequency and
duration strongly depend on the maximum link range

for a given orbit altitude, which is related to the mini-
mum ground station elevation. Figure 34.20 shows the
dependence of the average link duration and frequency,
and the maximum link distance with the ground sta-
tion elevation for three typical LEO altitudes. Although
these parameters vary with the ground-station latitude,
in this case, the NICT’s OGS at Koganei (Tokyo) was
used, which is in an average latitude (35ı4105800) in
the Northern Hemisphere. Taking the 500 km orbit as
a typical example of LEO (Fig. 34.20, yellow lines), the
maximum contact time would be� 7min for a 5ı min-
imum elevation, which implies a � 2000 km maximum
distance.

Another important limitation to lasercom through
the atmosphere is the presence of clouds. Most types of
clouds make optical links impossible in practice. Since
LEO links are very short, the overall link availability is
seriously limited when there are clouds at the time of
the experiment. One solution to increase the availabil-
ity of LEO missions is to relay the data through a GEO
satellite. This important application of GEO lasercom
can be found in Sect. 34.4. When access to a GEO re-
lay is not available or data must be transferred directly
to ground (due to a required short delay or because
the onboard technology cannot close a link with GEO),
site diversity is usually suggested as the key solution
to maximize the probability of achieving cloud-free
lines of sight. However, for site diversity to work ef-
fectively, two conditions must be met: on one hand,
there must be a network of decorrelated ground sta-
tions throughout the globe, and on the other hand, they
must all use a common set of specifications regarding
the wavelength, modulation, codification, etc. In prac-
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Fig. 34.21 Basic diagram of the
optical head assembly in a typical
LEO lasercom terminal

tice, currently, neither of these conditions are generally
true. Although there is an increasing number of OGSs
in many different locations, they are typically built to
support specific missions, usually demonstrations, and
cannot easily interoperate with each other. The Optical
Communications Working Group of the Consultative
Committee for Space Data Systems (CCSDS) is cur-
rently making efforts to produce standards to enable
cross-support between different agencies. A large and
growing number of LEO missions could benefit from
being able to interoperate with many OGSs spread
throughout the world, regardless of the nature of their
owners, be they space agencies, universities or private
companies. Furthermore, such cross-support would en-
able many more low-cost LEO missions which could
not afford a dedicated OGS.

34.3.3 Space Segment

A typical LEO lasercom terminal basically consists
of an optical head assembly and an electronics/pro-
cessing assembly. As shown in Fig. 34.21, it typically
includes a telescope to transmit a collimated beam to-
wards the ground and receive the uplink beam, some
device to separate downlink and uplink (typically, based
on wavelength, polarization or both), a laser source
(with or without amplification), an OOK external mod-
ulator (if data rates over Gb=s are required; otherwise,
the laser diode can be directly modulated by the input
current in a simpler configuration), a tracking detector
for the uplink beacon (based on a four-quadrant detec-

a) b) c) Fig. 34.22a–c Typ-
ical configurations
for the telescope
of lasercom space
terminals: (a) sim-
ple lens, (b) classic
Cassegrain, (c) off-
axis Cassegrain

tor or on a focal-plane array), a fast-steering mirror for
the fine-pointing and another for the point-ahead an-
gle if necessary, a fine-pointing assembly (a two-axis
gimbal, or alternatively, the satellite attitude control),
and optionally a fast photodetector for the communi-
cations uplink, if needed. The processing unit typically
adds some codification against errors and interleaving
against fading, and controls communication, telemetry,
command and pointing systems.

Lasercom space terminals usually implement one
of the following three kinds of telescopes: In very
small terminals, e.g., mounted on CubeSats, based on
downlink only, a simple lens (Fig. 34.22a) can produce
a collimated beam with a divergence narrow enough for
the pointing system, especially when no fine pointing
is implemented. For example, a near-diffraction-limited
lens with a diameter on the order of 1�2 cm could suf-
fice for a body-pointing-based small satellite. When
larger apertures are required, whether it is to produce
a very narrow beam supported by a fine-pointing sys-
tem, or to enable a communications uplink, reflective
systems are generally selected. The classic Cassegrain
configuration (Fig. 34.22b) is a very common solution
for building small and light assemblies with a narrow
field of view and good off-axis light rejection. When
the receiving aperture must be maximized for the com-
munications uplink, another good solution is an off-axis
configuration (Fig. 34.22c), which allows one to make
effective use of the whole aperture, avoiding the central
obscuration of on-axis reflective telescopes, and pro-
vides excellent off-axis light rejection.
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Fig. 34.23a–c Three possible configurations for the point-ahead mechanism in the space terminal

The main challenge for LEO lasercom, with short
passes and fast satellite motion, lies in the pointing and
tracking system. In terms of beam divergence, (34.2)
shows that a relatively small transmitter’s aperture can
produce a very collimated beam that translates into
a small footprint reaching the receiver on the ground.
For example, a 5 cm aperture would produce a foot-
print on the order of 20m from a distance of 500 km,
or on the order of 100m with an aperture as small as
1 cm. Considering a typical fine-pointing accuracy of
10�rad and assuming a diffraction-limited transmit-
ting telescope, according to (34.18), the 5 cm aperture
would introduce a pointing loss of less than 1 dB, or al-
most negligible in the case of the 1 cm aperture. With
state-of-the-art technology, the pointing accuracy can
go down to 1�rad, enabling a very low pointing loss
even with very narrow beam divergence.

A spectral filter of several nanometers before the
fine-tracking detector can enable daylight operation of
the lasercom terminal, while adding a low-rate modula-
tion to the beacon can improve the background rejection
and suppress the downlink scatter.

Acquisition and tracking detectors are typically
based on four-quadrant detectors (4QD) or on focal-
plane arrays (FPA). The former detectors are based
on four active photodiodes used to estimate the spot’s
center of gravity as the difference in the amplitude of
the four elements, and the latter are camera-like sen-
sors based on an array of pixels to directly image the
beam. As a rule of thumb, FPAs provide a high spatial
resolution, while 4QDs provide a high bandwidth. Ad-
ditionally, 4QDs allow the use of modulated beacons,
and the impact of radiation is lower. Because of their
simplicity, 4QDs have been widely used as tracking
detectors for many years. However, the latest improve-
ments in FPA technology have been significant, and
it may become a good alternative to 4QDs, with the
state of the art achieving extremely high sensitivities.

Although special care must be taken to protect FPAs
against radiation because of their higher vulnerability
than 4QDs, their applicability would be more favor-
able in LEO, where the radiation environment is not
as severe as in other scenarios farther from the Earth’s
magnetic protection.

As explained in Sect. 34.1.2, depending on the beam
divergence, it may be necessary to transmit the down-
link beam with an offset angle with respect to the
detected uplink beam due to the relative motion be-
tween the satellite and the Earth, and the finite speed
of light. As shown in (34.4), this point-ahead angle
is variable depending on the tangential velocity of the
satellite as seen from the ground station. For LEO-to-
ground links, the maximum velocity, thus the largest
point-ahead angle, will happen when the satellite is at
the zenith. Taking a worst-case example to illustrate
this, a 500 km LEO satellite at the zenith will travel at
a velocity of 7:62 km=s, which requires a point-ahead
angle of 51�rad.

Figure 34.23 shows three possible configurations
for the point-ahead mechanism. In Fig. 34.23a, the up-
link position is detected by a 4QD after separating the
uplink and downlink, and the downlink pointing is mon-
itored by another 4QD after the point-ahead mirror
(PAM), which makes it possible to compute the re-
quired point-ahead angle in real time. In Fig. 34.23b,
a small fraction of the transmitted downlink is sent
back to the 4QD using a corner retroreflector (CRR)
when there is no downlink signal in order to calibrate
the necessary point-ahead angle. Real-time point-ahead
angle calculation could be implemented if an FPA is
used instead of the 4QD, and the power is carefully
controlled to produce similar received intensities in
the FPA. Figure 34.23c is based on a pre-calibration
without monitoring the transmitted downlink, using the
beacon from the ground, which despite its simplicity
may be a difficult process with fast-moving LEO satel-
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lites. When real-time point-ahead angle calculation is
not possible, a reference frame transformation is re-
quired to obtain the precise direction the point-ahead
angle must be applied towards.

In the LEO-to-ground scenario, the preferred wave-
lengths are around 1550 nm, in the C-band, because of
the abundance of devices to generate the laser source,
amplify and modulate it. Besides the commercial avail-
ability, the reduced atmospheric attenuation, sky back-
ground level as well as turbulence effects make this
wavelength the most common in this scenario. The
wider beam divergence for the same transmitting aper-
ture is not as important as in other scenarios because
of the shorter distance. At this wavelength, the basic
diagram to generate the downlink signal is shown in
the lower-left side of Fig. 34.21. For a high-speed con-
figuration, i.e., multi-Gb/s, the most common scheme
would consist of a low-power laser source, followed
by an external modulator and an amplifier. The oscil-
lator would be typically based on a semiconductor laser
diode. This technology has matured in a significant way
to produce high power and high efficiency. However,
there is a trade-off between transmitted power, beam
quality and modulation rate. Only if power and speed
requirements are not demanding, a single laser diode
can be used, directly modulated and with no amplifica-
tion. Laser diodes producing several hundreds of mW
are difficult to modulate at high speed (e.g., 1 Gb=s or
faster), and the output beam quality is insufficient for
the requirements of external modulators.

If data rates on the order of 100Mb=s and trans-
mitted powers on the order of several hundred mW are
sufficient, directly modulated laser diodes can be a sim-
ple solution. When both high-speed multi-gigabits per
second and high power above 1W are required, the con-
figuration shown in Fig. 34.21 is the most common one.
Despite the additional insertion losses, external modu-
lators are packed in compact devices and enable larger
extinction ratios and speeds over tens of gigabits per
second. Output powers on the order of several W can be
achieved when using fiber amplifiers, usually based on
erbium-doped fibers at 1550nm, i.e., EDFA (erbium-
doped fiber amplifier). When high output power is
required, several EDFA amplification stages can be
used, separated by optical isolators. Since fiber ampli-
fiers typically use single-mode fibers, the output beam
quality is excellent, based on a single spatial mode,
and the alignment is stable and easily controlled with
the fiber connector. The wall plug efficiency (ratio of
the total optical output power to the input electrical
power) on the order of 10% is the main weak point
of EDFA technology, being one of the most power-
consuming components in the lasercom system. When

available power in the satellite is a strong constraint, us-
ing a wavelength around 1�m could be a solution, since
the wall-plug efficiency of YDFA (based on ytterbium)
is more than twice that of EDFAs.

34.3.4 Ground Segment

The optical ground station has two important roles in
a LEO lasercom system: on one hand, it must provide an
uplink beacon so that the satellite can track the ground
telescope to transmit its downlink signal, and on the
other hand, the OGS must be capable of receiving the
communication downlink beam from the satellite and
demodulate/decode the received signal.

The first role is simpler to implement than the sec-
ond. Generally, the beam divergence of the beacon laser
should be wide enough to cover the uncertainty cone
of the satellite position at its maximum distance, deter-
mined by the minimum OGS elevation. For example,
a typical uncertainty error on the order of 1 km would
require a full-angle divergence over 1mrad for a LEO
satellite at a distance of 1000km. The optics the bea-
con is transmitted through are usually mounted parallel
to the receiver’s telescope and aligned with its tracking
detector. Because of its wide divergence, the aperture
is usually small (on the order of a few centimeters),
and the transmitted power is usually rather high (typ-
ically between several and tens of W). Because of the
high transmitted power, an eye-safe wavelength is pre-
ferred, e.g., in the lower part of the 1:5�m C-band or
in the L-band, leaving the upper part of the C-band for
communications, where EDFAs are more efficient and
produce lower noise figures, which is more important
for communications than for beacons.

A common strategy for reducing the received-power
scintillation in the satellite is to transmit several paral-
lel beams [34.46]. If they are separated by a distance
greater than the atmospheric coherence length, the ef-
fect of the atmospheric turbulence is averaged in the
combined signal, and the variance in the power fluctu-
ation reaching the satellite is reduced. This technique
is more common for the beacon than for communica-
tion uplinks, since the beacon is transmittedwith a wider
beam divergence to cope with the satellite’s position un-
certainty, and the communication beam is narrower, en-
abling more effective power coupling into the receiver.
In the case of a beacon, the intensity of the transmitted
optical power can also be modulated to improve back-
ground noise rejection in the satellite’s tracking detector.
By using a bandpass filter around the carrier frequency
(typically around several or tens of kHz), all the low-
frequency and direct current (DC) components present
in the time-varying background noise can be eliminated.
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from OICETS
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a) b)

Fig. 34.24a,b Examples of uplink-beacon transmission from two NICT LEO-to-ground missions: 808 nm beacon to-
wards OICETS (a) and 1064 nm beacon towards SOTA (b)

DFB EDFA

a)

CW-DFB EDFA AOM

b)

EDFACW-DFB

c)

Fig. 34.25a–c Typical modulated beacon laser configurations: (a) directly modulated laser source; (b) modulated am-
plified signal; (c) modulated pump laser

Figure 34.24 shows images taken with infrared
cameras of the uplink-beacon transmission from two
NICT’s LEO-to-ground missions. In Fig. 34.24a, the
beacon towards OICETS can be seen as a straight line
in an experiment performed on 28 March 2006, as well
as the downlink from the satellite as a bright dot. In
Fig. 34.24b, the beacon laser towards SOTA is shown,
as well as the downlink signal from the satellite in an
experiment performed on 25 January 2016.

Regarding the beacon technological implementa-
tion, since the transmitted power is high, a wavelength
of 1550nm is generally preferred because of its eye
safeness. At this wavelength, the typical beacon laser
configuration would be based on one of the designs
shown in Fig. 34.25, depending on how the modula-
tion is introduced in the beacon signal. The design in
Fig. 34.25a is the simplest one, based on modulating the
seed laser directly by controlling its input current. It is
applicable with modulation frequencies of several tens
of kHz. For lower frequencies, the excited erbium ions
start to lase with no seed signal, causing parasitic oscil-
lation, which may lead to permanent damage. However,
there are partial solutions to this even at those lower fre-
quencies, namely, if a dummy continuous wave (CW)
signal is introduced at another wavelength (although the
total gain would be reduced) or if the modulation depth
is lowered to 100% (which makes the demodulation
more difficult in the receiver). When a lower modula-

tion frequency is required, the design in Fig. 34.25b
is a good solution, based on modulating the amplified
signal with an acousto-optic modulator (AOM), which
allows a wide range of modulation frequencies, at a cost
of a lower output optical power, since the AOM sets
a maximum input power on the order of 3W. The design
in Fig. 34.25c consists in modulating the pump laser of
the EDFA, and offers high output power and low mod-
ulation frequencies, typically below 5 kHz.

The second function of the ground segment in
a LEO mission is receiving the communication down-
link from the satellite. In LEO-to-ground links, the
aperture size of the receiving telescope is an important
design parameter. On one hand, the link budget bene-
fits from the greater gain that large apertures provide,
but on the other hand, the cost of building monolithic
mirrors scales as aperture to the 2.5 power [34.47],
which makes them expensive. In addition, large tele-
scopes incur other costs such as operational costs and
a dedicated facility. Furthermore, a pointing system that
allows a large telescope to track LEO satellites is com-
plex and expensive. For all these reasons, considering
the latest improvements in the sensitivity of the re-
ceivers, together with the fact that the link budget in
LEO-to-ground links is not as demanding as in other
scenarios, the tendency has gone towards reducing the
aperture size of the ground telescopes. Figure 34.26
shows an example of a 1m compact OGS built by NICT
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Fig. 34.26 Compact and remotely controlled 1m OGS in Okinawa (Japan) built by NICT

in Okinawa (Japan), which can be controlled remotely
from NICT headquarters in Tokyo.

In typical LEO-to-ground lasercom links, where the
link budget is not as constrained as in other scenar-
ios, OOK modulation is often used. Even though DPSK
offers a 3 dB advantage over OOK, the latter is usu-
ally preferred because of the simplicity of the receiver.
Whereas a simple photodetector is enough to demodu-
late the OOK signal, DPSK requires the use of a bal-
anced detector with an interferometer adapted to the
specific data rate (as it was explained in Sect. 34.1.2).
Furthermore, in LEO-to-ground links, the fast motion
of the satellite during the pass produces a Doppler
shift on the order of several GHz that can degrade the
demodulation process if the path length difference in
the interferometer is not precisely controlled by track-
ing the received wavelength, adding complexity to the
system. In addition, the simplicity of OOK receivers
allows for the use of a multimode fiber to couple the
received signal into, which is relatively insensitive to at-
mospheric turbulence, as opposed to single-mode fibers
due to their small core diameter, i.e., smaller than
10�m in single-mode fibers and larger than 50�m in
multimode fibers. Moreover, if the area to couple the
signal into is larger, a larger PSF can be tolerated, which
enables the use of low-cost telescopes with reduced op-
tical quality.

Regardless of the coupling technique the receiver
uses, some scintillation effect will usually remain, since
this depends mainly on the conditions of the atmo-
spheric turbulence, as explained in Sect. 34.2.2. To-
gether with fading due to pointing errors from the space
terminal, the communication link might require the use
of FEC coding, depending on the received power and
the sensitivity of the receiver. The quantum-limited
sensitivity of OOK is 33:9 photons=b [34.48]. How-

Table 34.3 Typical sensitivities to achieve a certain hard-
decision BER for different receiver schemes at 1Gb=s and
1550 nm

Receiver scheme BER (w/o FEC) Minimum required
power

Uncooled APD 10�9 < 1000 photons=b
(�38.92 dBm)

Uncooled APD 10�3 < 500 photons=b
(�41.93 dBm)

Optically
pre-amplified

10�9 < 100 photons=b
(�48.9 dBm)

Receiver scheme BER (w/o FEC) Minimum required
power

Uncooled APD 10�9 < 1000 photons=b
(�38.92 dBm)

Uncooled APD 10�3 < 500 photons=b
(�41.93 dBm)

Optically
pre-amplified

10�9 < 100 photons=b
(�48.9 dBm)

ever, thermal noise causes worse sensitivity to be seen
in practical implementation. As shown in Table 34.3,
typical minimum required sensitivities for uncooled
APD-based receivers at 1550 nm are on the order of
500 photons=b at 1Gb=s to achieve a BER better than
10�3 (which can be further improved with FEC), or
1000 photons=b to achieve a BER better than 10�9
(with no FEC). This kind of receiver enables multi-
mode fiber coupling for the received signal, which is
a simple technique, usually only requiring tip/tilt cor-
rection with a fast-steering mirror to compensate the
beam wander caused by atmospheric turbulence (low
Zernike modes) and improve pointing stability (as ex-
plained in Sect. 34.2.2).

More complex receiver schemes based on optical
pre-amplification, i.e., low-noise EDFAbefore the photo
detection, can take the sensitivity from 1000photons=b
in uncooled APDs down to about 100. However, single-
mode fiber coupling is required in order to use EDFAs,
which makes the receiver more complex, generally re-
quiring adaptive optics to correct the aberrated received
waveform. For this reason, this scheme is not usu-
ally considered for LEO-to-ground links, where the
link budget is not as constrained as in GEO-to-ground
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where it finds its natural application, as explained in
Sect. 34.4.4. The APD scheme is applicable up to sev-
eral gigabits per second, but to achieve higher data

rates, the optically pre-amplified scheme should be con-
sidered, or alternatively and probably more simply,
wavelength-division multiplexing (WDM).

34.4 Geostationary Satellite Communications

Satellites at geostationary equatorial orbit (GEO) ap-
pear immobile for observers on ground, because the
satellite rotates synchronously with the Earth. This
property makes GEO satellites especially suitable for
communications, streaming or weather monitoring.
GEO satellites are interesting because of their large
coverage: three satellites can provide worldwide cov-
erage [34.49]. The classical GEO satellite communica-
tions market is focused on video broadcasting and Inter-
net access. In recent times, this has been enhanced by
backhaul service for edge servers buffering most popu-
lar videos, and direct user access to broadband satcom
services via VSAT terminals and high-throughput satel-
lites (HTS). HTS can offer communications throughput
of more than 100Gb=s. Current technologies are based
on Ka-band and Ku-band technology. Optical com-
munications in GEO have been mainly developed for
data relay from LEO, and its major example is the
ESA EDRS system. For very-high-throughput satellites
(VHTS), a large amount of data needs to be transmitted
to the satellite. New communication satellites may re-
quire data throughput on the order of Tb=s and more for
the feeder uplink; i.e., the link between the ground sta-
tion and the satellite. Optical feeder links may become
the next revolution in space, boosting the available data
throughput with potential global coverage using few
satellites.

a) b)

Fig. 34.27a,b ETS-
VI satellite (a). LCE
lasercom terminal
aboard ETS-VI (b)

34.4.1 Heritage

ETS-VI: the First GEO-to-Ground
Lasercom Demonstration

The Japanese Engineering Test Satellite VI (ETS-VI)
(shown in Fig. 34.27a) included the first lasercom ter-
minal in GEO orbit called LCE (laser communication
equipment). It was developed by the NICT’s Commu-
nications Research Laboratory, currently NICT’s Space
Communications Laboratory and launched on 28 Au-
gust 1994 by the National Space Development Agency
of Japan (NASDA, currently JAXA). The objectives of
this mission were to evaluate for the first time the key
technologies for satellite optical communications. This
downlink signal could transmit an onboard pseudo-
random noise sequence to the ground station, relay the
uplink signal back to the ground station, or transmit
the telemetry data from different lasercom components
on LCE at 128 kb=s at an 8� redundancy to achieve
the 1:024Mb=s [34.2, 50]. The LCE lasercom terminal
aboard ETS-VI is shown in Fig. 34.27b.

In 1995, the ETS-VI satellite was used to carry
out a joint experiment with NASA-JPL, which used
two separated OGSs in Table Mountain (Wright-
wood) to communicate with the satellite during the
project GOLD (ground/orbiter lasercomm demonstra-
tion) [34.51].
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a) b)

Fig. 34.28a,b Representation of ARTEMIS and SPOT-4 satellites (a) and representation of Alphasat (b)

After the first demonstration with ETS-VI, two mis-
sions with an optical terminal on board were launched
to GEO: the Artemis satellite in 1998 by ESA, which
will be described in the next section, and the GeoLITE
satellite in 2001 by the National Reconnaissance Office
(NRO) [34.52], although there is no published informa-
tion about this mission after its launch, meaning that it
probably did not succeed.

Artemis Satellite and the First Inter-Satellite
Experiments

The semiconductor laser inter-satellite link experiment
(SILEX) was the first civilian optical communications
program for space (within the framework of ESA
DRTM) [34.3, 53] and the first step towards realiz-
ing the European Data Relay System (EDRS). Inter-
satellite links were the basis of the SILEX project, with
the main objective of relaying video data from a LEO
satellite to a ground station, demonstrating the feasi-
bility and performance of optical inter-satellite links in
space [34.3]. The experiments involved two satellites
which hosted the optical terminals: the ARTEMIS GEO
satellite and the SPOT-4 LEO satellite. SPOT-4 was an
Earth observation satellite, developed by Matra Mar-
coni Space for CNES. It was successfully launched in
1998, and ARTEMIS, developed by Alenia for ESA, in
2001. The first image transmission was carried out in
2001 between the two optical terminals (Fig. 34.28a),
from PASTEL on SPOT-4 to OPALE on Artemis and
then to the SPOTIMAGE ground station in Toulouse
via a Ka-band feeder link [34.54].

The laser terminals were developed based on OOK
modulation and direct detection of laser beams in
the 800 nm range (GaAlAs laser diodes and an APD-
based receiver). The main parameters of both terminals
involved in SILEX experiments are summarized in
Table 34.4. The terminals allowed 50Mb=s data-rate

Table 34.4 Main parameters of the optical terminals on
ARTEMIS and SPOT-4 satellites

ARTEMIS SPOT-4
Antenna diameter (mm) 250 250
Beam diameter Tx (1=e2) (mm) 125 250
Transmit power (mW) 5 40
Transmit data rate (Mb=s) 2 50
Transmit wavelength (nm) 819 847
Transmit modulation scheme 2-PPM NRZ
Receive data rate (Mb=s) 50 –
Receive wavelength (nm) 847 819
Receive modulation scheme NRZ –
Beacon wavelength (nm) 801 –
Optical terminal weight (kg) 160 150

ARTEMIS SPOT-4
Antenna diameter (mm) 250 250
Beam diameter Tx (1=e2) (mm) 125 250
Transmit power (mW) 5 40
Transmit data rate (Mb=s) 2 50
Transmit wavelength (nm) 819 847
Transmit modulation scheme 2-PPM NRZ
Receive data rate (Mb=s) 50 –
Receive wavelength (nm) 847 819
Receive modulation scheme NRZ –
Beacon wavelength (nm) 801 –
Optical terminal weight (kg) 160 150

transmission. The terminals on both satellites (OPALE
and PASTEL) had a similar structure: a fixed-part elec-
tronics and a satellite interface structure with a mobile
part. The electronics comprised the onboard proces-
sor, the coarse-pointing drive electronics and the com-
munications electronics (interfacing with the signals
coming/going from/to the LEO/GEO terminal). The
satellite interface structure carried the coarse-pointing
mechanism that moved the mobile part, formed by
the telescope, the focal plane (with sensitive elements,
as sensors and sources) and the required electronics.
Because of the relative motion between the satellites,
a point-ahead angle assembly with a piezoelectric mir-
ror for the fine tracking was included in the optical
system. A high-power laser beacon was used during
the acquisition phase for the partner detection on the
GEO terminal. The beacon scanned around 750�rad
in the direction of PASTEL. When it was illumi-
nated by the beacon, PASTEL corrected its angle,
pointing the communication beam to OPALE, which
used the incoming wave to close the loop [34.3, 53–
55].



Part
D
|34.4

1084 Part D Optical Access and Wireless Networks

Fig. 34.29 GEO optical communications terminal from
Tesat Spacecom

Moreover, since November 2001, bidirectional links
have been established between ARTEMIS and the OGS
on the Canary Islands. During these experiments, BER
and atmospheric parameters were measured [34.56].

Other inter-satellite links were performed between
ARTEMIS and the Japanese satellite OICETS. OICETS
was a relatively small satellite with a mass of approx-
imately 570 kg. The lasercom terminal on the satellite
was designed to have visibility of the geostationary
satellite ARTEMIS. The optical antenna had a primary
mirror with an effective diameter of 26 cm in a center-
feed Cassegrain configuration, and the power consump-
tion of the terminal was around 320W [34.57, 58].

Inter-satellite laser communications between
OICETS and ARTEMIS have been performed several
times by JAXA and ESA since 2005, when the first
bidirectional inter-satellite link took place [34.58].
Inter-satellite links were also performed through the
atmosphere, with the link maintained until the Earth
surface blocked the communication. This way, the
atmospheric influence on the transmitted beam was
measured, and the beam pointing and tracking errors
were analyzed as well [34.59].

Alphasat, the Operational Inter-Satellite Links
and the News on Relay Systems

In July 2013, the Alphasat satellite was launched and
located in the GEO orbit 8ı E. This satellite carries
several demonstration payloads for satellite communi-
cations, among them an optical terminal developed by
TESAT Spacecom for LEO-GEO inter-satellite links
(Fig. 34.28b). The lasercom terminal (Fig. 34.29) is
a made of a central rectangular base structure with
a coarse pointer (gimbal) and the optics unit. The tele-
scope aperture is 135mm [34.60], and the tracking and
the communications receiver is based on homodyne re-

Table 34.5 Alphasat optical payload main parameters

Dimensions (cm) 60� 60� 60
Weight (kg) 50
Power consumption (W) 160
User data rate (Gb=s) 1.8
Operation range (km) 38 600
Transmit power (W) 5
Wavelength (nm) 1064
Transmit beam diameter (mm) 135
Transmit beam divergence (�rad) 10
Telescope diameter (mm) 135
Nominal receive power density
(�W=m2)

280 @ BER 10�8
(1:8Gb=s)

Dimensions (cm) 60� 60� 60
Weight (kg) 50
Power consumption (W) 160
User data rate (Gb=s) 1.8
Operation range (km) 38 600
Transmit power (W) 5
Wavelength (nm) 1064
Transmit beam diameter (mm) 135
Transmit beam divergence (�rad) 10
Telescope diameter (mm) 135
Nominal receive power density
(�W=m2)

280 @ BER 10�8
(1:8Gb=s)

ception at 1064 nm. The main parameters of the optical
terminal are summarized in Table 34.5.

The EDRS design originally comprised four satel-
lites: two over Europe (EDRS-A and EDRS-C), one
over America (EDRS-B) and one over Asia-Pacific
(EDRS-D). In 2018, EDRS-A and EDRS-C were fully
deployed, providing operational links since November
2016 for the Sentinel Earth-Observation LEO satellites
under the Space Data Highway service operated by Air-
bus [34.61]. The EDRS-B satellite over America most
likely will not be developed. Instead, the American
LCRD (Laser Communications Relay Demonstration)
system will be deployed. At this time, the EDRS-D
over the Pacific is planned, and it will provide in-
teroperability with a 1550 nm wavelength, 3:6Gb=s
data transmission, GEO–GEO cross-link communica-
tion with the other EDRS satellites and will allow
bidirectional links with aircraft. The goal is to create
a network that interconnects GEO satellites to LEO
and aircraft (or pseudo-satellites) optically and trans-
fers the information from GEO with radio-frequency to
the ground. In addition, there are studies to extend the
use of data repatriation from the ground [34.62]. This
last scenario is especially interesting for isolated areas,
where limited or no ground infrastructure is available.
An OGS can send the data back to Europe (in this case)
over the GEO satellite, avoiding long time delays such
as the case of Antarctica [34.63].

The EDRS is being proposed and it is currently
being discussed for a possible standardization in the
CCSDS Optical Communications Working Group. In
this organization, the major international players in
space including the space agencies and the industry
work mainly in three scenarios: high date rate, low pho-
ton flux (deep-space communications) and low com-
plexity (direct LEO downlinks) [34.64].

The Forthcoming Systems
Currently, NASA is developing its own relay system
called LCRD (laser communications relay demonstra-
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tion), which should start operating in 2019 [34.65,
66]. In Japan, JAXA is developing another relay sys-
tem called JDRS (Japan data relay system) to start
operating in 2019 [34.67, 68], and NICT is developing
a GEO feeder link terminal called HICALI (high-
speed communication with advanced laser instrument),
which aims at demonstrating bidirectional lasercom
from GEO up to 10Gb=s in 2022 [34.69, 70], as well as
demonstrating the first LEO-GEO relay using a Cube-
Sat [34.71]. These communications systems are also
being standardized in the Optical Working Group of
CCSDS under the high-data-rate scenario.

LCRD is the first step towards an American relay
system for supporting human exploration and advanced
instruments aboard science missions. It is a joint project
between NASA’s Goddard Space Flight Center, the Jet
Propulsion Laboratory, the California Institute of Tech-
nology and the Massachusetts Institute of Technology
Lincoln Laboratory. The space segment comprises two
optical terminals aboard the spacecraft and one high-
capacity radio-frequency terminal that will relay data
from and to other satellites, spacecraft, airplanes and
ground stations. The ground segment includes three
OGSs, two optical in Hawaii and California and one
in the Ka-band in New Mexico. Two mission opera-
tions centers will be connected to the ground stations by
terrestrial links. The ground stations will be used to sim-
ulate spacecraft users with specific daily data volume
requirements. The optical links will provide a bidirec-
tional 1:244Gb=s data rate. The Ka-band will support
one or two users at 32Mb=s in the forward link and one
user at 622Mb=s or two users at 311Mb=s in the re-
turn link. Each optical terminal consists of a telescope,
the electronics for pointing and acquisition, and a mo-
dem that supports PPM and DPSK in both link direc-
tions. The experiment will also demonstrate specially
developed encryption technology for information as-
surance. Modems supporting both modulation formats
were developed and demonstrated previously under the
LADEE mission, which in 2014 demonstrated optical
PPM data communication from the Moon, achieving
a user data rate of up to 622Mb=s.

In 2019, JAXA plans to launch the first satellite of
the Japanese Data Relay System (JDRS). JDRS will in-
clude a feeder link in the Ka-band, and in optical it
will provide data rates of 2:5Gb=s for the return link
and 60Mb=s for the forward link including FEC cod-
ification, leading to user data rates of 1:8Gb=s and
50Mb=s, respectively. The inter-satellite communica-
tion system is designed in the optical C-band, 1540nm
for the forward link and 1560 nm for the return link. The
optical terminal in GEO will have an antenna diameter
of 15 cm, whereas in LEO the aperture will be 10 cm.
The acquisition is based on a beaconless sequence to

Fig. 34.30 Artistic illustration of NICT’s HICALI aboard
ETS-IX

be completed within 60 s. The optical communication
system is based on direct detection, with DPSK for the
return link and intensity modulation for the forward
link. The first JDRS user will be the advanced optical
satellite, a Japanese optical observation LEO satellite
from JAXA.

NICT in Japan is developing a high-throughput
GEO satellite called ETS-IX based on hybrid use of ra-
dio and optical frequencies (Fig. 34.30). ETS-IX will
be launched in 2022 during the second flight of the new
Japanese launch vehicle H3. The Ka-band system will
include feeder links and user links with 100Mb=s per
user, with flexible allocation of frequencies and steer-
able beams to handle traffic fluctuations. The lasercom
terminal is called HICALI (high-speed communication
with advanced laser instrument) and it will demonstrate
a bidirectional 10Gb=s feeder link between GEO and
ground. The HICALI terminal will transmit a 2:5W
1540 nm laser through a 15 cm aperture to be received
on the ground by a 40 cm receiver aperture. For the up-
link, a beacon system consisting of four apertures of
5 cm will transmit total power below 20W at 1530nm,
and the feeder uplink will transmit 2:5W at 1560 nm
through an aperture smaller than 40 cm. The HICALI
mission will also include feeder link experiments us-
ing the NICT OGS network to demonstrate the high
availability provided by site diversity, enabling fast
handovers between different ground stations depending
on the cloudiness over each site.

34.4.2 Applications

For optical communications, satellites at this orbit have
been proposed mainly for data relay from LEO. Trans-
mission to GEO satellites extends the ground coverage
and decreases the delay between users which are not vis-
ible from the same satellite. Moreover, the intermittence
of the LEO satellite’s visibility is overcome by trans-
mitting to a GEO satellite, reducing the onboard data
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Fig. 34.31a,b Applications for GEO optical satellite communications. The GEO data relay provides larger coverage to
LEO for data repatriation (a). Satellite communications for Internet access and streaming based on optical feeder links (b)

recorders and increasing the capacity. In Fig. 34.31a,
there is a representation of a satellite relay system. The
coverage of the lower orbits is larger at the GEO than
from a given station on the ground. For this application,
the ESA developed the EDRS, which became opera-
tional inNovember 2016, giving service to the European
Commission’s Earth observation program.

Classical satellite communication is focused mainly
on television broadcasting, but in the coming years, the
provision of Internet access may gain more weight. The
optical fiber infrastructure is costly, especially in less
densely populated areas. Several initiatives in Europe
target full coverage of Internet access at 50Mb=s and
more, which could not be reached with terrestrial infra-
structure alone. For example, 30% of the rural areas in
Germany are currently not covered. In this sense, satel-
lite communications can be a good complement to reach
the full coverage for broadband Internet access. An-
other aspect is 5G, the Industry 4.0 and the Internet of
Things, which also require global connectivity. In this
case, new business models based on cloud services and
real-time monitoring of the production and transport of
products will require Internet access everywhere and at
any time. Geostationary communications time delay of
at least� 250ms due to signal propagationmay be lim-
iting for applications such as telepresence or augmented
reality, where direct human interaction is expected, but
for other kinds of applications it may have no impact.

In Fig. 34.31b, a representation of the GEO satel-
lite-based communications is shown. A bidirectional
link, called feeder link, between the satellite and
a ground station, called gateway, connects the satel-
lite to the network. The satellite gives connectivity to
the surface with several spot beams, called user links.
The feeder link therefore carries much traffic, with
throughputs that currently reach several hundred gi-

gabits per second, but in the future it can potentially
reach several Tb=s [34.72]. Current radio-frequency-
based technology is reaching the limit on providing
the required throughput, due to the limited available
bandwidth. Hence, several OGSs operating in the same
spectrum feed the satellite to reach the required traffic.
The number of these stations increases linearly with the
throughput, reaching hundreds when approaching Tb=s.
Therefore, in the future, communication satellites will
integrate optical communications for the feeder link in
order to increase the data throughput. This would have
two advantages: first, the feeder link capacity would
no longer be limiting, due to the � 10 THz of unreg-
ulated spectrum around 1064 and 1550 nm, and second,
the spectrum currently used for the feeder link could
be allocated for the user links, increasing the overall
throughput by these two means.

In order to make effective use of the available spec-
trum in the optical domain, wavelength-division multi-
plexing (WDM) is required. Optical channels centered
at different optical frequencies are multiplexed together,
being able to reach an aggregate throughput of multi-
ple Tb=s. In fiber communications, such technology is
the state of the art for the optical C- and L-bands. The
center frequency of each channel is defined in an Inter-
national Telecommunication Union (ITU) standard for
the dense WDM, with channel bandwidths of 100, 50,
25 and 12:5GHz [34.73]. The use of such technology
in the atmospheric turbulent channel was demonstrated
in 2016, transmitting 1:72 Tb=s in 40 channels with
100GHz bandwidth using OOK modulation [34.74],
and in 2017 transmitting 13:16Tb=s in 51 channels with
50GHz channels using 16 QAM (quadrature amplitude
modulation) and QPSK modulation [34.75].

Current projects in optical communications in space
target single-purpose satellites, meaning that only one
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application is addressed. In the future, if the demand
on connectivity and bandwidth does not drop off, the
ground network may be extended to space. In this case,
GEO satellites acting as nodes may connect directly
to the ground network, as backhaul links. GEO is ad-
vantageous due to the relatively small movement of
the satellite, compared with LEO satellites, which re-
quire handovers quite often. The GEO satellite nodes
could then distribute the connectivity to other satellites
in GEO, MEO or LEO for relay and telecommuni-
cations applications, being then fixed infrastructure in
space as an extension of the terrestrial network. By
properly designing the ground segment, continuous op-
tical connection to the satellite could be guaranteed,
meaning that most of the current bottleneck due to the
limited radio-frequency spectrumwould be solved. This
approach would be compatible with a LEO constella-
tion, for example. Connecting this constellation with
the GEO satellites through a relay link would extend
the high data rates at all orbits and to any kind of satel-
lite, even small LEO satellites like CubeSats [34.76],
which could make use of a LEO constellation to relay
the data through the GEO satellite. Traffic demands on
small delays could then be routed anyway with a direct
link to Earth.

34.4.3 Space Segment

Communications systems on satellites are limited by
the platform mass and power budgets, and thus their de-
sign is confined to the available onboard resources. This
makes the design of very-high-data-rate systems for
space very challenging. Currently, there are no satellite
buses specifically designed for very-high-throughput
communications based on lasercom, especially target-
ing multiple Tb=s. Therefore, there is still work to be
done within the space segment to design appropriate
platforms to accommodate such kinds of terminals.

One important point in the design of future sys-
tems based on optical feeder links will be to retain
the compatibility towards users, which requires in-
cluding digital satellite television broadcasting standard
DVB-S2X for the user links. This standard defines
the physical layer, including modulation and coding
schemes. The user-link modulation is defined as APSK
(amplitude–phase-shift keying) with different modu-
lation orders, each targeting different carrier-to-noise
ratio requirements, the lower orders being for poor SNR
conditions. For the current system technology in RF, it
seems reasonable to use modulation orders up to 16 or
32 APSK, but the standard defines modulation orders
up to 256 APSK.

From the communication system point of view,
there are several approaches still under study for future-

Analogue transparent

Digital transparent

Digital soft regenerative

Digital full regenerative

Complexity Efficiency

Fig. 34.32 Communications design approaches

generation systems. The different options can be classi-
fied between analog and digital payloads and between
transparent and regenerative, and they are summarized
in Fig. 34.32. The choice is driven by a trade-off be-
tween complexity and efficiency.

Currently, the satellite communication community
prefers analog transparent systems, acting as transpon-
ders, as are state-of-the-art satellite communication
systems based on radio-frequency. This enables the
development and upgrading of the communication sys-
tem without compatibility issues of previous satellites.
From the point of view of the optical feeder link, this
means that the data need to be analog-modulated on the
laser light [34.77], similarly to radio over fiber [34.78],
to avoid any onboard data processing. APSK signals
can be mapped in amplitude analog modulation by set-
ting the signal to an intermediate frequency, which first
would help to convert the signal on the satellite to the
Ka-band and enable the multiplexing of more DVB car-
riers in a DWDM channel. At the satellite terminal, the
signal is converted to the electrical domain and fre-
quency up-converted to the Ka-band for the user link.
With this approach, no signal processing on the satellite
is required, and therefore the ground segment must take
care that the signals are correctly shaped for the user
link.

Another approach that maintains the transparency
of the system is to digitally sample the signal and trans-
mit the samples on the feeder link. This approach is
similar to the analog one, but it allows FEC to be added
on the bits containing the sampling information for the
feeder link in order to mitigate the turbulence effects in
the uplink. This means that onboard processing is re-
quired for decoding the FEC. In this case, the system
is transparent from the point of view of the DVB sig-
nal, since the wavefront is digitally sampled. The main
drawback of this approach is the band expansion due
to the sampling, but in general it is more efficient than
the analog approach. Error correction algorithms help
achieve better sensitivity. An overview of this approach
can be found in [34.79, 80].

Soft-regenerative techniques are halfway between
transparent systems and fully regenerative systems. In
this case, the system is transparent to the data, but
it requires generation of the DVB wavefront for the
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user link. The constellation points of the DVB signal
can be mapped to the optical feeder link signal. The
band expansion depends on the modulation order of
the optical signal, but it is lower than in the digital
transparent option. Data is transmitted in baseband, and
error-correction algorithms can be used to protect the
transmitted information. At the satellite, data should
demap the constellation points of the feeder link into
the APSK DVB format, and the wavefront must be gen-
erated. However, there is no need to access the DVB
frame.

Finally, a fully regenerative system would be the
most efficient approach, enabling optimization of the
physical layer. This option requires full manipulation of
the contents of the DVB signal, and it would require the
signal to be completely generated aboard the satellite.
That means that this is the most costly option in terms
of signal processing, and therefore on mass, power con-
sumption and heat dissipation. However, although this
option would exploit the full potential of the satellite
link, it is not expected for the coming generations of
satellite terminals.

Figure 34.33 shows a block diagram with the main
components of the space terminal of a very-high-
throughput satellite terminal based on an optical feeder
link. The telescope with the coarse and fine-pointing
units carry out the single-mode fiber coupling. The
received signal is pre-amplified, de-multiplexed, con-
verted to the electrical domain, processed if required,
and sent back after frequency conversion to the user
link (here assumed to be in the Ka-band). In the return

channel, data from the user link is modulated on mul-
tiple lasers, each one at a different center wavelength,
multiplexed, amplified and after correction of the point-
ahead angle, coupled into the telescope system and sent
back to the ground station through the feeder link.

The forward link is the most challenging because of
the following aspects:

� The atmospheric channel in the feeder uplink in-
troduces signal fluctuations due to the combined
effect of scintillation and beam wander, which pro-
duces a high dynamic range in the received power.
Methods to minimize the signal fluctuations are im-
plemented in the ground segment.� Low-noise and high-sensitivity pre-amplifiers are
a key technology for robust communications. The
amplifiers must deal with the large dynamic range.� Frequency up-conversion for the Ka-band user sig-
nals is required and represents an important part
of the communications payload. Direct conversion
from baseband is not applied, so as to avoid nonlin-
earities. An intermediate frequency such as C-band
can be used to simplify the onboard up-conversion.
However, this approach limits the capacity of the
optical channel, becoming very inefficient. Another
alternative is to perform the frequency conversion
using optical technologies, based on coherent het-
erodyne reception [34.81]. This approach requires
further optical components aboard the satellite, such
as lasers, modulators and receivers, but it is quite
straightforward to be integrated in an analog trans-
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Fig. 34.34a,b ESA optical ground station in Tenerife, Canary Islands (credit ESA) (a). DLR optical ground station in
Oberpfaffenhofen (b)

parent option, since the signal can be directly con-
verted in the Ka-band without further steps in the
optical domain, simplifying the onboard system
a great deal.� Onboard processing is the key for future digi-
tal satellite systems, especially when dealing with
throughputs of Tb=s. Heat dissipation, power con-
sumption and mass are design drivers of future
space-qualified high-speed processors. This tech-
nology is still not available for such high-data-rate
applications, but it may evolve in the coming years.

For a relay scenario, the approach is similar, having
only one optical channel and one RF channel, with the
return channel being the high-speed carrier of the data.
In this case, the users are LEO satellites or HAPs (high-
altitude platforms), and they would make use of an
inter-satellite link to transmit the data to the relay GEO
satellite, and the feeder link may be implemented in the
Ka-band, as mentioned in Sect. 34.4.2. The main tech-
nical challenges are similar in this case, especially when
increasing the data rate. The communications payload
is smaller, however, than a system supporting feeder
links, and since there is an operational system already
in space, new generations of such systems seem closer
in time.

34.4.4 Ground Segment

The main element in the ground segment is the tele-
scope, whose major developments come from astron-
omy, where telescope diameters have reached 10m, as
in the GranTeCan in the Canary Islands, the Keck 1
and 2 in Hawaii, or the Hobby–Eberly telescope in
Texas. The new generation of telescopes will reach the
30m class, for example ESO’s Extremely Large Tele-
scope in Chile or the Thirty-Meter Telescope (TMT),

with construction planned to start in 2020. For opti-
cal communications, small-class telescopes have been
used. Experiments with GEO satellites have been per-
formed with the 1:016m telescope of the ESA Optical
Ground Station (ESA-OGS) in Tenerife, Canary Islands
(Fig. 34.34a), and the 27 cm aperture of the Trans-
portable Adaptive Optics Ground Station (TAOGS)
(Fig. 34.35).

The ESA-OGS in Tenerife (Fig. 34.34a) is lo-
cated in the Observatorio del Teide in Tenerife, Canary
Islands (Spain). The telescope is mounted on an equato-
rial mount, and it has a Coudé path that allows the light
to be redirected from the telescope to an optical table.
The telescope was built in 2001 to support ground-to-
GEO satellite links with the optical terminal aboard the
Artemis satellite within the SILEX project [34.56].

The transportable adaptive optics ground station
(TAOGS) (Fig. 34.35a) was developed by DLR and
Tesat Spacecom to support ground-to-satellite optical
links with the optical terminals aboard Alphasat and the
EDRS satellites. This ground station is equipped with
an adaptive optics system that performs single-mode
fiber coupling for data reception. All the equipment is
installed in a container, allowing for ease of transport.

The DLR optical ground station in Oberpfaffen-
hofen (DLR-OP-OGS) (Fig. 34.34b) has a telescope
on an azimuth-elevation mount with a 40 cm Ritchey–
Chrétien telescope. The station will include an 80 cm
telescope with a Coudé path, which will be operational
by 2020. The TOGS station (Fig. 34.35b) enables hav-
ing a compact system, folding the 60 cm telescope into
a carbon fiber box. All these stations are typical exam-
ples of ground segment infrastructure for GEO satellite
communications.

For the downlink, the large telescope diameter has
a beneficial impact on the link budget, as the receiver
gain increases with the receiver diameter, as shown
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Fig. 34.35a,b DLR transportable adaptive optics ground station (a). DLR transportable optical ground station (b)

in (34.17). This means that a telescope with a larger-
receiver may allow higher data rates in the downlink.
However, an adaptive optics system is typically re-
quired because the atmospheric turbulence limits the
optical signal coupling, as explained in more detail in
the next subsection.

For the uplink, the transmitter size is also limited
by the turbulence, and especially by the pointing accu-
racy, which is limited by the beam wander, as described
by (34.35). When transmitting and receiving through
different apertures, as in the DLR-OP-OGS, TAOGS
and TOGS, the beam wander cannot be minimized, and
therefore the divergence must cope with all the beam
wander movements to ensure that the uplink reaches the
satellite most of time, as shown in (34.40). The root-
mean-squared value of the beam wander can be on the
order of tens of microradians

q
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: (34.40)

Transmitting and receiving from the same aperture al-
lows for sampling of the tip/tilt in the right location,
enabling a reduction in the beam wander and therefore
a reduction in the transmitted beam divergence (involv-
ing an increase in the transmitting aperture) and better
power efficiency [34.82]. The main drawback of trans-
mitting and receiving from the same aperture is the iso-
lation between the two directions. Circular polarization
is typically used in satellite lasercom because it renders
the system insensitive to rotations of the optical termi-
nal when pointing or during satellite movement. There-
fore, left-hand and right-hand circular polarization are
frequently used for downlink and uplink separation;
however, typical isolation of the polarization splitter-
s/beam combiners falls around 20�30 dB. In order to

increase the extinction ratio, a typical approach is to
combine polarization with wavelength discrimination.

The main components of the ground segment for
a very-high-throughput communications system are
shown in Fig. 34.36. The telescope transmits and re-
ceives the data to/from the satellite, the coarse-pointing
system points towards the satellite and keeps the point-
ing error small enough to allow the fine-pointing assem-
bly to compensate for the remaining angle-of-arrival
fluctuations of the signal. The wavefront sensor (WFS)
and the deformable mirror (DM) are part of the adaptive
optics system which compensates for the phase distor-
tions of the atmospheric turbulence. Both the adaptive
optics and pointing systems are applied for both link
directions, in the downlink for fiber coupling and in the
uplink for pre-compensation of the beam wander and
phase distortions. In the downlink, the light is coupled
into a single-mode fiber, pre-amplified, demultiplexed
and converted to the electrical domain for FEC and
data processing before sending the data to the network.
For the uplink, the data coming from the network is
converted to the optical feeder link format, modulated
at each laser carrier, multiplexed, amplified and, af-
ter compensating the point-ahead angle, coupled into
the telescope system to transmit the signal towards the
satellite.

Some systems are required to make the ground
station suitable for reliable and stable ground-to-GEO
satellite communications. These systems are discussed
in the following subsections:

� Adaptive optics for atmospheric turbulence com-
pensation.� Point-ahead angle and references for uplink pre-
correction.� Aperture diversity for turbulence mitigation.
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Adaptive Optics for Atmospheric
Turbulence Compensation

The light collected by the telescope usually needs to
be coupled into a single-mode optical fiber in order
to make use of all components developed for fiber
communications such as low-noise amplifiers or de-
multiplexers. At the ground station, the light wavefront
is distorted due to the turbulence, limiting the perfor-
mance of the fiber coupling. Phase distortions create
intensity speckles at the focal plane of the telescope,
which change size and position randomly. As a result,
the coupling will usually add fading to the communi-
cations link. The coupling efficiency depends on the
correlation between the received field and the coupling
mode of the fiber. By correcting the phase distortions
of the received field, the correlation with the coupling
mode of the fiber increases, helping to stabilize the
amount of coupled light. The ratio between the aper-
ture diameter and the Fried parameter D=r0 defines the
amount of phase distortions collected by the telescope.
For telescopes smaller than the Fried parameter, only
tip/tilt correction is required, since no phase aberra-
tions are on the receiver aperture collection area. But
this implies low telescope gains, which has an impact
on high-data-rate links and GEO link distances, mak-
ing such an approach impracticable. By increasing the
telescope diameter, adaptive optics is required, and its
complexity grows with increase of the telescope diam-
eter.

The same requirements apply for coherent recep-
tion, where the incoming light is mixed with a local
oscillator. To maintain high heterodyne efficiency, the
received wavefront needs to match the local oscillator in
order to demodulate the signal. Therefore, an adaptive
optics system is required to correct the phase distortions
and maintain stable coupling or coherent reception.

This kind of systems is widely used in astronomical
telescopes to boost imaging performance towards the
diffraction limit [34.83]. The conditions for lasercom
links, however, are different. While astronomy usually
works around the zenith from astronomical sites (high
locations), in communications, lower elevation angles
are targeted (current EDRS satellites are at around 30ı
elevation from central Europe), and ground stations are
also located at lower altitudes. Only corrections of small
fields of view are necessary in communications, be-
cause the tracking keeps the counter-partner aligned,
but the turbulence requirements are more demanding
than in astronomy.

The main elements that constitute an adaptive op-
tics system are the tip/tilt mirror, the wavefront sensor
(WFS) and the deformable mirror (DM). They are
shown in Fig. 34.37. As explained earlier, the tip/tilt
mirror compensates the angle-of-arrival fluctuations
due to the atmosphere and any tracking errors, which
cause spot shifts in the focal plane. The WFS estimates
the phase of the received wavefront, and a control com-
puter computes the signals to drive the DM. The DM
surface shape is formed by a set of actuators, and it
is adapted to the received beam in order to conjugate
(compensate) its phase distortion. For the concerned
scenarios, the atmosphere can reach frequencies on the
order of kHz, which places very strong requirements on
the adaptive optics system closed-loop speed.

An adaptive optics system cannot perfectly com-
pensate for the phase distortions, due to the limited
number of actuators of the DM, for example, or the
limited bandwidth of the control loop. As an example,
from these two aspects, one can derive requirements for
the control loop and for the required number of actu-
ators. The number of actuators is determined directly
from the square of the ratio between the beam diame-
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Fig. 34.37 Block diagram of an ideal adaptive optics system

ter and the actuator space, which has an impact on the
residual phase error as a result of the limited resolution
by fitting the received phase [34.83].

Recalling the definition of the Greenwood fre-
quency in (34.31), which defines the characteristic fre-
quency of the atmosphere, further requirements for the
adaptive optics closed loop can be defined. Similarly to
(34.33), the residual phase error due to the limited band-
width of the closed loop is defined by (34.41) [34.84]

�2�;loop D
�

fG
fAO;3 dB

�5=3

: (34.41)

Another important element of the adaptive optics sys-
tem is the WFS, which estimates the phase of the
received light. Typically, Shack–Hartmann sensors are
used as WFS given their relatively simple hardware
configuration. This kind of sensor is used chiefly in as-
tronomy, usually working around the zenith, where the
turbulence strength is lower [34.85]. This imposes some
limitations for communications where turbulence can
become moderate to strong. Shack–Hartmann sensors
are based on the measurement of the phase gradient by
means of an array of lenses placed at the pupil. The fo-
cus of each lens is imaged by a camera, and the phase is
reconstructed by means of a centroid- or correlation-
based algorithm. The main limitation of such an ap-
proach appears when turbulence increases. In this case,
some of the sub-apertures do not receive enough light
due to scintillation, introducing errors in the recon-
struction. Furthermore, the appearance of a rotational
component of the phase under strong turbulence has
been studied, with the conclusion that it cannot be ob-
served by sensors based on the measurement of the

phase gradient, such as Shack–Hartmann or curvature
sensors [34.86]. As an alternative, interference-based
WFS, iterative methods or a combination of two sensors
are options to be considered to achieve a more resistant
wavefront estimation under strong turbulence [34.87,
88].

Point-Ahead Angle and References
for Uplink Pre-Correction

In Fig. 34.38, there is a representation of a bidirec-
tional link between a satellite and a ground station.
The ground station receives the downlink and tracks
the incoming light. Because of atmospheric turbu-
lence, a tip/tilt mirror is required for compensating for
the angle-of-arrival fluctuations. In the meantime, the
satellite moves, and the ground station needs to point
ahead by a certain angle, as explained in Sects. 34.1.2
and 34.3.3. This point-ahead angle for a GEO satellite
is around 18�rad. The pointing direction of the up-
link will fluctuate due to the atmospheric turbulence,
the so-called beam wander, as explained in Sect. 34.2.2
and described by (34.28). Using the measurement of
the angle-of-arrival fluctuations, the uplink could ide-
ally be compensated against beam wander by applying
the same fluctuations as a pre-compensation. Unfortu-
nately, due to the point-ahead angle, the uplink and
downlink travel through different atmospheric paths.
The atmospheric effects are correlated, however, within
a certain cone angle, called the isoplanatic angle, as
represented by the green triangle in Fig. 34.38. The iso-
planatic angle takes into account the correlation of all
phase distortions. There is a similar definition for only
the tip/tilt effects, called isokinetic angle. How large
both angles are depends on the turbulence conditions.
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As a rule of thumb, the isokinetic angle is about
1:5�2 times larger than the isoplanatic angle, mean-
ing that higher aberration orders of the phase distortions
have smaller coherence angles, and thus shorter coher-
ence times. This is, however, not an ON/OFF process.
Being outside the coherence cone of the atmosphere
means an increase in the decorrelation between the
two paths, and therefore higher residual beam wander,
which leads to higher intensity fluctuation at the satel-
lite: the larger the separation between the uplink and
downlink, the larger the decorrelation, until the two
paths are completely independent. The most straight-
forward way to mitigate beam wander is to increase the
divergence, as noted by (34.35). The main drawback
is the decrease in the mean power at the satellite due
to a larger divergence beam. In the end, this is a link-
budget optimization between the beam divergence, the
probability of outages and the received power, as ap-
plied in [34.79].

Another alternative is to have a reference in the di-
rection of the uplink, as used in astronomy with laser
guide stars [34.89]. Laser guide stars based on Rayleigh
scattering have been studied since the early 1990s in as-
tronomy [34.90, 91]. The main drawback of Rayleigh
scattering is that this effect happens mainly in the first
km of the propagation, limiting the adaptive optics
performance due to the short distance at which the ref-
erence signal is located [34.92]. The most promising
technology is laser guide stars based on the sodium
atom excitation in the mesosphere, sodium layer of the

atmosphere, at a height of about 90 km [34.93]. By
transmitting a laser at 589 nm, the sodium atoms in this
layer are excited and produce an artificial star that can
be used as a reference for adaptive optics. In astronomy,
this laser is transmitted within the isoplanatic angle of
the observation direction in order to apply adaptive op-
tics on the observed object. In communications, this
technique could be applied in the direction of the uplink
in order to apply pre-correction adaptive optics [34.79].

As described in Fig. 34.37, adaptive optics corrects
for the phase distortions in the downlink in order to en-
able single-mode fiber coupling. The same system can
be used for transmitting a laser in the other direction,
pre-distorting the phase. The goal is to decrease the in-
tensity fluctuation produced by the atmospheric phase
distortions. Since the isoplanatic angle may be smaller
than the point-ahead angle, a laser guide star could pro-
vide a reference in the uplink direction that could be
used for correcting the phase. The main point to be
solved remains in the tip/tilt correction. By observing
the laser guide star from the transmitter direction, no
tip/tilt can be measured because the light travels up and
down through the same path. In order to use the laser
guide star for tip/tilt correction, an off-axis observa-
tion is required, as proposed in [34.94]. Currently, there
are experiments targeting a demonstration of real-time
compensation of the beam wander by means of laser
guide stars [34.95].

Aperture Diversity for Turbulence Mitigation
The integration of an adaptive optics system at the
ground station is not the only approach for minimizing
the impact of turbulence. The use of transmitter diver-
sity and receiver diversity is also a possibility, and it has
been applied at both the pupil and focal plane.

At the pupil plane, spatial diversity exploits the
decorrelation between different optical paths through
the atmosphere in transmission or reception. As rule of
thumb, for transmitted beams, the atmospheric paths are
assumed to be uncorrelated when they are half a meter
apart. In this case, the transmitted beams overlap after
some km of transmission, so that the receiver on the
satellite receives only the combination of all the beams,
and hence fluctuations average out. Statistically, scintil-
lation decreases linearly with the number of transmitted
beams, when each path is assumed to be independent of
the other.

This approach works properly when no data is
modulated on the laser and the signals come from in-
dependent laser sources, such as for uplink beacons. If
only one single-mode source is used—for example, by
splitting the signal between transmitters—the combina-
tion of the signals at the satellite can lead to interference
patterns, because the path difference between themmay
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lie within the coherence length of the laser. Applying
a delay between transmitters may be an option, for ex-
ample by transmitting the light through some km of
fiber.

In the SILEX ground station, 4� transmitter diver-
sity was implemented (four transmitted uplink lasers
separated by around half a meter) using one single
multimode laser, but the results were not the ex-
pected [34.96]. In the case of multimode lasers, the
visibility of the interference pattern is a periodical
function of the path difference between laser signals;
therefore, delay between transmitters must be accu-
rately selected [34.82].

In the case that data is modulated on the laser
carrier, the bandwidth of the signal increases. An over-
lap of even only a part of the bandwidth will lead to
strong interference. In this case, the signals may be
separated in polarization or the wavelength for exam-
ple. This can be done because the chromatic dispersion
around the communications wavelength is very low,
and the polarization remains unchanged by transmit-
ting through the atmosphere. But neither approach is
really advantageous. Usually, polarization (in combi-
nation with the wavelength) is used for the separation
between link directions. Andwavelength separation (di-
versity) requires the data spectrum times the number of
transmitted beams, which is unfeasible for very high
throughputs. More elaborate approaches such as gen-
erating single sidebands may be an alternative to place
two transmitters in the same bandwidth [34.97], but its
application for coherent communications schemes still
needs to be investigated, since most of these approaches
require noncoherent detection. An Alamouti transmit-
ter diversity scheme would be the best option, being
compatible with coherent modulation schemes, but the
receiver complexity at the satellite increases.

For the reception, diversity can be applied by an
array of telescopes. This approach has been designed
and tested mainly for deep-space scenarios, especially

to avoid very large monolithic mirrors—for example,
in the lunar link within the LADEE mission, where the
LLGT telescope was developed. In this case, photon-
counting technology was used, and the four received
signals were combined in the electrical domain.

If the telescope apertures are small enough, adap-
tive optics could be avoided, and only tilt correction is
needed. However, signals need to be combined either
electrically or optically, which increases the hardware
complexity at the receiver side, by aligning the phases
of the received signals optically or by increasing the
number of receivers. In [34.98], receiver diversity is
shown by combining four coherent receivers electri-
cally. The combined signal shows the reduction of the
atmospheric fluctuations. This assumes, however, that
the aperture diameter of each telescope is large enough
to be within the signal sensitivity, which limits the
minimum diameter of the telescope, which is again
a trade-off with the expected turbulence, since we are
assuming that no adaptive optics is needed.

The same diversity approach could be followed at
the focal plane by, for example, setting a fiber bundle.
In the presence of turbulence, the intensity is distributed
randomly at the focal plane: several speckles change
position and intensity. A fiber bundle can collect more
power and combine the signals optically or electri-
cally, following the same approach as before. Such
approaches have been developed to increase the FOV
of lasercom systems [34.99]. The same idea can be
applied using a multimode fiber. In [34.100], a mul-
timode fiber connected to multiple single-mode fibers
was developed and demonstrated. In this case, the phase
distortions may excite several modes in the fiber, and
each one is coupled in different single-mode fibers.
Another idea is to bring the optical power distributed
among the different modes back to the main mode,
since most of components developed for fiber com-
munications, in particular those related to DWDM, are
based on single-mode fiber.

34.5 Future Optical Satellite Networks

A satellite network can be defined as a set of satellites
at different orbits, combining GEO, MEO and LEO,
for exploiting the visibility of the higher orbits and the
short delays of the lower orbits. Although many past
studies have sought to define satellite network archi-
tectures and their traffic management, current systems
are focused on only one orbit, mainly LEO and GEO.
Systems that have been announced thus far will comple-
ment the satellite services with further GEO satellites
and constellations and LEO and MEO, focusing mainly
on providing Internet access.

The following sections provide a short description
of current satellite systems, their main applications and
finally some considerations on the network architecture.

34.5.1 Current and Upcoming
Satellite Systems

Looking at the current systems in the different orbits, in
GEO, the satellite communicationsmarket is mainly fo-
cused on video broadcasting and Internet access, and on
Ka-band and Ku-band technology. Some examples of
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HTS satellites in service are Ka-Sat with 70Gb=s and
Eutelsat 172B, based on Ku-band technology and op-
erating in Asia-Pacific; ViaSat1 and ViaSat2 with 140
and 350Gb=s; Inmarsat Global Xpress, which are four
GEO satellites offering global coverage; Intelsat (Epic
Series); and GSAT-19 covering India.

The MEO orbit is used primarily by navigation sys-
tems such as GPS, Galileo, Beidou (also with GEO
satellites) and Glonass. This orbit is also used by the
O3b constellation for broadband communication. Six-
teen satellites provide 16Gb=s per satellite, with 700 km
beam footprints. A MEO constellation is proposed by
Laserlight Communications [34.101], who is planning
to deploy an all-optical constellationwith 12MEO satel-
lites in collaboration with Optus.

LEO constellations are traditionally used for mobile
satellite service, with both global access, as in the case
of the fully inter-satellite and inter-orbit meshed IRID-
IUM network, or regionally with bent-pipe transpon-
ders, as in the Globalstar and Orbcomm networks.

Currently, LEO satellite constellations offer rela-
tively low data throughput. Examples are as follows:

� Iridium next-generation comprises 66 satellites pro-
viding L-band communication to mobile users
(128 kb=s), up to 1:5Mb=s to Iridium Pilot marine
terminals, and high-speed Ka-band service up to
8Mb=s to fixed/transportable terminals.� The Globalstar second-generation constellation will
consist of 24 satellites and offer mobile voice com-
munications and low-data-rate transfer. This system
is used in monitoring areas such as oil and gas,
government, mining, forestry, commercial fishing,
military applications or transportation.� Orbcomm is 100% dedicated to M2M communica-
tions. The constellation comprises 50 satellites.

New developments are in the beginnings of 2020 taking
place in LEO constellations:

� LeoSAT is a satellite constellation with around 100
satellites planned, which aims at deploying broad-
band services with user access rates from 50Mb=s
up to 1:2Gb=s, with optical inter-satellite links and
user/gateway links in the Ka-band, and onboard
processing on each satellite.� Starlink is a satellite constellation developed by
SpaceX with the support of Samsung, with around
12 000 satellites planned, with optical inter-satellite
links and ground receivers with phased-array anten-
nas.

On the other side, not all satellite constellation pro-
posals would become successful. For example one of

the first companies of the new space era, Oneweb, who
planned to have about 900 operation satellites by 2019,
reported bankruptcy in the beginning of 2020, after the
launch of 74 satellites. By now it is difficult to antic-
ipate what will happen with this growing new market,
but it could have an impact on the time line of future
developments on optical technologies in space.

34.5.2 Applications for Future Optical
Satellite Networks

A variety of applications would profit from a global
satellite network, where optical frequencies can play
a key role, increasing data throughput and freeing up
currently allocated RF frequencies. The main applica-
tions are divided into terrestrial, maritime and aeronau-
tical.

Broadband Internet access for private users and for
industry is the main terrestrial application, which is cur-
rently strongly pushed in Europe. In its Digital Agenda
for Europe, the European Commission set a target of
30Mb=s per home in the EU in 2020. A study of
broadband coverage in the EU [34.102] found that cov-
erage outside the large cities is only 30% in most EU
countries. Fiber optics to serve the needs of areas with
sparse populations is an expensive infrastructure. Satel-
lite communications may be a complementary solution
to the currently existing infrastructure. In this case, the
requirement is 30Mb=s or more per user. For such a
scenario, optical feeder links seem to present a good al-
ternative given the massive nonregulated spectrum.

5G targets very low latency and high capacity using
high-frequency bands, but the coverage at these fre-
quencies is extremely limited, and they are foreseen
to be as close as possible to the end user to minimize
latency. The coverage decreases with the latency and
inversely with the capacity. The bands are assigned to
the new 5G applications and the legacy to support 2G,
3G and 4G [34.103]. Therefore, current deployment of
the 5G network would benefit from a satellite system
that allows new stations to be set outside the optical
network coverage. The 5G network is targeted to rev-
olutionize the industry with the so-called Industry 4.0
monitoring and telecontrol of production. A particular
interest of optical communications in this field is the
use of the optical frequencies itself which avoid poten-
tial frequency overlaps.

A tactile Internet would also be a benefit of broad-
band satellite communications. This concept includes
applications such as online gaming, virtual reality,
robotics and telepresence, with latency constraints
down to 1ms and capacity constraints up to 1Gb=s, or
factory automation and heath care, with latency con-
straints down to 10ms and capacity constraints up to
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Table 34.6 Latency in ms for terrestrial Internet connec-
tions and round-trip satellite connections

Terrestrial fiber network [34.106]
Transatlantic 73.2
Europe 11.2
North America 36.6
Intra-Japan 9.3
Transpacific 102.1
Asia-Pacific 97.9
Latin America 131.5
EMEA to Asia-Pacific 130.6

Satellite round-trip
LEO 18.4
MEO 93.5
GEO 272.1

Terrestrial fiber network [34.106]
Transatlantic 73.2
Europe 11.2
North America 36.6
Intra-Japan 9.3
Transpacific 102.1
Asia-Pacific 97.9
Latin America 131.5
EMEA to Asia-Pacific 130.6

Satellite round-trip
LEO 18.4
MEO 93.5
GEO 272.1

100Mb=s [34.104, 105], and these are only some ex-
amples.

Current latency measurements of the terrestrial net-
work latency, provided by [34.106], show values of
around 11ms within Europe, below 75ms for transat-
lantic communications or around 100ms for transpa-
cific communications, as shown in Table 34.6. These
values can be compared with the round-trip latencies for
the satellites in Table 34.6, assuming ground-to-satellite
links at 10ı elevation. As expected, LEO satellites can
offer lower latency due to their proximity to the Earth;
however, the ultra-low-latency constraints of the tactile
Internet cannot be respected by any satellite connection,
or indeed by current terrestrial infrastructure.

A mobile edge cloud close to the end users should
provide a cloud-based platform for all applications with
very low latency. In this architecture, the latency con-
straints are set in the connection between the users and
the mobile edge cloud, by optimizing the communica-
tion’s physical layer:

Caching and in a more general category, informa-
tion centric networking, can be assumed as one
of the promising candidate technologies to design
a paradigm shift for latency reduction in next gen-
eration communication systems. [34.105]

Satellite communications may play a role in the con-
nection between the core network and the mobile edge
cloud.

For maritime applications, tracking and monitoring
of vessels, people and goods, and sharing informa-
tion between vessels is becoming essential, and reliable
worldwide communication for vessels is required. Po-
lar areas, particularly in the Arctic above 76ıN, are
especially poorly covered. Future maritime transport of
goods will require better communication services to en-
able the receipt of updated information on the route

(e.g., ice, currents, weather) and to keep track of ves-
sels and goods. In the future, autonomous transport or
remote control of vessels will help to meet the needs of
the growing goods transport.

The main use cases are as follows [34.107]:

� e-Navigation is a project of the International Mar-
itime Organization (IMO) towards a future digital
concept for the maritime sector. This project in-
cludes on-route information updates (destinations,
waypoint and route optimization, map updates,
weather information, ice information or currents
information), low-cost onboard communication ser-
vices for crew entertainment and the automated
information system (AIS) satellite-based data ex-
change system using the commonly carried very
high frequency (VHF) equipment for complement-
ing the terrestrial network access. In this respect, the
VHF data exchange system (VDES) will also ex-
tend the coverage in Arctic regions. The expected
traffic is on the order of 400 .kB=h/=ship. This sys-
tem is contingent on the approval of the WRC19.� Arctic, and polar regions in general, are not well
covered by current communication systems. Com-
munication using GEO satellites is theoretically
possible up to 81ıN, but typically only up to 76ı N.
Inmarsat satellites serve the Arctic up to 76ıN ex-
cept for an area around 120ı E of the Laptev Sea in
Russia and around 120ıW of the Beaufort Sea in
Canada. The polar orbiting satellites of Iridium and
Cospas-Sarsat serve the whole of the Arctic. IMO
has procedures in place to possibly recognize satel-
lite systems in addition to the systems provided by
Inmarsat and Cospas-Sarsat.� Autonomous ships: Unmanned merchant ships on
intercontinental voyages with advanced sensor sys-
tems to detect and avoid obstacles, and enable
advanced onboard control, positioning and navi-
gation systems to determine and control the exact
location, speed and course as well as route. In this
case, a latency of less than one second is required so
that ships can be remotely controlled in real time.
A bandwidth of up to 4Mb=s is required to send
radar and video pictures.� The Global Maritime Distress and Safety System
(GMDSS) is a radio system whose techniques and
frequencies are defined by the ITU and for which
mandatory equipment carriage requirements have
been adopted by the IMO for commercial ves-
sels. A satellite network may provide alternatives to
high-frequency (HF) (3�30MHz) communications,
where the traditional means of long-distance com-
munication for ships are still used as a backup to
GEO satellite services.
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In aeronautical communications, modernization of the
current air traffic management (ATM) system is an-
ticipated. The ATM system manages all aircraft in
controlled airspace. The system uses analog double-
sideband amplitudemodulation (DSB-AM) deployed in
the VHF band between 118 and 137MHz to communi-
cate with the pilots. This modulation is very spectrum-
inefficient, and voice communications cannot cope with
increasing air traffic needs. As predicted by the EU-
ROCONTROL statistics and forecast service [34.108],
air traffic will increase by 50% by 2035, which will
bring the current ATM system to its limits, especially
in the densest flight regions like Europe and the United
States. In the 1990s, the International Civil Aviation
Organization (ICAO) standardized the VHF data link
(VDL) standards, a digital system with 25 kHz band-
width, enabling data communications. However, the
link capacity is well below the requirements of aero-
nautical communications.

ICAO recommended the use of the L-band between
960 and 1164MHz, but ensuring the coexistence of al-
ready existing systems. In this frame, the L-band Digital
Aeronautical Communications System (LDACS) was
developed based on orthogonal frequency-divisionmul-
tiplexing (OFDM) together with adaptive coding and
modulation, exploiting the 500 kHz bandwidth avail-
able in the L-band. The communication ranges from
561 kb=s, using strong coding and robust modulation,
to 2:6Mb=s, using higher modulation orders and weak
coding [34.109]. LDACS standardization is currently
under way in ICAO, and was planned to start in 2018.

A satellite-based communication solution for the
European ATM system is driven by ESA in Iris, the
ARTES Satellite Communication for Air Traffic Man-
agement program, in partnership with Inmarsat. High-
capacity digital data links via satellite could enable the
transfer of information on latitude, longitude, altitude
and time to monitor and adjust the aircraft route effi-
ciently when necessary, for example due to a change in
weather conditions. The target is 2028, when Iris will
support the service around the globe.

In summary, aeronautical applications can profit
from direct broadband access to a global network sup-
porting onboard WLAN (passenger aircraft) or real-
time transmission of reconnaissance data (governmen-
tal and disaster relief missions). Similarly, maritime
applications will profit from bandwidth enhancements
with regard to existing narrowband and medium-
bandwidth services such as INMARSAT’s BGAN ser-
vices. Land applications are expected to include broad-
band fixed and nomadic access as well as intermediate-
and low-bandwidth mobile access. Industry 4.0 and IoT
(Internet of Things) applications are expected to be
supported as well, for example, connecting dispersed

sensors, control and command of remote installations
such as satellite ground terminals, and fleet manage-
ment.

34.5.3 Network Architecture

To date, optical satellite communication has been de-
veloped for point-to-point data transmission, either
through direct LEO downlinks or through data relay
over GEO. But space lasercom can potentially have
a huge impact on enlarging the ground network infra-
structure to space, achieving global coverage of areas
lacking ground infrastructure with broadband access.

From the radio-frequency systems point of view,
satellite networks have long been investigated, and
schemes have been proposed that combine different
constellations in LEO and MEO [34.110], or combine
GEO, MEO and LEO [34.111]. Routing in satellite
networks has been studied defining several layers. For
example, in [34.111], MEO satellites manage traffic
in the LEO constellation within their footprint, and
GEO satellites monitor and manage the entire sys-
tem, informing the gateways about traffic congestion
or inter-satellite link failures. The design of the switch-
ing and monitoring approach among layers to guarantee
a desired QoS (quality of service) depends on the num-
ber of layers (constellations and satellites per orbit),
the number of inter-satellite links and the available
throughput. The design of such a system may need to
consider a combination of radio-frequency and optical
links to cope with the many possible applications.

LEO satellite constellations have been considered
for some time given their advantage of short delays,
more favorable power budgets and closer distances than
MEO and GEO. For satellite-to-ground optical commu-
nications, this last aspect is at first glance no longer
a clear advantage because of the limited pointing ac-
curacy due to the larger point-ahead angles at LEO
and MEO, which prevent beam wander compensation,
as discussed in Fig. 34.38. As a rule of thumb, one
may need a beam divergence 5�10 times as large for
LEO communications as for GEO. The main drawback
is therefore a reduction in the received power, lead-
ing to similar transmitted power requirements for LEO
and GEO as with current technologies. The advantage
of having LEO closer is lost because of the point-
ahead angle. Furthermore, LEO satellite payloads will
be smaller because of the larger number of satellites;
thus the constellation may rely on low-cost deploy-
ment. This means that telescopes aboard the satellite
will tend to be smaller, having penalties on receiver
gain as well. In the case of satellite-to-ground radio-
frequency links, multiple gateways must be active to
achieve high throughput.
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GEO satellites are primarily more expensive in the
development and deployment, because of the larger
distance to be covered in launch and the higher require-
ments due to radiation. The main advantage of GEO
satellites is the large coverage that achieves one satel-
lite, and due to the properties of the atmosphere, the
small divergences of the optical beams can be tightened
narrower than in LEO or MEO. Most likely, an optical
global network will be a combination of the three orbits
(as represented in Fig. 34.39), optimizing the QoS and

combining several applications, maybe even including
navigation services in MEO or in LEO, as proposed by
Stanford University [34.112].

A system combining a variety of applications may
need to combine a mesh configuration with satel-
lite constellations. Figure 34.40 shows a concept for
a satellite network. The development of ad hoc satellite
platforms, for backhaul and switching between ground
and GEO for example, would enable increased data
throughput of the feeder links. In this case, the GEO
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platform could incorporate signal regeneration and op-
tical switching towards other application-oriented satel-
lites. This is especially interesting for onboard signal
processing, for example for error correction algorithms
protecting the data across atmospheric turbulence. GEO
satellites at shorter distances can be easily connected
with optical links under limited power requirements and
transport of high data volumes. Application-oriented
satellites, for example based on data relay or VHT
communications, could have simplified payloads, fos-

tering their own applications. Other dedicated platforms
may connect other GEO nodes at large distances, for
example, between Europe and Asia or to LEO con-
stellations. Optical frequencies are the best candidate
for such networks: they are more efficient in mass and
power, they are more resistant to interferences and it
solves the RF spectrum bottleneck. However, a combi-
nation of the optical and RF technologies is required to
satisfy the requirements of such a vast variety of appli-
cations.
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35. Visible Light Communications

Xin Lin , Tomokuni Matsumura

Current wireless communications need to fulfill
two important requirements according to different
applications. The first is to achieve high-speed and
long-distance data transmission, and the second is
to realize ubiquitous and short-range information
services. As a carrier for wireless communications,
radio, infrared radiation, and visible light (VL) are
complementary transmission media, and differ-
ent applications call for the use of one medium
or the others. Radio and infrared radiation are fa-
vored for the first requirements. For the second
requirement, however, visible light communica-
tion (VLC) is an advancing field, which has received
much attention. VLC transmits data by intensity
modulation of light sources, such as light emit-
ting diodes (LEDs) and laser diodes (LDs), which
are faster than the response of the human eye.
VLC merges lighting and data communications in
applications such as indoor lighting, signboards,
wireless local area networks (W-LAN), streetlights,
vehicles, traffic signals, underwater signals, and
so on. This chapter describes the methods and
application of VLC and covers topics such as light
sources, receivers, VLC technologies, and current
applications including ubiquitous indoor informa-
tion services, visible-light wireless LAN (VLW-LAN),
and underwater visible-light wireless communi-
cation (UVLWC).

35.1 Overview of Visible Light
Communication (VLC) ......................... 1105
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35.1 Overview of Visible Light Communication (VLC)

The rapid advance and diffusion of portable information
terminals in work and living environments is accelerat-
ing the introduction of various wireless communication
methods. The desire for ubiquitous and short-range in-
formation services, and underwater large-capacity data
transmission, has motivated recent interest in visible
light communication (VLC) to satisfy these require-
ments. This chapter aims to introduce visible light
(VL) optical wireless communications, including light
sources, photodetectors, transmission channel charac-
terization and methods for optical intensity modulation.
The chapter, apart from emphasizing the main enabling

technologies of VLC, also incorporates recent techni-
cal developments such as visible laser diodes (LD),
image sensors (IS), visible-light wireless local area net-
works (VLW-LAN), and adaptive underwater visible-
light wireless communications (UVLWC). Figure 35.1
shows the main enabling technologies and application
fields related to VLC. The research and development
of VLC involves not only optical devices, such as light
sources and photodetectors, but also techniques for
optical carrier modulation and data transmission. The
results of research and development of VLC can be used
not only for terrestrial ubiquitous information services
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Fig. 35.1 Main enabling technologies and application
fields related to VLC

and VLW-LANs, but also for underwater communica-
tions.

35.1.1 Historical Development of VLC

It is of interest to precede a description of VLC tech-
niques with a brief overview of the historical develop-
ment of the field. Some forms of communication using
VL beams were in use in ancient times. The use of
smoke and reflected sunlight during the day and the use
of fire during the night were perfected by the Greeks
to convey messages over long distances, although they
were rudimentary compared to today’s optical commu-
nication methods [35.1].

The first successful practical scheme for VLC can
be attributed to the great inventor A.G. Bell [35.2]. In
1880, Bell invented the photophone, a device in which
speech could be transmitted on a beam of light as shown
in Fig. 35.2. In this scheme, a narrow beam of sunlight
via a plane mirror and a lens was focused onto a flexible
mirror. Original sound waves via a speaking tube strik-
ing the mirror caused it to vibrate with the intensity of
the reflected light varying proportionally to the strength
of the sound. A selenium (Se) detector whose resis-
tance varied according to the intensity of incident light
then detected the light [35.3]. In this way, Bell managed

Sunlight

Plane mirror
Lens

Lens

Flexible
mirror Parabolic 

reflector

Se detector

VL carrier

Sound 
♪

Sound
♪

Speaking
tube

Fig. 35.2 Schematic of the Bell’s photophone

to send a voice signal over a distance of about 200m.
Though Bell’s photophone did not reach commercial
fruition due to the lack of a dependable light source and
of a low-loss transmission medium, it shows that the
medium for information transmissions can use not only
long-wavelength radio waves but also short-wavelength
VL waves, and it forms an important cornerstone for
VLC. In Bell’s own words: “I regard the photophone as
the greatest invention I have ever made, greater than the
telephone” [35.4].

Practical VLC had to wait until the arrival of
the semiconductor diode source of the light emitting
diode (LED). In the 1990s, the success of blue LED
chips made white LED lighting possible. VLC reached
a new height when LED lighting was applied success-
fully to indoor data transmission [35.5–8]. In 2011,
the IEEE (Institute of Electrical and Electronic En-
gineers) developed the first standard for the use of
VLC for wireless personal area networks—IEEE Std
802.15.7TM-2011—covering topics such as network
topologies, addressing, collision avoidance, acknowl-
edgment, performance quality indication, dimming sup-
port, visibility support, colored status indication and
color-stabilization [35.9]. It has driven VLC to make
tremendous progress.

35.1.2 Comparison Between VL
and Radio Media

In wireless communication systems using electromag-
netic waves as a medium, the transmitter superimposes
information on a carrier signal. At the receiver end,
this information is retrieved from the carrier and pro-
cessed. Theoretically, increasing the carrier frequency
therefore increases the transmission bandwidth. Fig-
ure 35.3 shows the spectrum ranges of electromagnetic
waves. Light propagates in the form of electromagnetic
waves in free space. The region of optical wavelengths

10 nm 1 mm

VL spectrum

380 nm 780 nm

RadiowaveMicro
waveIRUVγ-rays x-rays

1024 1021 1018 1015 1012 109 106

Frequency (Hz)

Optical region

10–15 10–12 10–9 10–6 10–3 100 103

Wavelength (m)

Fig. 35.3 Frequencies and wavelengths of electromagnetic
waves
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Table 35.1 Comparison between radio and VL wireless links

Property of medium Radio VL Implication for VL
Bandwidth regulated? Yes No – Approval not required

– Worldwide compatibility
Passes through walls? Yes No – Short range

– More easily secured
Passes through water? Extremely low frequency only Yes – Simpler underwater wireless communication
Main noise? Other users Background light – Difficult to operate outdoors
Input represent Amplitude Power – High power requirement

– Simpler intensity modulation

Property of medium Radio VL Implication for VL
Bandwidth regulated? Yes No – Approval not required

– Worldwide compatibility
Passes through walls? Yes No – Short range

– More easily secured
Passes through water? Extremely low frequency only Yes – Simpler underwater wireless communication
Main noise? Other users Background light – Difficult to operate outdoors
Input represent Amplitude Power – High power requirement

– Simpler intensity modulation

stretches from about 10 nm of ultraviolet (UV) radia-
tion to about 1mm of far infrared (IR) radiation. The
VL portion of this spectrum lies in the 380�780 nm
region. The corresponding frequency of the VL region
is typically 1014 Hz, which can thus support wideband
modulation for optical communication.

The use of VL radiation as the medium for wireless
communication offers several significant advantages
over radio:

� VL emitters are available at low cost because LED
lighting can be used as a sending source.� The VL spectral region offers a virtually unlimited
bandwidth that is unregulated worldwide.� VL radiation is absorbed by dark objects, diffusely
reflected by light-colored objects, and directionally
reflected by shiny surfaces. It can also penetrate
through transparent and translucent objects such as
glass, water and so on, but not throughwalls or other
opaque barriers. These inherent characteristics of
VL make VLC transmissions easy to secure against
casual eavesdropping, and it prevents interference
between links operating in different rooms.

However, the VL medium is not without drawbacks
compared to radio:

� Because VL cannot penetrate walls, communication
from one room to another requires the installation

of light access points that are interconnected via
a wired backbone.� In many indoor environments, there exists stronger
ambient light noise, arising from sunlight, incan-
descent lighting, and fluorescent lighting, which
induces noise in a VL receiver.� At present, intensity modulation with direct de-
tection (IM/DD) is the most practical information
transmission technique for VLC. IM/DD must em-
ploy relatively high transmit power for high signal-
to-noise ratio (SNR) of a direct-detection receiver.
However, when using LED lighting as a send-
ing light source, too-strong power (brightness) will
make people feel physiological discomfort. Often,
the transmitter power level may be limited by con-
cerns over power consumption and eye safety.

The properties of radio and VL wireless links are
compared in Table 35.1 [35.10]. Radio and VL are
complementary transmission media, and different ap-
plications favor the use of one medium or the other.
Radio is favored for applications in which user mobility
must be maximized or where transmission though walls
or over long range is required and may be favored when
transmitter power consumptionmust be minimized. For
indoor ubiquitous, short-range underwater links, an in-
ternational compatibility is required, however, and VLC
is an attractive possibility.

35.2 Visible Light (VL) Sources

Optical sources for VLC should satisfy some desirable
properties in terms of intensity, radiation pattern, emis-
sion wavelength, spectral characteristics and response
time. Semiconductor diode sources of LED and LD
types are a natural choice for VLC systems due to low
power consumption, long life, compact size, rapid re-
sponse (on/off time of devices), and regular spectral
characteristics with single-wavelength emission.

An LED is basically an incoherent source. It emits
radiation over a wide angle and contains a broad spec-
trum of wavelengths. On the other hand, an LD is

a highly coherent source, emits in a narrow range of
angles, and has a narrow spectrum and faster response
time than LEDs. However, in terms of operating cur-
rent requirement, cost and reliability, LEDs scores over
LDs.

35.2.1 Visible LED

Basic Principles
The LED is a two-lead semiconductor light source. It
is a positive-negative (p-n) junction diode under for-
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Fig. 35.4 LED with a p-n junction

ward bias that emits light when activated, and consists
of a chip of semiconducting material doped with impu-
rities to create a p-n junction. When a suitable voltage
is applied to the leads, electrons are able to recom-
bine with electron holes within the device, releasing
energy in the form of photons. This effect is called elec-
troluminescence. The wavelength of the light emitted,
i.e., the color of the light, is determined by the en-
ergy bandgap of the materials forming the p-n junction.
The materials used for the LED have a direct bandgap
with energies corresponding to near-infrared, visible, or
near-ultraviolet light. The inner workings of an LED are
shown in Fig. 35.4.

LED development began with infrared and red de-
vices made with gallium arsenide (GaAs); their emis-
sion intensity is in the milliwatt order. Advances in ma-
terials science have enabled devices with ever-shorter
wavelengths, emitting visible light in a variety of colors,
and now, white light LEDs by mixture of monochro-
matic blue LEDs and phosphor material have been able
to achieve very high brightness, over the order of a watt.
Table 35.2 shows some available colors with wave-
length range, voltage drop, and material [35.11].

Brightness Units
Brightness units used in LED specifications are
candelas/millicandelas (cd/mcd), lumens/millilumens
(lm/mlm), and watts/milliwatts (W/mW). Figure 35.5
shows their interrelationship in an LED.

Table 35.2 Luminous colors corresponding to some semiconducting luminescent materials

Luminous colors Wavelength range (nm) Drive voltage (V) Luminescent material
Infrared > 760 < 1:63 GaAs, AlGaAs
Red (R) 610�760 1:63�2:03 AlGaAs, GaAsP, AlGaInP, GaP
Green (G) 500�570 1:9�4:0 GaP, AlGaInP, AlGaP, InGaN, GaN
Blue (B) 450�500 2:48�3:7 ZnSe, InGaN, SiC, Si
Ultraviolet (UV) < 400 3:0�4:1 InGaN, AlN, AlGaN, AlGaInN
White Broad spectrum 2:8�4:2 – Color mixing by RGB LED

– UV LED + RGB phosphor
– Blue LED + yellow phosphor

Luminous colors Wavelength range (nm) Drive voltage (V) Luminescent material
Infrared > 760 < 1:63 GaAs, AlGaAs
Red (R) 610�760 1:63�2:03 AlGaAs, GaAsP, AlGaInP, GaP
Green (G) 500�570 1:9�4:0 GaP, AlGaInP, AlGaP, InGaN, GaN
Blue (B) 450�500 2:48�3:7 ZnSe, InGaN, SiC, Si
Ultraviolet (UV) < 400 3:0�4:1 InGaN, AlN, AlGaN, AlGaInN
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– UV LED + RGB phosphor
– Blue LED + yellow phosphor
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Fig. 35.5 The
interrelationship of
brightness units for
LED

The units cd/mcd represent luminous intensity at
a specific forward current and the units are usually ex-
pressed as a value relative to the viewing angle. The
larger the viewing angle, the more light flows given
the same intensity, since light is not always evenly dis-
persed, and the output of light is determined by the
location of the beholder. For example, 1 cd over 120ı
viewing angle is a lot brighter than 1 cd over 20ı view-
ing angle.

The units lm/mlm are total luminous flux flowing
from the LED; it is the power of light as perceived
by the human eye with respect to the wavelength of
light being emitted. If the luminous intensity (cd) and
half viewing angle � (degrees) are known, first con-
vert � from degrees to steradian (sr) by using srD
2 .1� cos �/, and then luminous flux can be given by
lmD cd� sr or mlmDmcd� sr. lm/mlm units usually
refer to the total light output of the device such as an
LED lamp at the rated current.

The unitsW/mW represent the electrical power pro-
vided to the LED. The wattage of an LED lamp or/and
incandescent lamp is how much power consumption
that particular lamp will draw, and is not necessarily
equal to the power output of the lamp. That is why
a smaller wattage rating on an LED lamp but can pro-
vide a higher lumen output than incandescent lamps;
LEDs save more energy and are also brighter.
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White LED
In all visible light LEDs, white LED is the most im-
portant light source for VLC and illuminations. There
are two primary techniques to produce white LEDs,
which generate high-intensity white light [35.12]. Note
that the whiteness of the light produced by these meth-
ods is essentially engineered to suit the human eye, and
depending on the situation it may not always be appro-
priate to think of it as white light.

The first technique is to use a single LED chip
that emits three primary colors of red (R), green (G),
and blue (B), and then mix three colors to form white
light, as shown in Fig. 35.6a. This type of LED unit is
called RGB LED (sometimes also referred to as full-
color LED or multicolor LED). Because this method
needs electronic circuits to control the blending and dif-
fusion of different colors, and because the individual
color LEDs typically have slightly different emission
patterns, this leads to variation of the color depend-
ing on direction. In addition, each LED chip in this
type of LED unit is a narrow band source, that makes
gaps in spectrum (Fig. 35.6b), and emission power de-
cays exponentially with rising temperature, resulting in
a substantial change in color stability. So RGB LEDs
cannot provide good quality white lighting. Nonethe-
less, this method has many applications because of the
flexibility of mixing different colors. For example, for
VLC, it is an effective source to implement wavelength
division multiplexing (WDM), which is an optical com-
munication technology for transmitting large-capacity
signals.

The other technique is to use a phosphor material to
convert monochromatic light from a blue or UV LED
to form broad-spectrum white light. This type of LED
unit is called phosphor-based or phosphor-converted
white LED. The luminous efficacy of phosphor-based
LED units depends on the spectral distribution of the
resultant light output and the original wavelength of

the single LED chip that is used to form the white
LED unit. The luminous efficacy is a measure of how
well a light source produces visible light. For example,
the luminous efficacy of a typical yellow phosphor-
based white LED unit ranges from three to five times
the luminous efficacy of the original single blue LED
because of the human eye’s greater sensitivity to yel-
low than to blue. Currently, this method is the most
popular method for making high-intensity white LEDs
due to the simplicity of manufacturing compared to
the method of multicolor LEDs. Figure 35.7 shows
a yellow phosphor-based white LED unit; the formation
method and the broadened optical spectrum are shown
in Fig. 35.7a,b, respectively.

For a yellow phosphor-based white LED, the thick-
ness of the yellow phosphor layer and the wavelength of
the blue LED chip influence its color temperature, and
different color temperatures lead to different spectral
distributions [35.13], as shown in Fig. 35.8. Note that
when this white LED is chosen and used as a VLC light
source, its color temperature is an important parame-
ter that must be considered. Because only the single
blue LED is employed for data transmission in VLC,
the phosphor effect makes the speed and quality of the
communication attenuate when the color temperature is
below about 4000K. The color temperature is a mea-
sure of visible light color that is emitted by a light
source, using a unit of measure for absolute tempera-
ture in kelvin.

White LEDs can also be made by coating near-
ultraviolet LED chips with a mixture of phosphors that
emit red, blue, and green light. This method is less
efficient than blue LED chips with yellow phosphor,
but because several phosphor layers of distinct colors
are applied, the emitted spectrum is broadened, effec-
tively raising the color rendering index (CRI) value of
a given LED [35.14]. The CRI is most useful as a mea-
sure of a light source’s color characteristics. In general
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terms, CRI is a measure of a light source’s ability to
show object colors realistically or naturally compared
to a familiar reference source, either incandescent light
or daylight.

Output and Modulation Characteristics
The output and modulation of LED sources are two
primary characteristics for LED-based VLC. For an
injected current i of a p-n junction LED, N carriers
(N D i=e, e is elementary electric charge) are gener-
ated. If � is the quantum efficiency, i.e., the fraction of
charges that recombine radiatively, and it describes how
many electrons are actually generated in a photoelec-
tric process, then �N photons will be produced. If the
bandgap is E then the emitted photons will have an en-
ergy ED h (h is Planck’s constant and  is frequency
of the photon). So the optical output Po and the injected
current i are linearly related as

Po D �NED � i
e
E : (35.1)

However, at higher levels of injected currents, harmonic
distortionsmay occur. It is therefore important to design
electronic modulation circuits that suitably linearize the
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Fig. 35.8a–c Dependence of the color temperature on the spectral distribution in yellow phosphor-based white LED. Color
temperature: (a) 5700, (b) 4000, (c) 3000 K

optical output and thus keep the intermodulation distor-
tion to a minimum.When light intensities from an LED
are modulated by an electrical signal, the optical output
at low modulation frequencies is constant. However, at
high frequencies, due to the delay in the recombination
process, the output power falls off. Hence the modu-
lation frequency f for the communication system has
a limit at which the optical output power Po.f ) is re-
duced by �3 dB to half of the maximum value Pojmax.
Thus, the modulation response of an LED is described
by

Po.f /D Pojmaxp
1C .2 f �/2 ; (35.2)

where � is the carrier lifetime. In semiconductor
physics, the carrier lifetime is defined as the average
time it takes for a minority carrier to recombine. For
semiconductor photo elements such as LEDs and LDs,
the carrier lifetime is used as the time constant of the
exponential decay of carriers. It includes radiative and
nonradiative lifetimes, and is given by

1

�
D 1

�r
C 1

�nr
; (35.3)
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where �r and �nr represent the radiative and nonradiative
lifetimes, respectively [35.15].

35.2.2 Visible LD

A visible LD can also act as a VLC source, and its active
medium is formed by a p-n junction of a semiconductor
diode similar to LEDs. The semiconductor material of
LDs is also the same as that of LEDs, and the emission
wavelength has also developed from the infrared to the
red region, and then to the blue region. The difference
between LDs and LEDs is that LDs make LEDs have
a laser-oscillate structure i.e., a laser cavity, as shown
in Fig. 35.9. In the LD structure, shown in Fig. 35.9, to
satisfy the laser-oscillation condition both ends of the
cavity are processed and become a cleavage plane. The
active layer, which is used for light amplification, has
a structure capable of totally reflecting light.

The optical power output against the forward cur-
rent for LEDs and the LDs is plotted in Fig. 35.10. From
this figure, one can infer that an LD is a threshold de-
vice and the linear part of the response curve is small;
an LED on the other hand has good linear response and
is best suited for analog modulation. An LD also has

Table 35.3 Comparison between LEDs and LDs

Characteristics LED LD
Spectral width 25�100 nm < 10�5�5 nm
Modulation bandwidth Tens of kilohertz–tens of megahertz Tens of kilohertz–tens of gigahertz
E/O conversion efficiency 10�20% 30�70%
Color gamut 100% 130�140%
Polarized light use No Yes
Directivity 180ı 0ı
Eye safety Generally considered eye-safe Must be rendered eye-safe, especially for visible LD
Cost Low Moderate to high
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Fig. 35.10 Dependence of optical power output on forward
current for LEDs and LDs

a modulation frequency characteristic that can be de-
scribed by (35.2). In this case � is given by

1

�
D 1

�r
C 1

�nr
C 2V

d
; (35.4)

where V is the recombination velocity and d is the
active layer thickness [35.15]. The reorganization is
a process in a semiconductor when electrons and holes
disappear together and release energy.

Viewed against the incoherent and wide spectrum
in spatial emission of LEDs, LDs offer far superior
performance. Hence, for long-distance and high-bit-
rate systems, LDs are the obvious choice. However, in
terms of cost, eye safety, complexity in drive circuit,
reliability, temperature dependence and drive current
requirements, LDs compare poorly with LEDs. Ta-
ble 35.3 presents a comparison between LEDs and
LDs [35.16]. LDs are much more expensive than LEDs,
but offer many nearly ideal characteristics for commu-
nications:
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1. Very high electro-optic conversion (E/O) efficien-
cies of 30�70%

2. Wide modulation bandwidths, which range from
hundreds of MHz to more than 10GHz

3. Very narrow spectral widths (spectral widths rang-
ing from several nm to well below 1 nm are avail-
able).

To achieve eye safety with an LD requires that the laser
output is passed through some element that destroys its
spatial coherence and spreads the radiation over a suffi-
ciently extended emission aperture and emission angle.

As laser lighting by visible LDs has made great
progress in recent years, this may be an important op-
portunity for VLC.

35.3 VL Detectors

For current VLC, even if light is used as a carrier wave,
all-optical processing cannot be achieved (in the future,
advances in optical materials or optical elements may
enable an all-optical communication system). Light is
only used to transmit signals. For signal detection and
processing, optic-electro conversion (O/E) is still indis-
pensable. The photodiode (PD) is used for this purpose.
PDs convert the information transmitted via optical car-
riers to corresponding electrical signals, which are then
processed further to perform the desired function. To
transform optical power into electrical power, i.e., to
detect the optical signal, a variety of physical effects
can be utilized. The optimum choice is the use of the
solid-state PD, because it can not only operate at low
voltages and offer high speed and long lifetime, but also
because it can be integrated to form an optoelectronic
integrated circuit thus realizing a monolithic optical re-
ceiver of a VLC system.

Currently, two types of silicon PD are widely avail-
able for VLC: positive-intrinsic-negative (p-i-n) PD
(PIN-PD) and avalanche photodiode (APD). Addition-
ally, a PD array (also called an image sensor, IS) is often
used for a VLC system requiring low speed, outdoor ap-
plication, and multiple source reception.

35.3.1 Positive-intrinsic-negative
Photodiode (PIN-PD)

A silicon PIN-PD is the ideal solid-state photodetector
and is employed in most receivers of VLC systems at
present due to its fast response, high quantum efficiency
and capability to handle high electric fields and modu-
lation frequencies.

The structure and principle of a PIN-PD is shown
in Fig. 35.11. In the p-i-n structure, the intrinsic i re-
gion is sandwiched between the p and the n layers.
When the incident photon has energy greater than or
equal to the bandgap energy Eg of the semiconductor
material, electron–hole pairs are generated. In a well-
designed PIN-PDs, the photocarrier generation process
occurs mainly in the depletion region of the p-i-n junc-
tion where the incident light is largely absorbed. As a re-

sult of the high electric field present in this region, the
electrons and holes separate and drift in opposite direc-
tions. When the carriers drift through the high field re-
gion, a photogenerated current Ip is induced in the load,
developing an output voltage across the load resistor RL.
The thickness of the i region can be tailored so that most
of the light absorption takes place within it, thus mini-
mizing the diffusion component of the current. Also, to
obtain fast response time, the capacitance of the junction
can be reduced due to the large i region [35.17].

35.3.2 Avalanche Photodiode (APD)

An APD is essentially a p-i-n device that is operated
at very high reverse bias voltage VR, so that photo-
generated carriers create secondary carriers by impact
ionization, resulting in internal electrical gain [35.17].
The structure of an APD for VL (i.e., short wavelength)
is shown in Fig. 35.12. The photoabsorption region
i(p−) is sandwiched the p+ and the avalanche regions,
which consists of a p and a p+ layers. (p+ and n+ denote
the heavily doped, and p− denote the lightly doped.)
Contrary to the near-infrared APD, photon h is struc-
tured to enter from the p+ layer.

By controlling the reverse bias voltage VR, an arbi-
trary current multiplication factor M can be obtained.
However, it is important to note that since the reverse
breakdown voltage VB of the APD has a large tempera-
ture dependency, the multiplication factor also strongly
depends on the temperature. The current multiplication
factor is given by Miller’s empirical formula

M D 1

1� .VR=VB/m
; (35.5)

wherem is a constant determined by the APD, and VR <
VB. Normally, the operation region of an APD is M D
30�100 [35.18].

APDs are favored in optical receivers with direct de-
tection when there is little ambient-induced shot noise
(shot noise is the inherent electronic noise that occurs
in photoelectric devices, originating from the discrete
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nature of electric charge and associated with the par-
ticle nature of light), because its internal gain helps
overcome the thermal noise from its electronic circuit,
increasing the receiver SNR. APD-based receivers can

lead to good VL link performance when ambient light
is weak. When ambient-induced shot noise is dominant,
however, use of an APD results in a net decrease in
SNR, because the random nature of an APD’s internal
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Table 35.4 Comparisons of characteristics for IS, PIN-PD and APD

IS PIN-PD APD
Primary advantages Parallel effect

(spatial separation)
– Low cost
– Low bias requirement
– Fast response

Current multiplication effect

Primary drawbacks Low speed Mixed effect for multiple
sources (spatial interference)

– High cost
– High bias requirement

Implication for applications For outdoor and multisource
VLC systems

For general purpose VLC
systems

For weak-ambient-light VLC
systems

IS PIN-PD APD
Primary advantages Parallel effect

(spatial separation)
– Low cost
– Low bias requirement
– Fast response

Current multiplication effect

Primary drawbacks Low speed Mixed effect for multiple
sources (spatial interference)

– High cost
– High bias requirement

Implication for applications For outdoor and multisource
VLC systems

For general purpose VLC
systems

For weak-ambient-light VLC
systems

gain increases the variance of the shot noise by a factor
greater than the signal gain.

For a receiver of VLC, despite the higher dark cur-
rent and the excess noise due to multiplication problems
in APDs, in general they can provide 3 to 5 dB higher
sensitivity than PIN-PDs above 100Mbps. In the case
of lower bit rates, low leakage currents of PIN-PDs re-
sult in better sensitivity. Additional drawbacks of APDs
include their high cost, requirement for high bias, and
their temperature-dependent gain. Therefore PIN-PDs
are preferred in most VLC systems at present.

35.3.3 Image Sensor (IS)

An IS is essentially a PD-array device that consists of
a PD array chip for light detection and an integrated
circuit (IC) chip for signal processing [35.19], as shown
in Fig. 35.13.

In an IS-based VLC system, the transmitted data are
received by extracting the luminance corresponding to
the VLC transmitter from the captured image. Its re-
ceiver can spatially separate multiple or noise sources
due to the IS’s parallel effect of its array structure,
simultaneously demodulate multiple sources, remove
noise sources such as sunlight, and detect VL signals
even in daytime or outdoor environments. For example,
as shown in Fig. 35.13, single PD/APD mixes and re-
ceives light from multiple sources. That is, it is affected
by noises from background light or other signal sources.
However, in the IS-based system, multiple sources can

Signal 
source 1

Signal
source 2

Noise
source

Output

PD/APD

Lens

IS

Output

PD array 
chip

Signal processing IC chip

Fig. 35.13 Comparison between PD and IS for removing
noise sources

be simultaneously received by passing through a lens,
and parallel communication can be performed when
multiple sources are separated by the signal processing
IC chip [35.20].

In addition, in contrast to the PD-based VLC sys-
tem, the IS-based system does not require precise ad-
justment of the optical axis between the transmitter and
the receiver. However, since the IS needs to process
images from multiple sources in parallel, image pro-
cessing speed is slower than for the PD. Comparisons
of characteristics for IS, PIN-PD and APD are given in
Table 35.4.

35.4 VLC Techniques

As described in Sect. 35.1.2, the baseband IM/DD
method is the most practical technique for VLC at
present. A physical model of a baseband IM/DD-based
VLC method is as shown in Fig. 35.14. It consists of
an IM sending source, a spatial transmission channel
that includes noise from the ambient environment, O/E
conversion and the electrical circuit, and a DD module

structured around a photodetector and signal extracting/
processing circuits.

The purpose of any communication system is to
accurately extract the signals sent by the transmitter.
Theoretically, the greater the carrier power, the higher
the accuracy of the received signal. However, a good
communication system should also have low power
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Fig. 35.14 Physical model of base-
band IM/DD-based VLC method

consumption, that is, having as minimal carrier power
as possible to transmit data. The key factors affecting
the performance of these factors in the IM/DD-based
VLC system are optical modulation methods, spatial
channels and transmission quality.

35.4.1 Optical Modulation Methods

Baseband Intensity Modulation (BIM)
On-off keying (OOK) and pulse-position modulation
(PPM) are the most common schemes of BIM [35.10].
The three most important criteria for evaluating BIM
techniques are [35.21]:

� The average received optical power required to
achieve a desired bit error rate (BER)� The bandwidth requirement of the receiver� Flicker efficiency (i.e., reduction of flicker caused
by optical modulation).

OOK using no-return-to-zero (NRZ) pulse (OOK-
NRZ) is the simplest scheme among all BIM techniques
suitable for VLC systems. PPMwith L levels (LPPM) is
also widely used in illumination-light-based VLC sys-
tems. Their coding method and occupied bandwidth are
shown in Fig. 35.15a,b, respectively, and Table 35.5
compares their modulation characteristics in terms
of bandwidth, power, and flicker efficiency [35.22].
Flicker is an optical phenomenonwhere the light source
repeats light and dark phases moderately enough to be
perceived by the human eyes, and it happens when the
light source is modulated at low speed by light intensity.

OOK-NRZ has good bandwidth efficiency. From
Table 35.5, for a given bit rate Rb, LPPM requires more
than OOK-NRZ by a factor L= log2 L, e.g., 4-PPM re-
quires two times more bandwidth than OOK-NRZ (also
see Fig. 35.15b). Therefore, the OOK-NRZ scheme has
a higher data transmission rate, and it is almost bit rate-
independent for data rates in excess of 100Mbps.

LPPM is a preferred modulation scheme for devices
where low-power consumption is required [35.23], such
as portable and underwater optical transmitters due to
its high power efficiency. Low flicker [35.24] makes it
suitable to be employed in indoor lighting-based VLC

Data
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4PPM 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1
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1 Symbol
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Fig. 35.15a,b Coding methods of OOK-NRZ and
LPPM/I-LPPM: (a) waveforms and (b) occupied band-
width. FFT: Fast Fourier transform

systems. LPPM yields an average power requirement
that decreases steadily with increasing L. When L is
larger than 2, the LPPM exhibits a higher efficiency
than OOK-NRZ does. However, an increase in L (i.e.,
in power efficiency) causes an increase in the bandwidth
requirement.

In order to reduce the amount of light loss due
to light intensity modulation, the inverted-LPPM (I-
LPPM) waveform at the bottom of Fig. 35.15a can be
used. I-LPPM is logical inverted LPPM, such that each
symbol has three-quarters of the amount of all light and
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Table 35.5 Comparisons of modulation characteristics for OOK-NRZ and L-PPM

Bandwidth requirement Power requirement Influence of flicker
OOK-NRZ Rb=2 (Rb is bit rate) Pa (Pa is average received power) Large
LPPM .Rb=2/.L= log2 L/ Pa=

p
.L=2/.log2 L/ Small

Bandwidth requirement Power requirement Influence of flicker
OOK-NRZ Rb=2 (Rb is bit rate) Pa (Pa is average received power) Large
LPPM .Rb=2/.L= log2 L/ Pa=

p
.L=2/.log2 L/ Small

Voltage signal

PWM signal

50% Duty cycle

75% Duty cycle

25% Duty cycle

a)

b)

Fig. 35.16a,b Method of PWM: (a)waveforms and (b) ex-
amples of duty cycle

LPPM only has one quarter. The consideration to ensure
as much of the light as possible is invariant (i.e., light il-
lumination is invariant) is also important for a lighting-
based VLC system. Hence, I-LPPM is approved by
JEITA (Japan Electronics and Information Technology
Industries Association) as a standardized BIM tech-
nique for VL identification (ID) systems [35.25] and
VL beacon systems [35.26].

Pulse-width modulation (PWM) is also an IM
scheme, which modulates light intensity by changing
the duty cycle of the pulsewave, as shown in Fig. 35.16a.
Duty cycle is measured in percentage. The percentage
duty cycle specifically describes the percentage of time
a digital signal is on over an interval or period of time.
If a digital signal spends half of the time on and the
other half off, this digital signal has a duty cycle of 50%
and resembles an ideal square wave. If the percentage
is higher than 50%, the digital signal spends more time
in the high state than the low state and vice versa if the
duty cycle is less than 50%, as shown in Fig. 35.16b.

The PWMmethod can be used to control brightness
(i.e., dimming) of LEDs by adjusting the duty cycle.
When an LED lamp is used as the sending source in
a VLC system, illumination dimming may be required.
In this case, how to incorporate dimming while not cor-
rupting the communication link is an important subject.
Ntogari et al. proposed a method of combining PWM
and discrete multitone (DMT), which can ensure dim-
ming does not influence the data transmission [35.27].

Besides that, the optical duobinary modulation
(ODM) signal [35.28–30] has three intensity levels: 0,
1, and 2. Level 0 and 2 produce 100% transmission with
opposite optical phases, and level 1 produces 0% trans-
mission. ODM has a narrow spectral width and large
dispersion tolerance due to multilevel encoding. Hence,
it is a better scheme to transmit high-speed optical sig-
nals over bandwidth-limited channels. However, also
due to the multilevel encoding, the identification range
of the signal becomes narrower, with the result that the
BER is increased.

In general, ODM is a better choice for uncom-
pensated single-mode fiber communications, since it is
more resilient to chromatic dispersion. The ODM can
also be suggested and used for WDM-based VLC sys-
tems for which long distance or/and high speed are
required.

Other Methods
Color-shift keying (CSK) is a new VLC modulation
scheme approved as part of IEEE 802.15.7-VLC in
2011 [35.9]. The CSK signal is generated by three-color
VL sources, and transmits data by using the color coor-
dinates, as shown in Fig. 35.17. Figure 35.17 shows the
color codes of CSK on a x�y chromaticity diagram. The
chromaticity diagram is specified by CIE1931 (Com-
mission International de l’Eclairage). The color of light
is represented by the plane coordinates of x, y. The light
wavelength is written around the curve (i.e., spectral lo-
cus) of the chromaticity diagram. Each monochromatic
is represented by these wavelengths, with wavelengths
shown in nanometers. The horizontal axis x and the
vertical axis y are values of chromaticity. The circle
mark on the spectral locus indicates a code of data,
for example, the monochromatic wavelength of 510 nm
corresponds to code 001.

In the CSK scheme, the communication rate is
determined by the number of constellations on the chro-
maticity diagram, and the speed increases with increas-
ing constellations. It is suitable for video-based VLC
systems that have image-processing or color-control re-
quirements [35.31].

Orthogonal frequency division multiplexing
(OFDM) is a digital multicarrier parallel modulation
scheme, which extends the concept of single subcarrier
modulation by using multiple subcarriers within the
same single channel to realize large-capacity data trans-
mission. In OFDM, data are transmitted in parallel on
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a number of different frequencies, and each frequency
channel is separated from the others by a frequency
guard band to reduce intersymbol interference between
adjacent channels. Currently, OFDM is used in most
broadband wired and wireless communication systems.
However, in these radio frequency transmission sys-
tems, the high peak-to-average power ratio (PAPR) in
OFDM is usually considered a disadvantage due to
nonlinearities of the power amplifier.

Recently, a number of studies have shown that
OFDM is also a promising technology for optical wire-
less communications [35.32, 33]. Afgani et al. demon-
strated theoretically that the high PAPR in OFDM can
be exploited constructively in an LED-based VLC sys-
tem to intensity modulate the light from LEDs to realize
high-speed VL wireless links [35.34]. However, the
nonlinear behavior of LEDs in the transmitter is a limit-
ing factor of system performance. Optical modulation
signals with large PAPR suffer uneven distortion. To
achieve good performance in optical systems OFDM
must be adapted in various ways.

DMT is a variant of OFDM. Its basic idea is also
to split the available bandwidth into a large number of
subchannels. The study of Qian et al. shows that DMT
can be well suited to nonlinear LED-based VLC sys-
tems [35.35]. DMT has good system performance since
it is an orthogonal linear transformations scheme; it can
spread the nonlinear effects evenly to each data sym-
bol. Also, DMT can allocate data so that the throughput
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Fig. 35.18 Light intensity spectra of some VL sources

of every single subchannel is maximized. If some sub-
channel cannot carry any data, it can be turned off
and the use of available bandwidth is optimized. Vu-
cic et al. have realized a high-speed LED-based VLC of
513Mbps using DMT modulation [35.36].

35.4.2 Spatial Channel

The spatial channel of an IM/DD-based VLC system
consists of a communication environment and a receiv-
ing electronic circuit, as shown in Fig. 35.14. Hence,
the noise output PN of the spatial channel is a Gaussian
noise pattern, having a total variance that is the sum of
contributions from shot and thermal noises

PN D �2total D �2shotC �2thermal : (35.6)

The shot noise is caused by light, and is the sum of am-
bient light and internal O/E of the optical detector

�2shot D 2eia.�/BC 2eRPSB : (35.7)

In the first term (i.e., the part of ambient light) of (35.7),
e is electric charge, B is the bandwidth of the detec-
tion circuit, and ia is the current due to ambient light.
Many environments contain intense ambient VL radia-
tion arising from sunlight, incandescent and fluorescent
lamps, and other sources. The optical intensity spectra
of some VL sources are shown in Fig. 35.18; ia is the
function of the light-source wavelength, and its value
is obtained by numerical integration at a range of the
light-source wavelength. These VL from the ambient
environment can also be received at an average power
much larger than the signal light, even when optical fil-
tering is employed. The resulting direct current (DC)
photocurrent causes shot noise.
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In the second term (i.e., the part of O/E) of (35.7),
PS is received signal-light power, and R is total sensi-
tivity of the system. When using a white LED as the
sending source, R can be given by an integration of the
wavelength distribution of the white LEDWLED and the
PD WPD

RD 1

n

�nZ

�1

WLED.�/WPD.�/d� ; (35.8)

LED lamp 1 LED lamp 2

Path 2
(directed light)

Path 1
(directed light)

PD

Transmitter (LED lamp)

Wall 1Path 1
(directed light)

Wall 2
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(reflected light)

Path 2
(reflected light)

Receiver (PD)
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a) b)

Fig. 35.21a,b The
multipath effect
is caused by:
(a) reflective light
from walls and
(b) plural lamp
sources

where n is the sampling number of the wavelength. The
integration range �1 to �n is generally 380�780 nm, as
shown in Fig. 35.19.

The thermal noise (or Johnson noise) is caused by
external electronic circuits of the optical detector, i.e.,
from heat. The transimpedance amplifier circuit is pop-
ularly used in the receiver of VLC system, as shown
in Fig. 35.20 (vin and vout indicate the input and output
voltage). This approach can control the receiving sensi-
tivity and bandwidth by employing a feedback resistor
RF. The thermal noise with RF is given by

�2thermal D
4kTB

RF
: (35.9)

Here, k is Boltzmann’s constant and T is absolute tem-
perature of the ambient environment. Because of the
thermal noise of the feedback resistor the receiver noise
level is higher and hence the sensitivity is degraded.
However, sensitivity can be improved by increasing the
value of RF. On the other hand, in order to extend the
bandwidth RF has to be low.

In addition, for indoor VLC, multipath effects
caused by reflected light from walls or plural lamp
sources is possible. Figure 35.21a shows the reflected-
light multipath effect. LED lamps are generally in-
stalled on the ceiling and the illumination light has
larger diffusion range. In this case, the receiver re-
ceives not only direct light from the LED lamp, but also
the reflected light from walls, which have propagation
delay time. The influence of the direct light depends
on performance of the VLC system, and the reflected
light depends on the reflectance of walls and the length
of the reflection path. Despite this, some studies have
shown [35.21, 37] that the influence of the direct light
is much larger than reflected light. Therefore, the influ-
ence of reflected light can generally be ignored.

Fig. 35.21b shows the plural-sources multipath ef-
fect. In this case, the appropriate configuration of plural
LED lamps can avoid or mitigate the interference from
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multipath sources. For example, by leaving enough dis-
tance between adjacent lamps, one receiver can only
receive signals from one lamp. On the other hand, the
inherent robustness of OFDM against multipath effects
can make it a good choice of modulation method in this
case [35.38].

35.4.3 Transmission Quality

The transmission quality and capacity of the system
depends on the SNR at its receiver. The SNR is deter-
mined by the modulation scheme and characteristics of
the spatial channel. In a VLC system, the SNR is the ra-
tio of the received average power Pa (watt: W) with the
receiving sensitivity of receiver R (ampere=watt: A=W)
to the total noise output PN (A2); the receiver’s sensitiv-
ity directly effects the theoretical received power. The
SNR is expressed as

SNRD .RPa/
2

PN
: (35.10)

In addition, the BER, the most important value for eval-
uating digital transmission quality, can be calculated
by the SNR. When the light is modulated by using the
OOK-NRZ and LPPM schemes, the BERs are given by
(35.11) and (35.12), respectively [35.21, 39]

BEROOK-NRZ DQ
�p

SNR


(35.11)

and

BERLPPM D L

2
Q

 r
L log2 L

2

p
SNR

!

; (35.12)

where

Q.x/D 1p
2 

1Z

x

e�y
2=2dy .x
 0/ : (35.13)

When LD 2 in (35.12), BEROOK-NRZ D BERLPPM, that
is, 2PPM is equivalent to OOK-NRZ. This can also be
derived from Table 35.5. Power requirements can also
readily be derived from the BER expressions. From
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Fig. 35.22 BER versus SNR for OOK-NRZ and LPPM

Table 35.5, LPPM requires a factor of
p
.L=2/.log2 L/

less power than OOK-NRZ to obtain a particular BER
performance.

Figure 35.22 shows the simulation results of BER
versus SNR for OOK-NRZ and LPPM (LD 4; 8; 16).
For LPPM, the SNR requirement to reach a certain
BER (e.g., 10�8) is decreased with increasing L, and
has higher data transmission efficiency than the OOK-
NRZ. However, note that an increase in the L causes
a decrease in the communication speed.

The data transmission capacity C of a VLC system,
i.e., the maximum transmission rate (bit/s: bps) with
a maximum permissible BER can be defined by Shan-
non’s information theory, and is given by

CD B log2.1CSNR/ : (35.14)

Shannon’s information theory means that for a wireless
communication system, if an appropriate modulation
method (with good B and SNR) is used, then data can
be transmitted using maximum communication capac-
ity of this system.

35.5 Current Applications

At present, most VLC systems use LEDs as the light
source of the transmitter because of the low cost and
eye safety compared to VL LDs. Hence, the current
mainstream VLC is LED-based illumination-light com-

munication (ILC). ILC can not only be used for indoor
information services, such as location-based services
(LBSs) [35.40, 41], audio information guides [35.42],
VLW-LAN [35.21, 43], etc., but also can be used for
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Fig. 35.23 Indoor one-to-one VLC usage model

data transmission outdoors, such as among signboards,
streetlights, vehicles, traffic signals, and so on [35.44,
45]. Particularly, the IS receiving is the preferred tech-
nique employed in outdoor environments due to its
effect in suppressing noise. In short, VLC is a ubiqui-
tous communication technology. In addition, VL wave
with a wavelength of 400�650 nm is an ideal un-
derwater carrier, which has received much attention
recently [35.46, 47]. Its attractive features are low at-
tenuation rate underwater compared to radio waves, and
high data rate compared to acoustic waves.

In this section, as the VLC typical usage models of
current applications, the indoor one-to-one system, the
VLW-LAN system, and UVLWC will be discussed.

35.5.1 Indoor VLC

Fig. 35.23 illustrates a general scheme of an indoor
VLC one-to-one link. The transmitter is an LED-lamp-
based fixed device. The receiver is a portable device
with a photodetector, such as a tablet terminator, a mo-
bile phone and so on. The LED lamp (i.e., the transmit-
ter) establishes an illumination-light link to the portable
receiver. The contents for data transmission can be
taken by accessing the resources on an Ethernet or
storage in a built-in data memory. Typical applications
include LBS, ID recognition systems, and audio infor-
mation guides.

Figure 35.24 is an example of one-to-one link for
a LED-based acousto-optic wireless communication
system. The transmitter is a LED lamp using the yel-
low phosphor-based white LED. A light modulation
and control circuit is used to transmit audio infor-
mation. It is a baseband IM/DD-based system with

Transmitter
(LED lamp)

Receiver
(solar cell & earphone)

Solar cell

Contents memory card Sound output

Modulation &
control circuit

Fig. 35.24 LED-based acousto-optic wireless communi-
cation system

I-4PPM scheme. The sound contents are stored in a mi-
cro memory card. The receiver is a compact batteryless
acousto-optic device consisting of a solar cell, which is
used for detecting signal and providing power to the re-
ceiver, and an earphone (or a speaker) for sound output.

In addition to the one-to-one link, the VL links also
can be employed to achieve direct, peer-to-peer com-
munication between plural portables and/or plural fixed
terminals. In the future, this type of ad hoc interconnec-
tion is well suited to an indoor ubiquitous Internet of
things (IoT).

35.5.2 Visible-light Wireless LAN (VLW-LAN)

The LED-lamp-based VLW-LAN system is shown in
Fig. 35.25. It is an LED-based multiple-access optical
network. The LED lamp is used as an optical access
point (OAP) that can establish multiple links to avail-
able portable terminals, and to bridge between VL links
and Ethernet LAN or achieve access to resources on an
Ethernet.

In general, the link of a VLC system has an uninter-
rupted line-of-sight (LOS) path between the transmitter
and the receiver. The LOS links may employ three de-
signs, which are directed, nondirected, and hybrid links
according to the degrees of directionality of the trans-
mitter and receiver. Directed links employ directional
transmitters and receivers, which must be aimed in or-
der to establish a link. Nondirected links employ wider-
angle transmitters and receivers, alleviating the need for
such pointing. Hybrid links combine transmitters and
receivers having different degrees of directionality.

A LED-based VLW-LAN system establishes
a nondirected downlink and uplink because both
transmitter and receiver are wider-angle units. A nondi-
rected link may be more convenient to use for mobile
terminals, since it does not require aiming of the
transmitter and receiver. When several nondirected
transceivers are located in proximity to each other,
they naturally form a shared bus topology, making
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nondirected links suitable for multiple-access LAN.
However, a nondirected link has a higher loss than the
other two types, requiring higher transmit power and
a receiver with a larger light-collection area.

For the VLW-LAN system, hidden nodes may be
present, i.e., receivers that are undetectable to other re-
ceivers because of the inherent directivity of light prop-
agation, as shown in Fig. 35.25. A request to send/clear
to send/data/acknowledge (RTS/CTS/DATA/ACK) pro-
tocol [35.48] can be used to solve the problem of the
hidden nodes. In addition, carrier-sense multiple access
with collision detection (CSMA/CD) or with collision
avoidance (CSMA/CA) protocols [35.48] can be used
to control and access multiple terminals.

As a complementary technique to wireless LAN
WiFi (wireless-fidelity), the VLW-LAN is also called
LiFi (light-fidelity). Its attractive features are saving of
frequency resources, ensuring security between adja-
cent wireless LANs, and the fact that it can create an
underwater optical wireless sensor network (UOWSN)
because visible light can penetrate water. In addition,
ubiquitous is a keyword in the current information
age, and the OAP used in the VLW-LAN is a ubiqui-
tous LED lamp, hence it is possible to make a com-
mon illumination environment become a ubiquitous
information-service environment.

Table 35.6 Comparisons of carrier characteristics of underwater radio, sound, and VL waves

Radio wave Sound wave VL wave
Distance < 1m in ELF > 10 km 15�100m (depending on the seawater

turbidity)
Speed Extremely low speed Low speed (< 1500m=s) High speed (large capacity)
Problem Very low speed so cannot use terres-

trial technique
Low speed and Doppler effect Spectral attenuation

Radio wave Sound wave VL wave
Distance < 1m in ELF > 10 km 15�100m (depending on the seawater

turbidity)
Speed Extremely low speed Low speed (< 1500m=s) High speed (large capacity)
Problem Very low speed so cannot use terres-

trial technique
Low speed and Doppler effect Spectral attenuation
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35.5.3 Underwater Visible-light Wireless
Communication (UVLWC)

Comparisons of the absorption coefficients and car-
rier characteristics of underwater radio, sound, and VL
waves are shown in Fig. 35.26 [35.49] and given in Ta-
ble 35.6.

The sound-wave communication technique is used
in almost all present commercial underwater data trans-
mission systems as it can propagate well in seawater
and can reach far distances (up to several kilometers).
Unfortunately, sound-wave communication systems do
not enable large-capacity links, such those needed for
image data transmissions, because they are inherently
low speed and a Doppler effect is caused by this low
speed. Moreover, when the communication system is
dynamic, severe frequency-dependent dispersion may
arise even at short ranges.

An alternative to sound-wave communication is us-
ing radio waves at extremely low frequencies (ELF: <
10 kHz) due to their low absorption coefficient in pure
seawater, as shown in Fig. 35.26. Despite this, radio-
wave-based underwater communication still presents
some intrinsic drawbacks. In fact, the major obstacle
in using radio for underwater communication is the
severe attenuation due to the conducting nature of sea-
water. In particular, the attenuation is very high for
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high-frequency radio waves and, since the current ter-
restrial technology for wireless communication is often
based on high frequencies in the order of Gbps, it is
practically impossible to use terrestrial techniques in
underwater applications.

VL-based underwater communication techniques
are being considered as a possible solution to this be-
cause of their large data capacity due to the inherent
wide bandwidth. Moreover, seawater exhibits a window
of reduced absorption in the visible-spectrum range;
particularly light wavelengths between 400�650 nm,
where water is relatively transparent to light and absorp-
tion takes its minimum value, as shown in Fig. 35.26.
Nevertheless, for different marine environments and
turbidities, VL will undergo wavelength-dependent at-
tenuation in seawater. Hence, an underwater visible-
light wireless communication (UVLWC) system must
satisfy a large range of noise-control conditions.

Adaptive control techniques can be applied to help
overcome the seawater turbidity of the spatiotemporal
change to obtain efficient and reliable light propaga-
tions over larger ranges and construct a robust link.
Figure 35.27 shows an adaptive UVLWC system with
wavelength- and modulation-adaptation control.

The link between the transmitter and the receiver
is commonly of IM/DD type. The LPPM scheme is
used to perform modulation-adaptation control. As pre-
viously mentioned, for LPPM, the SNR requirement

to reach a certain BER is decreased with increasing
L, hence in cases of longer-distance turbid seawater
channels, by adjusting L communication quality can be
ensured. However, note that an increase in the L causes
a decrease in the communication speed. Alternatively,
in order to reach wavelength-adaptation control, a mul-
ticolor white LED can be used. Each color chip has an
independent and different wavelength peak, which can
act as a separate channel and is controlled for seawater
turbidity adaptation. At the receiving side, a multicolor
sensor is used to receive different-color light from each
wavelength channel. Each color channel can contin-
uously measure the intensity of monochromatic light
in the color channel. The measurement results inform
which color of light is selected for data transmission.
This optical measurement can be achieved by automat-
ically switching the three-color PDs.

The UVLWC can be used to construct an
UOWSN [35.50]. In this case, the links between each
subnode are VL wireless channels. The space division
and visibility of VL can ensure each subnode is inde-
pendent and identifiable both in space and time. These
subnode data are transmitted long-distance to a land sta-
tion by using optical fibers via a main node. UVLWC
also can be used for short-distance and high-speed data
transmissions between an autonomous underwater ve-
hicle (AUV) or a remotely operated vehicle (ROV) and
an underwater detector [35.51].
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36. Optical Communications and Sensing for Avionics

Alireza Behbahani, Mehrdad Pakmehr , William A. Stange

This chapter is a review of avionics optical fiber
communication and sensing systems. Optical fibers
are the most common means of optical commu-
nication. One important extension of fiber-optic
communication technology for aerospace applica-
tions is the fly-by-light (FBL) approach for aircraft
control systems. Inherent characteristics of the
FBL approach such as its light weight, compact
size, large bandwidth, and immunity to elec-
tromagnetic interference (EMI) make it an ideal
technology for future flight control systems. FBL
control systems offer some advantages for the new
aircraft generation within more hostile military
environments. In addition to their value in com-
munication, optical fibers have the capability to
sense and provide information about the environ-
ment they are exposed to. There are various types
of fiber-optic sensors that can provide detailed
data on parameters such as temperature, strain,
pressure, vibration, and acoustic emissions. Ac-
curate knowledge of these parameters is vital to
the structural design and safe operation of various
components that must often operate in high tem-
perature or mechanically hostile environments;
well-designed optical fiber sensors can provide
measurement possibilities in these environments.
This chapter will provide insight into a number
of these optical sensing techniques, which have
demonstrated significant potential for enabling
accurate measurements in harsh environments.
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36.2 Current and Future Flight
Control Systems ............................... 1127

36.2.1 Distributed Control Architecture
for Engines ...................................... 1127

36.2.2 Fly-by-Light Systems ........................ 1128
36.2.3 Avionics Full-Duplex

Switched Ethernet ............................ 1132
36.2.4 Network Topologies

for Distributed Controls ..................... 1133

36.3 Fiber-Optic Sensors.......................... 1134
36.3.1 Fiber-Optic Sensor Design Issues........ 1134
36.3.2 Fiber-Optic Sensing Methods............. 1135
36.3.3 Fiber-Optic Sensing Applications ....... 1137
36.3.4 Ultrahigh-Temperature Design ........... 1140
36.3.5 Rotating Component Vibration

and Clearance Measurement
Using Optical Probes ......................... 1140

36.3.6 Blade Tip Clearance (TC) Measurement
Using Optical Fibers .......................... 1141

36.3.7 Blade Tip Timing (BTT) Measurement
Using Optical Fibers .......................... 1141

36.3.8 Exhaust Gas Temperature (EGT)
Measurement ................................... 1142

36.3.9 Practical Harsh Environment
Considerations ................................. 1143

36.3.10 Sustainment .................................... 1144

36.4 Conclusion ...................................... 1144

References ................................................... 1145

The main characterization of fiber-optic communica-
tion systems is the use of light as the form of energy that
is being modulated and the use of optical fibers to prop-
agate that energy from the source to the destination. The

main benefit of using light energy for communication is
that light can be modulated easily with high-speed sig-
nals and transported over long distances in an optical
fiber with minimal degradation.

36.1 Fiber-Optic Communication

This section summarizes basic concepts regarding fiber-
optic communication that will be useful for the rest
of the chapter, and that, for interested readers, can be
found in a much more extended form in the previous
chapters of this Handbook.

The basic principle by which optical fibers transmit
light is that fibers are constructed with a transpar-
ent core surrounded by a transparent cladding material
with a lower index of refraction. With a lower in-
dex of refraction, light potentially leaking out of the
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Fig. 36.2 The propagation of light through a multimode
optical fiber (after [36.2])

core is preferentially bent back toward the core by the
cladding. This phenomenon causes the fiber to act as
a waveguide to efficiently transmit light from an input
source to the end of the fiber.

The index of refraction of the fiber core determines
the acceptance angle or acceptance cone. A multimode
fiber has large core (Fig. 36.1) resulting in a larger pupil
and allows a variety of light modes to be propagated
by the fiber (Fig. 36.2). A single-mode fiber has a very
small core (Fig. 36.1) that only accepts light.

Optical fibers, especially those used for communi-
cation, are mostly made from silica. Silica has been
used extensively in many optical applications. This has
led to significant developmental work on silica, which
has improved its performance over other fiber-optic ma-
terials. Other materials, such as plastic, heavy-metal flu-
oride (primarily fluorozirconate and fluoroaluminate),
chalcogenide glasses, polycrystalline silver halides and
hollow waveguides, as well as crystalline materials like
sapphire, have been used for other specialized applica-
tions.

Plastic fibers are limited by their low-temperature
capability. Heavy-metal fluoride glass fibers used at
mid-infrared (MIR) wavelengths have significant draw-
backs when used for avionic and autonomous vehi-

cle communication. These include brittleness, limited
mechanical strength, low glass transition temperature,
high fabrication cost, and chemical reactivity with wa-
ter. Chalcogenide glass fibers contain one or more of the
chalcogen elements (e.g., sulfur, selenium or tellurium)
and other additional elements such as arsenic, germa-
nium, antimony, gallium, etc. Like the fluoride glasses,
they are weak in shear strength, which makes them too
fragile for most of the desired applications. Polycrys-
talline silver halide fibers have a large transparency win-
dow, but they too are weak, sensitive to light, and have
low melting points. Dielectric-coated, metallic hollow
waveguides are excellent candidates for laser power de-
livery, but they have a larger diameter than most solid-
core fibers, which can limit their flexibility. Further-
more, hollow waveguides have additional transmission
losses with bending, which further limits their useful-
ness for communication. Sapphire fibers, although ex-
pensive to fabricate, offer excellent high-temperature
capability and are chemically inert making them very
strong candidates in those applications where their tem-
perature capability justifies their fabrication cost.

Although fiber-optic cables are flexible and thin, un-
affected by electromagnetics, and able to be made to
varying degrees resistant to high temperature and harsh
environments, they do have a few shortcomings.

The primary problem associated with any optical
fiber, whether used for communication or for sensing
purposes, is the fact that the full length of the fiber,
from light source to sensing location, must be affixed
to, or potentially embedded within, a structural compo-
nent of the avionics or vehicle without incurring any
breakage or significant degradation of the fiber. Many
of the fibers typically used by the telecommunications
industry would not survive the necessary application
methods or the difficult environments of avionics and
autonomous vehicles. Research efforts conducted by
the Air Force Research Laboratories (AFRL) Turbine
Engine Division in the early 1990s attempted to em-
bed fiber-optic sensors in metal matrix composites
(MMCs). These efforts demonstrated that a metal coat-
ing could be successfully applied to the outer surface
of the fiber’s cladding [36.3]. This metal coating was
initially intended to enhance the structural integrity of
the fiber to enable it to survive the MMC fabrication
process. While they were not able to successfully em-
bed a fiber within an MMC, metal-coated fibers do have
some significant benefits. Chief among these benefits
are increased strength and enhanced fiber durability.
The use of a metal coating may provide enough strength
to allow heavy-metal fluoride, chalcogenide glasses, or
polycrystalline silver halide materials to be successful
used. The feasibility of using these materials allows us
to expand the wavelengths of light that could potentially
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be used for optical communication, which may be of
significant value depending on the application.

While it is successful in providing increased strength
anddurability to thefiber, themetal coating also provides
the fiber with unique capabilities. Chief among these is
the ability to transmit electric current along the length of
the fiber. This capability could allow an optical fiber to
serve as both a sensor as well as a power source and/or
a data transmission line for conventional electronic com-
munications.Multiplexing or layering the metallic coat-
ing could allow multiple electric transmission paths to
power or relay data from several conventional sensors
or different types of sensors. The ability of metal-coated
fibers to transmit electricity and to provide electronic
communications significantly expands the way commu-
nication between avionic components can be done.

Although it has not yet been adequately researched,
a metal-coated fiber could also have the potential to
serve as an antenna for wireless sensor applications, po-
tentially enabling remote wireless sensors to transmit
data to a central receiver located at the terminus of the
fiber. This concept needs to be further investigated, as
it could also be a significant benefit to facilitating fiber-
based communication once any technical shortcomings
have been addressed.

In addition to material considerations, the type of
fiber needs to be considered. As discussed above, two
main types of optical fiber used in fiber-optic commu-
nications include single-mode and multimode fibers.
A multimode optical fiber has a larger core (typically
greater than 50�m), allowing less precise, cheaper
transmitters and receivers to connect to it as well as
cheaper connectors. However, a multimode fiber in-
troduces multimode distortion, which often limits the
bandwidth and length of the link. Furthermore, be-
cause of its higher dopant content, multimode fibers are
usually more expensive to fabricate (fiber material is
usually cheaper for single-mode fibers, but connectors
could be more expensive) and exhibit higher attenua-
tion.

Connecting two optical fibers can be done by fu-
sion or mechanical splicing or mechanical connectors.
With either of these two methods, fiber splicing re-
quires special skills and interconnection technology due
to the detailed microscopic precision required to align
the fiber cores, which is crucial to the success of the
splicing effort.

A more comprehensive and general overview of
fiber-optic communication systems and the needed
fiber-optic components is provided in [36.4, 5].

36.2 Current and Future Flight Control Systems

An overview of current flight/engine control systems
and possibilities of optical fiber applications for future
distributed flight/engine control systems is provided in
this section.

36.2.1 Distributed Control Architecture
for Engines

The current centralized flight/engine control architec-
tures are typically characterized by a single, engine-
mounted full authority digital electronic controller
(FADEC), which connects directly to every control sys-
tem element [36.6]. This control system architecture is
based on a centralized design in which discrete sensors
and actuators are directly wired to an engine-mounted
electronics package. FADEC contains all the neces-
sary circuitry to properly interface with engine control
devices as well as cockpit command and data commu-
nications. The design of this centralized engine control
system is primarily about minimizing the control sys-
tem weight because of its effect on overall vehicle
performance. Much of the design is based on legacy,
the result of incremental improvement over many years.
This creates constraints in the design choices for avion-

ics engineers. A centralized engine control architecture
is shown in Fig. 36.3. The electronics package of
the FADEC is environmentally controlled and it as-
sures the survivability of all of the circuitry needed
for sensor and actuator operations and control algo-
rithm processing. A description of this system is pro-
vided to set a baseline for considering the impact of
a distributed architecture on communications and data
flow.

In a distributed engine control system architecture,
as shown in Fig. 36.4, any number of control elements
are tied together through a common, standardized, com-
munication bus. Sensors and effectors are replaced by
nodes (typically some form of electronics) that may
provide sensor data, operate actuators, or perform com-
binations of both. The massive wiring harness, which
previously tied together the control element to inter-
face circuitry in the engine-mounted avionics package,
is replaced by a simple but robust communication struc-
ture. Weight reduction is usually the primary motivation
but the standardized interface is also an enabling char-
acteristic, which is necessary to effectively implement
future advanced and modular control and prognostics
and health monitoring applications.
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Fig. 36.3 A generic engine control system hardware connection diagram with a centralized FADEC (after [36.6])

More comprehensive discussions about distributed
engine control architecture and its benefits for future
aircraft systems are provided in [36.6, 8–11].

Future engine control architectures might include
various fiber-optic and legacy sensors along with differ-
ent engine actuators and control processors. The fully
distributed system is an extension of Fig. 36.3 into
discrete control elements directly connected to the com-
munication system and is shown in Fig. 36.4. Local
control nodes are not physically separate electronics
enclosures but could be physically integrated into the
sensors and actuators themselves. Control loop-closure
functions, which are not described, are performed as
virtual functions anywhere in the system where the pro-
cessing capability exists to do so. Separate control law
functions might be integrated into the individual actua-
tors or they could continue to reside in a physically sep-
arate FADEC. Optical fiber technology, including op-
tical communication and data networks and distributed
optical sensing systems, could provide the possibility
of developing fully distributed flight/propulsion control
architectures.

36.2.2 Fly-by-Light Systems

One important extension of the fiber-optic communi-
cation technology is in aircraft flight control applica-
tions. Fly-by-light (FBL) control systems have been
investigated previously by various researchers [36.7,
12–23]. FBL control systems are different from fly-
by-wire (FBW) since they use optical fibers instead
of wires to transmit data from the flight control com-
puters to the actuator controller. Fiber-optic systems
can transmit multiple channels of bidirectional infor-
mation with lighter hardware, are intrinsically immune
to electromagnetic interference, and possess a broader
transmission spectrum. The FBL system transmits a re-
dundant signal, which requires a second wire bundle in
a traditional FBW system [36.23].

Bidirectional transmission of optical signals over
a single optical fiber or network (without optical iso-
lators or optical amplifiers) is equivalent to transmitting
electrical signals over a coaxial or a twisted-pair wire
cable. The main reason for considering bidirectional
transmission over a single optical fiber instead of two
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unidirectional fibers is the reduction of the components/
weight (fibers, optical splitters and optical amplifiers)
by a factor two and the potential cost reduction by
an integrated transceiver design. However, bidirectional
transmission might introduce other costs and complica-
tions to the system design. A special optical component
is also required to duplex the bidirectional signals at the
transceiver and the crosstalk between the bidirectional

signals. Other advantages of bidirectional optical com-
munication are increased network capacity (since the
fiber capacity is increased by operating at more than
one wavelength) and increased reliability (since there
are fewer connections or end points in the network, the
fiber solution is less susceptible to connection errors).

A typical FBL system architecture schematic is
shown in Fig. 36.5 [36.7]; the redundancy of the system
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is not shown in this schematic for clarity. The fiber-
optic links interconnecting the units of the flight control
system eliminate the possibility of spreading electrical
faults between units, as the optical fiber is an insulator.
Fiber-optic links can be bidirectional and can also be
used to provide the system status to the pilot’s control/
display panel. The bidirectional system provides the
possibility to check that the data have reached their des-
tination. Moreover, the status or ‘health’ of the control
surface actuation system can be checked by monitoring
the servo error signals and actuator hydraulic pres-
sures [36.7].

Even though fiber-optic technology has extensive
applications in communications, it has not yet seen
significant applications in civil aviation due to integra-
tion, validation, reliability, and cost factors. During the
1990s, NASA designed, developed, and tested fiber-
optic sensors and multiplexing electro-optic architec-
ture for installation and flight test on a NASA-owned
F-18 aircraft. This hardware was developed under the
Fiber Optic Control Systems for Advanced Aircraft
program, as a part of a multiyear NASA initiative to
demonstrate FBL systems for application to advanced
aircraft flight and propulsion control [36.14, 17]. Fig-
ure 36.6 shows a representative FBL aircraft control
system developed by NASA with major components
identified [36.17].

Several of the latest fighter aircraft, including
the Eurofighter Typhoon, use a fiber-optic control
link [36.22], and Gulfstream Aerospace recently flight-
tested an FBL version of the G650 [36.23]. The active
control technologies (ACT)/flying helicopter simula-
tor (FHS) of the German Aerospace Center (Deutsches
Zentrum für Luft- und Raumfahrt; DLR), which is
based on a standard Eurocopter EC 135 type helicopter,
has been modified for use as a research and test air-
craft; the mechanical controls have been replaced by
an FBW/FBL flight control system. The control com-
mands are transferred by electric cables and fiber-optic
cables instead of control rods [36.25]. A schematic
of the integrated FBW/FBL system in DLR EC 135
ACT/FHS [36.24] is shown in Fig. 36.7. Another re-
cent application of fiber-optic communication systems
is for the F-35, Joint Strike Fighter (JSF); the JSF mis-
sion system’s high speed data network is based on the
American National Standards Institute (ANSI) standard
for 2Gb=s optical fiber channel. The aircraft fiber-
optic cabling plant is a standard multimode 50/125-�m
fiber [36.26]. More examples of applications of optical
communications for flight control and FBL systems can
be found in [36.24].

Future flight/engine control architectures will in-
clude various fiber-optic and legacy sensors along with
advanced flight/engine actuators and new control pro-
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Fig. 36.8 Schematic of a simple optical network control
system architecture

cessor technologies (Figs. 36.8 and 36.9). These new
control systems will need to be able to integrate hetero-
geneous components—such as legacy sensors and ac-
tuators, as well as fiber-optic sensors—in a distributed
architecture that uses a fiber-optic network bus as its
databus. Single or multiple processors can be used for
control law computations. Figure 36.9 provides a con-
ceptual schematic of this kind of distributed optical
control architecture for use in gas turbine engine sys-
tems.

An optical network control system can be a spa-
tially distributed system in which the communication
between legacy sensors, fiber-optic sensors, actuators,
and control processors occurs through a shared opti-
cal communication network. Some conceptual plans
for this are shown in Figs. 36.8 and 36.9. In an opti-
cal network control system bandwidth, packet dropout,
and network-induced delays are not typically critical
issues [36.27] for proper operation of the control sys-
tem. However, depending on the overall optical network
control system configuration, the effects of jitter and
noise on the stability of the entire system need to be
studied.

The bandwidth of optical fiber networks can be
further increased using wavelength-division multiplex-
ing (WDM), a technique that uses lasers with differ-
ent wavelengths to transmit data on a single optical
fiber [36.27]. This technique can be broken down fur-
ther into coarseWDM or denseWDM depending on the
specific channel spacing. References [36.28–36] pro-
vide an overview of the development of WDM for use
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in aerospace applications. WDM-based fiber-optic net-
works that can work in a temperature range of �55 to
C125 ıC are discussed in [36.37].

For gas turbine engine applications, high tempera-
ture conditions have a deleterious effect on communi-
cation in the networked architecture [36.10, 38]; thus,
the effects of elevated temperature on the commu-
nication systems within the optical network control
system framework have to be investigated. In typical
distributed engine control system setups, some of the
electronics employed as smart nodes (sensors and actu-
ators) typically need to be placed in high-temperature
locations, and hence processing capability in those
elements could be severely affected by high tempera-
ture [36.39].

36.2.3 Avionics Full-Duplex
Switched Ethernet

To implement FBL there is a need for a databus that can
handle optical signals. Avionics full-duplex switched
Ethernet (AFDX) is an existing avionics protocol that
utilizes commercial off-the-shelf Ethernet devices (in-
cluding fiber optics)withmodifications for flight control
environments. It was specifically designed for real-time
control systems by Airbus [36.40] for flight control ap-
plications [36.41]. It is a standard that defines the electri-
cal and protocol specifications for the exchange of data
between avionic subsystems using IEEE 802.3 for the
communications architecture. The AFDX data network
is a specific implementation of ARINC (Aeronautical
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Radio, Inc.) Specification 664 Part 7, which defines how
commercial off-the-shelf networking components will
be used for future-generation aircraft data networks. The
six primary aspects of an AFDX data network include
full duplex, redundancy, determinism, high-speed per-
formance, and switched and profiled network.

Through the use of twisted-pair or fiber-optic ca-
bles, full-duplex Ethernet utilizes two separate pairs or
strands for transmitting and receiving the data. AFDX
extends the standard Ethernet to provide high data
integrity and deterministic timing. The issue of deter-
ministic communications is addressed by defining com-
munication virtual links (VLs) between end systems
with specified maximum bandwidth, bounded latency,
and frame size during system design. Furthermore, a re-
dundant pair of networks is used to improve the system
integrity. More information about AFDX can be found
in [36.42–44].

In order to realize and harvest the full potential
of fiber-optic communication technologies for avionics
and flight control applications, there is still a need to
develop a better and more sophisticated optical commu-
nication databus to be implemented as an integral part
of future FBL systems.

36.2.4 Network Topologies
for Distributed Controls

Researches have studied a variety of topologies when
connecting sensors and actuators using basic ring, star,
bus, and tree topologies in the context of implement-
ing a distributed engine control system (DECS). They
have been analyzed in terms of their potential impact
on network reliability, weight, and maintainability. It is
also important to note the effect a given topology might
have on the average message transmission length. The
vast majority of comparison studies have been primarily
qualitative.

The basic network topologies, which will be re-
viewed here, are [36.45, 46]:

(i) Ring—where each node is connected to the node
just before and just after itself.

(ii) Star—where each node is connected to a central
node or hub.

(iii) Bus—where each node is connected to a shared
backbone medium.

(iv) Tree—where nodes are arranged in a hierarchi-
cal fashion, such that there is a root node, interior
nodes, and leaves (nodes with no children).

Ring
Ring topology describes a network where each node has
two connections. Usually, these connections are to the

node that comes before and the node that comes after.
This concept is simple to visualize in the case where
the nodes are already arranged in a ring-like shape, and
every node connects to its two nearest neighbors. How-
ever, the physical shape of the network could end up
looking quite contorted depending on the locations of
the nodes. Ring topology is considered to be weakly
connected since in a fully connected network of n nodes
there are 1=2 n.n�1/ connections while there are only n
connections in a ring. Because of this, ring topology
may have a large potential for weight savings. In some
of the simpler ring networks, data is passed in only one
direction (clockwise or counterclockwise), but in this
analysis we will consider a ring that is bidirectional
(i.e., data is able to be passed in either direction). This
means that the failure of a single node or link in the
rings will not cause an entire system to fail since there
are always two paths between each node. Since the con-
nections in a ring network do not terminate at a central
location, accessibility to the network could be difficult
for maintenance personnel. The average message trans-
mission length is relatively high for ring topology since
a message might have to traverse a significant portion of
the ring in order to reach its final destination. Consid-
ering this issue, some research has been done on ways
to improve scalability in terms of transmission time for
ring networks [36.47].

Ring buses have been used in many distributed sys-
tems including various proposed IEEE 802 standards,
and was adapted from token ring access developed by
IBM in the 1970s. The token ring scheme is used to
allow a process to add data or messages to the ring
when it receives a token. With enough control, each
segment of the ring may be allowed to transfer infor-
mation and data simultaneously, which increases the
system communication bandwidth. Ring buses are not
inherently fault tolerant in transferring data/information
due to their architecture, which includes a critical fail-
ure point, namely the communication channel.

For more efficient utilization of processors in a mul-
tisensor system approach, those required for a given
sensor processing task can be grouped in a single ring.
Results computed by the sensor ring, using a gateway
node, can be passed to a data fusion processing ring.
This nesting of rings is useful until all the bandwidth
has been used or the system requirements have been
reached [36.48].

Star
In the star configuration, each node connects directly to
a central node, usually referred to as the hub. The cur-
rent centralized control architecture may be viewed as
a physical star topology where the FADEC represents
the central node. In a distributed architecture, there may
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be several stars chained together. In principle, the to-
tal number of links in a star topology is similar to that
in ring topology, however, the wire length tends to be
larger. This is a result of the point-to-point nature of the
star topology. On average, the exterior nodes are closer
to each other than to the hub. The hub has the potential
to be a single point of failure for all nodes connected to
it. However, the loss of any exterior node has no adverse
effect on the rest of the network. In this sense, the focus
on reliability (strictly in terms of network connectivity)
is shifted away from the exterior nodes onto the nodes
acting as hubs. Maintaining a DECS in a star topology
could prove to be easier than in a ring topology since
all of the connections terminate at the hubs. These hubs
could be strategically placed to provide ease of access
to the maintainer. Though each exterior node has only
a single connection in this configuration, the hub will
have many. Exterior nodes are logically connected via
the hub, so there are usually only two links that a mes-
sage must traverse.

Bus
For the purposes of this paragraph, the word bus will
be used to refer to the physical bus network topol-
ogy as opposed to the data transfer mechanism (i.e.,
databus) meaning, which is used throughout much of
this chapter. Bus topology is characterized by a shared
communication backbone. Each node is connected ex-
clusively to the bus, instead of to other nodes, as is
the case in the other topologies. Physical bus topol-
ogy shares many advantages and disadvantages with
star topology in terms of fixed message transmission
length and maintainability. However, there is the poten-
tial to reduce the number of connectors when compared
to the star case. Consider the case where there is a single

hub in the center of the engine. In this case, a multitude
of links converge at the location of the hub. Then con-
sider a bus, which could be extended along the length
of the engine. In this case, each node requires just one
connector. Although both the bus and the star configu-
rations present a single point of failure, the bus may be
more susceptible to physical damage since it spans over
a much greater portion of the engine.

Tree
Tree topology consists of a root node that is connected
to each of its children, who in turn may have their own
children. In this way, each node is connected to a sin-
gle parent and to each of its children (except for the
root, which has no parent). Trees are typically classified
by the number of children they can have. For example,
a binary tree is a tree in which each node may have
a maximum of two children. A tree structure is inher-
ently hierarchical, which is likely to prove beneficial
as control systems become more and more hierarchi-
cal. This is the case for supervisory and control tasks
where a high-level controller sends commands to low-
level controllers [36.49]. The tree structure may also
be useful in cases where the controller is partitioned
in a functional manner. In [36.6], the authors have pro-
posed using localized control nodes, one each for the
inlet/fan, compressor, combustor, and turbine/nozzle.
This gives the tree architecture a clear advantage in
scalability. In other words, it can add nodes without
increasing the capacity requirement of each node and
without significantly increasing message transmission
delays [36.50]. Performing maintenance on a network
arranged in a tree formation could be difficult if the net-
work is spread over a large area. In many ways, tree
topology is comparable to a chain of stars.

36.3 Fiber-Optic Sensors

Although they have their own set of implementation
issues, fiber-optic sensors offer the sensor community
many of the same benefits that optical fibers deliver
to the telecommunications industry. They have several
potential advantages over electronic-based sensors for
making detailed measurements in hostile environments.
A single optical fiber with hundreds of multiplexed
Bragg gratings can potentially provide measurements
of multiple parameters at hundreds of locations [36.51].
Because these sensors are optically based, they are not
sensitive to the problems experienced by many of the
electronic-based sensors. Fiber-optic sensors are im-
mune to electromagnetics, electrical interference, elec-
tronic noise, and shorting, and they do not require any

isolation from ground. Optical fibers also allow any
electronic components that are needed to convert the
optical output of the fibers into digital electronic signals
to be remotely located away from high-temperature ar-
eas. This capability also allows digital pooling of the
collected sensor information to be done.

36.3.1 Fiber-Optic Sensor Design Issues

There are many fiber-optic sensing techniques that may
be of value to future digital engine control systems.
While some fiber-optic sensing methods provide single-
point measurements, a number of sensing technologies
can be multiplexed to allow many measurements to be
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made along the length of the fiber. Taking advantage
of this capability, a single optical fiber can be used to
multiplex tens or hundreds of sensor locations [36.51].
Regardless of the specific sensing method being con-
sidered, optical fibers in general have several unique
capabilities even though they pose their own set of ap-
plication problems.

One of the problems associated with the use of fiber-
optic sensors in hostile environments is their ability to
accommodate the temperatures typically found in these
applications. Although the extensive use of silica as the
material of choice in so many optical applications has
led to developments that have improved their perfor-
mance over other fiber-optic materials, sapphire-based
optical fibers have the most potential for use in hos-
tile environments, due to their ability to accommodate
high temperatures. Sapphire fibers can be used in tem-
peratures approaching the melting point of sapphire,
which is 2053 ıC (3727 ıF). In addition to their high-
temperature capabilities, sapphire fibers are resistant to
reactive or corrosive environments, which make them
desirable candidates for use in harsh environment ap-
plications.

As discussed above, the utilization of metal-coated
optical fibers provides added strength and durability to
the optical fibers in addition to giving them the ability to
transmit electrical current along the length of the fiber.
The same benefits metal coatings provide to communi-
cation applications apply to fiber-optic sensors. One of
these benefits is the availability of an expanded number
of fiber-optic materials that could not have been used
otherwise due to their lack of strength and fragility. This
benefit expands the available spectrum of wavelengths
of light that can be used. For example, chalcogenide
fibers offer excellent transmission in the infrared region
of the spectrum, which may enable a number of addi-
tional sensing methods to be considered for any given
application. The use of a metal-coated fiber also offers
the potential for an optical fiber to serve as both a sen-
sor as well as a power source and/or a data transmission
line for conventional electrically dependent sensors.

Another benefit of metal-coated optical fibers is
the potential of embedding the fibers within an engine
component. While the flexibility and small size of op-
tical fibers without metal coatings have allowed them
to be threaded through extremely narrow or treacherous
components to provide strain and temperature measure-
ments conducive to smart skin applications within some
structures, metal-coated optical fibers have far greater
survivability, and may be able to be embedded directly
within a component while it is being fabricated. While
embedding a metal-coated optical fiber is typically very
desirable, there are always trade-offs. Having this capa-
bility often leads to the need to evaluate the pros and

cons of each application prior to planning whether to
embed the fiber, or to use surface mounting to apply it.
Each method presents both advantages as well as defi-
ciencies, which vary based on the application.

Embedding the fiber allows information to be
gained from within the material and offers protection
from external environmental issues such as ablation and
abuse during assembly of instrumented parts into com-
ponents. In certain cases, embedding even small fibers
can be beneficial to stealth and signature reduction.

These benefits come with a significant increase in
the cost of manufacturing the component in which the
fiber is embedded. Even with a metal coating, fiber sur-
vival can be difficult to achieve given the rigors of some
of the component fabrication processes. Great care must
be taken to provide for fiber ingress and egress. Run-
ning the fiber out the side of a panel is not always
an option since panels are typically trimmed and fitted
close to other panels. An additional concern is the dif-
ficulty of repairing a sensor in the unlikely event that it
is damaged.

Surface mounting reverses the positive and nega-
tive aspects found with embedding. Because the fiber is
mounted on the surface, component fabrication is a sep-
arate step, as attaching the fiber need not be part of the
component fabrication process, thus providing a signif-
icant reduction in production cost. Ingress and egress
of the fiber is no longer an issue since the fiber is al-
ready on the surface. Part trimming can be performed
before the fiber is attached to the component surface. In
the (now more likely) event that the fiber is damaged,
repair could be completed by repeating the process that
mounted it initially, thereby eliminating the need to de-
velop separate techniques for installation and repair.

However, problems still exist with surface mounting
that could preclude its use. Because the fiber is exposed
on the surface it is subject to abuse, either from the
manufacturing and assembly process, or from the detri-
mental effects of the severe environment in which it will
operate. Additionally, if information from within the
component is necessary, surface mounting has an ob-
vious disadvantage. Such would be the case if internal
temperature measurements for actively cooled compo-
nents in high heat flux environments were needed. It
would also be the case should detailed information be
required regarding the internal stresses or strain levels
of a component exposed to high levels of mechanical
loading.

36.3.2 Fiber-Optic Sensing Methods

Fiber-optic sensing methods can generally be classified
as either single-point or distributed sensors. Research
efforts conducted by AFRL’s Turbine Engine Division
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in the 1980s attempted to develop the twin-core fiber-
optic sensor for use in turbine engines. Although this
sensor was able to measure both strain and temperature,
it required separate sensing sections to be fabricated
along the length of the fiber in order to make distributed
measurements [36.52]. The need to fabricate these sep-
arate sensing sections proved costly and reduced the
number of locations that could be evaluated using this
type of sensor.

One of the most versatile optical sensors is the fiber
Bragg grating (FBG). FBG sensors are grating-based
sensors that are regarded as probably the most ma-
ture distributed sensor, and have already been widely
utilized in numerous applications. This sensingmethod-
ology is a prime candidate for supporting avionics and
autonomous vehicles. An FBG sensor reflects a portion
of the incoming light of a particular wavelength, called
the Bragg wavelength, from a Bragg grating and allows
the rest of the incoming light to pass without altering it.
Figure 36.10 shows a schematic structure of an optical
fiber on which an FBG sensor has been written. Fiber
Bragg gratings are created by or written into an optical
fiber by exposing the fiber to an ultraviolet interference
pattern, which produces a periodic change in the core
index of refraction.

The Bragg wavelength is defined by the refractive
index grating pitch interference pattern that has been
written into the fiber. This grating, and subsequently
the Bragg wavelength, is affected by external environ-
ment changes, such as temperature, strain, vibration and
other parameters. All these changes have an impact on
the Bragg wavelength shift. Therefore, by monitoring
the Bragg wavelength shift, several measurands can be
monitored using FBG sensors. With the recent advance-
ments in wavelengthmultiplexing technology, hundreds
or even thousands of wavelengths can be multiplexed
in a single optical fiber. Current technology makes it
possible to multiplex tens or hundreds of FBG strain
signals in one optical fiber and monitor them remotely.
With their rapid development in recent years, FBG sen-
sors have become a leading technology when compared
to other competing fiber-optic sensing technologies.
Among other materials, Bragg gratings can be written
into optical fibers made of sapphire, thereby allowing

this sensing method to be utilized at very high tempera-
tures. Besides their wavelength multiplexing capability,
FBG sensors have the advantages of low cost, compact
size, and excellent linearity.

In recent years NASA has developed what they call
the fiber-optic sensing system (FOSS). FOSS essen-
tially uses FBGs in combination with optical frequency
domain reflectometry (OFDR) to allow thousands of
FBG sensors to be interrogated simultaneously on a sin-
gle fiber. OFDR systems interpret a beat frequency
between a reference arm and a sensing arm where the
sensors are located. The phase difference of these inter-
fering signals is then detected by a photodetector and
processed using the Fourier transform into the time do-
main. Once in the time domain, a map of the reflections
as a function of fiber length can be developed.

While some of the single-point fiber-optic sensing
methods provide excellent measurement capabilities,
their ability to make measurements only at a single
location, or their need to have multiple sensing sec-
tions, makes them less desirable for avionic and au-
tonomous vehicle applications than the optical fibers
with multiple sensors distributed along their length,
which provide the possibility to measure almost any-
where along the length of the fiber. These fibers are
capable of distributed sensing and can typically pro-
vide measurements at hundreds of locations. Some of
the more promising distributed fiber-optic sensing tech-
niques are discussed below.

Optical time domain reflectometry (OTDR)based on
Rayleigh scattering, Raman optical time domain reflec-
tometry (ROTDR) based on Raman scattering, and Bril-
louin optical time domain reflectometry (BOTDR)based
on Brillouin scattering are the most widely used time-
domain distributed fiber-optic sensor methodologies.

Rayleigh scattering is caused by photons interact-
ing with particles that are much smaller than (less than
1=15) the wavelength of light. Atoms and ordinary
molecules that have a diameter of less than 1 nm are in-
cluded in Rayleigh scattering. In an optical fiber these
particles can be almost any small inclusion or defect in
the fiber.

Raman scattering is a change in the wavelength of
light due to it being scattered by an atom or molecule.
When a photon of light strikes an atom or molecule
nearly all the encounters are elastic, and the photons
are scattered with unchanged energy and frequency. On
rare occasions, however, the molecule takes up energy
from or gives up energy to the photons into rotation
and vibration excitation, which are then scattered with
the scattered photons having a frequency different from,
and usually lower than, that of the incident photons.

Brillouin scattering is an effect caused by nonlin-
earities in the transmission medium, specifically by
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that part of the nonlinearity that is related to acous-
tic phonons. When this occurs, an incident photon can
be converted into a scattered photon, usually propa-
gating in the backward direction, and a phonon. The
frequency of the reflected beam is slightly lower than
that of the incident beam, with the frequency difference
corresponding to the frequency of the emitted phonons.
The Brillouin frequency shift depends on the material
composition and to some extent on the temperature and
pressure of the medium.

Optical time domain reflectometry (OTDR) is in the
first generation of fiber-optic distributed sensors, where
Rayleigh scattering is measured as a way to determine
changes in the fiber-optic structure. Rayleigh OTDR
testing consists of an optical pulse being introduced
into an optical fiber while the power of the Rayleigh, or
Fresnel, backscattered light is measured by a photode-
tector as the light pulse propagates along the fiber. After
sending a series of pulses and averaging them, spatial
distortion of the fiber can be obtained and correlated to
strain and/or temperature.

Raman optical time domain reflectometry (ROTDR)
and Brillouin optical time domain reflectometry
(BOTDR) have both been employed for distributed
sensing applications over the past few years. Their
operationmechanisms are based on the nonlinearities of
optical fibers, where additional spectral components can
be generated. These additional spectral components are
affected by external environmental parameters. Thus,
evaluating the spectral content in an appropriate way
can determine the changes in external measurands.

ROTDR is based on the Raman scattering phenom-
ena, where both anti-Stokes components and Stokes
components are generated. The intensity ratio between
the Stokes and anti-Stokes components can provide
temperature information at any given point along the
fiber, as the fiber itself is the sensing medium. Since the
amplitude of the Stokes components is less dependent
on temperature, ROTDR is only capable of measuring
temperature rather than strain, but it has a temperature
resolution of 0:2 ıC (0:36 ıF).

In BOTDR, light launched into an optical fiber link
is partially scattered back toward the source based on
the Brillouin scattering phenomena. The frequency of
the scattered light is dependent on both the tempera-
ture and strain applied to the optical fiber, which allows
BOTDR to measure both of these parameters.

36.3.3 Fiber-Optic Sensing Applications

Fiber-optic sensing can offer lots of benefits for various
aerospace applications including harsh environments
and gas turbine engines [36.52–87]. Turbine engines
under development are extensively evaluated in the

Table 36.1 Prioritized ranking of technologies beneficial
to PIWG with rankings from OEMs

Hot section technology OEM Average
Flow path temperature measurements—
planar gas path

9.00

Tip clearance measurements 7.67
Metal surface temperature measurements—
airfoil surface mapping

7.67

Blade tip timing NSMS in hot sections 7.00
Dynamic pressure measurements 5.67
TBC surface temperature measurements 5.67
Single-point stress and strain measurements 5.67
Wires and interconnect improvements
(enabler)

5.67

Hot section component degradation 5.00
Vibration measurements 4.33
Emission species measurements 4.33
Acoustic emissions—noise 1.00

Hot section technology OEM Average
Flow path temperature measurements—
planar gas path

9.00

Tip clearance measurements 7.67
Metal surface temperature measurements—
airfoil surface mapping

7.67

Blade tip timing NSMS in hot sections 7.00
Dynamic pressure measurements 5.67
TBC surface temperature measurements 5.67
Single-point stress and strain measurements 5.67
Wires and interconnect improvements
(enabler)

5.67

Hot section component degradation 5.00
Vibration measurements 4.33
Emission species measurements 4.33
Acoustic emissions—noise 1.00

test cell environment where both their improvements
in propulsion efficiency as well as the integrity of
their structural components can be verified. The safe
operation of these test cells relies on having estab-
lished and dependable test cell instrumentation capabil-
ities. The Propulsion Instrumentation Working Group
(PIWG) has been established to lead the development
of advanced measurement capabilities for the test cell
environment [36.88]. PIWG has established a prior-
itized list of technologies that would be the most
beneficial to the needs of the test cell instrumenta-
tion community. This ranking was done by surveying
the original engine manufacturers (OEMs) and gov-
ernment agencies involved in turbine engine testing.
Their prioritized ranking of technologies beneficial to
their needs is shown in Table 36.1. The technology ar-
eas listed below could benefit from fiber-optic sensing
technologies to meet anticipated instrumentation needs:
hot section dynamic strain measurements (e.g., non-
intrusive stress measurement system; NSMS), surface
temperature mapping, high-temperature dynamic pres-
sure, blade tip deflection, planar gas-path temperature,
blade tip clearance, particulate emissions, crack detec-
tion, heat flux, gas species emissions, high-temperature
static strain, acoustic emissions, thermal barrier coat-
ing (TBC) health, bearing health and other applica-
tions.

Optical fiber sensors can be beneficial for these ap-
plication because they:

1. have been proven to be robust in aerospace deploy-
ment for various types of measurements,

2. have been proven to be robust in the high-
temperature, high-pressure, high-shock environ-
ments of offshore oil wells, for example,
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3. are electromagnetic noise free (they are both im-
mune to electromagnetic interference (EMI) and do
not generate EMI),

4. are electrically passive and safe in explosive envi-
ronments,

5. allow transmission of sensed information over long
distances and through difficult-to-access regions
(e.g., through small holes, down oil wells, etc.),

6. are small enough to be integrated into smart materi-
als,

7. have minimal mass,
8. are capable of being installed with less labor than

comparable electronic sensors, and
9. can provide high data rates.

One of the most promising techniques for optically
measuring structural temperatures in the very difficult
environment of the turbine engine hot section is a tech-
nique known as thermographic phosphors.

Although thermographic phosphors utilize optical
fibers in order to make their measurements, this con-
cept is more an optical measurement technique than
what would be considered strictly a fiber-optic mea-
surement technique. Thermographic phosphors have
demonstrated significant potential for determining the
surface temperatures on several ceramic matrix com-
posites (CMC) and thermal barrier coated (TBC) com-
ponents. The ability to make temperature measurements
on TBC components is especially important since the
use of TBC allows gas turbine structural components
to survive higher temperatures in the hot section of en-
gines, while retaining acceptable component lifetimes.
Because of the high levels of reflected radiation asso-
ciated with TBCs and ceramic components, pyrometry,
which measures the thermal black-body radiation emit-
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ted by a component to determine its temperature, is
prone to extremely high error levels, which severely
limits its use in the turbine hot section. Thermo-
graphic phosphors are rare-earth-doped ceramic sub-
stances that fluoresce, or emit light, when exposed to
short-wavelength (typically ultraviolet) light. Because
they are ceramic substances, they adhere very well to
both CMCs and TBCs. Certain characteristics of the
emitted light change with temperature, including color
spectra, brightness, and fluorescence duration. The lat-
ter parameter is most commonly used for temperature
measurement. The basic components needed to make
this type of measurement consist of the phosphor coat-
ing and a method to securely apply it, a data acquisition
system, an excitation source to excite the phosphor to
fluoresce, an optical probe that provides illumination
of the coating and collection of the fluorescence, and
a data analysis protocol. Typically, a short-wavelength
short-duration light emitting diode (LED) or pulsed
laser source is used as the excitation source to illumi-
nate the phosphor coating, which in turn luminesces
visibly in distinct lines of fluorescence. Once the il-
lumination ceases, the luminescence will persist for
a short time, steadily decreasing. The time required for
the brightness to decrease to 1=e of its original level
is known as the decay time or lifetime. Decay time
measurements are made by exciting the phosphor with
a pulse of ultraviolet radiation and measuring the de-
cay time of one of the lines of fluorescence through
a narrow-band filter to eliminate as much of the back-
ground radiation as possible. Fairly detailed schematics
showing how luminescence decay measurements would
be made in turbine engine tests are shown in Figs. 36.11
and 36.12, while a more general overview of the phos-
phor thermometry method is shown in Fig. 36.13. The
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decay time method of making temperature measure-
ments has been successfully used in a variety of other
structural measurement applications. Unfortunately, an
attempt to make temperature measurements on first-
stage turbine vanes yielded marginal results, indicating
the need for additional development to enable this
technique to be successfully demonstrated in the envi-
ronment of a turbine engine.

A second, less commonly used method of tempera-
ture detection is based on measuring the intensity ratios
of two separate lines of fluorescence, where the change
in coating temperature is derived from the change of
the phosphorescence spectrum. This method enables
surface temperature distributions to be determined. In
addition to making surface measurements, the inten-
sity ratio method has the advantage that fibers that have
become dirty or polluted have little effect on the mea-
surement as it compares ratios between emission lines.
The major disadvantage of this method is that it is
a much more complicated test method to incorporate
into gas turbine engines.

While the previously mentioned methods are fo-
cused on temperature detection, the inclusion of ther-
mographic phosphor dopants into the physical structure
of the TBC, especially if done in a layered fashion
where different dopants are located at varied depths in
the TBC, can essentially make the entire surface of the
TBC a sensor. This full-surface TBC sensor would have
the ability to detect a variety of parameters, such as heat
flux, spallation, TBC erosion, or other damage or aging
mechanisms the TBC may be experiencing.

36.3.4 Ultrahigh-Temperature Design

Here we review the ultrahigh-temperature (UHT) de-
sign consideration for optical fibers and FBGs.

Probes for high-temperature operation can be devel-
oped using silica fiber (for operation to around 1000 ıC),
pure silica core fiber (with glass transition temperature
� 1200 ıC) for resistance to slightly higher temperature
and sapphire fiber for operation to over 1700 ıC (sap-
phire’s melting point is approximately 2040 ıC).

Single-crystal sapphire fibers were originally devel-
oped by Fejer, Byer and collaborators at Stanford in the
1980s [36.58, 59]. Multimode fibers are good choices
for blade tip clearance measurement according to the
results reported in [36.62]. Nevertheless, single-mode
(or near single-mode) propagation in multimode sap-
phire fibers has been demonstrated with subpicosecond
pulses [36.68], tapered fiber excitation [36.72], and hol-
low sapphire fibers. Using FBGs to detect subpicosec-
ond pulses is still at the research level; more develop-
ments in photonics and electronics are needed to make
it compatible for FBG reading at subpicosecond level.

Alternative fiber-like structures, such as those com-
posed of sapphire, are considered attractive candidates
for sensing applications at still higher temperatures
(over 1500 ıC) because of the high temperature surviv-
ability of sapphire. So far, such devices could only be
employed as point sensors or, in the case of long pe-
riod gratings, as broadband sensors operable only in
transmission mode. Authors in [36.72, 73] have demon-
strated FBGs written in multimode sapphire fibers with
single-mode interrogation tests at 1288 ıC (2350 ıF).
To achieve single-mode operation, by the coupling of
the fundamental mode from a single-mode fiber into
the fundamental mode in a multimode sapphire fiber,
Mihailov used a mode-matching taper. Authors from
Leibniz-Institute for Photonics Technologies (IPHT had
earlier tested FBGs to 1745 ıC (3173 ıF) [36.53].

FBGs created with nonphotosensitive methods in
fiber that is specifically designed for high-temperature,
high-vibration environments have been proven to be
capable sensors in environments such as gas turbine en-
gines.

In successive rounds of PT6 testing sensors were
installed both on the casing and in the exhaust [36.55,
56]. Appropriately packaged FBGs are robust to high
shock, vibration, acoustic loading and temperature (to
over 1000 ıC) in a range of high-temperature appli-
cations. High-temperature FBGs have been shown to
survive several months of use on gas turbines to 800 ıC
(� 1470 ıF) in [36.81]. NASA’s GRC group has worked
with the Armstrong Flight Research Center (AFRC) to
perform testing of sensors calibrated to 800 ıC in a tur-
bine engine exhaust, with installation of the sensors in
an emission sensing system (ESS) rig located behind
a Pratt & Whitney F117 turbofan engine [36.82].

36.3.5 Rotating Component Vibration
and Clearance Measurement
Using Optical Probes

Two critical items for turbine engineering are blade
tip timing (BTT) and tip clearance (TC), since the
accurate measurement and optimization of these param-
eters leads to more reliable, effective, and secure en-
gines [36.84]. BTT is a technique for measuring blade
vibration that uses the differences between real and the-
oretical blade tip arrival times to calculate the vibration
amplitude of the blade. Over the past few decades plen-
tiful research has been developed and published on this
technique (examples can be found in [36.62–66, 69, 75,
76, 78–80, 85]). Blade vibration measurement is cru-
cial to optimize turbine operation and the prevention of
fatigue-related blade failure [36.60]. Blade vibrations
can occur due to several causes. For example, combus-
tors or stators can produce synchronous responses in
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turbine blades, and even irregularities in the casing or
in the intake geometry can produce pressure variations
that lead to synchronous dynamic responses in the rotor
blades. In addition, rotating stall or adverse flow-blade
interaction with negative aerodamping can induce non-
synchronous responses, such as flutter, which consists
of a self-sustained aerodynamic instability. In an effort
to enable us to predict the lifetimes of blades and to pre-
vent damage that could lead to huge repair costs or even
to engine destruction and loss of aircraft, a low-cost,
lightweight, and effective blade vibration detection sys-
tem was determined to be a necessity and has been
developed. The BTT technique based on optical sensing
discussed here fulfills these requirements by detecting
the dynamic response of all blades on a stage.

Blade tip clearance (TC) is defined as the distance
between the blade tip and the engine casing at that lo-
cation, and its typical values vary depending on the size
of the engine and the location of the blade within the
engine, but are almost always less than 3mm. This gap
between the blade tip and the case is a significant fac-
tor on which engine efficiency depends, as an increase
in TC decreases engine efficiency. A high TC allows
an amount of air to flow back around the tip without
generating useful work, whereas a lack of clearance
can put engine integrity at risk, as blade tip rubs on
the case can cause serious problems. TC reduction in
gas turbine engines provides considerable benefits such
as reductions in fuel consumption, aircraft noise, and
emissions, while simultaneously providing additional
environmental advantages [36.71, 83]. To get a quan-
titative understanding of these benefits, it is noteworthy
to mention a 0:25mm TC reduction typically provides
a reduction of 1% in specific fuel consumption, and of
10 ıC in exhaust gas temperature [36.83]. As a result,
the engine can work at lower temperatures and the life
of its components will be increased, thereby reducing
engine lifecycle cost.

For the measurement of TC, traditional methods
include the use of capacitive, eddy current and dis-
charging probe sensors. Capacitive sensors have seen
widespread usage, are simple and inexpensive, but they
have poor frequency response and require iron blades.
Eddy current probes provide noncontact measurements,
but the magnetic disturbances of the turbine engine
can interfere with their output. Additionally, they need
to be calibrated in advance, because they are highly
dependent on the tip shape and temperature [36.54].
Discharging probes, in much the same way as eddy
current sensors, require electrically conducting blades
and are only able to measure the shortest clearance.
On the other hand, optical fiber-based sensors can pro-
vide lightweight, small size, noncontact measurements
using simple instrumentation. Fiber-optic sensors also

provide high sensitivity, resolution and bandwidth, an
insensitivity to electromagnetic interference and the
ability to make measurements of every blade.

36.3.6 Blade Tip Clearance (TC)
Measurement Using Optical Fibers

The blade TC is difficult to measure in real time be-
cause:

1. The environmental temperature of the sensor probe
is very high (more than 1100 ıC).

2. There are limitations for the probe size.
3. There are limitations for the data acquisition pro-

cess of a single measurement due to high velocity
of the blade tip along the circumference.

4. A very high resolution (order of 0:025mm) is re-
quired in a measurement range of several millime-
ters.

Optical sensing techniques are good candidates to over-
come these issues [36.62].

The laser ranging (i.e., range finder) system based
on the phase shifting method can be used to measure
TC, as it is a noncontact measurement method and
can withstand harsh operating environments [36.62,
63]. As previously reported in [36.77], this method has
the potential to provide a TC measurement capability of
about 10�m, which is suitable for blade tip clearance
measurement needs. A fiber-coupled sensor probe iso-
lates the optical receiver from the harsh environment
within the turbine engine. A multimode fiber can be
used to collect the light reflected by the blade, since
the signal-to-noise ratio (SNR) of the multimode fiber
is acceptable (in comparison with single-mode fibers)
for highly accurate tip clearance measurements.

A step-index multimode fiber can be utilized as the
receiving fiber since the small diameter of the single-
mode fiber makes it very difficult to couple the reflected
light. The SNR is too low when a single-mode fiber
is used. As different modes of the multimode fiber
have different optical paths, when different modes are
excited there will be an extra phase shifting of the mod-
ulated light, which will cause some measurement error.

36.3.7 Blade Tip Timing (BTT) Measurement
Using Optical Fibers

BTT is a noncontact measurement technique and it is
based on the measurement of the arrival times measured
by sensors at several locations around the circumfer-
ence of the stage of interest of all of the blades on that
stage [36.64, 66]. A BTT measurement system consists
of three main elements:
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(i) The acquisition of raw blade arrival time data by
a number of stationary probes placed in the casing,

(ii) The derivation of characteristic vibration param-
eters, such as blade displacement, velocity, and
acceleration from the measured data

(iii) The processing of the characteristic parameters to
describe the vibration properties of the bladed-disk
assembly.

If the blades do not vibrate, their actual arrival times
are identical to their theoretical arrival times (which
can be obtained from a simple relationship involving
the number of blades n, the rotation frequency !, and
the blade radius R). However, if the blades do ex-
perience vibration, their arrival times will precede or
succeed the theoretical nonvibrating arrival times. The
difference between the theoretical and the actual arrival
time is related to the individual blade deflections and
is used in the postprocessing section of the system to
determine the frequency and amplitude of vibration, as-
suming an adequate number of probes are used around
the circumference of the stage [36.64]. Furthermore,
by placing probes at different circumferential positions,
a sine wave model can be fitted to the blade deflections
measured at each position. From these sinusoidal fits,
the frequencies and amplitudes of the vibrations can be
obtained.

As it is described in [36.64], it is possible to per-
form a traveling wave analysis in order to obtain the
average amplitude of the blade tips at a particular nodal
diameter (ND). The minimum value of ND is 0, which
is obtained when all the blades vibrate with the same
phase, whereas ND reaches its maximum value (half
of the number of blades) when each blade is out of
phase with its neighbor. This traveling wave analysis
can be used for monitoring the integrity of the blades
against flutter, crack propagation, domestic object dam-
age and/or foreign object damage.

The traveling wave mode is the vibration condi-
tion of the blades. In a bladed disk system, the blades
vibrate at the same amplitude but with a phase lag
between them. This is known as the interblade phase
angle (Ibpa). This phase lag between the blades is re-
lated to the nodal diameter (ND) of the bladed disk
mode according to NDD 2�n=Ibpa, where n is the
number of blades. Therefore, the frequency detected by
the probe (fprobe) is the frequency of the blade (fblade)
plus the nodal diameter multiplied by the rotation fre-
quency (!). Here, the engine order (EO) is defined as
EOD fblade=! [36.64].

An optical probe placed in the casing that measures
the frequency of a rotating part senses both the fre-
quency of the blade and the phase lag that a blade has
with its neighbor, so that it is not possible to discrimi-

nate EO from ND, because the probe detects the arrival
time of each blade as a superposition of both terms.
The traveling wave analysis is mainly used for non-
synchronous responses, such as flutter, where EO plus
ND has nonzero values; for synchronous responses it is
zero, since the excitation and the response are in phase
and, therefore, synchronous responses are more difficult
to detect with the traveling wave analysis [36.64].

With a single-probe application, it is not possible
to carry out an analysis of any synchronous dynamic
response frequencies or amplitudes of vibration. Never-
theless, it is still possible to perform a traveling wave
analysis in order to obtain the average nonsynchronous
amplitude of the blades. This traveling wave analy-
sis can be used to monitor the integrity of the blades
against flutter, crack propagation, domestic object dam-
age and/or foreign object damage. Synchronous re-
sponses are more difficult to detect and require more
probes than nonsynchronous responses.

The arrival time of each blade can be estimated by
calculating the second derivative of the raw signal from
the optical probe (i.e., voltage signals from photodetec-
tors). This derivative provides the change in concavity/
convexity of the raw signal. By choosing a threshold
value for the second derivative of the raw signal, the
blade arrival time can be obtained for every blade. From
these arrival times we can obtain the deflection or de-
viation of each blade from its theoretical nonvibrating
equilibrium position. This deviation provides us with
useful information for blade health monitoring to pre-
dict possible damage to the blades. By plotting the
deviations in real time, flutter or crack propagations can
be detected as the deviation of a given blade increases
with time and gets close to predefined values of con-
cern.

With the determination of the deflection levels of
the blades a fast Fourier transform can be performed to
obtain the traveling wave spectrum of the system, which
provides the average tip amplitude of all the blades. The
traveling wave spectrum gives an average value for all
the blade vibration amplitudes at a certain nodal diam-
eter and can also be used to monitor the system in real
time, in order to assure that the average blade tip ampli-
tude does not exceed any predefined maximum value.
A recently developed technique is presented in [36.67],
which is a nonuniformly undersampled BTT signal re-
construction method for blade vibration monitoring.

36.3.8 Exhaust Gas Temperature (EGT)
Measurement

The exhaust gas temperature (EGT) is defined as the gas
temperature at the exit of the turbine; the sensors used
to measure this parameter are justifiably considered to
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be among the most vulnerable elements of turbine en-
gine instrumentation. EGT measurement is needed for
optimizing fuel economy, and for the diagnosis and
prognosis of potential structural issues. Turbine blade
temperature is a good indicator for normal life con-
sumption of turbine blades [36.92]. Currently, direct
sensor measurements made on turbine modules are
seriously limited due to the UHT environment. EGT
sensors located downstream from the highest temper-
ature sections provide a means to infer the approximate
temperatures seen by the turbine blades/disks. Unfor-
tunately, these sensors, which themselves are subject
to frequent failure, provide a fairly inaccurate indica-
tion of the actual metal temperature profiles. Accurate
EGT measurements with durable sensors are a signifi-
cant area of need for high-performance military turbine
engines where the margin between hot section operat-
ing temperature and turbine blade material capability is
constantly shrinking [36.92].

EGT and other turbine temperature sensors are
susceptible to degradation due to high-temperature oxi-
dation, erosion and contaminant intrusion into probes
and wiring harnesses. Thermocouples are easily af-
fected by noise, electromagnetic interference, and/or
other environmental factors. Military and commercial
field experience indicates that gas path thermocouple
removals affect aircraft availability and add mainte-
nance time. In addition, the adaptive engines of the
future are driving the control system to outperform
legacy design and cause higher temperatures.

Existing technologies for measuring EGT typically
implement high-temperature capability with thermo-
couples but extension to higher temperatures is not
guaranteed. Other technologies that have been in-
vestigated include thin-film thermocouples, pyrome-
ters, spectroscopy, and radioactive isotope-based sen-
sors [36.92]. They are not mature, accurate or cost-
effective for engine implementation. In addition to
being not mature, multicolor pyrometers are also com-
plex, emissivity dependent, and expensive [36.92]. With
alternatives that use fiber-optic technologies [36.93–98]
to measure exhaust gas effects, measurement of signifi-
cantly higher temperatures is possible for EGT sensing.

Fiber-optic and laser-based sensing systems are en-
visioned [36.92–98] to be used for EGT measurement
and to accurately assess the condition and life usage
of the turbine engine hot section, on a blade-by-blade
basis. To understand the extreme environmental condi-
tions experienced in turbine engines, there is a need for
robust sensors to obtain high-precision EGT measure-
ments. Development of new technologies for reliable
EGT measurement using optical fibers in future high-
performance turbine engines is needed. The control and
health management of modern turbine engines depends

on sensing a wide variety of quantities throughout the
engine, (e.g., temperatures, pressures, and vibration,
etc.) with different redundancy, reliability, and accu-
racy requirements; reliable EGT measurement is one of
the challenges for gas turbine engine control and health
management improvement.

An optical sensor system extends gas tempera-
ture measurement capability in turbine engines beyond
the present generation of EGT sensing technologies.
The sensing element, which consists of Bragg gratings
embedded inside a sapphire lightguide, is capable of
operating in UHT conditions. The emissive insert gen-
erates an optical signal as a function of temperature. An
optically averaged EGTmeasurement system can be de-
veloped by combining the optical signals from multiple
individual sensing probes at a single detector assembly.

36.3.9 Practical Harsh Environment
Considerations

Many of the fiber-optic applications involve integra-
tion into systems that operate in harsh environments,
including extreme low to high temperatures, shock, vi-
bration, radiation, corrosive conditions, chemically ag-
gressive environments, high electromagnetic, and high
radio-frequency interference and pressure. Fiber-optic
technologies have demonstrated the ability to overcome
the issues associated with the harsh environments and
provide situational awareness to platforms operating in
these environments.

Actual operating environments usually include
a combination of several of the above issues. Optical
fiber systems deployed in a harsh environment require
appropriate design of both the optical fibers and cabling
to guarantee long-term and reliable operation. Opti-
cal fiber development for harsh environment operation
includes both fiber material (e.g., glass) and coating
materials development. Glass development activities in-
clude changes to the core and cladding composition
and refractive index profile design changes. Coating
technology development includes for example material
changes to improve the thermal characteristics.

The United States Department of Defense (US
DoD) has invested in performance enhancements and
life extension for various aircraft systems (e.g., F-15,
F-16, F-22, F-35 and others), which affords an opportu-
nity to introduce fiber-optic communication and sensing
technology into future aircraft platforms via engine re-
placements that contribute to effectiveness of mission,
safety and protection of the pilot. The aircraft and en-
gine sensing architecture can provide the capability for
distributed sensing with improved predictive mainte-
nance. This accelerates the development and ability to
deploy military capabilities for use by the Air Force.
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One of the most challenging examples of harsh
environment measurement needs is for gas turbine
engines. The use of smart sensors for jet engine con-
trol is currently limited by the availability of mature
high-temperature electronic components that can with-
stand the engine operating environment. One of the
most challenging turbine-engine sensor requirements
is measuring the gas temperature as it exits the com-
bustor and enters the turbine. As engine temperatures
have increased, the durability and performance limit of
engine temperature sensors remain a challenge. Ther-
mocouples are commonly used for engine temperature
sensing, but their lifetimes are significantly decreased
in this high-temperature environment. As a result, these
sensors have been moved downstream to a cooler oper-
ating condition. The turbine inlet temperature is then
estimated using an empirically derived relationship
with resulting inaccuracies. Fiber-optic-based sensors
have been demonstrated to be capable of function-
ing in harsh environments (e.g., in temperatures of
1000 °C and higher [36.99, 100] and in presence of vi-
bration [36.101, 102]). These achievements potentially
open up a myriad of new applications and opportunities
for robust, highly capable sensors. As this technology
advances, smart sensors and fiber-optic buses will in-
creasingly appear in many different engine or avionics
applications.

36.3.10 Sustainment

The sustainment problem with the existing systems is
reliability, vulnerability, weight, and cost. The benefit
of distributed fiber-optic sensor systems for avionics
and gas turbine engines, from a sustainment perspec-
tive, is increased modularity, improved sensor data
quality, and decreased wiring, which translates into re-
duced repair and maintenance costs and time, fewer
engine inspections, and reduced operational risk. Dis-
tributed fiber-optic sensor system support and test
equipment can be developed with less cost compared
to the existing systems. Some of the sustainment char-
acteristics of fiber-optic systems are as follows:

� Diagnostics and prognostics of fiber-optic system
will be faster and easier. A repair process manual
can be developed for fiber-optic sensor systems in
the field.� Optical fiber is made of glass, which is chemically
inert and does not degrade with time, hence there
is no need for signal reduction compensation due to
exposure to environment—light attenuation is only
0:1 dB=km, which is negligible due to finite dimen-
sions within the airborne systems.

� Sensor calibration can be done during the manufac-
turing process, and since there are no electronics
within the sensor itself, there is no need for pe-
riodic calibration. Sensor interrogator electronics
have self-calibration capabilities.� Optical fiber can be ruggedized for example by us-
ing metal sleeves for harsh environments. There is
still weight benefit from optical fibers after enclo-
sure, since signals of multiple sensors are transmit-
ted through one fiber.� Specialized photonics equipment (including hard-
ware and software) can be used for maintenance and
calibration.� Pig-tail connections in fiber-optic systems provide
capability for localized optical fiber maintenance,
and it is easier to repair optical fibers on the ground.
Unlike hard-wire degradation due to harsh condi-
tions, aging, and effects of vibration, shock, and
radiation, optical fibers are less vulnerable to these
environmental issues.� Usage of fiber-optic systems does not require any
high-temperature electronics, unless the data needs
to be measured right at the site. Because of the small
size and low transmission loss in optical fibers,
sensors can be placed in high-temperature harsh en-
vironments at a distance away from the interrogator.� Software maintenance for fiber-optic sensor sys-
tems is easy and a process for software maintenance
can be provided.� Condition-based maintenance (CBM) is improved
using optical fibers since more data will be available
from more sensors on a single fiber.

36.4 Conclusion

This chapter provided an overview of avionics optical
fiber communication and sensing systems for use in
vehicles. Optical fibers are the most common means
of optical communication. In many applications they
are more cost effective than communication via copper
wiring. Fiber optics is an enabling technology for lots of

advanced sensing techniques envisioned for transition
to aerospace platforms in the near future. One impor-
tant extension of fiber-optic communication technology
for aerospace applications is the FBL approach for air-
craft control systems. Inherent characteristics of FBL
like light weight, compact size, large bandwidth, and
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EMI-immunity make it an ideal technology for future
flight control systems. FBL control systems offer in-
herent resistance to the new aircraft generation working
within more hostile military environments.

Aircraft are loaded with sensors that collect
a tremendous amount of data that they must move
through their bus structure, to process it or move it to
a recording device for later download. For military and
commercial aviation applications, optical fiber buses
can handle 40Gb=s with less loss and longer distances
in comparison to wire cables. Although fiber is easier to
deal with for high speeds, and it has the overall benefit
of weight-per-foot advantage, there are still complica-
tions including limited bend radius, and the trouble to
deal with delicate interconnections in harsh environ-
ments with dust and/or foreign object debris.

In addition to their value in communication, opti-
cal fibers have the capability to provide information
about the environment they are exposed to. There are
various types of fiber-optic sensors that can provide de-
tailed data on parameters such as temperature, strain,
pressure, vibration, and acoustic emissions. Accurate
knowledge of these parameters is vital to the system de-
sign and safe operation of various components, which
must often operate in high temperature or mechanically
hostile environments.

In summary, the expected benefits of fiber-optic
communication and sensing for avionics applications
are as follows:

� The fiber-optic network would provide a high-speed
backbone that can support the addition or sub-
traction of distributed sensors and subsystems (in
a modular plug-and-play design architecture this
can be done without redesign of the FADEC).� Fibers optics play an essential role in enabling new,
more capable measurement techniques to be incor-
porated into future engine testing.� Benefits include a system that is lightweight, highly
reliable, modular, scalable, capable of high data
rates and large capacity, cost effective and immune
to radiation/interference.� With distributed fiber-optic sensor systems a large
number of sensors can be used, which generates
a high volume of data for improving the diagnostics
and prognostics capability for jet engine systems.

� Thanks to shorter downtime and increased platform
availability due to fiber-optic systems, predictive
maintenance also reduces the total acquisition de-
velopment and sustainment cost of the engine.� Since multiple sensors can exist on a single op-
tical fiber, there is only one streamline of sensor
maintenance for all of these fiber sensors, which
decreases the cost and complexity in shop floor pro-
cesses.� Fiber-optic sensors can be used in high-temperature
components of the engine (such as combustor), as
opposed to the current sensors, which are not useful
in very high-temperature engine areas.� Technology will be applicable to various systems
including propulsion systems for advanced tactical,
rotary wing and commercial aircraft.� Network ability to integrate legacy and smart sen-
sors.� Network ability to overcome and reroute around
nodal failures.� Cost reductions in instrumentation system complex-
ity and installation labor.� Improvements in engine sensor scalability and data
quality.� Improved engine test schedules and accelerated
time to market.� Increase in fan efficiency, since measuring fan inlet
and exit temperatures is used in the calculation of
fan efficiency.� Improving aircraft and engine prognostics and
health management (PHM) systems by providing
a large volume of data using a large number of
sensors all over the engine especially in high-
temperature areas.� Reduced maintenance costs with built-in diagnos-
tics at each smart module, improved fault isolation
(for mission readiness), fewer parts obsolescence is-
sues.� Reduced control system (FADEC and cable)
weight.� Standard components interface to promote compe-
tition in supply, more advanced technology options
(e.g., optical) and cost control, affordable modular
upgrade/reuse.� Smaller core packaging.� Enhanced hot section sensing and actuation.
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equal cost multipath (ECMP) 1000
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error
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– floor 199
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error-correcting code 190
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– PON (EPON) 684, 836, 850, 914,
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424
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1083
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573, 588, 915

exaFLOPS (EF) 730
exclusive OR (XOR) 100, 191
exhaust gas temperature (EGT)
1142

expectation-maximization (EM)
241

experimental (EXP) 617
explicit route object (ERO) 541
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extensible markup language (XML)
589

extension port 934, 936
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– cavity laser (ECL) 138, 140, 898
– modulation 90
– network-to-network interface
(E-NNI) 537

– optical modulator (EOM) 641
externally modulated DFB laser
779, 785
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– burst 967
– modulation 967
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eye diagram 89
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– laser 138
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failure recovery 980
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fairness 525
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– reroute (FRR) 416, 438, 617, 999
– statistical estimation (FSE) 1050
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– topology 736
fault identification, configuration,
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feed-forward equalizer (FFE) 173,
972
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– fiber (FMF) 27, 35, 382, 475
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fiber
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1022, 1136, 1140

– cut 938
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– delay line (FDL) 810
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– loss 369
– main distribution frame (FMDF)
945

– nonlinearities 467
– nonlinearity 468
– refractive index 467
– switch 940
fiber propagation 290
– analytical perturbation modeling
292
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1134–1137

– system (FOSS) 1136
fiber-optic sensor 1125, 1126,
1131, 1132, 1134, 1136, 1141,
1144, 1145
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fiber-to-the-home (FTTH) 28, 36,
396, 828, 831, 850, 871, 920, 993
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919
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fiber-wireless integrated fronthaul
system 1036
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– channel 487
– connection (FICON) 487
field
– modulation and heterodyne
detection (FM-HD) 1042

– of view (FOV) 1062
field-programmable gate array
(FPGA) 126, 200, 569, 670, 834,
868, 972

figure-of-merit (FOM) 31
finite impulse response (FIR) 155
FIR filter 157
first-fit algorithm 464
first-order PMD picture 374
fitting-based nonlinear quantization
(FBNQ) 1049
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– alternative-path routing 457
– optical add/drop multiplexer
(FOADM) 265

– wireless access (FWA) 839
fixed-path routing 456
flat optical core network 963
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flex Ethernet 501, 510
flexible 760
– (elastic) optical network 469
– access system architecture (FASA)
924

– grid 263, 529
– networking 449
– OTN client interface 509
– spectrum 263
– transceiver 121
FlexO 510
– interface (FOIC) 129
flight control 1125, 1127–1133,
1145

floating point operation 727, 728
floating point operations per second
(FLOPS) 726

FLOPS-per-Watt 730
flow
– control 744

– maximization 514
– table modification message
(FLOW_MOD) 603

fly-by-light (FBL) 829, 1125,
1128–1133, 1144

fly-by-wire (FBW) 1128
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folded Clos network 929
forced wake-up 867
– indication (FWI) 867, 880
forward error correction (FEC) 22,
86, 124, 169, 177, 324, 356, 409,
485, 614, 640, 682, 713, 789, 857,
861, 881, 974, 990, 1034, 1065

– hard decision 218
– soft decision 197
forwarding
– equivalence class or FEC 617
– information base (FIB) 617
four-dimensional
modulation/multiplexing 720

Fourier transform 368
four-level pulse-amplitude
modulation (PAM4) 34, 788, 996

four-photon-mixing (FPM) 63
four-quadrant detector (4QD) 1078
four-wave mixing (FWM) 293,
467, 468, 557

fragmentation 471, 476
frame
– check sequence (FCS) 858, 1001
– error rate (FER) 197
framer 127
free spectral range (FSR) 906
free-space
– optical communication (FSOC)
829, 1057

– optics (FSO) 750, 1044
– transmission 1031, 1044
frequency
– detuning 105
– domain implementation of FIR
filters 159

– modulated laser (FML) 902
– slot 470
frequency-division multiplexing
(FDM) 1, 1040

frequency-resolved LP (FRLP) 315
Fried parameter 1091
fronthaul 405, 914, 961, 1005
– network 989, 1008
– system 1018
FTTx 836
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full authority digital electronic
controller (FADEC) 1127, 1128,
1133, 1145

full-service access network (FSAN)
850

functional split 915
functional splitting 1031, 1038
fundamental mode 362
Fx 915

G

gain transient 970
Gardner algorithm 167
GATE messages 858
gated-voltage-controlled oscillator
type CDR 853

gearbox 126
general packet radio service (GPRS)
1017

generalized
– 4� 4 equalizer 166
– Jones vector 371
– LDPC (G-LDPC) 223
– minimum distance (GMD) 228
– multiprotocol label switching
(GMPLS) 537, 538, 589, 618,
963

– mutual information (GMI) 186,
302, 322, 340

– Pauli matrices 371
– Stokes vector 371
– vector product 373
generator matrix 191
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– associated channel (G-ACh) 625
– framing procedure (GFP) 126,
487

– mapping procedure (GMP) 126,
494–496, 996

geometric shaping 170
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1082

gigabit Ethernet (GigE) 430
gigabit Ethernet PON (GE-PON)
850

gigabit interface converter (GBIC)
127

gigabit-capable PON (GPON) 403,
692, 836, 850, 914, 954, 965
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Global System for Mobile
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Google Public Data Explorer 633
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– transmission convergence (GTC)
855

– transmission convergence (GTC)
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G-PON encapsulation method
(GEM) 858
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graded-index fiber 357, 364
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greenhouse gas (GHG) emission
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Greenwood frequency 1071
Grid extension 936
gridless architecture
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group velocity 361
– dispersion (GVD) 84, 97, 288
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– frames 855
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guard band 470, 475, 852
GVD 99, 105, 112
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– weight 190
hard-decision decoding (HDD)
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Helmholtz equation 361
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– adjoint 368
– matrix 369
hierarchical
– all-to-all (HALL) 771
– low-latency interconnect optical
network switch (Hi-LIONS) 771

hierarchy of aggregation 516
high temperature 1125, 1126, 1132,
1135–1138, 1140, 1143–1145

high-altitude platform (HAP) 1058
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highly nonlinear fiber (HNLF) 65
high-order modulation (HOM)
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– computing (HPC) 124, 222, 704,
725, 760, 780

– conjugate gradient (HPCG) 728
high-resolution optical spectrum
analyzer (HR-OSA) 903

high-speed
– communication with advanced
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– time-division multiplexing (TDM)
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1082
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– switching (HOS) 812
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316, 337

IDENT 857
identification (ID) 1116
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illumination-light communication
(ILC) 1119

image sensor (IS) 1105, 1114
impairment 467
– interwavelength 468, 475
impairment-aware grooming 532
impairment-aware routing and
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467, see routing and wavelength
assignment (RWA),
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– topology 736, 757, 760
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– and communication technologies
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ingress and egress nodes 669
injection bandwidth 735
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integer linear programming (ILP)
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267

– transmitter and receiver 152
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443
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– impulse response (IIR) 378
– modulation (IM) 86, 122, 782,
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intent-based networking 548
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intercell interference (ICI) 1034
inter-channel termination protocol
(ICTP) 877
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– network architecture 707, 718
– scalability 736, 737, 740, 741
interconnection
– architecture 928
– topology 936
inter-data-center (IDC) 400, 634
– network 707, 718
interference length 457
interferometric
– crosstalk 967
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interior gateway protocol (IGP)
412, 437

intermediate 760
– frequency (IF) 1015, 1019, 1023,
1042

– service tag (ITAG) 624
intermediate system to intermediate
system traffic engineering
(IS-IS-TE) 413

intermediate system with traffic
engineering (ISIS-TE) 538

intermetro segment 400
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– network-to-network interface
(I-NNI) 537

– radix 741
International Telecommunication
Union-Telecommunications
(ITU-T) 536

Internet
– control message protocol (ICMP)
574

– exchange point (IXP) 649
– of things (IoT) 535, 683, 779,
832, 915, 1031, 1097, 1120

– service provider (ISP) 404, 519,
656, 679

Internet protocol (IP) 469, 536,
599, 609, 678, 688, 722, 832, 915,
991

– multimedia subsystem (IMS) 548
– over multiprotocol label switching
(IP/MPLS) 408

Internet-as-a-service (IaaS) 439
inter-ONU link 928
interoperable OTN line interface
511

inter-rack interconnect 713

intersymbol interference (ISI) 84,
96, 317, 555, 712

intra-campus interconnect 715
intrachannel
– cross-phase modulation (IXPM)
84

– four-wave mixing (IFWM) 84
intra-datacenter 400
– interconnect 707, 711
– network 707, 709
intradyne coherent detection 115
intraoffice 401
intra-PON communication 929
intra-rack
– communication 932
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inverse fast Fourier transform (IFFT)
159, 291, 1009, 1053

inverted-LPPM (I-LPPM) 1115
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– convergence 832
– over DWDM (IPoDWDM) 722
– over WDM 649
– security (IPSec) 549
IQ
– modulator 113
– transmitter 114
isoplanatic angle 1093
iterative
– BDD (iBDD) 218
– bounded distance decoding 225
– GMD decoding with scaled
reliability (iGMDD-SR) 228

J

jamming 864
Japan data relay system (JDRS)
1085

JavaScript object notation (JSON)
589

Jevons paradox 633
Joint Strike Fighter (JSF) 1131
joint switching 385
Jones vector 368

K

K computer 728, 730, 740
Kerr nonlinearity 294, 383, 384
Khazzoom–Brookes postulate 633
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K-shortest-paths routing algorithm
452

L

label
– distribution protocol (LDP) 538,
617

– edge router (LER) 617
label-switched
– path (LSP) 408, 417, 538, 589,
617, 618, 964, 999

– router (LSR) 538, 617, 851, 999
lambda-switch capable (LSC) 539
large-scale interconnect optical
network (LION) 815

largest differential group delay
(LDGD) 377

laser communication equipment
(LCE) 1074

laser communications relay
demonstration (LCRD) 1084

laser communications terminal
(LCT) 1074

laser on and off times 852
laser-inscribed 3-D waveguides 358
laser-utilizing communications
equipment (LUCE) 1074

last-mile problem 514, 520
latching 940
layer-2-switch capable (L2SC) 539
layered fiber core cable 39
L-band digital aeronautical
communications system (LDACS)
1097

least mean squares (LMS) 320, 973
least-squares
– equalization (LSE) 338
– tap weight 158
legitimate user 864
lifting factor 201
light-fidelity (LiFi) 1121
lightpath 409, 518
light-tree 532
line
– card (LC) 568, 759, 783, 812,
872

– code 854
linear
– block code 191
– divider/combiner (LDC) 527
– driver amplifier 149
– lightwave network (LLN) 527

– programming 466
linearly polarized mode 363
link
– aggregation group (LAG) 417,
501

– bidirectional 451, 459
– budget 1066
– capacity adjustment scheme
(LCAS) 470, 487, 516, 612

– protection 564
– state advertisement (LSA) 417
Link Layer Discovery Protocol
(LLDP) 589

link-management protocol (LMP)
538

linktrace message (LTM) 624
LINPACK 728
liquid crystal on silicon (LCOS)
14, 354

Lloyd algorithm 1052
load balancing 457
local
– access segment 402
– area network (LAN) 124, 614,
667, 829, 914, 993

– connection point (LCP) 403
– interconnect 928
– interconnection pattern 930
– loop unbundling (LLU) 952
– neighborhood 930
– oscillator (LO) 115, 120, 713,
896, 1024

local C-RAN 934
– architecture 930
locally-optimal globally-optimal
Nyquist (LOGON) 325

location-based service (LBS) 1119
logical
– link identifier (LLID) 858
– reach 852
– topology 518
log-likelihood ratio (LLR) 187
long range PON 933
long term evolution (LTE) 577,
838, 1004, 1015

long-haul (LH) 719
long-reach
– EPON (LR-EPON) 966
– GPON (LR-GPON) 966
– passive optical network (LR-PON)
951, 952

loose-tube
– cable 38
– unit 37

low-density parity check (LDPC)
169, 321, 1031, 1066

low-density parity-check code 170,
178, 197

– irregular 198
– multi-edge type (MET) 198
– quasi-cycle (QC) 201
– regular 197
– spatially coupled 206
– strongly coupled 210
– weakly coupled 210
low-energy
– consumption 938
– MAC protocol 947
lower bound 634, 635
low-latency
– interconnect optical network switch
(LIONS) 770, 815

– transport 918
low-noise amplifier (LNA) 990,
1019

low-pass filter (LPF) 116
lowpower state 867
LS FIR filter design 163
lumped amplification 300

M

MAC layer 892
machine learning 468
machine-to-machine (M2M) 525,
684

machine-type communication
1031, 1034

Mach–Zehnder
– interferometer (MZI) 143, 687,
802, 896

– modulator (MZM) 16, 90, 141,
143, 785, 843, 896, 1020, 1021,
1025

magnetic field 361
maintenance end point (MEP) 623
make-before-break 477
malicious user 864
management
– and network orchestration
(MANO) 585, 627

– data input/output (MDIO) 129
– information base (MIB) 442
– interface 129
Manakov equation 383
Manchester code 854
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massive machine-type
communication (mMTC) 915,
1031, 1032, 1034

match table (MT) 626
maximal contiguous slot block
(MCSB) 595

maximum
– distance separable (MDS) 191
– reach (MR) 289, 302, 303
– scattering (MS) 900
– transmission unit (MTU) 671
Maxwell’s equations 361
MD
– bandwidth 378
– vector 376
MDL vector 380
mean time
– between failures (MTBF) 443
– to repair (MTTR) 443
media
– access control (MAC) 498, 840,
858, 872, 914, 1004, 1016

– conversion 124
mesh 770, 772
message passing 203
metal matrix composites (MMC)
1126

metal-semiconductor-metal (MSM)
146

Metro Ethernet Forum (MEF) 991
metro Ethernet network (MEN)
405–407, 421

metro/core nodes (MC-nodes) 956
metro-access
– network 924
– segment 400
metro-core segment 400
metropolitan area network (MAN)
397, 609, 667

Micius coherent laser communication
demonstration (MCLCD) 1075

microelectromechanical system
(MEMS) 354, 556, 637, 692,
800, 944

microring resonator (MRR) 748,
802

millimeter wave (MMW) 1032
mini head-end 405
minimum
– effective modal bandwidth
(minEMBc) 34

– energy per information bit 635
– guaranteed transmission container
content (MGTC) 966

– Hamming distance 190
– number of photons per bit 634
– path (MP) 459
– spanning tree with enhancement
(MSTE) 459

mixed
– line-rate system (MLR) 468, 474
– or multiple line rate 651
mixed integer
– linear program (MILP) 522
– program (MIP) 474
M-level PSK constellation (MPSK)
106
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– backhaul 837
– fronthaul (MFH) 1031, 1038,
1044

– network 960
– telephone switching office (MTSO)
405

– transport 837
modal
– bandwidth 748
– dispersion 373
mode
– dispersion (MD) 376
– division multiplexing (MDM)
896

– lateral profile function 361
– multiplexer (MMUX) 357
mode-dependent loss (MDL) 358
mode-field diameter (MFD) 28
modulation 1062
– format 468, 474
Moore bound 741
Moore’s law 731, 766
most-used algorithm 464
movable and deployable resource
unit (MDRU) 426

Moving Picture Experts Group
(MPEG) 671

MPLS 609
MPLS-TP 618, 625
Müller matrix 370
multicarrier transmission 470
multicast 448
– routing 458
– Steiner tree 459
– switch (MCS) 277, 620
multicomponent Manakov equation
383

multiconstrained path (MCP) 452
multicore fiber (MCF) 27, 356,
466, 475, 515, 525, 529, 801

multidegree ROADM
(MD-ROADM) 84

multidomain network hypervisor
(MNH) 602

multidomain SDN orchestrator 599
– role 601
multifiber-pair system 463
multiframe alignment signal (MFAS)
490

multilane distribution (MLD) 126
multilayer
– architecture 649
– fronthaul network 989, 1009
– PCE architecture 535, 542
– traffic optimization 652
multilevel
– coding 231
– coding (MLC) 230
– intensity modulation 98
multimode
– amplifier 360
– fiber (MMF) 27, 34, 129, 357,
359, 712, 750, 780

multipath
– interference 264
– routing 475
– TCP (MPTCP) 426
multiplane
– light conversion 359
– light convertor (MPLC) 943
multiple
– access interference (MAI) 907
– dwelling unit (MDU) 404
– match table (MMT) 626
– spanning tree protocol (MSTP)
623

– wavelength optical network
(MONET) 12

multiple-input multiple-output
(MIMO) 23, 35, 155, 355, 721,
919, 1004, 1017

multiple-path interference (MPI)
62, 713, 788

multiplexing 1042
multipoint
– control protocol (MPCP) 858,
883

– MAC control 858
multiprotocol label switching
(MPLS) 538, 545, 609, 618, 678,
963, 991, 998
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multiservice
– coexistence 983
– node (MSN) 405
multisource agreement (MSA) 127,
779

multispan link 296
Multistage EDFA 60
mutual information (MI) 84, 184,
318, 322, 340, 544

muxponder 124, 406
MW-PON 914

N

net coding gain (NCG) 180, 195
NetOS concept 586
network
– churn 464
– coding 459
– configuration protocol
(NETCONF) 544, 589

– CRUD mechanism 599
– economy 532
– energy use 636
– file system (NFS) 584
– function virtualization (NFV)
397, 536, 548, 583, 598, 609, 834,
924, 956, 1035

– interface card (NIC) 573, 600,
671, 732, 764, 814

– layer reachability information
(NLRI) 588

– level operability 594
– management system (NMS) 536,
624, 1000

– operating system (NetOS) 586
– operation center (NOC) 413
– resilience 927
– resources virtualization 590
– slicing 924
– terminating equipment (NTE)
405

– time protocol (NTP) 1000
– topology 449
network planning
– long-term 465
– real-time 465
– traffic engineering 451, 452
next hop label forwarding entry
(NHLFE) 617

next-generation
– (NG)-PON2 831

– mobile network (NGMN) 837,
962

– node B (gNB) 572, 1040
– PON (NG-PON) 850, 966
– radio access network (NG-RAN)
572

NFV 611, 627
– orchestrator 600
– orchestrator (NFVO) 585
NG-PON2 871, 914
– architecture 872
– physical layer 873
nodal
– degree 449
– diameter (ND) 1142
node
– consolidation 836
– controller (NC) 981
– degree 261
noise
– characteristics 59
– figure (NF) 52, 68, 555, 984
nonbinary code 232
nonintrusive stress measurement
system (NSMS) 1137

nonlinear
– channel 333
– Fourier transform (NLFT) 172
– frequency-division multiplexing
(NFDM) 172, 331, 895

– impairment 556, 1031, 1048
– interference (NLI) 297
– optics 654
– phase noise (NLPN) 84, 304
– signal ASE interaction 318
– signal–noise interaction (NSNI)
318

nonlinearity mitigation 172, 326
nonorthogonal multiplexing and
multiple access (NOMA) 1034

nonrealtime transport 919
nonreturn-to-zero (NRZ) 86, 89,
488, 787, 840, 984, 1038, 1115

non-tree-based 760
nonvolatile memory (NVM) 716
nonzero dispersion-shifted fiber
(NZDSF) 25, 33, 70, 302

normalization coefficient 367
normalized
– frequency 363
– generalized mutual information
(NGMI) 241

northbound interface (NBI) 543,
584

North–South connection 929
NRZ-OOK 90
number-controlled oscillator (NCO)
167

Nyquist-FDM 122

O

OAM 617
OC-3 (optical circuit 3) 524, 612
OCDMA-PON 871, 906
octal small form-factor pluggable
(OSFP) 128, 714, 790

ODN 836
– classes 863
– management module (OMM) 940
OE-backplane 767
OEO 524
OE-PCB 767
OFDM see optical OFDM
OFDMA-PON 871, 890
OH-molecule absorption 932
OM3 fiber 748
OMM control and communication
unit 944

on-board optics (OBO) 128, 705,
779, 790

one-step RWA 464
one-to-few 930, 934
on–off keying (OOK) 86, 180, 558,
685, 712, 840, 896, 959, 1062,
1115

– modulation 640
ONU
– activation and ranging 922
– authentication 864
– burst 856
– management and control interface
(OMCI) 857

– transceiver tuning time 883
OOK 86
open
– air interface (OAI) 573, 1043
– network automation platform
(ONAP) 627, 628, 924

– network operating system (ONOS)
548, 584

– radio equipment interface (ORI)
991

– shortest path first (OSPF) 413,
538
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Open Base Station Architecture
Initiative (OBSAI) 991, 1015

OpenFlow (OF) 569, 600
– Configuration (OF-CONFIG) 544
– controller (OC) 771
OpenVSwitch (OVS) 569, 600
operating wavelength 1067
operation, administration and
maintenance (OAM) 124, 362,
857, 993, 996

operational expenditure (OPEX)
550, 695, 782, 843, 1033, 1037
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