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Foreword

It is with deep satisfaction that I write this Foreword to the Book, Proceedings
of the 4th Brazilian Technology Symposium (BTSym’18), held at the Mackenzie
Presbyterian University, SP, Brazil, in October 2018. This event is in its fourth
edition and has consolidated to become an excellent opportunity for researchers,
professors, and students to present and discuss the results of their research works.

The 2018 edition of BTSym is characterized by the broad scope of the areas
exposed, with papers dealing with current and priority topics for Brazilian and
world technological development, including subjects related to the various branches
of human, smart and sustainable future of cities.

Events such as BTSym are an essential part of the research and innovation
process. Firstly, these events contribute to the promotion of research activities,
which are key to a country’s technological development. The dissemination of
research results, as promoted by BTSym, contributes to the transformation of
research findings into technological innovation. In addition, these events facilitate
the sharing of findings, leading eventually to the formation of research networks,
which accelerate the achievement of new results. Therefore, I would like to con-
gratulate the BTSym General Chair, Prof. Dr. Yuzo Iano, and his group of col-
laborators for the important initiative of organizing the BTSym 2018 and for
providing the opportunity for authors to present their work to a wide audience
through this publication. Finally, I congratulate the authors for the high-quality
work presented in this proceedings.

Doha, Qatar Douglas Aguiar do Nascimento, M.Sc. Eng.
Research Associate

Texas A&M University at Qatar
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Preface

This book contains the Proceedings of the 4th Brazilian Technology Symposium,
an event held in Campinas, SP, Brazil, in October 2018. This book was divided into
two parts. The first part on Emerging Trends in Systems Engineering, Mathematics
and Physical Sciences and the second part on Emerging Trends in Human, Smart
and Sustainable Future of Cities.

The Brazilian Technology Symposium is an excellent forum for presentations
and discussions of the latest results of projects and development research, in several
areas of knowledge, in scientific and technological scope, including smart designs,
sustainability, inclusion, future technologies, architecture and urbanism, computer
science, information science, industrial design, aerospace engineering, agricultural
engineering, biomedical engineering, civil engineering, control and automation
engineering, production engineering, electrical engineering, mechanical engineer-
ing, naval and oceanic engineering, nuclear engineering, chemical engineering, and
probability and statistics.

This event seeks to bring together researchers, students, and professionals from
the industrial and academic sectors, seeking to create and/or strengthen the linkages
between issues of joint interest. Participants were invited to submit research papers
with methodologies and results achieved in scientific level research projects,
completion of course work for graduation, dissertations, and theses.

The 64 full chapters accepted for this book were selected from 152 submissions,
and in each case, the authors were shepherded by an experienced researcher, with a
rigorous peer-review process. Among the main topics covered in this book, we can
highlight transmission line, protein-modified mortars, electromagnetic properties,
clock domains, Chebyshev polynomials, satellite control systems, Hough transform,
watershed transform, blood smear images, Toxoplasma gondii, operation system
developments, MIMO systems, geothermal–photovoltaic energy systems, mineral
flotation application, CMOS techniques, frameworks developments, physiological
parameters applications, brain–computer interface, artificial neural networks, compu-
tational vision, security applications, FPGA applications, IoT, residential automation,
data acquisition, Industry 4.0, cyber-physical systems, digital image processing,
pattern recognition, machine learning, photocatalytic process, physical–chemical
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analysis, smoothing filters, frequency synthesizers, voltage-controlled ring oscil-
lator, difference amplifier, photocatalysis, photodegradation, digital transformation,
data science, hydrothermal dispatch, project knowledge transfer, immunization
programs, efficiency and predictive methods, PMBOK applications, logistics pro-
cess, fingerspelling recognition, cognitive ergonomics, ecosystem services, envi-
ronmental, ecosystem services valuation, solid waste, university extension, and
much more.

We hope you enjoy and take advantage of this book and feel motivated to submit
us your papers in the future to Brazilian Technology Symposium.

Campinas, Brazil Best wishes,
Prof. Hermes José Loschi

Technical and Finance Chair of Brazilian
Technology Symposium
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A Performance Analysis of Uprating
Techniques on a 230 KV Overhead
Transmission Line

Juliana Maciel Maia Beça , Jose Maurício Barros Bezerra ,
Jonatan Esau Mejia Quijada , Ligia Veronica Genesio Pessoa
and Ronaldo Ramos da Silva

Abstract The proposal of this work is to present uprating techniques on a 230 kV
transmission line to improve the transmission lines capacity, as well, comparison
of uprating techniques which highlights the importance of the reconductoring tech-
nique. The methodology is validated through a computer application widely used
by electric power companies to design and optimize new transmission lines, thus
bringing significant gains in the heights of the conductors. Furthermore, introducing
a competitive option so as to increase the transmission capacity of lines in operation.
We also present some studies case conducted on a real trans-mission line in order to
evaluate the benefits the techniques may offer at level voltage.

Keywords Transmission lines · Computer application · Uprating ·
Reconductoring

1 Introduction

Energy is a fundamental component for the economic and social development of any
country. Aworldwithout electricity is practically inconceivable [1]. Furthermore, the
constant increase in demand for electric power means that there is a need to expand
transmission systems, such as substations and transmission lines, thus preventing
poor facilities from being a limiting factor for economic development. The imple-
mentation of new transmission lines is facing difficulties due to some external factors
that have a direct impact on the cost of these lines. First, the minimization of the
environmental impact caused by the use of higher structures and consequently heav-
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ier ones. And secondly, the high cost to built including the easement transmission
line strips and the payment of indemnities.

As cost and environmental considerations present barriers to large investments in
rebuilding existing lines and/or constructing new ones electric utilities are facing a
challenge to increase the power transfer capacity of existing overhead lines [2].

The need to increase the power transfer capacity of existing overhead lines by cost-
effective and environmentally friendly methods within a competitive deregulated
market is directly linked with an increase in the associated conductors ampacity (i.e.
current capacity) [3].

Uprating a transmission line consists of increasing its transmission capacity of
electric energy tomeet to a new system request in situationswhere the implantation of
a new transmission line is economically and environmentally more impactant. That
is, it consists in increasing its thermal limit or its temperature maximum operating
temperature [4].

In most publications uprating has been defined as the increase in the electrical
characteristic of the transmission line, while upgrading has been denied as reinforce-
ments in the components of the line. In the recent bibliographies studied, it is verified
that the definitions of uprating is an increase in transmission capacity and upgrad-
ing is improvement in the reliability. Therefore, it is verified that transmission lines
uprating is composed of these two techniques [5].

This study aims to be part of an academic development, with the purpose of
contributing to the academic community, to professionals in the sector, who need
more energy, more efficiency and lower costs for society. Thus, the uprating tech-
niques have a strong importance for the economy in the realization of the project,
and in addition, it brings a huge advantage to the environment and to the responsible
organs, due to its analysis of processes for topographic surveys and identification of
techniques used nowadays.

2 Research Development

In this section, it is initiated the research by investigating several uprating techniques
already applied in Brazil, and in other countries, in order to verify the best solutions
for the Northeast region of Brazil. These uprating techniques were realized in the
Northeast region of Brazil, in the metropolitan region of Recife city, state of Pernam-
buco. The transmission line project has the extension of 44 km is called Recife II-
Suape and it was simulated with the computer application PLS-CADD [Power Line-
Computer Aided Design and Drafting)] widely used by electric power companies to
construct and optimize new transmission lines.

The techniques would need to take into account the particularities of each trans-
mission system, adjusting themeteorological conditions of the region studied and the
cost-bene t ratio of the project for society. To better characterize these advantages,
a comparative study was conducted between applying conventional techniques and
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the new technology. It was then possible to analyze the aspects related to reusing
material and minimizing the resources involved [5].

The studies were initiated by identifying the state-of-the-art uprating methods
described in the literature, and their various applicabilities, and culminated with
the introduction of the best solution choose to this line and it comparison to the
reconductoring technology described in this paper.

3 Uprating Transmission Lines—State of Art

In this section of the article, it is described the techniques traditionally used for
uprating transmission lines. During the research, the following techniques were
highlighted: insulator strings exchange, increased of the strenght, improving iso-
lation voltage, changing structures types, the relocation of steel structures and finally
the reconductoring method. These techniques have been validated and compared
through PLS-CADD software. Two of the most popular ways that can be employed
to achieve this are re-tensioning and reconductoring [3].

The PLS-CADD is a commercial software or a tower-rental computing application
thatwas developed and is used for the analysis and development of transmission lines.
By input data, it is provided all possible structures loading and project criteria, which
enables the computer to perform these efficiently. The computational application
integrates in one place all the components necessary for the geometric and structural
development of a line. Moreover, the uprating techniques could be simulated using
the PLS-CADD after the line project simulation.

The Fig. 1 illustrates the pro le of the transmission line which in situated in Recife
and has the extension of 44 km.

3.1 Uprating Transmission Lines Techniques

A. Exchange Insulator String The first method used was the exchange in the insulator
string. This solution is adopted when the clearance in the catenary safety height is

Fig. 1 Transmission Line Pro le Recife II—Suape
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violated. To decrease this height the insulator string is changed around forty five
centimeters and this method must be use only in polymeric insulator type. Thus, the
cross-arm modification is choose between the connecting of landle to “y format” in
the structure.

The Fig. 2 illustrates this technique used for uprating transmission lines. Thus,
increasing the conductor ground clearance can be achieved by raising the conductors
suspension point; for example by reconfiguring insulators from tangent to floating
dead-end configurations. Glass disc insulators can be replaced by composite insu-
lators with a shorter overall length and the same creepage distance [6]. A polymer
insulator shouldhave electrical ratings equivalent to its porcelain counterpart.Usually
the polymer insulator will have an increased length, reduced weight, and increased
leakage distance [7].

The uprating technique is illustrated in the Fig. 3 showing the reducing in three
spans. This method in the insulator string should be used only in suspension structure
as the string location is in the vertical direction.

B. Relocating Steel Towers On the other hand, the method relocating steel towers
or changing the location of the structures, consists of redesigning the line, seeking
an ideal relocation for the structures and re-adjusting their respective heights (if
necessary). It was developed and tested on this 230 kV line. In adopting this method,
it is possible to take advantage of the upper part of the towers, but change the feet
and, often, the extensions.

Thus, using this second method could be analyzed in Fig. 3 the reducing in five
spans with the change of the suspension and anchoring structures, increasing the
height of these structures or changing the location of them. The challengewasmodify
for the next hightest structure because of the steel cost, caring about the nearest
structure as the line is energized and, as well, the line pro le conditions, since the
change from one to the other would be in a more viable way, in addition, the line
would continue energized by making that choice even more important.

Moreover, the Figs. 4 and 5 illustrates the relocation of suspension structures. The
red curve is the original curve before any modification and the green one is after the
uprating modification technique.

C. Reconductoring In this topic, it is analyzed the importance of the reconductor-
ing method giving more explanation about this technique assaying the performance
of the line project whereas the conductor of the transmission line is “the key point”
of the project, since from it could be analyzed all the impacts electrical, mechanical
and involved cost.

The low weight of aluminum, its resistance to corrosion, low cost, high thermal
and electrical conductivity, made in a short time, this metal was the most used in
conductors to transport electric energy. The first metal to be used as conductor of
electricity was copper. By having high conductivity compared to its mechanical
strength ratio its sizing was determined by mechanical considerations. The diameter
conductor turned out to be larger than required from the point of view of electrical
efficiency. Due to their weight the spans were small, adding more cost for the line.
An international agreement determined an annealed copper (IACS) standard for
comparison with other metals [8].
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Fig. 2 Uprating technique of exchange insulator string
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Fig. 3 Clearance in the transmission line project Recife 2—Suape

Fig. 4 Clearance after the exchange insulator string method in the transmission line project Recife
2—Suape

The low weight of aluminum, its resistance to corrosion, low cost, high thermal
and electrical conductivity, made in a short time, this metal was the most used in
conductors to transport electric energy [9]. The aluminum today is dominant for the
manufacture of conductors for transmission lines both in its pure form and in alloy
with other elements. Beyond that, the aluminum for conductors has a conductivity
of about 61% of that of copper used in cables, but because of its low specific weight
the conductivity of aluminum is more than twice that of copper per unit weight [6].
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Fig. 5 Clearance after the relocation and alteration structuremethod in the transmission line project
Recife 2—Suape

In order to implement the technique, the reconductoring method is the last anal-
ysis which highlights the basic system properties that in fluence its mechanical and
electrical performance, with conductors of larger size or of different type that allow
higher temperature operation with less sag [10].

Furthermore, for this article, the transmission line project was originally per-
formed with an aluminum conductor steel reinforced (ACSR), the Grosbeak conduc-
tor. The analysis and results initially involve the mechanical and electrical properties
of an ACSR. Internationally designated as ACSR (Aluminum Conductor Stranded
Reinforced) this cable is formed by a steel core, solid or composed of several strands
of galvanized steel, wrapped by one or more layers of alloyed aluminum alloy 1350.
The aluminumcrownprovides an excellent conductivitywhile the steel core increases
the mechanical strength of the cable [1].

The performance of these conductors is then compared with an aluminum al-loy
conductors (AAAC). The aluminum alloy 6201 (aluminum-magnesium-silicon) was
initially developed as an alternative to ACSR cable with high mechanical strength.
Its mechanical strength is twice as high as that of alloy Al 1350. This property has
allowed in some situations to replace the galvanized steel wires that form the core of
the ACSR cable, thus reducing the weight per unit length of the conductors [11]. The
conductor choose was the Flint which is applied in overhead circuit where greater
mechanical resistance is needed than the ASC conductor and a better resistance to
corrosion than the ACSR conductor.

The AAAC cable also has lower electrical losses. As the conductor has no mag-
netic components, the magnetic losses occurring in the case of ACSR due to the
induction in the steel core, do not exist and its surface hardness, twice that of Al
3510 alloy, reduces the abrasion of the driver during launch and handling reducing
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Table 1 Comparison between Grosbeak and Flint conductors

Conductor type diameter area Wc (kg/km)

Grosbeak ACSR 3.97 333.96 1301

Flint AAAC 3.59 375.44 1028

Fig. 6 Comparative evaluation between Grosbeak and Flint conductors [3]

corona losses [1]. The reconductoring method was choose between these two con-
ductors because of their particularities and similarities properties. It is illustrated
these properties in the Table 1.

The Table 1 illustrates the similarities between these two conductors because of
their diameter and area. Furthermore, the decrease of the conductor size reduces
the sag developed of the Flint comparing with the Grosbeak and the weight is also
reduced around 300 kg/km. Nevertheless, the aluminum has greater flux of current
than in steel due to the electrical conductivity of aluminum.

Thus, it can be seen in Fig. 6 that the conductor cable Flint has a smaller sag when
is submitted to temperatures lower than the conductor cable Grosbeak, however, at
temperatures above 70 °C the sags are equalized making the AAAC cable unattrac-
tive. Whereby for the transmission line Recife II- Suape the span was 380 m and the
region is not submitted to extreme temperatures the ACSR for AAAC was required.

The Figs. 7 and 8 corresponds to the last method analyzed which was the recon-
ductoring method, whereas it is the most expensive for that reason it was choose
to be analyze after all the methods assayed before. These figures illustrates the red
curve which represents the Grosbeak and the green curve the Flint.

It can be seen the difference between the catenary of these two conductors since
with the change of the type of conductors the Flint is more light implying in a lower



A Performance Analysis of Uprating Techniques on a 230 KV … 11

Fig. 7 Comparison between the Grosbeak and Flint catenary

Fig. 8 Another part of the comparison between the Grosbeak and Flint cate-nary

sag and also his catenary is more traction than the Grosbeak. The Flint was choosen
to modify the previous cable because of the similarities between these conductors
(area and diameter) and also because of the currently use of this conductor in electric
power companies to improve the transmission lines capacity.

Therefore, all previously used methods have made a great contribution to the
analysis of transmission line upratings, but have not actually corrected the violation
at the clearance reached by the previous conductor. For this reason, the method
of reconductoring is very important, although it is the most expensive method of
uprating transmission lines.

4 Conclusion

The analysis shows the importance of the uprating overhead transmission line perfor-
mance whereas the electric utilities face a challenge to increase the power transfer
capacity of existing overhead lines, then uprating transmission lines introduce a
competitive option so as to increase the transmission capacity of lines in operation.
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The article highlighted the uprating technical of transmission lines. It high-lighted
its alternative characteristics to construction of new transmission lines in front of
the concessionaires’ willingness to meet the increasing demands of electric energy
consumption.

In addition, themethods analyzed in a transmission line located in themetropolitan
region of Recife illustrate the importance of increasing this capacity rather than to
rebuild a new line. Thus, the methods analyzed in a transmission line situated in city
of Recife illustrates the importance to increase this capacity instead of rebuilt a new
line. All the methods described in this article were simulated with the PLS-CADD
software which can be seen the importance in the academic field can be emphasized,
as well as the choice of each method can be verified.

The case study concluded that reconductoring method should be used even it has
a highly cost in its implementation, since the others did not eliminate ground heights,
violators of normative criteria. It is therefore important to stress that each case of be
studied specifically. Situations climatological, topographical and/or specific design
criteria may lead to the adoption of different from those achieved here.

Therefore, all previously used amajor contribution to the analysis of trans-mission
line, but did not fully correct the safety height reached by the previous conductor.
For this reason, the reconductoring method is very important, al-though it is the most
expensive to increase the capacity of the transmission lines among the analyzed in
this article.

Other alternatives deserve to be analyzed, for example: introduction of additional
conductor, even of smaller diameter, use of technology of the special conductors.
Alternatives, however, must have, in addition to the technical involved, economic
constraints as final constraints to be always attended.
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Mechanical and Technological Behavior
of Protein-Modified Mortars

Leonardo Proença Mendes de Almeida Godoy , Diego Leandro Thomaz ,
André Luis Pissolati , Daniela Helena Pelegrine Guimarães
and Maria Thereza de Moraes Gomes Rosa

Abstract Mortar is nowadays a very common building material at the civil con-
struction industry. It has been employed in different ways in buildings wherein it
serves for laying blocks, wall and ceiling cladding, just to name a few applications.
Therefore, maximum safety for buildings is achieved when many research findings
are taken into account in order to minimize possible accidents during the construc-
tion or even after the work is done. Research studies are intended to provide a better
quality to mortar and the required mechanical resistance when subjected to high
tensile loadings. Thus, an alternative to enhance the properties of mortar is the use
of additives in its composition, which are able to improve mechanical resistance,
deformation characteristics and its technological behavior. However, despite many
published results on the influence of such additives, few studies have been carried
out on the influence of proteins on the mortar mechanical and technological behav-
ior. Therefore, the aim of this research is to evaluate the changes in mechanical and
technological behavior of cement mortar, made by incorporating whey protein and
albumin to its composition. Protein contents of 2 and 10% in weight were chosen
herein. The analysis was based on the protein content and mortar aging time. Data
show that contents of 2 and 10% of whey protein and albumin had a significant
influence on test results.
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1 Introduction

Mortar is widely used in civil construction, such as in masonry cladding, plastering
walls, internal and external sealing applications. Due to its complexity, composition
and building application, many factors must be considered before choosing the right
materials for mortar preparation, the optimization of its viability according to each
application [1].

Most pathologies and failures found in plastering mortar are cracking, detach-
ment, cohesion loss, impermeabilization loss, efflorescence and poor thermal behav-
ior. These problems arise from mechanical, physical and cyclic loadings, chemical
reactions and the environment it is exposed to. Among the problems usually found
in masonry mortar are block detachment, cracking, stains over the ceramic elements,
cracking and bleaching of plastering joints, efflorescence, lack of impermeabilization
and poor resistance/cohesion of the joints between blocks [2, 3].

Since many problems are usually found in mortar, many research contributions
have been devoted to finding additives to solve those pathologies. Nevertheless, the
use of synthetic polymers as additives to the mortar composition has been increasing
in the last 40 years, and special attention has been given to influences they may have
on the mortar composition. The main synthetic polymers so far are polyethylene,
polypropylene, polyvinyl chloride, polyurethanes, MS polymers (modified silanes),
silicones and polyolefins. The first synthetic polymers are still under scrutiny, since
they are still employed in mortar compositions, sometimes with some modifications
or new applications [4, 5].

However, these synthetic polymers might be hazardous substances, such as ben-
zene, an organic compound derived from crude oils, a raw material which serves as
the basis for the synthesis of many synthetic polymers, such as polystyrene, polycar-
bonate, epoxy resin, phenolic resins, some rubbers and plastics. Therefore, the use
of biopolymers, the group from polypeptides, proteins, polynucleotides, polysaccha-
rides, gums, resins and natural elastomers has become attractive for the preparation
of mortar [6, 7].

Many researches approve the use of additives, especially fibers in cementmatrices,
aiming atminimizing retraction effects, reducingfissures from the cement compound,
serving as a bridge for stress transfer, which also contributes to increasing resistance,
deformation ability and the tenacity of the composite. Therefore, the resultingmortar
will probably have significant improvements, such as a higher durability, a higher
resistance against corrosion of steel reinforcements, and a lower permeability to
aggressive agents (humidity, oxygen and chlorides), which could provide a high
potential for applications such as laying mortar [3, 8].

The literature provides a broad overview on the influences of many additives to
the composition of mortars, data from their main features, identification of changes
arising from the addition of a proper additive, which may help find the best appli-
cations, according to the intended function. However, among the additives already
studied, little is known about the use of proteins on the mechanical behavior of mor-
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tars and their workability is one of the limiting factors on their proper application,
being considered a technological behavior of mortar.

The mechanical behavior of plaster mortars is one of the requirements for the
analysis, since it allows the comprehension of their strength against loadings depend-
ing on their structural application. When masonry is exposed to a vertical loading,
there will be horizontal stresses along the mortar binding the bricks. Therefore, this
stress might reach the maximum shear stress, which would compromise the existing
adherence at the interface between the unit and the joint, and cohesion will thus be
damaged. Hence, the study of the mechanical behavior could minimize failures by
forces that the plaster mortar will be exposed to, besides enabling the identification
of aspects and important relationships for the proper use of the compound, such as
its durability, safety and quality [9].

The main objective of this work is to evaluate the mechanical behavior and work-
ability for cement mortar prepared by incorporating proteins to be applied as plaster
mortar. Tue use of protein additives is also aimed at enhancing many of its properties
regarding stresses it will support in its structural application at the civil construction
industry.

2 Methodology

2.1 Mortar Preparation

Three different mixtures of Portland CP II-Z-32 cement were prepared herein. Fine
aggregates were composed of and #30, #50, and #100 sieve, whereas each portion
was added according to 20, 20, and 60%, respectively. Additives were whey protein
(WP) and albumin (ALB) at the concentrations of 2 and 10% in relation to the cement
mass.

Materials were mixed by considering their homogenization. After weighing the
amount of sand #30, #50, and #100 sieve in a precision balance, model AD 2000
(resolution of 0.01 g), fine aggregates were added to a vessel. They were mixed by
using a trowel for 30 s and the transferred to another similar vessel. This process
was repeated three times. Mortar was cured into a humidity chamber with a relative
humidity of 95%.

The cement was initially sieved with a mesh size of 1.18 mm and the weighted.
When an additive was added, the mixture was performed the same way as that for
sand.

After all materials were properly weighted, they were added to a vessel containing
sand and cement. They were mixed with a trowel for 30 s, the transferred to another
vessel. This process was repeated five times.

Mortar preparation was carried out according to NBR 16541 and the trace chosen
herein was 1:3:0.7. Then 2.5 kg of the drymixture was transferred to a tray. Tapwater
was measured, in weight, into two different portions: 75% of the total water and 25%
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for the remaining. Once the materials were separated and the required apparatus was
available, the mortar mixer was set to a slow speed for 30 s, when the water portion
of 75% was added for the first 10 s. Then the speed was increased and kept for
60 s. After that the mixer was turned off. Spinning blades were removed and all the
surfaces, both from the mixer and the blades, were scratched off until the mixture
would adhere to the bottom of the drum. This procedure was performed within 90 s.
Then the mortar mixer was turned on at a slow speed with the remaining 25% water
portion at the first 10 s, and mixing was performed for 30 s. The last step was mixing
for 30 s under high speed.

2.2 Density of Mortar

The analysis of the density of fresh mortar was performed according NBR 13278
technical standard. The test consisted of preparing mortar and then adding it to a
cylindrical vessel of a known volume, until three layers of approximately equal
heights were formed.

On each layer 20 strikes were applied by using a spatula over the perimeter of the
mortar to make it uniform inside the vessel. When hitting the first layer care must be
taken to avoid reaching force to penetrating the surface underneath.

After hitting the layers, the flaskwas released to the ground three times, at a height
of 3 cm. After that no empty space should exist between the mortar and the cylinder
wall. Then flattening was performed by using a spatula, from two orthogonal steps,
according to a back and forth movement.

2.3 Mortar Air Content

The amount of incorporated air it is calculated from the value found according to
Eq. (1), according NBR 13278.

A = 100×
(
1− d

dt

)
(1)

where: d is the value for the density of mortar determined from the test (g/cm3);
dt is the value for the theoretical density of mortar (g/cm3), and A is the value of
percentage of incorporated air (%).
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2.4 Workability

The consistency index was measured according to the NBR 13276 standard. The
procedure consisted of cleaning and drying the table top for measuring consistency
index and also the wall of the trunk-conical mold with an appropriate tissue.

Freshly prepared mortar was filled into the mold by keeping it into the center of
the table until it was completely filled. The mold was held firmly while it was filled
with three successive layers of approximately equal heights. Then each layer was hit
15, 10, and 5 times by using a metal socket in order to make it uniform until there
was a small excess volume of mortar compared to the mold. Then, the excess mortar
flattened off by using a metal ruler by following the edge of the mold, from back and
forth movements all over the surface.

Simultaneously, any particles around the mold were removed by using a clean and
dry tissue. Then, the trunk-conical mold was vertically removed, and the process was
initiated by moving the lever from the table to measure consistency index. The table
underwent 30 strokes in approximately 30 s. After the last stroke, a metal ruler was
employed to measure mortar spreading, by considering three diameters from pairs
of points uniformly distributed over the perimeter. Results from consistency index
were the average from three measurements (mm) and rounded to the nearest integer.

2.5 Bending Tensile Strength and Compressive Strength

The test method for determining flexural strength was carried out according to NBR
13279. Samples were prepared by using metal prismatic molds, which have open
frameswith removablewalls, capable of forming three compartmentswhenmounted,
one for each of the three specimens measuring (4 × 4 × 16) cm. The age of the
specimen was 7 and 28 days. The test consisted of positioning the specimen into the
sample holder of the universal testing machine in such a way its flat surface would
not touch the support or load devices from the universal testing machine. Then a load
of 2 mm/min was applied until failure. Their bending strength was calculated from
Eq. (2).

Rt = 1.5× Ff × L

403
(2)

where: Rt is the bending strength (MPa); Ff is the maximus vertically applied load
at the center of the prism (N); L is the distance between the supports (mm).
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2.6 Axial Compressive Strength

Axial compressive strength tests were carried out after those for bending strength
measurements, since the remaining halves from the fractured specimens were used
herein. The fractured specimens were placed into the testing equipment in a way that
flat surface would not touch neither the sample holder nor the load device. Then a
load of 2 mm/min was applied until failure. Their axial compressive strength was
calculated from Eq. (3).

Rc = Fc

A
(3)

where: Rc is the compressive strength (MPa); Fc is the maximum applied load (N);
A is the cross-sectional area of the specimen resisting the load (mm2).

2.7 Statistical Analysis of the Results

Data from density measurements from fresh and hardened mortar, bending strength,
axial compressive strength and workability were analyzed. Many effects were ana-
lyzed, such as aging time (7–28 days) and content of proteins. The data were sub-
mitted to the analysis of variance (ANOVA) to evaluate the effect of parameters and
their interaction. The comparison of averages was carried out by means of the Tukey
test, at a significance level of 5%.

3 Results and Discussion

3.1 Preliminary Tests

During the development of this project, the first drawback was trace determination,
which could meet the requirements for protein addition, since protein incorporation
would interfere into the empty spaces from the mortar composition. In order to
overcome this difficulty, many mortar compositions were prepared with percentages
of 2–10% of protein, at ratii of W/C of 0.6, 0.7 and 0.8 aiming at unveiling their
behavior. Therefore, only a small amount of cement (25 g) was added to a porcelain
tile, with different amounts of sand, by using 3 parts of sand (#30, #50, and #100
sieve) at different percentages to compare the behavior of the resulting fresh mortar.

It was noticed that sand #100 sieve required a slightly higher percentage compared
to the other sand samples, which allowed a better behavior compared to the mortar
compositions from the other sand samples. Then it was concluded that percentages
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Table 1 Density of fresh
mortar analyzed

Mortar Density (g/cm3)

Control 2.11 ± 0.01

WP 2% 1.56 ± 0.01

WP 10% 1.65 ± 0.06

ALB 2% 1.65 ± 0.06

ALB 10% 1.72 ± 0.09

Table 2 Mortar air content
analyzed

Mortar Air content (%)

Control 1.6

WP 2% 27.3

WP 10% 23.1

ALB 2% 23.1

ALB 10% 19.8

of 20, 20, and 60% of sand #30, #50, and #100 sieve, respectively, would be worth
testing. In terms of W/C ratio, it was found that 0.7 would be appropriate for the
mortar samples in this project, except for the addition of proteins.

3.2 Fresh Mortar

Three tests were performed for calculating the density of each mortar composition.
The results shown in Table 1 are the mean values for 3 measurements for each mortar
composition.

The statistical analysis by means of ANOVA evidenced the rejection of the null
hypothesis for the tests performed in this work, which allowed the acceptance of
the hypothesis that at least one sample is different from the others. Moreover, the
analysis from the Tukey test evidenced that the control mortar sample had a different
behavior from the others, since its parameters were considerably higher, as shown
in Table 1. The WP 2% mortar sample evidenced an analogous behavior to the other
mortar compositions containing proteins, with the exception of ALB 10%, which
provided a considerably higher result compared to WP 2%.

The results from the other samples in terms of mortar air content are summarized
in Table 2.

Results reported elsewhere, despite the different traces, such as that from other
article, provided similar values to those found herein for the mortar samples, which
evidences this is an acceptable result. However, data from other article are signifi-
cantly different from those achieved in this work formortar air content. Regarding the
additive-modifiedmortar compositions, despite their similar results, a high amount of
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Table 3 Density from the
hardened state of mortar
analyzed

Mortar Density (g/cm3)

Branca 1.92 ± 0.06

WP 2% 1.36 ± 0.03

WP 10% 1.27 ± 0.03

ALB 2% 1.63 ± 0.03

ALB 10% –

Table 4 Results from
bending strength and
compressive strength for
mortar compositions aged for
7 days

Mortar Bending strength
(MPa)

Compressive strength
(MPa)

Control 2.83 ± 0.3 10.58 ± 1.1

WP 2% 1.27 ± 0.1 3.21 ± 0.3

WP 10% – –

ALB 2% 0.63 ± 0.1 2.99 ± 0.7

ALB 10% – –

incorporated air when compared to the control mortar sample was found, evidencing
poor results [10].

3.3 Hardened Mortar

In terms of density, the results are summarized in Table 3.
The hyphen from Table 3 means the analysis could not be performed, since the

resultingmortar brokewhen removed from themold andwas significantly soft, which
did not allow appropriate measurements.

The results for the density from hardened mortar by the statistical analysis by
means of ANOVA evidenced that the hypothesis that at least one of the samples has a
different behavior was true. Therefore, the Tukey test proved that the control mortar
is significantly better, as shown in Table 3. WP 2% and WP 10% mortar samples
work homologously, with a different behavior and poorer result compared to ALB
2%.

The results for the bending strength for mortar samples aged for 7 days are shown
in Table 4 and the results for the bending strength formortar samples aged for 28 days
are shown in Table 5.

Comparing the results achieved herein with those from other article, the mortar
compositions from those authors provided a significantly lower result compared to
the control mortar sample studied herein, which shows that the chosen trace in this
work enables a better resistance performance [10]. In terms of mortar compositions
containing additives, it was noticed that mortar compositions with 2% additives had
a different behavior when aged for 7 days, even though their results were slightly
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Table 5 Results from
bending strength and
compressive strength for
mortar compositions aged for
28 days

Mortar Bending strength
(MPa)

Compressive strength
(MPa)

Control 3.88 ± 0.7 16.94 ± 2.5

WP 2% 1.56 ± 0.2 4.83 ± 0.6

WP 10% 0.77 ± 0.1 1.06 ± 0.2

ALB 2% 1.46 ± 0.2 4.82 ± 1.1

ALB 10% – –

similar when aged for 28 days. Mortar compositions from 10% of additives are
not recommended for improving strength, since they have a fragile behavior when
compared to the other compositions studied in this work. Therefore, the presence of
additives did not improve the strength performance of the mortar compositions when
compared to the control mortar samples.

The statistical analysis from samples aged for 7 days evidenced the hypothesis
that at least one of the samples did not behave in a homologous manner was true.
Therefore, the Tukey test showed that the results for the bending strength for all
samples were significantly different from each other. The control mortar had a higher
value, followed by the WP 2% sample. The results for axial compressive strength
evidenced that the control sample had a different behavior from those containing
proteins, since it provided a higher value, as shown in Table 4. WP 2% and ALB 2%
presented a similar behavior.

The statistical analysis for the mortar samples aged for 28 days evidenced the
hypothesis that at least one of the samples has a different behavior. Therefore, the
Tukey test showed that only the control mortar samples had a different behavior
from the other protein-modified mortar samples according to bending strength data
(Table 5), since a higher bending strength wasmeasured for the former. Nevertheless,
the control samples had a different behavior from the other samples according to axial
compressive strength data, since a higher compressive strength was found for those
samples, as shown in Table 5. Among the protein-modified mortar samples, WP 2%
and ALB 2% samples had a homologous behavior, since they provided higher and
very different results compared to WP 10% samples.

3.4 Workability

The results for the consistency index from the mortar samples are shown in Table 6.
Hyphens in Table 6 mean those measurements could not be performed, since

the corresponding mortar samples did not spread as expected. Instead, these samples
remained practically the sameway after the test begun, i.e., the ALB-modifiedmortar
samples provided satisfactoryworkability, even thoughWP2%andWP10%samples
had good and poor workabilities, respectively.
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Table 6 Results for the
consistency index from
mortar samples analyzed

Mortar Spreading (mm)

Control 173 ± 3

WP 2% 219 ± 2

WP 10% 160 ± 3

ALB 2% –

ALB 10% –

The statistical analysis took into account that at least one element would behave
differently. Therefore, the Tukey test evidenced that all mortar samples evaluated
herein worked heterogeneously, whereas WP 2% mortar samples had significantly
higher results compared to the others, as well as the control mortar samples, as shown
in Table 6.

4 Final Remarks

Protein-modified mortar samples in this work, particularly those from whey and
albumin, had a poor performance, since their mechanical resistance was significantly
lower than that for controlmortars prepared for comparison purposes. The conclusion
was that it is not recommended the addition of those proteins for modifying mortar.

References

1. Da Silva, N. G.: Argamassa de revestimento de cimento, cal e areia britada de rocha calcária,
pp. 9–10 (2006)

2. Monteiro, D.M.P.: Avarias em argamassas – causas, prevenção e reparação, pp. 7–28 (2008)
3. Silva, R.D.P.: Argamassas com adição de fibras de polipropileno – Estudo do comportamento

reológico e mecanico, pp. 20–35 (2006)
4. Nunes, L.R., Rodolfo Jr, A., Ormanji, W.: Tecnologia do PVC (2002)
5. Vilar, W.: Química e Tecnologia dos Poliuretano (2002)
6. Lima, J.: O contributo das argamassas de barro para a qualidade do ambiente interior dos

edifícios: o caso das argilas do sotavento algarvio. In: 2ndCongresso Internacional daHabitação
no Espaço Lusófono, pp. 1–11, Lisboa (2013)

7. Nunes, E.C.D., Lopes, F.R.S.: Polímeros: Conceitos, Estrutura Molecular, Classificação e Pro-
priedades, 1st edn. Saraiva, Érica, São Paulo (2014)

8. Bentur, A., Mindess, S.: Fibre reinforced cementicious composites, p. 603 (2006)
9. Mohamad, G., Lourenço, P.B., Roman, H.R.: Propriedades mecânicas das argamassas sob

compressão triaxial – Análise e Previsão, In: 32th Jornadas Sulamericanas de Engenharia
Estrutural, pp. 2954–2963, Campinas (2006)

10. Silva, N.G., Buest, G., Campiteli, V.C.: Argamassas com areia britada, influência dos finos e
da forma das partículas, pp. 12–21 (2005)



Retrieval of Effective Electromagnetic
Properties in Terahertz: From Organics
to Metamaterials

Paloma E. S. Pellegrini , Lucas H. Gabrielli , Livia Martins dos Santos
and Rafael Luis Ribessi

Abstract In this work, the terahertz frequency range is exploited. From organic ma-
terials to metamaterials, different algorithms able to extract their effective electro-
magnetic properties were developed. In order to characterize different concentrations
of lactose, such samples were submitted to a terahertz time-domain spectroscopy
(TTDS) to experimentally acquire their transmission spectrum. With only these in-
put data, the retrieval method employed parametrization of the refractive index by
using the Lorentz model. Extending the studies to metamaterials, single and hybrid
geometries based on split ring resonator (SRR) were simulated and characterized uti-
lizing the Kramer-Kronig relations in an algorithm whose response was the effective
permittivity and permeability of this class of materials.

Keywords Electromagnetic properties · Terahertz · Organic materials ·
Metamaterials

1 Introduction

Since early applications in astronomy, [1, 2], the terahertz range—usually defined
between 0.3 and 30THz, [3]—has proved suitable to several fields in science. By
providing much greater bandwidths than the millimeter waves, this part of the spec-
trum promises higher transmission speed and capacity storage in communication
systems, specially wireless transmission, which is considered fundamental in satis-
fying today’s increasing demand [4, 5].

Another appealing characteristic of such waves is their deep penetration ability in
organic materials. As they have low ionization energy, terahertz waves are suitable
for non hazardous and non destructive techniques used to characterize such organic
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samples [6, 7]. One of these methods consists on a TTDS, where physical parameters
such as the complex refractive index can be obtained from the electromagnetic signal
over timewith no prior knowledge of the sample to be analyzed, as long as a resonance
is found in the considered frequency range.

This advantage of being able to characterize unfamiliar samples opens up the
path to characterizing and understanding another range of materials: the metama-
terials. Being artificial structures formed by arrays of unity cells, the dimension of
metamaterials are quite smaller than the propagating wavelength [8] (in the order of
millimeters for terahertz frequencies). This scale condition restricts the probability
of diffraction and refraction. The incident radiation in a metamaterial effectively
interacts with a homogeneous medium with electromagnetic properties taylored by
the structure of the unit cell.

They are commonly constituted by metallic patterns due to the elevated concen-
tration of free electrons and their effective medium influences the propagation of
the electromagnetic fields according to the geometry of the material and therefore
alters the effective permittivity and permeability. It is even possible to achieve val-
ues not found in nature such as magnetic response in non magnetic materials and
negative refractive index, as first studied by Veselago [9] and further developed by
Pendry [10]. New effective parameters widens the possibilities for the development
of new photonic devices such as superlenses and resonators [11, 12]. Extending the
development of metamaterials to terahertz frequencies opens up the possibility of
improvement of technology in this frequency range, still in its early stages. More-
over, the fabrication process of terahertz metamaterials is facilitated in comparison
to their optical counterparts due to the larger sizes of the structures that form each
unit cell.

As the geometry of the structure plays a significant role in tuning the effec-
tive properties, hybrid unit cells composed of slightly different metal patterns can
exhibit interesting results due to the superposition of the spectra [13, 14], being
specially well-suited to the development of tunable broadband filters. The design
of filters, lenses, phase-plates and myriad other components employing metamateri-
als depends on the correct characterization of the effective medium they constitute.
Several different methodologies to retrieve the effective parameters of metamaterials
can be found in the literature [15, 16]. In particular for passive media one that fully
explores the Kramer-Kronig relations (KKR) is desirable to help enforce causality
in the homogenized medium.

This paper proposes two different methods which are able to retrieve the effective
electromagnetic properties one for organic samples and the other for metamateri-
als. Concerning the approach considering organic and non-magnetic materials, the
Fresnel transmission coefficients basedonLorentzmodelwere used in adeveloped al-
gorithmwhose only input data is the transmission spectrum obtained through TTDS.
Lactose samples in polytetra uoroethylene (PTFE) were analyzed experimentally
and both their effective permittivity and thickness were successfully retrieved.

As for metamaterials, two different geometries are presented in this paper: a SRR
and a hybrid metamaterial, composed of SRR with different gap sizes and strong
coupling that can be tunned into a filter.
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Using a Kramer-Kronig based technique, we retrieve the effective material per-
mittivity and permeability of the considered materials from transmittance and re-
flectance data of the single and hybrid structures, showing strong coupling between
neighboring cells.

2 Extraction of Effective Parameters

The models for extraction of material parameters for both organic and metamaterials
have the same basis. The Lorentzmodel is used to parameterize the effective complex
refractive index in the S-parameters, obtained from the scattering equations; In all
cases, normal incident plane waves are assumed. The throughout developments of
the methods are shown in Sects. 2.1 and 2.2.

2.1 Organic Samples

The approach for organic samples considers the materials to be non-magnetic and
it takes into account the experimental data that will be available for analysis, which
is only the transmittance spectrum obtained through TTDS. For this reason, the
algorithm developed is iterative.

εr ( f ) = ε∞ +
P∑

p=1

Δεp f 2p

f 2p − f 2 − iγp f
2π

(1)

The dielectric function, in the Lorentz model, describes the temporal dispersion
of the medium and it is found in Eq. 1 in which there are P resonant modes at
frequencies f p, their strengths and damping coefficients are, respectively, Δεp and
γp. Eachmode is comprehended as an absorption peak in the transmittance spectrum.

With the information provided by Eq. 1, the refractive indexes ña and ñb of the
surrounding media, air and nitrogen in our experiment, are modelled. As for the
transmittance, a theoretical function based on Fresnel equations (Eqs. 2 and 3) is
used for a numerical fitting on the experimental data acquired, Texp. This function,
Tmodel, is explicit in Eq. 4. The fitting minimizes the transmission error, given by∣∣∣|Tmodel| −∣∣Texp

∣∣
∣∣∣
2
, over the whole spectrum and results into the complex refractive

index of the sample as well as its thickness, d.

tab = 2ñb
ña + ñb

(2)
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rab = ñb − ña
ñb + ña

, {a, b} ⊂ {0, 1} (3)

Tmodel = t01t10e−ik1d

1 + r01r10e−2ik1d
(4)

2.2 Metamaterials

The methodology to extract effective permittivity and permeability from metamate-
rials begins by obtaining their reflectance and transmittance coefficients, S11 and S21.
This data is easily acquired with the aid of a time domain solver and is dependent
on the effective impedance, Zeff , and complex refractive index, ñeff , as well as the
thickness d of the simulated slab and the wavenumber in free-space k0, which is
considered to be the medium surrounding the metamaterial. The relations between
these quantities can be seen in the following, where the term R01 carries the effective
impedance dependency:

S11 = R01(1 − eiñeffk0d)

1 − R2
01e

i2ñeffk0d
(5)

S21 = (1 − R2
01)e

iñeffk0d

1 − R2
01e

iñeffk0d
(6)

R01 = Zeff − 1

Zeff + 1
(7)

Inversion of (5) and (6) results in closed-form expressions for the complex
impedance and refractive index of the effective medium [16]. Note, however, that it
is still necessary to choose the correct sign for the impedance, and the real part of
the refractive index is not uniquely defined: it is necessary to explicitly choose the
appropriate branch of the complex logarithm defined by the integer value m.

Zeff = ±
√

(1 + S11)2 − S221
(1 − S11)2 − S221

(8)

ñeff = neff − ikeff (9)

neff = 1

k0d

⎡

⎣�
{
ln

(
S21

1 − S11R01

)}
+ 2m

⎤

⎦ (10)

keff = 1

k0d
�

{
ln

(
S21

1 − S11R01

)}
(11)

As the metamaterial in question is a passive medium, the issues mentioned earlier
do not raise concerns to the retrieval of parameters. The passivity condition states
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that the imaginary part of the permittivity and permeability are positive [15], thus
the impedance sign is chosen according to:

�{Zeff} ≥ 0 (12)

�{ñeff} ≥ 0 (13)

Passivity also implies that the permittivity and permeability satisfy the KKR,
which allows us to obtain the real part of the function once the imaginary one is
known over all frequencies. Because we are only able to simulate and measure keff
over a limited frequency window, the straight use of KKR would produce inaccurate
results for neff . Nonetheless, we can use that value as an approximation to correctly
find the branch number m in (10) [16]:

nKK(ω) = 1 + 2

π
P

∞∫

0

ω′keff(ω′)
ω′2 − ω2

dω′ (14)

m = argmin |neff − nKK| (15)

We note that, although not explicitly indicated, the value of m is not constant for
all frequencies.

3 Characterization of Organic Samples and Metamaterials

Using the methodology previously described, samples of PTFE homogeneously
mixed with 20, 30 and 40% of lactose were experimentally measured with TTDS
and characterized. Also, SRR metamaterial geometries were simulated: single and
hybrid unit cell designs, the first is a simple structure whose gap size is 5μm and the
last one consists on a composition of 4 single structures with different gap sizes as
depicted in. Their effective electromagnetic properties were retrieved with the algo-
rithm proposed. The result for each characterization can be found in the following
subsections.

3.1 Lactose Samples

The organic samples to be characterized were made through a powder mixture of
PTFE and lactose pellets, they were made into a cylindric shape whose thickness is
about 5 and 10mm in diameter. As alreadymentioned before, the experiment consists
on a TTDS analysis, the system utilized is the High Speed Asynchronous Sampling
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Terahertz Transmission Spectroscopy System (HASSP) [17]: Each sample was put
in the focal point of the terahertz beam and it is worth noting that the beam sweeps
the whole surface of the sample in order to guarantee an homogeneous measure. The
terahertz beam was generated a photoconductive antenna fed by 30 fs probe pulses at
a 1GHz repetition rate which are stimulated by Ti:sapphire femtosecond oscillators.
Finally, electro-optic crystals collect the signal and the time domain transmittance is
acquired.

The spectrum for each lactose concentration (20, 30 and 40%) and their respective
comparison between experimental and theoretical transmittance, modelled by the
method proposed in 2.1, can be seen in Fig. 1. Note that there is a strong resonance at
1.37THz and a less pronounced one at 2.54THz.Also, the experimental data includes
a considerable level of noise, reaching peaks up to 20% of the signal, nevertheless,
the algorithm is able to fit the model and correctly identify the strongest resonances.

The complex refractive index for each sample was extracted and their profiles are
shown in Fig. 2a, b, real and imaginary, respectively. In literature [18], some studies
of lactose in terahertz were performed and the results are compatible. As for the
thickness of samples, the values obtained with the proposed algorithm are organized
in Table 1. Considering the techniques used to fabricated the samples, the existent
deviation in such results are acceptable and thus they are considered in agreement
with the expected one, which is 5mm.

(a) 20% of lactose. (b) 30% of lactose.

(c) 40% of lactose.

Fig. 1 Measured and modeled absorbance spectra for samples with different concentrations of
lactose
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(a) Real part of the effective
refractive index.

(b) Imaginary part of the effective
refractive index(absorptioncoefficient).

Fig. 2 Profiles of the effective refractive indexes for different concentrations of lactose

Table 1 Thicknesses of the
lactose samples retrieved
from the model fit

Concentration of lactose (%) Thickness (mm)

20 4.8

30 5.5

40 4.6

3.2 Metamaterials

As already known in literature [19, 20], the SRR geometry presents a resonant profile
when the incident electric field is parallel to its gap; due to the excitation of a circular
current, a magnetic dipole normal to the surface of the structure is generated. The
understanding of this kind of structure can be analogous to an LC-circuit, [21] The
approach to metamaterials began with simulations of structures with such unit cell
designs, on the commercial software CST utilizing time domain electromagnetic
solver. To validate the resonances, initially, a single unit cell based on the SRR was
designed (Fig. 3a) and its dimensions can be found on Table 2, the metal used was
copper and its thickness is represented by t . Later, a different unit cell was considered,
the hybrid one (Fig. 3b). This is a composition of single SRR geometries with gap
spaces varying from 5 to 7μm, as also shown on Table 2.

The main objective of simulating both metamaterials was to compare their trans-
mittance spectra and check if the hybrid geometry presented a superposition of the
single ones, resulting in a larger and tunable bandwidth. The transmittance for each
individual unit cell can be seen in Fig. 4a. Note that by increasing gap size (from 5

Table 2 Unit cell dimensions
for SRR geometries

Parameter (μm) Gap (μm)

a 25.5 g1 5

l 24 g2 6

w 2.25 g3 6.5

g 5 g4 7
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(a) Single unit cell. (b) Hybrid unit cell.

Fig. 3 Unit cell designs for metamaterials in terahertz

(a) Transmittance spectra for single
SRR structures with varying gaps.

(b) Transmittance spectra for single
geometry with g1 (solidline) e for the

hybrid one(dashedline).

Fig. 4 Comparison of transmittance spectra for single unit cell with varying gaps in a and for
hybrid geometries in b

to 7μm), the resonant peak assumes higher frequency values, therefore, a blue shift.
Such results highlights the tunability aspects of this geometry: by slightly changing
the gap size, it is possible to predict the resonant region.

Now, by comparing the transmission of the single 5μm unit cell with the hybrid
metamaterial in Fig. 4b, it was noted a 11% increase in bandwidth of the composed
geometry. Although it was only a small increase, it is still a promising technique to
finely tune the metamaterial’s resonant bandwidth; It is worth emphasizing that the
values for the gaps composing the hybrid unit cellmust exhibit close values, otherwise
the superposition will not be smooth enough so the result is a unique larger peak.

Once the simulations of the designswere analyzed, their effective electromagnetic
properties were obtained using the algorithms developed and presented in Sect. 2.2.
As the transmittance spectra for the single and hybrid metamaterials are alike, only
distant in 11% in their bandwidth, it is already expected that these absolute values
will also be similar. For this reason, only the results for the hybrid structure are
presented in this work.

Thus, the complex effective permittivity and permeabilitywere retrieved and these
profiles are shown in Fig. 5a, b. Both real and imaginary parts of the parameters
exhibit negative behavior for certain frequency ranges which broaden even more
their application in unconventional transmission and reflection filters.
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(a) Effective permittivity. (b) Effective permeability

Fig. 5 Effective electromagnetic parameters for the hybrid structure SRR

4 Conclusion

The development of the terahertz frequency range is profitable for several fields
in science. In this work, the resonances in organic materials were explored. The
algorithm developed was able to successfully extract the complex refractive index
of samples with different lactose concentrations and, therefore, characterize them.
Moreover, the proposed method requires only the transmittance data of the samples,
acquired experimentally through TTDS. The method can be applied to different
organic materials which present resonances in the proper frequency range and it is a
non-destructive technique.

Another great advantage of terahertz waves lies on scaling limits. Due to the
micro dimensions, these waves are suitable to receive these new technologies and
and significant advances are expected in this range of frequencies once the manip-
ulation of waves is getting more and more known. For example, the fabrication of
metamaterials could open up a new class of resonators with distinct properties to be
explored.

In this work, two different geometries were studied: the SRR and the hybrid SRR.
By studying their transmittance spectra and proposing a methodology to effectively
extract their complex permittivity and permeability, interesting results were found:
it is feasible to tune the resonant frequency and the bandwidth of a metamaterial
by adjusting their unit cell geometry and combining single geometries. By making a
wider bandwidth, bandpass filters can be engineered and applied in several fields, the
terahertz frequency range makes them specially attractive to imaging and wireless
communications.

Besides, metamaterials exhibit unique electromagnetic properties which can be
tuned and retrieved with the method presented in this work. It already provides
progress in the development of devices, but by exploring different combinations in
their unit cells, it is possible to spread even more this field of science and study the
response of their superposition.
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SpaceWire Receiver: Synchronization
for Different Clock Domains

Alexsander Deucher , Angela Alves dos Santos ,
Antonio Carlos da Costa Telles and Saulo Finco

Abstract The SpaceWire standard, used in aerospace embedded applications, was
developed to connect devices that operate at high data rates, having as goals the traffic
control and payload transmission. This standard enables flexibility on transmission
rates, which brings some challenges related to clock domains. In an effort to fulfill
the essential system requirements, such as reliability and versatility, synchronization
techniques are introduced to avoid possible problems related to the clock domain
crossing. The objective of this work is to present a technique applied to SpaceWire
Receiver that enables its operation at many signaling rates.

Keywords Receiver · SpaceWire · Synchronism · Clock domain

1 Introduction

It was always a challenge obtaining a standard that enables the connection of devices
from different manufacturers, such as data processing, mass memory and remote
command, since each manufacturer had its own communication interface. Being
each link different, there was the need for interfaces to establish the interoperability
of the devices. This fact increased the design time and the development costs. It was
clearly necessary the creation of a link to be adopted by organizations and developers
of onboard products worldwide.
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This way, the European Cooperation for Space Standardization created, based on
IEEE-1355-1995 standard, the ECSS-E-ST-50-12, which defines SpaceWire as the
pattern for data communication targeted to aerospace and aircraft applications. The
main space agencies involved in the elaboration of this standardwere ESA (European
Space Agency), NASA (National Aeronautics and Space Administration) and JAXA
(Japan Aerospace eXploration Agency).

The directives adopted by SpaceWire search for the simplification of the develop-
ment of interfaces between high data rate devices, diminishing the development costs
and the interoperability and compatibility of devices from distinct space missions.
Among its features, it can be highlighted: 2–200 Mbps transmission rates, fulldu-
plex serial communication, system of point-to point link and low voltage differential
signals (LVDS) [1]. Additionally, there are some punctual characteristics that deter-
mine the design architecture. In this article it was discussed the implementation of
the coded signal recovery by the SpaceWire reception module.

There are two possible architecture concepts of digital design to make the coded
signal recovery using the SpaceWire standard. One of them is implementing the
recovery by using a clock that is twice the highest reception rate of the system,
described by the sampling theorem [2]. This solution has as disadvantage the high-
power dissipation, even in low reception rates, due to the clock switching. As advan-
tage, it is easier to be implemented because it has only a clock domain.

The other possibility is using the Data/Strobe codification to generate the receiver
clock. This implementation has as disadvantage a higher architecture complexity
with many clock domains, e as advantage the reduction of the power consumption
due to clock switching at lower rates. The tradeoff of both solutions is between
complexity and consumption, and can be attributed as best option the Data/Strobe
coding from the point of view of the final application and this work study.

2 SpaceWire Standard Architecture

The generic architecture of the SpaceWire standard is composed by a CODEC,
which codes and decodes a serial bit-stream through a link interface. The CODEC
is constituted by a Transmitter, a Receiver and a State Machine, as shown in Fig. 1.

2.1 Transmitter Module

The Transmitter module is responsible by coding and transmitting the data through
SpaceWire link using the Data/Strobe coding technique.
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Fig. 1 Block diagram of a SpaceWire generic interface

2.2 State Machine Module

The State Machine module controls all the operations of the interface link. This
module is responsible to initializing, disabling or leaving the link in auto-start.

2.3 Receiver Module

The receiver module is responsible for decoding the Data/Strobe signals and produc-
ing a sequence of characters for a Host-Interface, in addition to the detection of the
link disconnection.

2.4 Data/Strobe Coding

TheSpaceWire uses theData/Strobe coding scheme for serial transmission and recep-
tion, as illustrated in Fig. 2. This coding uses a signal called Data for coding the data
serially and other called Strobe. Both signals are used to determine the reception
clock.

To recover the clock a XOR operation should be done, as illustrated in Fig. 3,
between Data-Strobe, and the receiver should decode one data bit from the line in
the positive edge and the negative edge of the recovered clock.

Since the data should be recovered at the positive and negative edges of the
recovered clock, the reception domain should have flip-flops sensitive to positive
edge and others sensitive to negative edge. Another possibility would be using flip-
flops sensitive to positive edge and an inverted Reception clock. This alternative was
chosen for the system implementation and Fig. 4 shows the data recovery process.
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Fig. 2 DS coding (ECSS-E-ST-50-12C)

Fig. 3 XOR of D/S input signals

Fig. 4 Data recovery

It can be noted that d1 is recovered at the positive edge of rxclk while d2 is
recovered at positive edge of the inversion of rxclk, called rxclk_n.

From the transmitter point of view, the signals Data/Strobe should not change
simultaneously, i.e., while data change in a clock cycle, the strobe signal remains
with the previous value and so on. However, in certain situations this simultaneous
transition is possible (e.g., transmission system reset, physical disconnection…) and
the receiver should be robust to this condition.

2.5 Data Signaling Rate

The minimal data signaling rate at which SpaceWire operates is 2 Mbps. The maxi-
mum will consider phenomena like skew and jitter, but usually reaches 400 Mbps.
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3 Receiver Clock Domains

The use of many clock domains in a circuit has been a challenge to verification, sim-
ulation and to the use of other tools and methodologies like Static Timing Analysis.

New methods have been explored for dealing with this problem [3].
The clock domains used in this work were:
Reception domain, which works in the frequency determined by the reception

rate, in the range of 2–200 MHz.
System domain, which contains the memories where the received data will be

storaged and the external interface.
The clock domain crossing occurs when a datum is transferred from a flip-flop of

one domain to a flip-flop from other domain [4]. Depending on the relation between
the clocks of the domains, different problems can occur at the datum transference.
Some of these problems and their solving approaches are described below.

3.1 Metastability

When a time violation happens, or an input datum changes improperly before or after
a clock rising, metastability appears [5]. This metastability or metastable signal is
the propagation of an undesired value from a flip-flop output, as shown in Fig. 5.

If the transition of [AB out] occurs much closer to the positive edge of [CLKCD],
a violation of the setup/hold of the flip-flops can result, turning [CD Out] unstable
or producing a glitch.

If this datum is transmitted to several elements, there might be a current rising
which at the worst case will lead to the component loss at short or long term.

Other potential consequence is that the logic elements can interpret the metastable
signal as a “0” or a “1”, which can cause failures in the operation of the circuit.

Fig. 5 Metastability
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Fig. 6 Synchronizers inserted in the circuit

A third consequence is that the transition of the metastable signal can cause
timing problems, violating the setup/hold times of other flip-flops that are in the
circuit sequence, thus propagating the metastability.

The problem can be avoided adding structures called synchronizers at the begin-
ning of the destination clock [6]. This kind of structure is usually composed by a
sequence of interconnected flip-flops, as illustrated in Fig. 6.

This solution can be applied in control signals of one or multiple bits, or data
signals from one single bit. Other techniques should be used for the data buses
treatment.

3.2 Failures

Even when metastability is treated, data can be lost or present incoherencies. Data
loss can occur when the origin domain is faster than the destination one, this way
the datum can be generated before the destination domain can recover it [7].

Incoherent data can happen due to the fact that the time to the synchronization
of each bit in a bus can be different, thus some bits of the bus can last more to be
synchronized than others, making the domain data not equivalent to those generated
in the origin domain, therefore turning them invalid.

3.3 Failure Mitigation

To prevent data loss, at the origin domain the data should be kept for several cycles
until its reception be assured at the destination domain. This technique is called pulse
stretching.
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On the other hand, the handshaking technique can be used to prevent the data
incoherence [8]. The origin domain generates a validation signal that should be
received by the destination domain. This one should wait one or more cycles for
the signal stabilization, store it and generate an answer signal to the origin domain
warning that the signal was received.

4 Methodology

The applied methodology took in consideration the synchronization techniques
already discussed, in such a way that the data can be received in different rates,
varying from 2 Mbps up to the implemented limit, considering as the clock of the
Reception domain that one recovered from the line (Data/Strobe).

It is assumed that the exact moment in that the datum is concluded is unpredictable
to the system domain. Thus the edge detection was chosen to inform the system
domain about the received datum [9].

There are three formats of the SpaceWire character: Control, with four bits; Data,
with 10 bits and Timecodes with 14 bits. In each one of them one bit represents the
correct parity.

The system has a fifo of 36 bits by word, which represent four data characters
of SpaceWire. These four characters should be written simultaneously at the fifo.
This demands that the receiver be able to store at least four data characters at the
System domain. Intending to fulfill the fifo with data and considering that these
data can arrive at high transmission rates, the System and Reception domains have
a group of distinct buffers. Three buffers for the System domain and four buffers
for the Reception domain were created with this intention. These buffers enable the
Receiver to operate without overwriting the data not yet recorded in the fifo.

The data transference between Reception and System domains is done through a
technique similar to pulse stretching. The difference is that, unlike the utilization of
pulses to inform the System domain that the signal is ready, the edges of the control
signal related to each buffer are used (d0, d1 and d2), as shown in Fig. 7.

Fig. 7 Communication between buffers
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Each buffer is synchronized and detected at the System domain, and the informa-
tion is then recorded in the 36 bits buffer, further transferred to the fifo. Using this
implementation, it is possible, considering only the Receiver, to reach recovery rates
that enable the recovered clock be four times faster than the System clock. Example:
for a System clock of 50 MHz it is possible to receive data at a rate of 400 Mbps,
which represents a recovered clock of 200 MHz, i.e., recovery of bits at the rising
and falling edges of the Reception clock.

5 Results

The following simulations show the data transference between the buffers from the
Reception domain to Systemdomain. The tool applied for simulationwas the Incisive
Enterprise Simulator 13.10-s030 from Cadence Design System, Inc.

The signals data_0[8:0], data_0[8:0], data_2[8:0] represent the data signals from
the buffers at the Reception domain. The edges of signals d0, d1 and d2 mean the
signaling at the Reception domain that they are ready. The signals sys_d0, sys_d1,
sys_d2 mean the signaling recognition at the System domain. Finally sys_buffer_d0,
sys_buffer_d1, sys_buffer_d2 and sys_buffer_d3 represent the received data, illus-
trated in the Fig. 8.

Figure 9 illustrates the moment the data are recorded in the System fifo.

Fig. 8 Simulation of data recovery
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Fig. 9 Fifo storage

The clock at the system domain has a frequency of 33 MHz, while the clock at
Reception domain is at the frequency of 100MHz, which represents a Reception rate
of 200 Mbps.

6 Conclusion

It was shown that the present technique is functional in the aspects of reliability and
versatility, besides following the demands of the SpaceWire protocol in the aspect of
data recovery, this way enabling flexibility when working with many domains and
clock crossing.

Seeking for robustness, the Receiver was designed in order to be able to assure
the data transference between the clock domains without incoherencies, even at high
transmission rates.
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A Solution for Dubins Path Problem
with Uncertainties Using World Cup
Optimization and Chebyshev
Polynomials

Navid Razmjooy , Mehdi Ramezani and Vânia Vieira Estrela

Abstract In this paper, an efficient numerical approach is developed for solving the
baseline problem with interval uncertainties. Interval arithmetic is also utilized for
developing the proposed method in the presence of uncertainties with only lower
and upper bounds of parameters. In the proposed method, the equation of motion,
performance index, and boundary conditions are first changed into some algebraic
equations. This process converts the problem into an optimization problem. The pre-
sented technique is based on an interval extension of Chebyshev polynomials where
its coefficients are achieved by world cup optimization algorithm, as a new optimiza-
tion algorithm. The proposed method approximates the control and state variables as
a function of time. The proposed solution is based on state parameterization, such that
the state variable is approximated by the proposed interval Chebyshev polynomials
with unknown interval coefficients. Finally, by solving the baseline problem in the
presence of interval uncertainties, the reliability and effectiveness of the proposed
method are demonstrated.

Keywords Chebyshev polynomials · Optimal control · Dubins path problem ·
Interval analysis · World cup optimization algorithm · Uncertainty

1 Introduction

Optimal control theory (OCP) is about dealing to find a control law for a considered
system such that a specific optimality criterion is achieved. Recently, OCPs have
become to mathematically challenging discipline [1].
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Direct methods are a group of OCP solution techniques which achieve the control
law by direct minimization of the performance index, subject to the constraints.
Pontryagin’s maximum principle and dynamic programmingmethods are introduced
as the most popular techniques for OCP solutions [2, 3].

Due to being inaccessible of the analytical solutions for some OCPs, solutions
approximations have been introduced.

Numerical methods have been known as the popular methods for the researchers
for solving the complicated OCPs [4].

In this field, numerous techniques have been proposed which employ the orthog-
onal functions for solving the time-varying LQR OCPs [5, 6].

The introduced methods are founded based on either converting the dynamic
OCP into a quadratic programming problem or converting the TPBVP into a set of
algebraic equations.

El-Gindy et al. introduced a deterministic method for solving OCPs based on
orthogonal methods [7]; in that research, the control variable is first approximated
by the Chebyshev polynomials with unknown coefficients and then, the problem is
transformed into an OCP. This made the OCP as a parameter optimization problem
of the performance index. By this idea, the performance index can be also solved
by transforming it into an unconstrained optimization problem and solving it by
gradient-based methods or meta-heuristics [8, 9].

Basically, popular OCP solutions are based on model constructions. However,
there is always one problem which makes a lot of issues; constructing an accurate
model for the real state systems is very complicated and there is always some assump-
tions and some unconsidered phenomena in the model which have a significant effect
on the system model (uncertainties) [10].

Utilizing the traditional deterministic methods for solving these OCPs can result
invalid and even non-convincing solution which makes them into unprofitable meth-
ods in the presence of uncertainties.

Different methods have been developed to guarantee the OCPs robustness in the
presence of uncertainties [11]. In the meantime, fuzzy programming [12], stochastic
methods, and interval arithmetic methods [13–15] are the most popular methods.

Stochastic methods need information about probabilistic distribution and fuzzy
methods need to an expert with enough information about system changes. Gener-
ally, there is often no information about distribution and memberships. Fortunately,
interval methods need only lower and upper bounds of uncertainties [16, 17].

This paper presents a baseline OCP method based on Chebyshev polynomials
and a new meta-heuristic algorithm, WCO, for solving the baseline OCPs to be
an effective choice for accommodating the interval uncertainties present in flight
control applications and for ensuring satisfactory reference tracking in the presence
of uncertainties.

The rest of the paper is organized as follows: in Sect. 2, the concept of the
Chebyshev polynomials and their technique to approximate a function is introduced.
Section 3 presents a brief theory of interval analysis. In Sect. 4, the optimal control
problems in the presence of Interval uncertainties are explained. In Sect. 5, world cup
optimization as an optimization algorithm is illustrated. In Sect. 6, Interval Dubins



A Solution for Dubins Path Problem … 47

Path Problem is solved and analyzed to validate the proposed method. The paper is
finally concluded in Sect. 7.

2 Chebyshev Polynomial Approximation

A Chebyshev polynomial (Ci) in the interval t ∈ [−1, 1] of degree i can be defined
as follows [18]:

Ci (t) = cos iθ, θ = arc cos(t) ∈ [0, π ] (1)

where i describes the nonnegative integer.
Truncated Chebyshev polynomial is a better way to approximate the system prac-

tically; truncated Chebyshev approximating of the function f(x) with an accuracy of
degree k is as follows:

f (t) ≈ p(t) = 1

2
f0 +

k∑

i=1

fiCi (t) = 1

2
f0 +

k∑

i=1

ficos (iθ) (2)

where, fi is the ith constant coefficient. By evaluating the formula using the numerical
Mehler (Gaussian-Chebyshev) integration formula [19], the coefficient ofChebyshev
polynomial can be achieved by the following formula:

fi = 2

p

p∑

j=1

f
(
cos θ j

)
cos iθ j (3)

where, p is the order of truncation. Truncated Chebyshev polynomial can be achieved
by substituting the equation above in Eq. (2).

3 Interval Analysis

Interval arithmetic is a way to define the interval variables. Consider the
interval integers [x] and [y] with lower and upper bounds where [x] ={
x |x ∈ R ∪ {−∞,∞}, x ≤ x ≤ x

}
and [y] =

{
y|y ∈ R ∪ {−∞,∞}, y ≤ y ≤ y

}
.

In this case, the basic arithmetic operations can be defined as follows:

[x] + [y] = [x + y, x + y], (4)

[x] − [y] := [x − y, x − y]. (5)
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[x] × [y] = [min{xy, x̄ y, x ȳ, xy}, max{xy, x̄ y, x ȳ, xy}], (6)

[x]/[y] = [x] × 1

[y] ,
1

[y] = [ 1
y
,
1

y
], 0 /∈ [y, y] (7)

More detailed about interval arithmetic can be found in [20–22].

4 OCP with Interval Uncertainties

Consider the following OCP with uncertainties:

Min
u(t)

J (X (t),U (t),�) =
t f∫

t0

G(t, X (t),U (t),�) dt (9)

where, J (X (t),U (t),�) =
[
j(X (t),U (t),�), j̄(X (t),U (t),�)

]
is the interval

performance index of the system. The system dynamic and the initial and the final
conditions are as follows:

Ẋ(t) = f (t, X (t),U (t),�), t ∈ (t0, t f ), (9)

X (t0) = X0, X (t f ) = X f . (10)

where, U(t) and X(t) are the control and the state variables, respectively. � =
[δ1, δ2, . . . , δn] defines the system uncertainties, and X0 and X f are the initial and
final states, respectively.

For the simplicity of the work without losing the generalities, assume that the
time interval is located in the interval t0 �= −1 and t f �= 1. i.e.

J (X) = t1 − t0
2

1∫

−1

G

(
t1 − t0

2
t + t1 + t0

2
, X (t), Ẋ(t),�

)
dt (11)

where,

U (t) = F

(
t1 − t0

2
t + t1 + t0

2
, X (t), Ẋ(t),�

)

And the initial conditions are:
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X (t0) = X−1, X (t f ) = X1 (13)

By changing the time interval to the [−1,1] and by considering unknown interval
coefficients (α ≡ (a0, a1, . . . , an)), the state variable can be approximated by the
following Chebyshev polynomial:

[Xm]([t]) ≈ 1

2
[a0] +

m∑

j=1

[ f ]([ai ]Ti ), i = 0, 1, . . . ,m (14)

where, [Xm] = [xm, xm]. Finally, based on the relationship between the state and
control variables, the system’s control law will be achieved as follows:

a j = 2

K

m∑

j=1

f (cos(θ j ))cos(θ j ), j = 0, 1, . . . ,m (15)

θ j = 2i − 1

2K
π, i = 0, 1, . . . , K (16)

where, K>m.
In the direct solving method for traditional OCPs, these coefficients can be

obtained as follows:

[Xm]([t]) ≈ 1

2
[a0] +

m∑

j=1

f ([a j ], t), j = 0, 1, . . . ,m (17)

When the system has interval uncertainty, two performance indexes have been
made. So in this case, if we want to use the classical method to solve this system,
we will have to transform these two performance indexes into a single function
(Lagrange coefficients) which the results are very inefficient. The other method is to
use multi-objective optimization methods instead of using the classical method.

In the single-objective optimization problems, the main purpose is to improve
a single performance index, whose minimum or maximum value fully reflect the
quality of the response. But in some cases, one cannot just rely on an index to rely on
a hypothetical answer to the optimization problem. In this type of problem, we have
to define several performance indexes and, simultaneously, optimize all of them.
Multi-objective optimization is one of the most effective and highly applied research
techniques in optimization. In this research, theWCOmethod has been used to solve
the multi-objective optimization problem.
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5 World Cup Optimization Algorithm

In the last decades, intelligent algorithms which are inspired from natural and social
processes have been developed for solving the optimization problems. Some of the
popular intelligent algorithms like Genetic algorithm, particle swarm optimization,
and quantum invasive weed optimization algorithm have been utilized in most of
engineering and science fields to solve the complicated problems and achieve the
optimized solution [23–25].

Recently, a newalgorithmhas been inspired from theFIFAworld cup competitions
which have good results for different works. This algorithm is called World Cup
Optimization (WCO) algorithm. WCO is a competitive algorithm; the main target in
this algorithm is to challenge the teams with each other until one team could reach
the best score and achieves the championship cup. In theWCO algorithm, ‘rank’ has
a direct impact on the team’s success.

The reason is that the team’s strength defines the seeding. From the rank scores, n
first strong teams have been categorized as the first seed, the second seed comprises
the teams weaker than the first seed and the others have been categorized as the
second team hierarchically.

At first, strong teams rise to the next level with no competitions. The competition
starts by competing the teams separately in their seeds to win the competition and
achieve more scores and upgrade their rank for the next games and cups. After the
preliminary competitions in seeds, the best two teams from each group arise to the
next level and the rest has been eliminated.

The third place of each competition in the seeds has another chance to rise to the
next level bywinning the other same score teams from the other seedswhich are called
Play-Off. The final competition is held between two teams with the most scores to
define the champion of the competitions. The flowchart of the multi-objective WCO
algorithm is shown in Fig. 1.

6 Solving Interval Dubins Path Problem

The main purpose of the Dubins Path Problem is to determine the control law so
that it can take a vehicle in the shortest time from a geographical position to another
geographical location. This is an important issue for goals such as steering UAVs
and preventing accidents.

By limiting the transverse motion problem for a vehicle, the kinematic system
based on the Dubbin model is as follows:

ẋ1 = δ1V (t)cos (θ(t))

ẋ2 = δ1V (t)sin (θ(t))

V̇ = u1(t)



A Solution for Dubins Path Problem … 51

Fig. 1 Flowchart of world cup optimization algorithm

θ̇ = δ2u2(t) (18)

where, p = (x, y) is the vehicle position in two directions, V is the initial veloc-
ity, θ(t) describes the motion angle and u = (u1, u2) shows the control variables.
Therefore,V = √

ẋ2 + ẏ2

OCP for this system is formed as follows:

pmin = min
u(t), t∈[0,t f ]

t f∫

0

δ × J (p)dt (19)

where, z = [x(t), y(t), θ(t)] ∈ R
2 and u(t) = [θ(t)] ∈ R

1. The velocity of the
vehicle is considered 470 m/s and uncertainties δ = δ1 = δ2 = [0.7, 1.4], and t f can
be free, indefinite or interval.

p0 = (0, 0), V0 = 0.5, ψ0 = π

4
, p f = (1, 1), V f = 0.5, ψ f = −π

4
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Fig. 2 a Tracking problem
control rate and Dubins
confident path and b the
confident path response for
the Dubins confident path
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These boundaries are used to restrict the vehicle’s reachable operating area. There-
fore, with the help of this constraint, the prohibited areas can be induced according
to the desired area.

If v(t) is constant and u1(t) = 0, then the solution method for the problem is the
dubins path. This problem can be solved in a straightforward manner by parame-
terizing the control variables (u(t)) using the Chebyshev functions with open-field
partition coefficients. The time for diving in the dubins path is considered 3.727 s.
Figure 2 shows the control of the system and the optimal path.

From the figure, it is clear that by applying a random input to the system, the
confidence interval is taken on the guaranteed path. In general, this example provides
a more specific application for optimal control problems. Therefore, by determining
the boundaries of the interval in the optimal control system,we only need tomaneuver
on themethods inwhich the amount falls within this interval. Otherwise, the selection
method is wrong.

7 Conclusions

A new topology has been proposed for finding the confidence interval of the optimal
control problems with uncertain-but-bounded parameters. The method is based on
the Chebyshev polynomials and world cup optimization algorithm.

In this study, the Chebyshev polynomial is extended to an interval polynomial
based on interval analysis and approximating the control variable of the OCP, the
unknown parameters have been evaluated with WCO multi-objective optimization
algorithm. The numerical study is applied to the Dubin’s path problem with interval
uncertainties to show the proposed method’s efficiency.
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Efficacy Comparison of Satellite Attitude
Control Systems Using a Spherical Air
Bearing

Rômulo Fernandes da Costa , Osamu Saotome and Elvira Rafikova

Abstract This work presents practical and simulated experiments designed to com-
pare the efficacy of two satellite attitude control methods, using the satellite sim-
ulation platform developed by ITA, the MuSat, as a testbed. The first algorithm
is based on feedback linearization, and is designed to suppress precession effects
caused by the momentum wheels. The second algorithm is a controller based on
the State Dependent Riccati Equation (SDRE) technique, which aims to optimize
convergence iteratively. An attitude maneuver in the three axes of rotation was exe-
cuted using the MuSat platform, using the two controller algorithms. A numerical
simulation of these experiments using a computational model of the MuSat is also
presented, providing a baseline for the experiment. Results indicate that while both
algorithms perform similarly well under idealized conditions, the SDRE algorithm
outperforms the feedback linearization controller, due to its higher precision and
robustness characteristics.

Keywords SDRE control · Feedback linearization · Satellite attitude control
system · Practical comparison · Spherical air bearing

1 Introduction

The Attitude Control System (ACS) of a satellite is responsible for adjusting
its orientation towards a given reference. It must point the satellite with sufficient
accuracy to fulfill its mission, such as image acquisition, communications, and guid-
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ance. The ACS must also be capable of correcting any disturbances caused by the
movement of mobile parts, such as actuators or flexible parts.

Given its importance, errors in ACS design may result in several other problems,
such as communication issues due to antennas not being accurately pointed, drifting
away from a referential trajectory, and preventing the batteries from recharging prop-
erly, due to solar panels not being correctly aligned with the sun. These problems can
prevent the satellite from completing its missions or even cause the loss of the equip-
ment [1]. This justifies the need for evaluating the attitude control algorithms through
simulations in laboratory, either through computational or physical simulators [2].

Several institutions [3, 4] have built their own air-cushion based simulators, in
order to evaluate the performance of ACS while running under embedded hardware.

This paper presents a practical and simulated experiment using the satellite simu-
lation framework developed by ITA, the MuSat, comparing the performance of two
different satellite attitude control methods. The first algorithm is based on feedback
linearization method, and the second algorithm is a controller based on the State
Dependent Riccati Equation (SDRE) technique. The maneuver was also numeri-
cally simulated using a computational model of the MuSat, providing a baseline for
the experiment results.

2 Related Work

Accordingly to the historical review provided by Schwartz [5], the use of air bearings
as satellites simulators can be traced back as early as 1960, built by governmental
institutions with the purpose of validating technology embedded on real satellites.
Air bearing testbeds built by universities tend to be smaller, as those are built for the
development of new control algorithms rather than hardware implementation.

Examples include devices built byUNAM, as reported byPrado [3], and atUniver-
sity of Sydney, as reported by Kwan [4]. Both works present disk-shaped air bearings
measuring 76 and 30 cm of diameter respectively, built specifically for educational
purposes.

This paper continues the works of Silva [1] and by Costa [6] on the MuSat sim-
ulator. M.A.C Silva presents the mathematical model for the simulator used in this
work for use in a HIL simulator. In 2016, the work presented by R.F Costa validates
the controller’s design by demonstrating its performance in the MuSat platform in a
physical experiment.
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3 Musat Framework

3.1 MuSat Testbed

TheMuSat testbed is a device designed for performing satellite attitude control exper-
iments on laboratory. It consists on an air bearing that maintains an aluminum sphere
floating over a very thin layer of air. This creates a nearly frictionless environment
in which the sphere is free to rotate in any axis, and is only limited by the edges of
the bearing [1, 6].

Inside the sphere there are three orthogonally orientatedmomentumwheels,which
act as actuators for attitude control. Torque over the sphere can be applied by varying
the wheels speed, which causes the sphere to rotate over the bearing. Figure 1 is a
photograph taken of the sphere over the air bearing.

A single Arduino Mega Board is used to manage the three actuators and the IMU
(Inertial measurement unit) contained atop the lid of the sphere. It also receives
commands from an external computer, which hosts the control algorithm.

The algorithm executed in external computer is implemented in MATLAB and
Simulink, and is comprised of three sequential modules, being the first responsible
for data reception, the second module contains the control laws, and the last module
manages data transmission. This segmented architecture makes it easier for testing
new controller schemes [6].

3.2 Computational Model

The sphere dynamics can be described by Eq. 1:

ω̇ = I−1
[−(ω × Iω) − J�̇ − (ω × J�)

]
(1)

Fig. 1 The MuSat testbed
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where ω = [ωx ωy ωz]T is the angular velocity vector, I is the matrix containing
moments of inertia of the platform, J is the moment of inertia of each momentum
wheel and Ω = [Ωx Ωy Ωz]T is a vector containing the spin velocity of each
wheel. This equation describes a summation of all torques acting on the sphere, not
accounting torques caused by air friction or gravity’s influence.

In order to represent attitude using Euler angles as a function of angular rates, the
following conversion matrix must be applied.

⎡

⎣
φ̇

θ̇

ψ̇

⎤

⎦ =
⎡

⎣
1 sin φ tan θ cos φ tan θ

0 cos φ −sin φ

0 sin φ

cosθ
cos φ

cos θ

⎤

⎦

⎡

⎣
ωx

ωy

ωz

⎤

⎦ (2)

In which φ θ ψ are the Euler angles: roll, pitch and yaw respectively.
From Eqs. 1 and 2, it was possible to develop a computational model of the sphere

using Simulink, which will allow for testing the controller before its implementation
on the physical simulator.

4 Control Algorithms

4.1 Feedback Linearization Algorithm

Feedback Linearization is a popular design concept in nonlinear control. The objec-
tive of a controller employing this design is to convert a nonlinear system into a
linear system by generating an appropriate input, and then stabilizing the dynamics
with tools developed for linear systems.

While it is a simple and often used design, it has some drawbacks, as it may
require large inputs from actuators and can be strongly influenced by uncertainties
and unmodeled dynamics [7].

A controller based on feedback linearization for the MuSat was designed in [1]
as defined in Eq. 3. It consists in a non linear controller that calculates angular
acceleration for each momentum wheel based on the sum of two components, a
(defined in Eq. 4) and b (defined in Eq. 5).

�·
ref = a + b (3)

a = 1

J

[
K rω + K p(� − �ref)

]
(4)

b = 1

J
[−(ω × Iω) − (ω × J�)] (5)

Component b is non linear and it is designed to suppress the nonlinear effects
caused by coupling and precession seen on Eq. 1. Component a is linear, being
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designed to impose a damped response on the system. The constants Kr and Kp

define the torque applied to the system proportionally to angular rate and angular
error respectively.

4.2 State Dependent Riccati Equation Algorithm

A new control algorithm was designed for the MuSat testbed, based on the State
Dependent Riccati Equation (SDRE) technique. This control technique is considered
to be a counterpart of the Linear Quadratic Regulator (LQR) technique for non-linear
systems, as it consists in finding an input u that minimizes the cost function J, defined
on Eq. 6, for any given iteration of the algorithm.

J (u) = 1

2

∞∫
0

[
xT Q(x)x + uT R(x)u

]
dt (6)

where x is a state vector of a nonlinear system given by:

ẋ = A(x)x + B(x)u (7)

In the SDRE algorithm, all elements of matrices A(x) and B(x) in Eq. 7 are
numerically calculated, and the system is then treated as linear. Then, the optimal
input u, which minimizes Eq. 6, has the form of Eq. 8:

u = −R−1(x)BT (x)P(x)x (8)

For obtaining u, it is necessary to solve the Algebraic State Dependent Riccati
Equation (ARE), shown in Eq. 9 [8].

P(x)A(x) + AT (x)P(x) − P(x)B(x)R−1(x)BT (x)P(x) + Q(x) = 0 (9)

By solving Eq. 9 numerically, one finds P(x).
Replacing P(x) in Eq. 8 yields the optimal input u for that single iteration of

the algorithm, and by repeating the process at a high enough rate, the system will
converge towards its origin in a suboptimal trajectory.

Given that thismethod requires continuously recalculating an optimized controller
at a high rate, it requires a significantly larger amount of computational power than
other control designs. It is estimated in [9] that at least a 10 MFLOPS processor is
required to be able to execute a 5 state SDRE controller at a rate of 1 kHz.

For implementing the SDRE algorithm the MuSat, a vector xsphere =
[
φ θ ψ ωxωyωz

]T
containing all the system variables was considered. The deriva-

tives of the each one of the variables can be obtained directly from Eqs. 1 and 2.
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By defining a second system as xref = [
φre f θre f ψre f ωxre f ωyre f ωzre f

]T
, acting

as referential state and modeled in the same way as xsphere, one can define the error
between the system and reference as e = xsphere − xre f , and use e as the state vector
for the SDRE algorithm.

The derivative of the e vector can then be parameterized in space-state represen-
tation, as seen in Eq. 10.

ė = x ·
sphere − x ·

re f = A(e)

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎣

eφ

eθ

eψ

eωx

eωy

eωz

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎦

+ B(e)

⎡

⎣
ux

uy

uz

⎤

⎦ (10)

where matrixes A and B are defined as:

A(e) =

⎡

⎢
⎢⎢⎢⎢⎢⎢
⎣

0 0 0
0 0 0
0 0 0

1 k1eωy
k1eωz

0 k2eωy
k2eωz

0 k3eωy
k3eωz

0 0 0
0 0 0
0 0 0

0 k4eωy
k4eωz

k5eωx
0 k5eωz

k6eωx
k6eωy

0

⎤

⎥
⎥⎥⎥⎥⎥⎥
⎦

(11)

B(e) =

⎡

⎢⎢
⎢⎢⎢⎢⎢
⎣

0 0 0
0 0 0
0 0 0

k4u�x
0 0

0 k5u�y
0

0 0 k6u�z

⎤

⎥⎥
⎥⎥⎥⎥⎥
⎦

(12)

Each coefficient in A and B is dependent on the current state of the system,
obtained from rearranging the error equations derived from Eq. 10.

The matrices Q and R were defined as:

Q = diag
(
kQatt , kQatt , kQatt , kQw

, kQw
, kQw

); (13)

R = diag
(
kRw

, kRw
, kR_w

)
(14)

where kQ_att , kQ_w and kR_w are constants that define the penalties associated of the
attitude error, angular velocity error and control effort in Eq. 8.

From Eqs. 10–12, it was possible to create a SDRE controller in Simulink. Ele-
ments from theA(e)matrix are recalculated at each iteration of the control algorithm.
Signal u can be calculated directly from the MATLAB function “lqr”, which solves
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the ARE and calculates the product R−1(x)BT (x)P(x) seen in Eq. 8, after all ele-
ments in A and B have been calculated.

5 Results

5.1 Experiment Description

A test experiment was performed for both algorithms, using the MuSat platform and
its computational model. These experiments consist in rotating the sphere from a
leveled attitude to a new attitude vector defined by �ref = [

φre f θre f ψre f
] = [5°,

5°, 5°], while under control of one of the algorithms. All momentum wheels had
their initial velocity set to 2100 RPM. The algorithms were activated for a period of
60 s.

The values of the parameters used on the simulations and controllers are listed in
Table 1.

5.2 Simulation Results

Figure 2 shows the response obtained by simulation for system attitude to the left
and momentum wheel speed to the right.

Table 1 System parameters Parameter Value Units

I
⎡

⎢
⎢
⎣

0.1358 −0.0000 −0.0002

−0.0000 0.1359 0.0002

−0.0002 0.0002 0.1227

⎤

⎥
⎥
⎦

Kg m2

J 6.2757e−04 Kg m2

K r
[
0.2174 0.2175 0.1964

]

K p
[
0.0149 0.0150 0.0135

]

kQ_att 14.4

kQ_w 600

kR_w 0.0206
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Fig. 2 Attitude and wheel response obtained under simulation

Fig. 3 Attitude and wheel response obtained using the MuSat testbed

5.3 Experimental Results

Figure 3 shows the attitude response of the sphere in the experiment to the left, and
momentum wheel speed to the right.

5.4 Results Discussion

While both algorithms had similar performances in simulation, it can be better seen
on the experimental results that the SDRE algorithm is more precise than the feed-
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back linearization algorithm, as in both cases the SDRE presented less oscillation
and overshoot. This is due to disturbances in the testbed that cannot be completely
removed from the environment, such as gravity induced torque and air friction. Feed-
back linearization controllers tend to be quite susceptible to disturbances, as opposed
to SDRE-based controllers, which are significantly more robust due to its design.

6 Conclusion

The SDRE controller presented in this work outperformed the feedback linearization
controller in both cases, as its response is slightly more precise, with lower overshoot
and oscillation frequency, which demonstrates this control technique’s efficacy.

However, the constant recalculation of the ARE in the SDRE algorithm requires
a larger amount of computational operations, which makes it harder to implement
on simpler embedded systems. As the feedback linearization method required fewer
computational operations, it can be embedded more easily.

Future work can further improve SDRE controller design by using offline trained
neural-optimal controllers, in order to reduce the computational cost associated with
these controllers. Furthermore, matricesQ and R can be designed as state dependent
as well, in order to force the controller to meet certain requirements and constraints,
such as maximum control effort and settling time.
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A Comparative Study Between
Methodologies Based on the Hough
Transform and Watershed Transform
on the Blood Cell Count
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Abstract It is increasingly common to use engineering techniques in the areas of
health, in order to solve simple problems or even create new diagnostic methods. In
the last decade, the Hough Transform has beenwidely used as a tool for segmentation
of blood smear images for the purpose of counting blood cells. However, it is noted
that theWatershed transformhas been applied to perform the same function. Based on
this, a methodology based on the Hough Transform was created, aiming to perform
the detection and counting of erythrocytes and leukocytes and verify the applicabil-
ity of the methodology when compared to others. The study was conducted based
on the determination of accuracy and simulations performed on different hardware
platforms and subsequent comparison with the WT-MO methodology. The results
demonstrated that both methodologies are able to perform the task of detection and
counting of blood cells in digital images of blood smear. However, the methodology
based on the Watershed Transform best meets the criteria of speed and reliability
(counts), which are indispensable to medical laboratory routine.
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1 Introduction

The human blood consists of approximately 45% blood cells. These cells are respon-
sible for homeostasis of the organism, through transport gases, defense of the organ-
ism against distinct etiological agents, tissue repair and blood coagulation [1, 2].

Through observations in optical microscopy, it was possible to visualize biconvex
disc-shaped structures without cell nucleus. These cells were called erythrocytes.
Its main function is the transport of gases by the organism [3]. Other structures can
also be observed, however, they have a larger size, and the presence of segmented
nuclei in lobules, and may or may not be covered by cytoplasmic granules. Such
structures are called leukocytes and are responsible for the body’s defense against
external agents.

Over time, the study of blood cells that was restricted to just the observation of
cell morphology began to use specific methods. This new methodology responsible
for the analysis of blood cells was called hemogram [4].

The hemogram is a laboratory exam for the quantification and qualification of
blood cells. In this exam, the erythrocytes level should be between 4.0 and 6.0 ×
106/mm3 of blood. Values lower or higher than this parameter is indicative of genetic
anemia or iron deficiency anemia, leukemia or polycythemia [1, 4, 5].

The automation of the hemogram results in greater agility in performing the
exams and in the release of reports. However, it is a more expensive methodology
because the automation is based on impedance and flow cytometry methods for the
differentiation and counting of blood cells [4, 6].

However, before acquiring hematological equipment it is necessary to take into
consideration the following parameters: automation equipment versus the type of
patient attended; demand for daily exams, cost of each hemogram, interfacing, and
training of employees [4–6].

The high cost of the methodologies used for the confection of hematological
equipment implies a high cost of the final product [4, 6]. This high-cost results in the
exclusion of the right to health of many people from underdeveloped and developing
countries [7].

Often newmethodologies are created in the area of engineering, being able to solve
problems in other areas of knowledge [7]. The image segmentation is used as a step in
general object recognition, being useful in many applications for identifying regions
of interest. This process consists in the act of fractionating an image into groups
of spatially connected pixels homogeneously. In the last decades can be noticed a
growing increase in the use of techniques of segmentation of images for the resolution
of problems or improvement of techniques already existing in the medical areas.
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2 Literature Review

In the year 2000, Soltanzade carried out a study related to the segmentation of cells
and cell nuclei using membrane markers. Segmentation of individual cell nuclei
from microscope images usually involves labeling of nuclei with a marker of DNA.
However, this methodology often presents flaws when applied to clusters of nuclei,
since the distinction of the nuclear borders becomes difficult to identify in these
conditions. Thus, this work presented a methodology that solved this limitation and
allowed the segmentation of whole cells [8].

This segmentation was accomplished through the identification of each nucleus
and/or cell, and the boundaries were expanded until reaching the cell as a whole. This
process relied on the use of staining, using curvature gradients and flow techniques.
The algorithm developed was tested on computer-generated objects to evaluate its
robustness against noise and subsequent application to cells in culture. In all cases
presented, the algorithm obtained considerable precision results [8].

In the year of 2002, Walsh and Raftery, developed a work related to precise and
efficient curve detection in images emphasizing the importance of the Hough trans-
form. In this work, we investigated the use of grouping techniques aiming at the
simultaneous identification of multiple curves in the image. We also used probabilis-
tic arguments to develop the stopping conditions for the algorithm. A blood smear
image containing 26 red cells was used, and 23 cells were counted by the algorithm
in a Processing Time greater than 4 min [9].

In 2003, Ji Y. Xie introduced the Hough randomized transform to improve the
accuracy and robustness detection curve as well as computational efficiency. Robust-
ness and accuracy improvements were achieved by the analytical propagation of
errors with image pixels to estimate curve parameters. The errors with the curve
parameters were then used to determine the contribution of pixels in the accumu-
lated arrangement. Computational efficiencywas achieved bymapping a set of points
near certain selected sites to the space frontier [10].

A year later, Jiaqiang Song, concluded that the Hough transform is recognized as a
powerful tool for extracting graphics elements for images due to its global vision and
robustness in noise or degradation of the environment. However, the application of
the Hough transform has been limited to small size images, since the peak detection
and the scan line consumed much more time for large images [11].

In 2005, Baggett and colleagues carried out a study aimed at the segmentation of
cells into solid tissues, in order to understand the cellular and molecular structures,
which are the basis of tissue development and function. For this, a software was
developed that through segmentation of two-dimensional microscopic images found
the cell membrane in better state of conservation. The samples were labeled with
a fluorescent cell surface marker so that the membranes became brighter than the
other cell structures. The developed algorithm requires the user to mark two dots per
cell, one in the center and one at the edge, ensuring a segmentation practically 100%
correct [12].
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In 2006Wu and colleagues developed their study using Otsu based on the circular
histogram for the leukocyte segmentation. Thus, for the detection of blood cells, the
detection of the border by this method is weak, because not all the limits are well
determined, being difficult to obtain all the border information and to locate the cells
with precision [13].

In the year of 2007, Kharma and collaborators realized a work based on the
automatic segmentation of cells coming from microscopic images using the ellipse
detection. For this, they developed a method of automatic extraction of the cells of
microscopic images, being the process divided in 2 steps. The first step used a certain
threshold to identify and mark foreground objects, and presented an accuracy >97%.
The second step of the method used an ellipse detection algorithm to identify cells
quickly and reliably [14].

A year later, Marcin Smereka, modified the Hough transform, proposing an
improvement in the detection of low contrast circular objects. The original Hough
transform and its numerous modifications were discussed and compared, concluding
that both can be improved in the efficiency criteria and computational complexity of
the algorithm [15].

In 2009, Siyu Guo stated that the Hough transform has been a method often
used to detect lines in images. However, when applying the Hough transform and
algorithms derived from real-world images, themethod often undergoes considerable
degradation in performance. Especially in detection rate because of the large amount
of dots provide a complex background or texture [16].

In 2010, Roy A. Diamayuga and colleagues, used a histogram to distinguish the
nuclei of the leukocyte cytoplasm from the remaining cells of the images [17]. In
turn, Soltanzadeh, through three experiments with blood cells, proposed a technique
based on the extraction of morphological characteristics. Thus, through the central
mass of each cell found the distance of each pixel at a central point [18].

In the following year, Kareem and colleagues described in their work a new
methodology to identify the total number of erythrocytes as well as their location
on Giemsa dye stained slides. The method uses the basic knowledge related to the
structure and brightness of the components, since the Giemsa dye is able to stain
the sample and assist in detecting the location of the cells in the image [19]. In
turn, SaVkare and Narote, carried out a study whose focus was the detection of red
blood cells infected by the intracellular parasite Plasmodium falciparum, which is
the etiologic agent of malaria [20].

Arivu et al. In 2012, performed the counting of red blood cells and leukocytes
by differentiating the distinct morphological characteristics that these cells present
with each other. The red cell count was performed through the following steps:
conversion to the grayscale; segmentation; noise removal; removal of edge elements
and counting by algorithm. In turn, the leukocyte count came from other steps such
as image conversion into binary image; noise reduction; space filling and removal of
cells with poorly defined edges. The result shown demonstrated 75–80% accuracy
in cell counts [21].

Mohammed in 2013 carried out a study of 140 images with blood cells related
to Acute Lymphocytic Leukemia. For this, an algorithm was used to convert the
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image into RBG for grayscale. Then, the cell nuclei were segmented using the Otsu’s
approach, which is a method of grayscale delimitation. In this way, the nuclei were
detected by means of their darker coloration when compared to the surrounding
components. The results showed 99.85% accuracy in the detection of a specific type
of leukocyte called lymphocytes [22].

Mogra et al. [23] and Kaur et al. [24], in the year of 2014, performed comparative
studies between K-Means method and Hough transform in the extraction and count-
ing of red blood cells and leukocytes. The K-Means algorithm is a simple technique
that can be used for cluster observationswithin clusters of observations reportedwith-
out any knowledge of their relationships. The image processing through K-means
methodology consists of: image input with agglomerates; histogram equalization;
image segmentation; blood cell extraction and counting.

One year later, Nasreen and colleagues carried out a study using a digital micro-
scope interfaced to the computer, where the images of blood cells were obtained
in the form of digital images, and the image input in the RBG format. This image
was later converted to the grayscale format. Then the medium filtration was used to
remove noises from the time of image capture [25].

In addition, image input has been improved for better segmentation. In turn, the
image segmentation was performed through gray outlines, through the “graytresh”
function in MATLAB. This function uses the Otsu’s method, which chooses a limit
to minimize the classes entering variance of black and white pixels. The detection
of blood cells was performed by the Hough transform, which has the function of
finding circles in images. As a result, this methodology was able to count 334 red
blood cells [25].

In 2016, Bhagavathi et al. developed a work on an automatic system for the detec-
tion and counting of red cells and leukocytes using the Fuzzy Logic methodology.
In this study, the RGB image obtained was converted to the grayscale and points
were detected using the Fuzzy logic rules. The counting was performed through the
centers of the circles, where the radii were determined for each cell. Another point
used for the differentiation of blood cells was based on the presence or absence of
cell nuclei [26].

One year later, Ghane et al. developed a study of leukocyte segmentation from
microscopy images. For this purpose, a new combination of thresholding, modified
k-means, and Watershed clustering algorithms was presented. The study has three
stages: (1) segmentation of leukocytes from a microscopic image, (2) extraction of
nuclei from the cellular image and (3) separation of superimposed cells and nuclei.
The results of the evaluation of the proposed method showed that the measures of
similarity, precision and sensitivity, respectively, were 92.07, 96.07 and 94.30% for
the nucleus segmentation and 92.93, 97.41 and 93.78% to the cell segmentation [27].

In the year 2018, Shahin et al. developed a novel targeting algorithm for leuko-
cytes in blood smear images. For this, it was proposed to measure the similarity
between the different color components of the blood smear image. Two segmenta-
tion methodologies were proposed: one for the nucleus segmentation and the other
for the cytoplasm. The results were obtained through public data sets with differ-
ent resolutions, evaluating the performance of the system based on qualitative and
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quantitative measurements. The quantitative results indicate high accuracy rates of
the segmentation performance measure. The average results of segmentation perfor-
mance for different types of white blood cells reach 97.6% [28].

2.1 Transform Hough

The Hough Transform (HT) was introduced by P.V.C. Hough in 1962 in the form
of a patent. Its application was based on particle physics, aiming to detect lines
and arcs in the photographs obtained in cloud chambers. The Hough transform is
classified in themiddle range of the image processing hierarchy. This methodology is
applied to images previously treated and free of irrelevant details. Thus, this method
is dependent on the processes of filtering, boundary and edge detection. The method
assigns a logical label to an object that until then existed only as a collection of pixels.
Therefore, it can be classified as a segmentation procedure [29, 30].

The idea behind the method is simple: parametric shapes in an image are detected
through points accumulated in the parameter space. In this way, if a particular shape
is present in the image, the mapping of all its points in the parameter space must be
grouped around the parameter values that correspond to that shape. This approach
maps distributed and disjoint elements of the image to a localized accumulation point.
Such a feature provides benefits and drawbacks to the method. Partially occluded
forms are still detected, in evidence of their visible parts, that is, all segments of the
same circle contribute to the detection of this circle, regardless of the gaps between
them. On the other hand, local information inherent to shape points, such as adja-
cency, is lost—the endpoints of circular arcs and line segments must be determined
in a subsequent step [29, 30].

The computational load of themethod increases rapidlywith the number of param-
eters that define the detected form. The number of parameters is distinct according
to the form: rows have two parameters, circles have three, and ellipses have five.
The Hough method has been applied to all of them, but the ellipse is probably at
its maximum practicality limit. Its greatest strength lies in specialized insight, such
as manufacturing quality control, aerial photo analysis and data analysis in particle
physics [29].

Algorithms developed in Matlab software often have wide applicability as the
Hough Transform, which is considered in academic scientific milieu an established
methodology. In this way, the present work aims to evaluate the best method of
counting and detecting blood cells present in blood smear images.

3 Proposal

For the detection and counting of blood cells, 30 blood smear images containing red
blood cells and leukocytes were used. These images were acquired through a camera
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Fig. 1 The logic of the HT-DC methodology

attached to a conventional optical microscope. These images were then used on a
physical machine with MATLAB software version (2014a), previously installed. In
this simulation environment, a medical algorithmwas developed based on the Hough
transform and on the detection of objects through coloration. Thus, the developed
methodology was named HT-DC (Hough transform and Detection Color). Figure 1
shows the logic used to create the HT-DC methodology.

As it is known that images from fields of optical microscopy are subject to defi-
ciencies in brightness, contrast and even sharpness, the images underwent a pre-
processing, aiming at correcting and/or improving such possible failures.

Considering the existence of 3 color planes (RGB) responsible for containing the
image color information, the green color component is extracted from the image
because it contains the maximum value needed for this type of segmentation. Due
to the morphological characteristic of the red cells, the Hough Transform is applied
for the detection of circular objects in the images.

The Hough Transform detects edge points in each circle and draws a circle with
that point as its origin and radius. It also uses a three-dimensional matrix, the first
two dimensions being responsible for representing the coordinates of the matrix,
which increases each time the circle is drawn around the rays over each edge point.
An accumulator maintains the proper count [31].

This methodology can be applied in a way isolated, or be accompanied by filtering
and image enhancement processes before counting circular objects. Thus, the present
study aims only to evaluate the Hough Transform without the addition of other
components, evaluating only its ability to detect and count red blood cells, marking
them with a surrounding circle, as shown in Fig. 2 [31].

Subsequently, the image was submitted to the color detection algorithm. This tool
aims at detecting and counting leukocytes, which are detected and counted through
their azurophilic staining. Finally, the results of erythrocyte and leukocyte counts are
released separately.

Detection by staining was used to avoid erroneous counts of blood cells, since
erythrocytes and leukocytes are circular in shape and can easily be counted without
distinction by the Hough Transform. The blue staining of the leukocyte nuclei can be
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Fig. 2 Detection and counting of erythrocytes through the HT-DC methodology

Fig. 3 Detection and counting of leukocytes by the HT-DC methodology

easily separated from the image by means of the RGB staining separation process,
preventing leukocytes from being counted as erythrocytes.

Considering that a digital image is defined by means of the x, y coordinates, the
detection algorithm by coloring marks the leukocytes, which indicates the center of
each detected form, as shown in Fig. 3. The detection of objects by staining can be
performed through the MATLAB software’s Image Processing Toolbox.
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4 Results and Discussion

The selected 30 images of blood smear contain cells in healthy state. These images
were submitted to manual counts by a health professional and were later sent to
the MATLAB software, where through the HT-DC methodology the number of ery-
throcytes and leukocytes were counted simultaneously and separately. The values
counted by the HT-DC methodology and by the health professional were compared
to each other, aiming to determine the accuracy of themethodology developed. These
results can be observed in Figs. 4 and 5.

The comparisonof the traditionalmethodologyof cell countingwith the developed
methodology demonstrated an accuracy of 73% in the detection of erythrocytes
and 60% in the detection of leucocytes. However, when the HT-DC methodology
is compared with the WT-MO, presented in the studies [32, 33], these results do
not indicate that the applicability of the proposal can be used to the routine of the
clinical analysis laboratories without losing the quality and accuracy of the exams.

Fig. 4 Comparison of the traditional methodology with image segmentation methodology for the
erythrocyte count

Fig. 5 Comparison of the traditional methodology with image segmentation methodology for the
leukocyte count
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Fig. 6 Runtime (in seconds) of the detection and erythrocyte counting methodology in Intel Dual
Core processor

This is because the WT-MO methodology has an accuracy greater than 90% in the
determination and counting of erythrocytes and leukocytes.

The developed methodology was also submitted to evaluations of runtime. For
this, were made executions in physical machines with different hardware configura-
tions, a Dual Core processor, with 2 GB of RAM, Quad Core processor with 6 GB
of RAM, Intel Core i3 processor, with 4 GB of RAM and an Intel Core i5 proces-
sor with 8 GB RAM memory. The simulations in physical machines with different
software had as aim the evaluation of the applicability of the proposed methodology.
This evaluation is important because it dissociates from the proposal of the need to
acquire a specific machine [34].

The runtime is an important parameter for the analysis of simulations, being
responsible to prove the applicability of the proposed methodology. For this, the
“tic toc” command was used via the command line of the MATLAB prompt. This
function is responsible tomeasure the time spent by each of themethodologies during
their execution (in seconds) [34].

The results obtained in each of the simulations were compared with previous
studies [32, 33], which address a hybrid methodology for the detection and counting
of erythrocytes and leukocytes present in blood smear images. The comparisons are
presented in the Figs. 6, 7, 8 and 9.

Based on the data presented in Figs. 6, 7, 8 and 9, it can be noted that the Runtime
presented by theWT-DCmethodology wasmore satisfactory than the time presented
by the HT-DC methodology. Table 1 shows the comparison of the mean values
obtained, which show that the WT-MO methodology presents a lower execution
time for each sample analyzed.

In environments hospital, time is an extremely important variable because the
faster the test result is obtained, the faster the patient can be referred for treatment or
complementary tests. In cases of patients with leukocytosis (number of leukocytes
above the reference values), even if the hemogram was performed on a hemato-
logical device, it is recommended that these reports be confirmed by performing a
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Fig. 7 Runtime (in seconds) of the detection and erythrocyte counting methodology in Intel Quad
Core processor

Fig. 8 Runtime (in seconds) of the detection and erythrocyte counting methodology in Intel Core
i3 processor

Table 1 The average
execution time of the
methodologies in physical
machines with different
processors

Average runtime

Processor Watershed Hough

Dual Core—2 GB of RAM 1.75′′ 6.41′′

Quad Core—6 GB of RAM 1.25′′ 3.15′′

Intel Core—i3–4 GB of RAM 1.44′′ 3.57′′

Intel Core—i5–8 GB of RAM 1.27′′ 2.81′′
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Fig. 9 Runtime (in seconds) of the detection and erythrocyte counting methodology in Intel Core
i5 processor

blood smear and the manual counting of the cells. The WT-MO image segmentation
methodology can be used as a complementary diagnostic method, with the release
of results faster than those released by manual methodologies.

5 Conclusions

The present study demonstrated that there aremanymethodologies capable of detect-
ing and counting blood cells. However, only counting is only the first step in creating
a safe and reliable methodology for use in medical laboratory environments. The
methodology based on the Hough transform can be executed in different hardware
platforms, however, the time spent for the counting process of images with a larger
number of cells becomes great when compared as time spent by the methodology
WT-MO.

Thus, more research should be carried out in the area of image processing aiming
to create an increasingly accurate methods in the count of detection of leukocytes,
so that in future the hemogram is no longer dependent on a specific equipment and
has its final cost reduced, as well assisting medical professionals who want to set up
their own laboratory and patients who may have a quality examination and low cost.
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Methodology of High Accuracy,
Sensitivity and Specificity in the Counts
of Erythrocytes and Leukocytes in Blood
Smear Images
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and Rangel Arthur

Abstract The evaluation of human blood is an important diagnostic method for
the detection of diseases. The analysis of the erythrocytes contained in the blood
contributes to the detection of anemia and leukemia, whereas the leukocyte analy-
sis allows the diagnosis of inflammation and/or infections. The blood is analyzed
through of the complete blood count test (CBC), which is dependent on automated
and/ormanualmethodologies. The dependence ofmedical areas on new technologies
leads the present study to the goal of developing an image segmentation algorithm
that meets the criteria of efficiency and reliability for detection and counting of blood
cells. The algorithm was developed through the Matlab software, being the image
processing methodology based on the union of the Watershed transform and Mor-
phological Operations, originating the WT-MO methodology. For the simulations,
30 blood smear images containing erythrocytes and leukocytes were used in a non-
pathological state. The results showed that the WT-MO methodology presents high
sensitivity (99%), specificity (96%) and accuracy (98,3%) when compared with the
manual methodology. Therefore, the WT-MO methodology is an accurate, reliable
and low-cost technique and can be applied as a third more accessible methodology
to perform of the complete blood count test (CBC) in populations of underdeveloped
and developing countries.
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1 Introduction

During the embryonic stage, the yolk sac is responsible for the formation of the first
blood cells, later during fetal development, this function is transferred to the liver
and spleen. During adulthood, the interior of the bone marrow is composed of a
hematopoietic tissue, being present in the long bones and in the axial skeleton. Bone
marrow presents a suitable microenvironment for the development of hematopoietic
cells and proliferation of primitive cells and progenitor cells [1, 2]. Hematopoiesis
is the process responsible for the formation of blood cells inside the bone marrow,
from a cell mother called stem cell. This pluripotent cell originates from the different
blood cell lines: erythrocytes, leukocytes and platelets. This phenomenon is depen-
dent on a series of actions and responses that lead to the processes of duplication,
differentiation andmaturation, resulting in the production and release of mature cells
into the bloodstream [3, 4].

As a result, human blood consists of approximately 55% plasma and 45% blood
cells, with their total volume represented by approximately 7% of the individual’s
body weight. Its function consists in the conduction of gases and nutrients to the tis-
sues, aid in the excretion of metabolites, hormonal distribution, passage of chemical
messages between distant organs, regulation and maintenance of body temperature,
basic acid balance and osmotic equilibrium [5]. Plasma is an aqueous solution formed
by molecules of different molecular weights, being responsible for the transport of
substances such as water, plasma proteins, inorganic salts, amino acids, hormones,
glucose, albumin, immunoglobulins (IG), components of the blood coagulation cas-
cade, among others. For its part, the blood cells are responsible for the homeostasis of
the organism, transport of gases, defense of the organism against distinct etiological
agents, tissue repair and blood coagulation. However, such observations could only
occur through the invention of instruments capable of visualizing the cells [6].

The erythrocytes are also called red blood cells. They are anucleated, biconcave
disc-shaped cells, formed by a tetram (two α chains and two β chains) responsible
for the transport of oxygen through four iron molecules [7].When erythrocytes reach
the lungs, oxygen molecules are attached to the iron molecule, generating oxyhe-
moglobin. This binding is disrupted only when the erythrocytes reach the tissues,
where the oxygen pressure is lower. In tissues, erythrocytes deposit oxygen and
withdraw carbon dioxide through carbo-hemoglobin binding. Thus, carbon dioxide
is either taken directly to the lungs or is dissolved in plasma [3].

Leukocytes are the defense cells of the body, constituting the innate immune
response and the adaptive immune response. They are also called white cells, are
classified into 2 distinct classes: leukocytes granulocytes and leukocytes agranulo-
cytes.Granulocytic leukocytes are the defense cells that havegranules dispersed in the
cytoplasm, which have anti-inflammatory and antimicrobial action. In addition to the
presence of cytoplasmic granules, these cells present variable numbers of lobes, being
called polymorphonuclear cells (neutrophils, eosinophils and basophils). Agranulo-
cyte leukocytes are those that do not have granules visible in optical microscopy, and
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have only one lobe, being denominated monomorphonuclear. Agranulocyte leuko-
cytes are monocytes and lymphocytes [3, 8].

During hematopoiesis, cells destined to form the granulocytic series (neutrophils,
eosinophils and basophils) synthesize proteins and cytoplasmic granules. The pri-
mary granules have azurophilic staining and are responsible for the conversion of
precursor cells called myeloblasts into promyelocytes. Subsequently, there is the
appearance of specific granules, responsible for the progression to myelocytes of
the type: neutrophils, eosinophils and basophils. After determining the granulocytic
lineage, the following cells are indivisible bymitosis, being characterized by the pres-
ence of segmented nucleus, ability of motility, phagocytosis and microbial destruc-
tion. Depending on the lineage, mature leukocytes are able to adhere and traverse the
wall of the venules, for the purpose of performing tissue defense and reconstruction
[3, 9].

Given the importance of blood cells, the analysis morphologically, quantitatively
qualitatively, is an important task, since they can indicate anemia, leukemias, virus
infections, bacteria or parasites, thromboses, allergies, among other diseases. This
analysis is performed through an examination called complete blood count test
(CBC), which is a highly requested medical examination in the medical routine,
as it provides the diagnosis directly or is indicative of several diseases. This test
consists of the erythrogram, leukogram, and platelet, which evaluate the quantity
and morphologies of red blood cells, leukocytes and platelets, respectively [10].

2 Problematic

Currently, the complete blood count test (CBC) can be performed through two
methodologies: the manual and the automated. The manual methodology is totally
dependent on the human performance combined with the use of non-automated
equipment. It is a cheaper but more time consuming and less reliable exam because
it depends on the counts and calculations performed by health professionals. It is
considered a good alternative for small laboratories, where the demand for exams is
small and the cost with the acquisition with hematological equipment and reagents
does not match the cost-benefit of the process [10].

For this, it is necessary tomake a blood smear, by sliding a fewmicroliters of blood
on a glass slide and subsequent use of dyes, which allow the visualization of cellular
structures. These dyes have the function of staining the nuclear and cytoplasmic
structures of blood cells. Only the final portion of the slide is used to perform the
counts, since the anterior portions have clustered and/or overlapping cells, preventing
a reliable count. This blood smear is used to analyze the morphology and staining of
red blood cells, leucocytes and platelets [10, 11].

The automation of the hemogram implies a greater agility in the accomplishment
of the exams and in the release of the reports, however, they are a more expensive
methodology when compared to the manual methodology. In the 1950s, Coulter
Electronic, Inc. introduced the impedance principle for cell counts. The principle
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of impedance is based on the fact that the electrically conductive cells are diluted
in a conducting solution of electricity. This cell suspension is weighed through an
orifice with a diameter of about 100 μm, where there is an electric current passing
through. This electric current originates from two electrodes: one located on the inner
side of the hole and positively charged, and another located on the outer side of the
hole, negatively charged. In this way, each time the cell passes through the hole it
interrupts the electric current and there is a change in the conductance, consequently,
each interruption is counted as a particle [10, 11].

The impedance principle, over the years, was enabled with counters capable of
measuring cell volume. Such evolution was the result of the correlation of the pro-
portionality of the magnitude of the interruption of the electric current (pulses) as the
cellular volume. Thus, it was observed that small pulses correspond to small volumes,
whereas large pulses result from larger volumes. From this correlation between the
magnitude of the electric current and the cellular volume, a new concept was created
called the threshold concept. The threshold concept is responsible for classifying
cells according to their volume, thus allowing the detection of globular volume. The
globular volume corresponds to the hematocrit performed in the manual blood count,
however, it receives this name because it is performedwithout the need for microcen-
trifugation. Both the impedance principle and the threshold concept are responsible
for the introduction of multi-parameter devices on the market. These devices are able
to perform simultaneous cell counts using separate channels for the counts [10, 11].

In the 1970s, laser light scatters and hydrodynamic fluid techniques were intro-
duced. Both techniques preserve nuclei and granulation of leukocytes, retracting only
the cytoplasmic membrane. The techniques are based on the principles of diffrac-
tion, refraction and reflection of the light emitted. However, in these techniques, the
erythrocytes are undetectable, as a solution the erythrocytes are counted by means
of flow cytometry and hydrodynamic focus, where the erythrocytes are counted one
by one through an extremely fine capillary. These cells are subjected to a laser beam,
where the light scattering is analyzed at different angles of deviation, where at zero
degree is indicated the cell size, the ten-degree indication of the internal structure
and the 90-degree indication of leukocytes and their characteristics of looseness and
granulation content [10, 11].

Over the years, interest in digital imaging methods has increased due to its two
main areas of application: improvement of pictorial information for human interpre-
tation and processing of image data for storage, transmission and representation for
autonomous machine perception. This way, new technology has been developed in
the engineering branch, being of great utility in the medical areas, such as x-ray and
tomography. These examinations are based on the capture of images of the patient’s
body, thus facilitating the diagnostic imaging of various diseases [12]. The aim of
the present study was to develop a blood smear segmentation algorithm capable of
detecting and counting erythrocytes and leukocytes accurately and with high preci-
sion, sensitivity and specificity.
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3 Proposal

The experiments were conducted through digital images acquired in hematology
databases. The blood smear is made by depositing a few microliters of blood on a
glass slide. The fields of the blood smear contained erythrocytes in different sizes,
colors, and quantities [13]. It is important to emphasize that only the final portion
of the slide was subjected to analysis and image capture, because in this place the
cells do not show overlap and/or hyper coloring by the use of dyes. The images
were obtained in jpeg, jpg e png format and were transferred to Matlab® software
simulation environment, version 8.3 of 64 bits (2014a). In this environment, image
segmentation algorithm was developed for counting and detection of erythrocytes.
This process was performed through the union of the Watershed Transform image
processing techniques and morphological operations, which originated the WT-MO
methodology for the detection and counting of erythrocytes and leukocytes. The
logic of the algorithm is shown in Fig. 1.

In the image preprocessing and color conversion step, image quality is being
improved. This occurs because most of the images of this type can find illumination
problems. Thus, it passes through processes of filtering, image enhancement, color
conversion and the segmentation process itself for this digital quality of these images
[14, 15]. In the process of image segmentation, the morphological technique is the
most used, because the mathematical morphology offers a powerful tool for the
segmentation of images, being used to describe the format of the region, such as
limits, skeleton and texture.

The segmentation process consists in the act of fractionating an image into groups
of spatially connected pixels homogeneously [14]. Based on these characteristics the
Watershed transform was chosen as an image segmentation tool, responsible for the
detection and counts of blood cells present in the digital images of blood smears.

The segmentation of images by theWatershed transform is employed as a process
of pixel labeling, where all pixels belonging to the same homogenous region are
marked with the same label. The definition of homogeneity of a region of the image

Fig. 1 Diagram demonstrating the logic used in the development of the WT-MO methodology
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Fig. 2 Detection and counting of erythrocytes and leukocytes simultaneously by the WT-MO
methodology

presents a particular concept of the segmentation process, since each image presents
its own pattern of pixels [16, 17]. Considering that erythrocytes in a healthy state have
color and homogeneous sizes, theWatershed transform presents a good performance
in the labeling of sets of pixels representing these blood cells.

For the labeling of the red cells the pixel is assumed as a variable directly related
to the morphological characteristics of the cells under analysis. In that case, the
labeling should take into account the size and color of the erythrocytes. As the pixels
are grouped according to their characteristics, the algorithm counts and labels each
cell in the image. The labeling consists of inserting a number on top of each cell and
according to the counting order established by the WT-MO methodology, as shown
in Fig. 2.

Morphological operations constitute a broad set of image processing operations
based on the shape of binary images [18]. Removal of leukocytes from the image
is an important process for the detection and counting of blood cells. Considering
the morphological similarity of leukocytes and erythrocytes, referring to the rounded
form, it is possible that the algorithm performed an erroneous count. Another factor
that could cause a failure to count would be the size of the blood cells, since an
erythrocyte measures about 8 μm of diameter, while a newly released lymphocyte
(leukocyte type) by the bone marrow measures about 10 μm.

Besides the shape and diameter, the amount of cells produced and released by
the bone marrow also justifies the choice of Morphological Operations as an image
segmentation tool. The erythrocytes are expressed on the order of 106, while the
leukocytes are expressed in 103 [4]. The lower amount of leukocytes facilitates the
action of morphological operations in their removal of the digital image. Conse-
quently, this action interferes positively with the results of precision.

Morphological operations are applied to the structural element at the input of an
image creating an output of the same size [16]. In this way, the value of the pixels
in the image output is based on the comparison of pixels corresponding to the image
pixels and adjacent pixels. The number of pixels added or removed from objects in
an image depends on the size and format of the structural element used to render
the image. The morphological operations were used to segment erythrocytes. This
process is characterized in the concepts of size, shape, structure, and connectivity of
objects in the image, involving erosion, dilation, opening, closing and reconstruction.
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The dilation consists of adding pixels to the edges of objects in an image, aiming
to repair breaks in the image. The erosion consists of removing the pixels from the
edges of the image, being used to divide objects. The opening is applied to smooth out
contours. The closing is used to merge intervals and fill spaces. The reconstruction
is responsible for extracting relevant information from the image [18].

Therefore, this entire process involves 2 images and a structural element. The two
images: one acts as a starting point for transformation and another act as a mask that
restricts the transformation of the image. Finally, morphological reconstruction aims
at restoring the original forms of the object that remains after the erosion process
[19, 20]. This process is applied in the detection and counting of leukocytes by the
WT-MO methodology, as shown in Fig. 2.

4 Results and Discuss

Were selected 30 images of microscopy fields, containing 6453 red cells and images
ofmicroscopyfields containing 187 leukocytes. Both fieldswere submitted tomanual
counts, with subsequent counting by the algorithm of detection and counting of blood
cells. The values are then compared with each other to determine the accuracy of the
proposed methodology. To obtain the results of this study, more than 300 simulations
were performed.

The digital images were first submitted to a traditional manual counting method-
ology. Afterward, these images were sent to the Matlab software, where the red
cells were detected and counted by theWatershed transform and the leucocytes were
quantified through the morphological operations technique. The results obtained
were compared with the manual methodologies, as shown in Figs. 3 and 4.

The development of systems, methods or tests involving the detection, diagnosis
or prediction of results, presents the need to validate their results in order to quantify
their discriminative power and to identify a procedure or method as appropriate or
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Fig. 3 Comparison of manual counting of erythrocytes x counting by the WT-MO methodology



86 A. C. B. Monteiro et al.

0
20
40
60
80

100

White Blood Cells count by the WT -
MO Algorithm

Manual Watershed

Fig. 4 Comparison of the manual count of leukocytes x count by the WT-MO methodology

Table 1 Matrix of confusion True value (observed value)

Predictive value Y = 1 Y = 0

TP (True positive) FP (False positive)

FN (False negative) TN (True negative)

inappropriate for a particular type of analysis. However, the simple quantification
of hits in a test group does not adequately reflect the efficiency of a system, since
the quantification is dependent on the quality and distribution of the data in this test
group [21].

Thus, when the test presents binary response variables (1 if the individual is an
event and 0 otherwise), it is necessary to choose a prediction rule that determines
where the individual should be framed (cutoff point). In the case of this research, the
classification is based on the values obtained during the manual counts of red blood
cells and leukocytes. A widely used way to determine the cutoff point is through
the Receiver Operating Characteristic Curve (ROC) curve. The ROC curve plots
sensitivity versus specificity for all possible cut-off points between 0 and 1 [22, 23].

After determining the cut-off point, it is necessary to evaluate the discriminating
power of the model, that is, to discriminate between the events of the non-events.
For that, the metrics were created: Accuracy, Sensitivity, Specificity, True Predictive
Positive and True Predictive Negative. All these metrics are dependent on the confu-
sion matrix, which is represented by the contingency Table 1 in which the expected
value is in the line, and in the column, the observed value (true value) [21–23].

• True Positive: the test is positive in diseased patients, in the case of this research the
cells are counted correctly by the algorithms in comparison to the manual counts;

• True Negative: the test is negative in healthy patients, in the case of this research
are leukocyte-free images in both manual counts and counts by algorithms;

• False Positive: the test is positive in healthy patients, in this case, they are counted
more cells in relation to manual counting;
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Fig. 5 Roc curve referring
to red cell count by the
WT-MO methodology

• False Negative: the test is negative in diseased patients, in this case, they are
leukocytes counted by the algorithms, and in manual counting these leukocytes
are non-existent.

Thus, 2 binary matrices were created: (1) matrix for erythrocytes quantified by
the Watershed transform; and (2) matrix for leukocytes quantified by morphologi-
cal operations. Later, these matrices were transferred to Matlab software, where the
values of: Sensitivity, Specificity, AROC (area of the ROC curve), VPP—True Pre-
dictive Positive (the probability of an individual evaluated and with a result positive)
and VPN—True Negative Predictive—(probability that an evaluated individual with
negative result is actually normal). The ROC curve of the Watershed Transform is
shown in Figs. 5 and 6, with your parameters showed in the Tables 2 and 3. All values
were given by function used in software Matlab.

Thus, it is possible to note that the WT MO methodology can be seen as a tool
with high accuracy in erythrocyte detection (95%), high sensitivity (93%) and high
specificity (96%).Regarding leukocyte detection, the algorithmalso presented highly
satisfactory values of accuracy (98,3%), sensitivity (99%) and specificity (96%). The
highest accuracy, sensitivity and specificity inwhite blood cell counts is due to human
physiology, as the white blood cells are synthesized by the bone marrow in a smaller
quantity when compared to the red blood cells.

When compared these results with the works [24–27], the WT-MO methodology
also presents a high accuracy. In this way, the WT-MO methodology developed in
this research is a viable alternative for the counting of erythrocytes and leukocytes
in laboratories of clinical analysis, since the precision and reliability of the tests are
indispensable criteria.
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Fig. 6 Roc curve referring
to white cell count by the
WT-MO methodology

Table 2 Parameter analysis
of the ROC curve for
erythrocyte counting

Parameters of the ROC curve

RBC—Watershed Transform

Distance 0.074

Threshold 0.5

Sensitivity 0.93

Specificity 0.96

AROC 0.95

Accuracy 95.00%

PPV 96.60%

NPV 93.54%

Table 3 Parameter analysis
of the ROC curve for
erythrocyte counting

Parameters of the ROC curve

WBC—Morphological Operations

Distance 0.033

Threshold 0.5

Sensitivity 0.99

Specificity 0.96

AROC 0.98

Accuracy 98.33%

PPV 96.77%

NPV 100%
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5 Conclusions

The confirmation of the diagnosis or even the accomplishment of laboratory tests
through algorithms, provides greater reliability of the results to both health profes-
sionals and patients, because the algorithms reduce the chances of human failures.
Due to its high sensitivity, accuracy and specificity in the simultaneous counting of
erythrocytes and leukocytes, theWT-MOmethodology can be seen as a future tool of
medical laboratory routine, and can be used to confirm altered reports in laboratories
with higher purchasing power, or It can be used with a method of substitution of the
manual methodology in smaller laboratories, where the demand for examinations
per day does not entail the acquisition of a high-cost hematological equipment.

It is important to emphasize that techniques result in the reduction of the cost dur-
ing the production/supply of products/services, it directly impacts the final value.
High values of products and services are important factors for the exclusion or
removal of populations from access to health. Thus, the use of blood cell detec-
tion algorithms can make the blood count a more accessible test for less favored
populations around the world.
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Abstract Toxoplasmosis is one of the most frequent parasitic diseases in the world,
and the Toxoplasma gondii causes it, an obligate intracellular parasite that infects its
hosts through the consumption of raw or under-cooked meat, vertical transmission,
milk consumption without pasteurization, blood transfusions and contact contami-
nated environments. Given the wide geographical distribution of this parasite, many
people may be infected in the latent phase. Because of the above, this study aims to
carry out a bibliographical review of the literature demonstrating the parasitic cycle
and especially the ways of diagnosis of the disease. Immunological diagnoses are
of great importance, however, and the recent creation of new magnetic resonance
imaging tools has been promising and may be used as a detection method for Tox-
oplasma gondii cysts in the future. Only the creation of new technology can lead
to increasingly accurate, reliable diagnoses, being able to lead patients to the right
pathways faster and even avoiding more serious consequences of the disease, caused
by the delay in diagnosis.
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1 Introduction

The discovery of the etiological agent of toxoplasmosis (aka toxo) was carried out
in 1908. However, its nomenclature was given only a year later. In 1939, the medical
significance of T. gondii remained unknown, coming to light with the identification
of congenitally infected child tissue. Its veterinary importance was only discovered
in 1957 when it was associated with abortions in sheep.

It was just in 1948, through Sabin-Feldman’s dye test, that T. gondii was recog-
nized as a parasite [1]. Currently, toxoplasmosis is classified as the most common
parasitic zoonosis in theworld. It is causedby an intracellular parasite calledT. gondii,
which is a poloxenic parasite that is optionally heteroxenic, belonging to the Protista
kingdom, Apicomplexa phylum, Eucoccidiidae order, and Sarcocystidae family. It is
an obligate intracellular coccidia, which has developed several transmission routes
between hosts of several species. It attacks warm-blooded animals, infects humans,
wildlife, domestic animals, and birds. Felids are definitive hosts, while humans,
other mammals, and birds are intermediate hosts. Transmission may occur through
the transplacental route, organ transplantation, blood transfusion, ingestion of raw
or undercooked meat, food or water intake with sporulated oocysts [2–5].

For many years, the life cycle of T. gondii has remained unclear. In 1970, it was
discovered that felines are the definitive host and an environmentally resistant stage
(oocyst) is excreted in the feces of infected cats. Nowadays, it has been discovered
that this infection can affect certain marine animals, such as otters. This finding
indicates that even today, the seas may be contaminated by T. gondii oocysts washed
from the ground [1].

The biological cycle of T. gondii consists of the development of morphologies:
tachyzoites or trophozoites, bradyzoites, sporozoites, and oocysts. The tachyzoites
or trophozoites are rapidly proliferating organisms found in the acute phase. They
have one of the edges sharper and the other more rounded and a large core. They can
be found throughout the body of the host [5, 6].

Bradyzoites are slow-growingorganisms, inwhich cystsmaybe latent anddevelop
during chronic infection. They are mainly found in cardiac muscle, skeletal muscle,
and nervous system.When found in the brain they present a spherical shape, whereas
in the heart muscle and the skeletal muscle they are more elongated [5, 6].

Sporozoites and oocysts are found in the feces of definitive hosts: domestic or wild
felids. They affect the intestinal epithelium of the felids, where asexual reproduction
occurs, with subsequent elimination in the feces. Theymay contain around 10million
oocysts at peak elimination. Depending on the environmental conditions, such as
humidity and temperature, these oocysts become infective after a period of one to
five days [5, 6].

The oocysts are spherical, have a double wall, and inside they have 8 infecting
sporozoites. The oocyst ruptures in the gut after gastric processing, releasing sporo-
zoites that divide rapidly into intestinal cells and lymph nodes [7].

When T. gondii is contracted during the gestation period, the vertical transmission
may occur, which is caused by the passage of tachyzoites through the placenta.
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Another form of contagion of the pathology is through horizontal transmission,
caused in several ways, such as ingestion of infectious oocysts presents from the
environment or by ingestion of tissue cysts or tachyzoites present in meat and animal
viscera. In addition, transmission can still occur through blood transfusions, organ
transplantation consumption of milk without pasteurization, where the tachyzoites
are responsible for the invasion of the human body [8].

Organisms with viable conditions can remain in the state of cysts within the host,
indefinitely, and can extend for a lifetime. These hosts can serve as reservoirs of T.
gondii in these cases. Even though it is of great medical importance, the mecha-
nisms used by the parasite to subvert host cell processes to their advantage remain
obscure. In this context, T. gondii infects all nucleated cells and remains within them
until the dividing parasites are capable of breaking host cells. What intrigues many
researchers, is that these stresses caused in host cells could trigger the process of
cellular apoptosis. Recent research has shown that cells infected with T. gondii are
resistant to various apoptosis inducers. Thismechanism requires that the intracellular
parasite be alive and the presence of protein synthesis [9].

The prevalence of infection in humans is relatively high, with estimates of chronic
infection in adult individuals at 90%, depending on the geographic region and the
food habit of the population [7, 10, 11]. In the last decades, several global outbreaks of
human toxoplasmosis have been related to small groups of individuals or families, the
involvement of large population groups is infrequent. Studies show that the sources of
infection and transmission routes vary in the different populations studied. Infection
is related to the dependence of the eating habits of the population and the degree
of soil contamination by cat feces. Oocysts present on soils seem to be the factor
responsible for the higher prevalence of infection in children. On the other hand, the
habit of eating raw or undercooked meat is related to infection in adults [7].

In ancient times, the habit of consuming meat from pigs and sheep in a raw or
improperly cooked state was pointed out as one of the main forms of infection by the
disease. However, studies show that in the last 20 years the prevalence of T. gondii
infection has been decreasing, since today the breeding of cutting animals has stricter
laws related to animal health. An example of this is currently seen in countries of
the European Union where the prevalence of the etiological agent is less than 1%
in animals intended for human consumption on a commercial scale. However, this
does not apply to developed or underdeveloped countries. In the Americas, cases of
disease outbreaks are still common, associated with environmental contaminations
by the oocyst [8].

The most at-risk population, in particular, are patients with HIV among whom the
prevalence of toxoplasmosis is about 10%. In approximately 5% of AIDS (Acquired
Immune Deficiency Syndrome) cases, toxoplasmosis is the first indication of the
human immunodeficiency virus. Toxoplasmosis in immunocompromised individu-
als can be an aggressive and often fulminating disease, causing visceral infection,
infection of the lymph nodes and infection of the central nervous system. Toxoplas-
mosis has been shown to be an important cause of infectious retinitis, with increasing
numbers of retinal lesions associated with AIDS. In the central nervous system, it is
the most frequent cause of focal brain injury [12].
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In immunocompetent patients, toxoplasmosis has a rapid humoral and cellular
development, effectively restricting the pathogenic action of the parasite, with the
formation of aggregates in microcysts that characterize the form of latency of the
process in its chronic, permanent form throughout life. Infection of the acute phase
is common and remains at subclinical levels or only mononucleosis-like symptoms:
a headache, fever, lymphadenopathy, malaise, and apathy [13].

The toxoplasmosis test is of great importance because of the congenital toxo-
plasmosis results from intrauterine infection, ranging from asymptomatic to lethal,
depending on fetal age and factors not yet known. In placental transmission, the
fetus is usually infected by tachyzoites that cross the placenta from the maternal
circulation during the primary infection. However, inactive tissue cysts of past infec-
tion may also restart the cycle when pregnant women are immunocompromised.
Congenital toxoplasmosis results in prematurity, low weight, post-maturity chori-
oretinitis, strabismus, hepatomegaly, and jaundice. If the infection occurs in the last
trimester of pregnancy, the newbornmay develop pneumonia, hepatitis with jaundice
or myocarditis, thrombocytopenia, and anemia. If it occurs in the second trimester,
the baby may be born prematurely, showing signs of encephalitis with seizures,
cerebrospinal fluid, and cerebral calcifications, and may present with Sabin tetrad:
microcephalywith hydrocephalus, chorioretinitis,mental retardation and intracranial
calcifications [6].

Blood transfusions also present a risk of T. gondii infection, as the parasite can
survive in refrigerated blood. The first case of infection by blood transfusion was
reported in 1971, and the leukocyte concentrate was detected as the focus of the
infection. In 1989, another toxoplasmosis infection was described, but this was due
to platelet transfusion. After 51 days of the procedure, the patient presented chori-
oretinitis due to T. gondii. However, in both the detection of the transmission form
occurred by the exclusion of facts [14].

Toxoplasma gondii develops through two distinct phases: the sexed phase and the
asexual phase. The asexual phase is that which occurs in intermediate hosts, where
there is no development of the cycle in the intestinal epithelium. Thus, when the
infection occurs in cows or goats, there may be the release of tachyzoites through
the milk. Ingestion of the milk takes the tachyzoites into the stomach, where the
acidity of the gastric juice destroys the morphologies. However, the tachyzoites that
can penetrate through the oral mucosa can continue the cycle [15].

The felines are the major Toxoplasmosis vector, since they are responsible for the
development of the sexual phase of T. gondii that occurs in the intestinal epithelium
of cats, with the release of oocysts into the environment [2, 15]. However, contact
with them is not a prime factor for the development of the disease, since the parasite
infects cats that deposit their feces in the sand. If T. gondii contaminates these, the
parasite will be in an environment resistant morphology, presenting a double wall
[7, 15].
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2 Proposal

This survey carries out a bibliographic review of the main forms of transmission,
diagnosis, and treatment of toxoplasmosis as well as evidence of cases of disease
outbreaks over time to provide an objective and concise pathology view to students
and health professionals.

3 Results and Discussion

In Brazil, the parasite has a wide geographical distribution ranging from 50 to 80%
[7, 11]. Handling of carcasses and viscera of contaminated animals poses a risk of
Toxoplasmosis infection. In Paraná, 150 blood samples from people working in the
refrigerator were analyzed, and 70% were positive for Toxoplasmosis [13].

Numerous outbreaks of toxoplasmosis have been reported in Brazil, resulting
from the consumption of meat contaminated by cysts of the parasite, or from the
consumption of food and water contaminated with T. gondii oocysts. Among the
contaminations, stands out, the outbreak occurred in Santa Isabel do Ivaí-PR, con-
sidered the largest outbreak in the world [7].

The Erechim/RS region is an area in which ocular toxoplasmosis has become
endemic. On September 13, 1993, in the city of Bandeirantes/PR, 17 people became
contaminated by the consumption of raw quibe (fried meatballs) of mutton during
an Arab party. The affected individuals had a clinical picture and serological profile
suggestive of acute toxoplasmosis. The people affected were in the age range of
6–57 years [2].

Most toxoplasma infections are subclinical, and the diagnosis is usually based on
the immunological criteria. The studies are based on the detection of specific IgG,
IgM, and IgA immunoglobulins, associating them with the IgG avidity test [16].

The Sabin-Feldman dye test is considered the greatest advance in the field of
toxoplasmosis [17]. This test is classified as highly sensitive and specific, being able
to identify T. gondii infections based on a serological test. These tests are based
on the specific neutralization of the live parasite in the presence of IGg antibodies
and complements, being very useful in the detection of the acute or chronic phase.
The specificity of this test related to non-crossing with results of other pathologies.
However, this diagnosticmethod is not frequently used in the laboratory routine, since
it is necessary to manipulate the parasite in its infecting form. This test primarily
detects IgGantibodies and is currently being replacedbyothers, especially by Indirect
Immunofluorescence, which is safe, economical, while also detecting IgG and IgM
antibodies [18–20].

The passive hemagglutination test is widely used to indicate the prevalence of
toxoplasmosis, but it is not indicated for the diagnosis of neonatal or acute infection
in pregnant women since it presents a great possibility of a false positive result. It is
based on the detection of IGg antibodies later [18–20].
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The immunofluorescence test has advantages over the Sabin-Feldman dye test
because it is performed with preserved parasites, fixed on a microscope slide, which
makes it more practical. Another advantage is to allow the identification of antibodies
according to immunoglobulin classes, IgG or IgM by the use of specific conjugates.
For the standardization of these tests, theWorld Health Organization distributes anti-
toxoplasma reference serum, the titles of which are expressed in International Units
(UI/ml) thus allowing the uniformity of the results obtained in different laboratories
[18–20].

In turn, the indirect immunofluorescence test is more suitable for the detection
of toxoplasmosis in the acute phase and particularly in the congenital form of the
disease. Its positivity is 25%, and false positivity can occur due to “placental escape,”
collagenosis and infections, false negative, ocular form and due to the saturation
of antigenic receptors by IgG. Serum should be given special treatment to avoid
erroneous results. The IgG indirect immunofluorescence test is a 95% sensitivity
method that can be a false positive for Anti-Nuclear Factor and a false negative for
low IgG titers.

The Enzyme-Linked Immunosorbent Assay (ELISA) method, in turn, is an
enzyme-linked immunosorbent assay with 80% positivity, which translates into an
early infection. It eliminates the interference of IgG and rheumatoid factor, present in
indirect immunofluorescence. It is especially important in the diagnosis of congenital
infection [18].

When toxoplasmosis reaches the individual in the fetal stage, it is the result of
acute parasitic infection in uninfected mothers. Consequences of infection are most
severe if infection occurs during the first trimester of gestation. Effective prenatal
diagnosis allows the initiation of fetal treatment in the uterus. The current diagnosis
of the disease, still in the uterine phase, is dependent on a combination of specific
immunoglobulin M detection, amniotic fluid culture, liquid and fetal blood analysis,
and other nonspecific infection measurements. The only definitive diagnosis is per
culture, which takes up to 3 weeks to the issue of the report definitive [21].

Studies in the last decades have used molecular biology as an ally in the diagnosis
of toxoplasmosis. Animal studies demonstrate that the DNA fragment named 529 bp
is repeated 200–300 times over the T. gondii genome. The discovery of this genetic
sequence was employed for the development of Polymerase Chain Reaction (PCR)
with high sensitivity in the detection of cysts present in the brains of mice with
chronic infection by the parasite. Through the development of this technique, in the
future, the number of bradyzoites present in the human host can be estimated [22].

Another study indicates that the B1 gene is conserved and present in six strains of
T. gondii, including in HIV-infected patients. Thus, the PCR technique is based on
the detection of the parasite through the identification of this gene, which is repeated
35 times along the genome of the etiological agent [23].

Currently, the diagnosis of toxo in patients with HIV positive serology is not
reliable when performed by conventional immunological methods. In this context,
medical reports become dependent on computed tomography or magnetic resonance
imaging. However, such tests are expensive and may not be accessible to all. It is
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also possible to perform biopsies of brain tissue to identify the parasite in the cyst
stage. However, such a procedure presents a considerable risk to the patient [21].

Magnetic resonance imaging (MRI) is a noninvasive medical imaging technique
characterized by the rapidity and use of non-ionizing radiation to acquire high quality
and high contrast images of any anatomical structure present in the human organism.
In this process, structures formed by soft tissues, such as lungs, heart, liver, and
encephalon, are presented in lighter colorations when compared to denser tissues.
When it comes to brain analysis, MRI can detect cysts, tumors, swellings, bleeding,
inflammation, vascular problems, anatomical abnormalities, and lesions. Thus, MRI
has been a great ally in the diagnosis of various pathologies [24].

Given its wide applicability, MRI has been the subject of several improvements
investigations. Considering the large amount of data present in a single image, the
use of manual methods of image analysis and interpretation becomes a tedious,
time-consuming process and subject to errors. Given the above, investing in tools
capable of extracting relevant information from magnetic resonance imaging in a
fast, efficient and reliable way is an important step in the medical areas, and may
even aid in the diagnosis of toxoplasmosis [24].

Recent researches deal with the creation of an automatic and high accuracy
methodology capable of classifying MRI in a pathological and non-pathological
state of the human brain. This technique used the Ripplet transform Type-I (RT) and
a multiscale geometric analysis (MGA) for digital images, which was used to repre-
sent the main characteristics of MRI of the human brain. In turn, the classification of
the imageswas performed through the creation of a computational support vector. All
datasets submitted to the new methodology showed high accuracy (>99%), and the
results obtained were compared with the latest technologies. Therefore, this method-
ology demonstrated that the automation of brain magnetic resonance diagnostics
would bring significant benefits to the medical community [25].

Considering the stages of development of T. goondi is an important task to take
the patient to the most appropriate treatment. Knowing that cysts are fundamental
morphology for the survival of the parasite, allowing these to escape the action of
the host’s immune system, a study was developed to allow the automatic detection of
cysts. For this, a medical algorithmwas developed based on digital image processing
techniques of native Colombian strains isolated from meat samples for human con-
sumption. This methodology was developed in Matlab 2013 software, specifically
through the Image Processing Toolbox [26].

In the last decade, the adaptive techniques were combined with optical coherence
tomography. This union has undergone several improvements, resulting in benefits
such as increased resolution and sensitivity. These modifications gave the ability to
optical coherence tomography to obtain and analyze cellular images at the level of
ultra high-resolution 3D and gave a higher speed to the process. The union of these
techniques has been used in capturing structures that make up the retina. At other
times, such analyzes were only possible through histological material [27].

Super-resolution, which is amethod that increases image resolution using low res-
olution (LR) images [28], was used to reconstruct high-resolution eye fundus video
from multiple LR video frames of the retinal fundus. It is important to consider that
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natural eye movements during a test are used as a suggestion for super-resolution
[29]. To compensate for the heterogeneous illumination in the fundus of the eye, the
researchers integrated the retrospective illumination correction for the photometric
record to the underlying imagemodel. Themethod used the quality self-assessment to
provide objective quality scores for reconstructed images. Parameters were adjusted
automatically, with improvements in resolution and sharpness in 74%, as well as
improvements in the segmentation of ocular blood vessels in 13% [29]. Based on
this, ultra-resolution techniques seem as a great ally to the diagnosis and control of
retinal lesions in patients affected by toxoplasmosis. Some studies appoint that the
retinochoroiditis and strabismus were outstanding as important sequelae of congen-
ital toxoplasmosis [30].

3.1 Treatment

The treatment against T. gondii infection is basically performed through the admin-
istration of antibiotics and antiparasitics. The first reports concerning the treatment
of this pathology occurred in 1942 when Sabin and Warren described the efficacy
of sulfonamides against murine toxoplasmosis. In 1995, Eyles and Colema reported
the synergistic effect of the combination of sulfonamides and pyrimethamine, which
is considered the standard therapy for humans. Four years after these findings, they
pointed to spiramycin as antitoxoplasmic activity in rats.

In 1954, spiramycin had the characteristic of non-toxicity and the ability to cross
the transplacental barrier. Given these characteristics, it has been used as a prophy-
lactic measure in women during pregnancy, aiming to reduce vertical transmission.

In 1974, the discovery was made on clindamycin, which showed antitotoxoplas-
matic activity and was chosen as a good alternative for the treatment of patients with
toxo. This drug is primarily indicated for individuals allergic to sulfonamides.

4 Conclusions

Even with more than a century since the first description of T. gondii, millions of
people around the world are still affected by toxoplasmosis, many of which are still
latent. In order to avoid severe harm to both adult and fetal-aged individuals, it is
important to invest in effective and accurate diagnostic means. Only early diagnosis
can minimize chronic and severe damage, which becomes costly both to the public
health organs and to each of the affected individuals. Many advances have been
made in the diagnostic aspect, even involving molecular biology techniques. Yet, the
detection of T. gondii is an important ally in the arrest and clinical management of
the disease. Therefore, investing in automated detection methods of cysts by MRI
can be a major step for the diagnosis and early treatment of the pathology with strong
cloud-based processing and well-designed databases [31–34].
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Image processing is a promising tool for the direct diagnosis of toxo as well
as lesions due to secondary damage caused by the etiological agent. Thus, it is
vital to invest in interdisciplinary research that develops effective solutions and high
reliability for medical diagnostics.

The development of high precision technologies such as super-resolution are
of great importance not only for parasitological diseases but also for any disease
that generates small lesions in organs of difficult access. Fluorescent microscopy
together with the late advances in computational intelligence and automated diag-
nosis can overcome the challenges related to the parasite study and the disease diag-
nosis/treatment [33, 35–38]. Only the early diagnosis of any pathology can increase
the quality of life and the life expectancy of individuals.

While this step is not yet given in the academic field, it is imperative to invest
in campaigns that raise the awareness of the less favored populations regarding
the prophylaxis measures and the importance of prenatal screening for all pregnant
women, thus avoiding that more people go through emotional and physical damage
caused by toxo.
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Development of a Kernel: A Deeper Look
at the Architecture of an Operating
System

Reinaldo Padilha França , Manoel Peluso ,
Ana Carolina Borges Monteiro , Yuzo Iano , Rangel Arthur
and Vânia Vieira Estrela

Abstract The operating systems (OSs) created the possibility for people to interact
with computer hardware, these same are made with an enormous number of lines of
code for this kernel, usually developed with the languages of C and Assembly lan-
guage programming. Thus, the objectives of this study are in the area of knowledge,
development, and learning of construction, approach and design in the development
of complex codes for the creation of an OS. In this present study, the build process
from C code compulsorily uses a compiler. An assembler generates the machine
code. Assembly language is crucial for real-time operation. Nevertheless, most of
OS can be implemented with an additional language. After Assembly, the leanest
Kernel code can be obtained with a low-level language like C/C++. The use of a
proper boot manager or an existing one, such as Grand Unified Bootloader (GRUB),
this itself once programmed, adds knowledge about the hardware developer. This
project’s Kernel has been loaded into two virtual machines (one with Linux and
one with Windows) and on a physical machine. These results demonstrated that the
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developed software is viable, relevance and academic potential, with high learning
power, being able to serve as a starting point for several pieces of academic research.

Keywords Operating systems · Kernel ·Middleware development · C Language ·
Assembly · Computer architectures · Embedded systems

1 Introduction

To develop a source code base as large as the kernel, it is undoubtedly a substantial
educational, technical, and academic gain. The construction of an Operating System
(OS) arouses interest in thematter of actually knowing howa computer systembehind
the graphical screen and even behind the black screen of the well-known command
terminal [1–6].

A Virtual Machine (VM) consists of an emulated OS running as an application on
a computer. It is a computer environment software in which an OS or program can
be installed and run, in a very simplified way; it functions as a “computer inside the
computer” [10, 11]. VMs are extremely useful, allowing to run other OSs, having
access to all the necessary software for the desired task, as in the case of this project,
OSs still in the development stage [10, 11]. A VM behaves like a complete physical
machine that can run its OS, similar to a traditional OS that is in control of the
machine.

This project is geared towards the development of kernels for particular machines
architectures (e.g., an FPGA-based reconfigurable processor) and to develop course-
ware on OS [1–4, 7–9].

Using a VM to test the development, besides being recommended is much more
advantageous than restarting the computer with every change or change, or having to
transfer the files from the development (host) machine to the testing (target) machine
[10, 11].

For the development of the Kernel was used a VM with the Linux Ubuntu OS.
After the Kernel development, then it was loaded on a Linux VM, another Windows
VM, and on a physical machine with no loaded OS.

The present paper is organized as follows: Sect. 2 discusses the kernel. Section 3
presents anddescribes thematerials andmethods. Section 4presents themethodology
of the experiment. Section 5 the results and, finally, in Sect. 6, the conclusions are
presented as the potential of the research.

2 Kernel

The union of the kernel and the other software is what makes the computer usable
(drivers, communication protocols, among others), forming the OS itself, can be
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Fig. 1 Steps for generating a code [18]

understood in simplicity as a series of files and instructions written in C language
and Assembly language [6–9].

In principle, at least for those who run a program written in C/C++, Java, Fortran
or even Python, that is regardless if the language is compiled or interpreted. It makes
no difference if the hardware of the machine executes the code directly because a
translation is made for the code that is finally executed (the machine language) [18].

The Kernel is a component of the OS, its core, considered the main item of the
OSs, being so hidden among the many lines of code, not due to its insignificance but
to its importance, being so essential for the operation of a computer it is best to keep
it safe [6–8].

The Kernel links the hardware and the software (logical part). It is responsible
for the interaction among these layers, managing the system resources, allowing the
programs to use them while making the connection between data processing and
programs [5–9], as shown in the Figs. 1 and 2 of this section.

The bootloader can be interpreted as the disk access function of the computer and
load the kernel into memory to take control of the device [5–9].
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Fig. 2 Stages of the compilation and assembly generating processes [18]

The GRUB is a program that can load any executable file with a multi-boot header
in its first 8 Kb, with a sequence of flags bits and initialization bits as well as bits
that reference the file image executable.

The Kernel starts working as soon as the computer is turned on, starting to detect
all the hardware that is essential to the machine operation (monitor, video, audio,
keyboard, mouse, among all other components). Soon after, the OS is loaded, and
from then on, theKernel starts to administer themain functionswithin theOS, among
themain ones:memorymanagement, processes, files and all peripheral devices [5–8].

It is responsible for ensuring that all programs have access to the resources they
need simultaneously (among them the RAM, for example), that is, a concurrent
sharing, having the responsibility to ensure that the RAM is used in the best way
possible, not offering any risk to the computer [1–9].

3 Materials and Methods (Linux Environment)

This project required the creation of a development environment with the necessary
tools and packages for Kernel construction containing all the necessary items to
develop and deploy the system, that is, the infrastructure for creation.

Wine is software that eliminates the heterogeneity between Windows and Linux
being an implementation of the Windows Application Programming Interface (API)
on the Unix platform [12].

The Software Construction (Scons) tool, an open source construction software, is
anOpen Source tool for building software being a utilitywith integrated functionality
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for an easier, more reliable and faster way to build software [13]. The GNUCompiler
Collection (GCC) is a union of compilers of programming languages elaborated for
construction of an OS similar to Unix [14]. The Netwide Assembler (NASM) is an
assembler designed for portability and modularity supporting a variety of object file
formats, among these binary disk image files, used to compile OSs [15]. UltraISO is a
software developed forWindows platform that creates, edits, converts and/or records
image files. The Quick EMUlator (QEMU) is an emulator software of processor that
uses the dynamic translation technique [16].

4 Experiment Methodology

Fig. 3 Kernel.c
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Fig. 4 Linker.ld

This experiment has as primary objective the development of a small OS to start
equipment loading a kernel inmemory. The development was performed using Linux
systems Ubuntu and Windows. Virtualized in a VM, using the Free Software Virtu-
alBox [17].

In this platform, all codes and commandos were searched through literature,
through academic records, the Internet itself, and developed and implemented to
create the gcc, nasm, and qemu development environment, essential for the compi-
lation of the project, as shown in the figures of this Section.

It is necessary to have installed the tools gcc, nasm and qemu in the Ubuntu
platform native notepad for typing the basic instructions of the kernel, written in C
language and saved with file extension .c, in Fig. 3, this code prints the first kernel
instructions on the computer screen.

The next step was to create a file extension .ld and extension .asm, which contains
the loading instructions and have the purpose of joining the compiled kernel objects
files, to get the binary file. The code of the example is shown in Figs. 4 and 5.

Object codes for the previously program presented were generated through of the
tools gcc and nasm in the Linux environment. These object codes have .o file exten-
sion. Then, they were merged into a single binary file containing all the instructions.

Formemorymanagement, using Linux andWindows, it is necessary to implement
the python development tool, being a compiler of the Python language. For the
generation of the files and compilation process using the Scons tool.
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Fig. 5 Loader.asm

The Scons compiles all the codes in language C generating the respective object
files doing the process of binding consequently as to the kernel. The result this
compilation was the file named as “tst.”

A file with extension .lst containing instructions that reference the kernel was
created, with a base on greater flexibility in the development and generation of the
kernel in the image, as shown in Fig. 6.

With the software UltraISO, it was possible to construct an image file, where the
file in question containing in your innermost nucleus the instructions implemented in
this kernel basic, being added together with the structure of the image file, as shown
in Fig. 7.

Through literature, through academic records, the Internet itself, were also
searched functions in C language, being developed and implemented, which making
communication with the hardware (keyboard) and memory management.
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Fig. 6 Menu.lst in Linux Ubuntu

Fig. 7 UltraISO
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5 Results

From the kernel generated in Ubuntu, the project was initialized and virtualized
in Linux and Windows environments where the OS creates an environment where
users canmake programs and run themwithoutworrying about hardware details [18].
An OS is an intermediary between the programmer and the hardware, which offers
libraries with high-level functions for reading and writing data on these devices.
Examples of OSs are Linux, Windows, and MS-DOS itself [18].

VirtualBox software was used to virtualize the developed project, the creation
of the VM follows the characteristics of a DOS system, still used today, and its
configurations follow the software standard for this type of system.

Figure 8 shows the screen with the file manipulation options, where the Kernel is
loaded, and it controls and manages the VM loaded from the codes contained in the
Kernel.

Following the same logic and methodology in the Linux environment, the VM
had the same settings and the same characteristics displayed in the previous Section,
Fig. 9 shows that the developed kernel had the same behavior.

The developed kernel can also be written to a common CD-R or memory stick
and boot into a real machine with no OS loaded on the machine, and having the same
behavior as expected, as shown in Fig. 10.

Fig. 8 Experiment Functions in Linux
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Fig. 9 Experiment Functions in Windows

Fig. 10 Experiment options in a physical machine
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6 Conclusions

The development of a kernel on Windows and Linux is a long process of code
writing, pure programming, as well as debugging various system components and
much research, and from that, it acquires the deepest and most real knowledge of
the architecture of computers. As well as a deeper understanding of a development
environment with the tools needed to write and develop it.

Since the developed software has an application, relevance and academicpotential,
with high learning power, it is aimed at future work the implementation of new
functionality in the software.

Despite the recent advances regarding thefield of quantumcomputing is still veiled
in relative mystery and myth, referring to the use of phenomena like superposition,
entanglement, among others, even within the field of data science and technology.
Moreover, even those within the field of quantum computing and quantum machine
learning are still learning the potential for progress and the limitations of current
systems from this area. However, quantum computing has arrived in its infancy
and has grown to the point where many major companies are pouring money into
related R&D efforts, and other systems have been opened for research purposes with
quantum machine learning. However, quantum machines set many surprises for the
future.
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Channels Potential to MIMO Systems
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Rangel Arthur and Vânia Vieira Estrela

Abstract The behavior of a system is studied through a simulation model. Once
developed and validated, the simulation model can be used to investigate a wide
variety of issues, as well as propose improvements. This research objective is to
propose a novel simulation paradigm to improve the transmission of content in wire-
less telecommunication systems. The simulation environment employs a pre-coding
process of bits based on the application of a technique relying on discrete events and
signals before themodulation process. The signal transmission on the channel occurs
in the discrete domain with the implementation of discrete entities in the process of
bit generation applied at a low level of abstraction in a wireless telecommunication
system. The simulation considered the advanced differential binary phase shift key-
ing (DBPSK) as themodulation format for signal transmission in anAWGN channel,
using different hardware platforms and in the studies. The results show improvements
ranging from 9 to 35% in memory utilization, related to information compression,
in the context of the research.

Keywords Multipath fading channels · Discrete events · Simulation · Precoding ·
DBPSK modulation · IEEE 802.11
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1 Introduction

A simulation allows to build knowledge practically and offers a systemic view of
a given problem, with the necessary design capabilities, allowing several parameter
changes in a wireless system, evaluating it without physical experimental setups.
It also stimulates the critical data analysis. The formulation of questions, problem-
solving, and the implementation of different system architectures to analyze different
layers, such as physical, transport, transmission, and higher layers, improves and
validates the system for different applications [1–6].

Simulation permits to study the performance of a wireless system, reproducing as
accurately as possible its characteristics.Manipulation and analysis of themodel help
to trace several factors impacting the system, e.g., multipath fading, shadowing, and
noise among other interferences to facilitate the development of new methodologies
addressing caveats [2, 6–8].

Fading degrades the communication system performance due to a loss of signal
power without decreasing the noise power over some or all of the signal bandwidth.
Fading can change over time, which demands communication systems capable of
accommodating to such impairments. However, the adaptations cannot be able of fol-
lowing fading. The probability of experiencing fadingwith the concomitant bit errors
as the Signal-to-Noise Ratio (SNR) drops on the channel limits the link performance.

The fading effects can be mitigated by inserting diversity in signal transmission
over multiple channels that undergo independent fading as well as at the receiver,
coherently joining them. The probability of suffering a fade in this type of channel
is proportional to the probability that all the component channels simultaneously
experience a fade, which is a much more unlikely event.

The adequate simulation of multipath fading channels (MFCs) is a fundamental
issue in the development and evaluation of wireless systems. Since the received
signal is contingent to several mutable factors, statistical models typically help to
simulate fading.Many fadingmodels have been developed relying onmany statistical
distributions such as Rayleigh, and Rician, with different degrees of complexity.

Multipath fading (MF) affects most forms of radio communications links in one
way or another. MF occurs in an environment where there is multipath propagation,
and the paths change for some reason, resulting of propagating multiple versions
of signals transmitted across different paths before they reach the receiver. This
changes not only their relative strengths but also their phases, as the path lengths
vary, also distorting the radio signal. These attenuations suffered can be represented
by statistical distributions such as Rayleigh and Rician [6–8].

The term discrete event mainly denotes the model representing the system as a
sequence of operations performed on entities (transactions) of certain types such
as data packets, bits, among others. These entities are discrete in a discrete event
simulation [1, 2].

This technique is usually used tomodel concepts having a high level of abstraction,
such as clients in a queue, emails on a server, flow of vehicles, transmission of data
packets, and so forth [2–11].
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This paper proposes a wireless system model simulation built upon an AWGN
channel with the advanced modulation format called differential binary phase shift
keying (DBPSK) to improve the transmission capacity of information content through
the channel and to compensate to the additional complexity posed by multipath
techniques.

A bit treatment with discrete events methodology inserted in the bit generation
step applied in a low abstraction level is the differential and main contribution of
this research. The results show better computational performance regarding memory
utilization of the simulation model.

The present paper is organized as follows: Sect. 2 discusses the traditional method
of modeling an AWGN transmission channel. Section 3 presents and describes the
proposal. Section 4 presents the results and, finally, in Sect. 5, the conclusions are
presented as also the potential of the research.

2 Traditional Method

A digital communication system performance corresponds typically to the proba-
bility of bit detection errors (BER) in the presence of thermal noise. The so-called
additive white Gaussian noise (AWGN) channel model (Fig. 1) is widely used due
to its mathematical modeling simplicity, and application to a large set of physical
[12–14].

The basic AWGNmodel emulates the effect of many naturally occurring random
processes. This noise is additive because it is added to any signal (the received
signal equals to the transmitted signal plus noise). The term white refers to the fact
the noise is assumed intrinsic to the system. In the frequency domain, white noise
interfereswith all frequencies, which leads to a uniform power spectrum across for all
frequencies. Finally, the word Gaussian refers to the fact the probability distribution
of the noise samples in the time domain follows a normal distribution [12–14].

In the milieu of wireless communications, the primary source of noise is the ther-
mal activity arising from to the vibration of atoms in the receiver [12–14]. However,
the mobile wireless channel is susceptible to several interferences including multi-
path, fading, shadowing, and other types of noise due to general deficiencies that
cause a considerable degradation in the performance of the system [15–20].

Fig. 1 Representation of
AWGN channel
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Fig. 2 Demonstration of traditional model

The Rayleigh fading is an ideal model for heavily built urban environments, in
a way where there is no dominant propagation along a line of sight between the
transmitter and the receiver [18–20].

Rician fading is also a useful model of real-world phenomena in wireless commu-
nications, being a stochastic model for the radio signal propagation anomaly, caused
by the partial cancellation of a radio signal by itself. The signal reaches the receiver
exhibiting multipath interference, and at least one of the paths is changing, lengthen-
ing or shortening. This factor occurs when one of the paths, typically a line-of-sight
signal, is much stronger than the others [18–20].

TheDBPSKmodulation eliminates phase ambiguity and the need for phase acqui-
sition and tracking and consequently reduces the energy cost. Using a non-coherent
approach to circumvent the need for coherent reference signal at the receiver, the
phase of the signal changes between two angles separated by 180° (identical BPSK)
with one phase represented by the binary 1 and the other phase by 0 in its con-
stellation. Since it does not require phase synchronization, it is very attractive for
digital communications systems and widely used by wireless LANs compliant with
the IEEE 802.11 standard [12–14, 17, 18].

The research presented in this section show an AWGN transmission channel
with DBPSK modulation. Being used the Simulink simulation environment of the
MATLAB® software in its version 8.3 of 64 bits (2014a). Figure 2 presents a model
where the signals corresponding to bits 0 and 1 are generated and then modulated
in DBPSK, passing through a multipath Rayleigh fading channel with Jakes model
with Doppler shift defined at 0.01 Hz, as also inserted a block incorporated which
has a math function 1/u.

Such a function is required to track the channel time-variability where the receiver
implementationordinarily incorporates an automatic gain control (AGC). Posteriorly,
an AWGN channel follows according to the parameters specified at a sample time of
1 s, with an input signal power of 1W, initial seed in the generator of the 37th and the
67th channels, with Eb/No ranging from 0 to 14 dB. Then the signal is demodulated
to perform the bit error rate (BER) of the channel. The values obtained referring the



Betterment Proposal to Multipath Fading Channels Potential … 119

BER are sent to the MATLAB® workspace, for further processing and generating of
the signal BER graph.

3 Proposed Method

The discrete event model follows in the footsteps of the previous section. Differ-
entiating that now was added the discrete events process of pre-coding (low-level
abstraction), being the treatment performed on the signal relative to bit 0, converted
into discrete entities, and forwarded for a First-In-First-Out (FIFO) queue with infi-
nite capacity. Furthermore, there is no limit of capacity and retention, with the order-
ing the bits following the order of arrival, and thus driving data to a server, which
has the configuration of service time equal to the simulation time.

This research tackles the bit generation stage. After the signal passes by the
server, is converted back to its original format respecting the original format and
data type specified, just like maintaining the sampling period. In this way, the signal
is modulated in DBPSK and inserted into the AWGN channel, and then demodulated
to calculate the BER of the signal.

The model from Fig. 3 incorporates the traditional method with the proposed
innovation, and it also highlights the part modeled using discrete events in blue.

The proposed method was implemented in a wireless system with a mobile wire-
less channel susceptible to several impediments like multipath fading, shadowing,
and noise among other interferences [6–8] as seen in Fig. 4. The signals correspond-
ing to the bits 0 and 1 are generated and then modulated in DBPSK. Posteriorly, it
passes through a multipath Rayleigh fading channel and other with multipath Rician
fading, both containing Jakes model with a Doppler shift defined at 0.01 Hz, as also
inserted a block incorporated which has a math function 1/u [42].

Such a function is required to track the channel time-variability, where the receiver
implementation ordinarily incorporates an automatic gain control (AGC). Next, an
AWGN channel follows according to the parameters specified at a sample time of

Fig. 3 Model with the proposal of this study
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Fig. 4 Wireless model with the proposal of this study

Fig. 5 Transmission flow for DBPSK with Rayleigh distribution

1 s, with an input signal power of 1W, initial seed in the generator of the 37th and the
67th channels, with Eb/No ranging from 0 to 14 dB. Then, the signal is demodulated
to obtain the channel BER.

Figures 5 and 6 use 10,000 s of simulation time. They also show the transmission
flow for the DBPSK signal in the proposed (right) and the traditional methods (left)
for comparison using multipath fading with Rayleigh and Rician distributions. Note
that both methodologies generated the same result.

Also used was the scatterplot command, being a scatter diagram or constella-
tion diagram, viewing the constellation of the modulated digital signal, useful for
comparing the performance of one system with the other.

Figures 7, 8 and 9 display the constellations for 5, 10, e 15 dB for the proposed
(below) and the traditional methods (top) in multipath fading with Rayleigh and
Rician distributions.
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Fig. 6 Transmission flow for DBPSK with Rician distribution

Fig. 7 Simulated DBPSK constellations

4 Results

The results correspond to 5 sequential simulations performed with the models pre-
sented previously, on physical machines with different hardware configuration, for
an Intel Core i5 processor and 8 GB RAM, and another for an Intel Core i3 processor
and 4 GB RAM.

sldiagnostics function allows displaying the diagnostic information about
the modeling system in Simulink. The ProcessMemUsage parameter obtains the
sum all of the memory consumption for all model processes in the entire simulation.
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Fig. 8 Simulated DBPSK constellations for the Rayleigh distribution

Fig. 9 Simulated DBPSK constellations for the Rician distribution
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Fig. 10 Time simulation for the DBPSK

ProcessMemUsage counts and returns the total amount of memory utilized in
each phase of the model in MB. It takes into account that the first simulation of both
models, the variables are allocated, and the memory is reserved for the execution of
the model according to the Figs. 10, 11, 12, 13, 14 and 15.

So, can be understood that if in a transmission channel containing the proposal and
in another the traditional method, they passed the same information content (quan-
tity of bits), without any loss (signal and constellation) and with the same quality
(BER). Table 1 and the Figs. 13, 14 and 15 display the results related to the mem-
ory consumption of the proposed technique related to the transmitted information
compression.

The proposed framework reduced practically all the memory consumption result-
ing from Rayleigh and RicianMF in models used in simulations with equalization of
its resource consumption to a channel without the MF techniques while maintaining
all the existing benefits and characteristics, as shown in the Figs. 16 and 17.

To analyze the relationship between the simulation methodology (proposed ×
traditional method), and the impact on the physical layer of the channel, scripts were
made in the MATLAB® for processing of the graph BER.



124 R. Padilha et al.

Fig. 11 Time simulation for the DBPSK with Rayleigh distribution

Table 1 Computational improvement

Memory consumption

Machines i3 i5

DBPSK Model (%) 22.01 9.22

DBPSK Rayleigh Model (%) 29.72 9.36

DBPSK Rician Model (%) 34.35 11.48

Figures 18, 19, and 20 display the performance of the models during transmission
with noise ranging from 0 to 60 dB.
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Fig. 12 Time simulation for the DBPSK with Rician distribution
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Fig. 13 Memory
consumption for the DBPSK

Fig. 14 Memory
consumption for the DBPSK
with Rayleigh distribution
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Fig. 15 Memory consumption for the DBPSK with Rician distribution

Fig. 16 Idealization for the DBPSK using Intel Core i3 processor
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Fig. 17 Idealization for the DBPSK using Intel Core i5 processor

Fig. 18 BER between the models
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Fig. 19 BER between the models for Rayleigh fading

Fig. 20 BER between the models for Rician fading

5 Conclusions

The intent of this research was the use of discrete events applied in the lowest level of
abstraction possible in a telecommunication system, such as bit generation. Being this
a treatment of the bits before of the modulation process, functioning as a pre-coding
process differentiated.
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Another critical factor that the proposal achieves is the compensation obtained
concerning to the complexity that the multipath fading, Rayleigh, and Rician in this
research, related to channel idealization.

The information compression is a byproduct since that the proposal acts on the
bits, having a substantial impact on the compression methods performed in higher
layers (e.g., HEVC, MPEG-4 AVC/H.264, among others) in a broadcasting system,
for example.

Therefore, the presented results of the proposed methodology show an enormous
potential for the Non-Orthogonal Multiple Access (NOMA) contexts, credited as
the future 5G, thus compensating the additional complexity brought by the MF
techniques.
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Development of a Hybrid Heating System
Based on Geothermal–Photovoltaic
Energy to Reduce the Impact of Frosts
on Inhabitants of Rural Areas in the Ring
of Fire, Southern Peru

Dana Chavarria , Rubi Ramos and Carlos Raymundo

Abstract The recent climate change has forced people to live in extreme condi-
tions, either excessive heat or cold, implying that they must adapt to survive in these
situations. However, there are people who, because of their geographical condition
and lack of resources, lack the means and tools to combat these climate changes.
The context of this study is provided in a rural town located in the Arequipa region
(Peru), whose inhabitants have to fight against frosts of up to −20 °C in an area
without electricity. A viable solution to this problem is found through the design
and implementation of a heating system using geothermal and photovoltaic energy,
which are resources found in the area, according to a report of theMinistry of Energy
and Mines. This study analyzes and researches the geographical and meteorological
conditions of the region, for validating, through theory and simulations, whether the
proposed system can supply the thermal energy required to maintain the indoor tem-
perature at a minimum of 15 °C under extreme conditions. The system is designed
after analyzing the best technological options and techniques currently available in
the context studied for its ultimate financing and establishing guidelines and indica-
tors for monitoring results.
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1 Introduction

Every year, Peru goes through a serious climatic event known as frosts. Frosts are
naturalweather phenomena consisting of an abrupt drop in temperature to below0 °C,
which is below the freezing point of water, measured at heights between 1.25 and
2 m above ground level [1]. This phenomenon is similar to cold spells or “friajes,”
which instead mostly affect high Andean areas. The frost season depends on the
climate conditions of each country. For Peru, according to Senamhi, the frost season
occurs between May and September, where the lowest temperatures of the year
(reaching up to −20 °C) are recorded, especially in southern areas of the country
[2]. In this area, the most affected departments included Moquegua, Puno, Tacna,
and Arequipa. Frosts impact the inhabitants of these regions in terms of both health
and their economic activities (agriculture, cattle farming, etc.) [3]. In fact, in this
region, more economic losses are reported due to crop freezing and camelid-related
losses, at 10%, than for any other type of meteorological risk [4]. Likewise, cases
of chronic respiratory diseases (CRDs) and acute respiratory infections (ARIs) are
reported in 20 and 60% of the population, respectively [5]. These same issues have
been reported in the highland areas of other countries.

Although the economic losses are important, other secondary effects, such as low
income due to a decrease in exports, low cash flow and reserves, limited education,
basic services, and transaction difficulties, are also caused in the communities.

This contribution paper is divided into the following four sections: Introduction,
which introduces the context and the main problem; State of the Art or Literature,
where relevant work and technical studies on the proposed technology, previously
compiled and classified, are reported; Methodology and Proposal, which explains
the development and calculations for the proposed geothermal–photovoltaic heating
system, which we consider to be the option available currently; and System Valida-
tion, using simulators such as Homer Energy and Trnsis, which display the system
result scenarios. This last part also includes an analysis of the project at the economic
level and its social and environmental impacts.

2 State of the Art

Recently, researchfiguresworldwidewith respect to renewable energyhave increased
considerably. The first prototype of the geothermal heating system was generated in
France in the XIV century [6] and was composed of only a single part. By 1969,
only air pumps were available. Through the years, other pumps were developed for
different functionalities. Simultaneously, their performance started to be measured
through their Coefficient of Performance (COP).

Merging geothermal energy with another renewable resource was first proposed
in 1962 and performed in 1970 by Penrod and Prasanna scientists, in the same
country of origin: France. Their purpose was to improve the performance of the
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application in this country. Solar energywas aggregated to geothermal energy through
collectors that store energy in the soil [7]. Since that date, several studies have been
conducted focusing on raising the COP and the system efficiency through integrating
the energies and simulating their viability.

In Iran, the USA, and China, the evaluation and optimization of a thermal energy
system using photovoltaic and geothermal panels have been performed. They per-
formed a simple design to heat an entire building story using vertical systems [8],
without issues caused by the external climate. On the other hand, in the Mediter-
ranean, performance was evaluated using only the electrical power supplied by the
photovoltaic modules during March, when solar radiation is very unstable, in the
range of 7 to 13 UV, which affected the available electric power produced by PFV.
Later, another study in Switzerland integrated hydrogen into the system. As a result,
during partially cloudy days, the electrolyzer operated intermittently with several
failures in hydrogen production. Therefore, the exposure of the climate to the system
is a critical factor for its effectiveness and technical success. For these reasons, the
system must be completely studied and assessed according to the area where it will
be implemented. Depending on the results of these studies and their corresponding
validation, the addition of an additional component can be assessed only if the system
cannot fully supply itself.

This fact provides enough resources for the implementation of projects. How-
ever, studies of geothermal application in Latin American soils are limited. They
are mostly projects and/or prototypes in Europe, places that do not have the same
geographical conditions or the context of American highlands. Asia is the only devel-
oped country with similar conditions. The foregoing validates the importance of this
study, which attempts to assess the technical, financial, and environmental feasibility
of implementing a carefully selected system in the community of Arequipa in the
southern area of Peru [9].

3 Contribution

The proposal consists of three core parts and an additional section. The core parts
were selected based on the following matrix, and the additional section is a research
appendix dealing with the economic and financial analyses of the project Fig. 1.

The following chart displays the sequenceof data or studies thatmust be performed
in advance to make an optimal choice of the types and components of the hybrid
system Fig. 2.

Diagnosis
Concept: Analysis performed to determine any situation. This determination ismade
based on data and facts systematically gathered and organized, which allow for better
insights on the current situation.
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Importance: An assessment of the study location is very significant, since it pro-
vides insights on the geographical and meteorological conditions. This information
is extremely important for the feasibility study of installing a hybrid heating system.

Interpretation: In this study, this item is very important since, without it, the
assessment of energy demands of the systemcannot be initiated, nor can theminimum
power required or produced be determined.

Energy Demands
Concept: Demandmeans the quantity of goods or services acquired by consumers in
a specific unit of time (a day, amonth, a year, etc.), sincewithout a time parameter, it is
not possible to determine whether the demand grows or decreases. On the other hand,
Energy refers to the science that deals with the production, use, and transformation
of energy.

Importance: Energy demand calculation, both the minimum andmaximum ener-
gies required, provides a notion of how much energy the system must produce to
comply with the heating conditions required by the place of study, against different
climate changes, variations, and conditions.

Fig. 1 Abstract flowchart for the proposal

Fig. 2 Data and study sequence matrix for the proposal
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Interpretation: In the case study, the information on energy demand is essential to
determine if the proposed hybrid system works, that is, if it can supply the minimum
energy required to maintain the Callalli homes at a minimum room temperature of
15 °C, regardless of the outdoor temperature.

System Design
Concept: Design indicates the final result of a process, which seeks to find a solution
to a problem that aims to project useful and aesthetic objects. On the other hand, Sys-
tem refers to an ordered set of procedures, standards, etc., that regulate the operation
of a group of processes.

Importance: Defining our system is essential, because with this analysis, we can
identify the number of components needed and their technical specifications, and
therefore, can determine system costs, such as maintenance costs.

Interpretation: In this case study, the geothermal hybrid system comprises poly-
crystalline solar panels and a vertical geothermal system.

Once the proposal was defined, we proceeded with the case study. As already
mentioned, the location is the Callalli district in Peru.

4 Implementation

To validate the performance calculation of the hybrid system, we used a TRNSYS
simulator. For these purposes, we first designed the model house in Google Sketch
Up (Fig. 3), and then, exported it to TRNBuild and added information (type 56)

Fig. 3 Design of the model house in Google sketch-up
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regarding the thermal behavior of the construction model, and finally, simulated this
behavior in TRNSYS through the 3D model.

The model simulated in TRNSYS is of a geothermal/photovoltaic hybrid system,
which consists of the following:

Photovoltaic Energy:
First, we obtained the weather file of Callalli (Peru) using Type 109-TMY2.

These data were recorded in °C, so a K degrees converter was placed since the
polycrystalline panel (type 94a) works with these units. displays the simulation of
the photovoltaic system, since we need to verify whether the calculated theoretical
energy supply is close to that simulated. That is why, it is programmed in the output
printer (type 65c), for which the Power vs. Efficiency chart is shown below.

Themaximumpower generated inWby the photovoltaic panel of 24 is 169, which
only satisfies the hybrid system (compressor) when the outdoor temperature is less
than−10 °C. Therefore, it would generate thermal shortage to the compressor, since
this component requires electrical energy to work if the outdoor temperatures fall
within the range of −10 to −20 °C in Callali. However, we are interested in deter-
mining whether the hybrid system (photovoltaic/geothermal) will generate enough
energy to maintain the room temperature at 15 °C (Table 1).

If the outdoor temperature is −10 °C, the polycrystalline photovoltaic panel
requires 118% of energy supply, and at −20 °C, it requires 84% of the supply.

Geothermal Energy:
Once the energy supply has been simulated and validated, the design of the hybrid

system is finalized. This hybrid system comprises a closed-loop earth heat exchanger
(GHE) (Type 557), serving as a connection between the solar collector fields, and
the GHE evaporator (Type 668); four fan coil tubes, two tubes for the heating circuit
and another two for cooling (type 987); a water heat pump (type 927), (type 560);
heat storage with variable inputs and uniform losses (type 64); and a pump (type 3d).

The simulation determines whether the heat source system corresponds to the
heating level and hot water load of the building model and its performance. The
hot water load determines if the thermal energy supplied from the heat storage tank
satisfies the hot water load.

Table 1 Energy supply analysis

Panel (m2) Simulated
electrical
power (W)

Simulated
electrical
power
provided
(Wh/day)

Outdoor
temperature
(°C)

Electrical
power
consumed by
the
compressor
(Wh/day)

Condition

24 169 2535 −10
−20

2132.92
2986.09

Supplies
Does not
supply

NoteThis table compares the energy supply between the energy power consumed by the compressor
and the simulated power of the photovoltaic panel. Prepared by the Authors, 2018
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Fig. 4 Temperature versus energy simulation chart

In addition, the calculator is used to describe the quantity of hot water supplied
by the heat storage tank per day. Hot water is delivered at 45 °C by the storage tank,
where the water temperature is 15 °C because the storage tank is buried in the ground,
and therefore, fixed at subsoil temperature. Based on the demand of hot water per
hour, the storage tank is filled again to maintain the tank level with water at 15 °C
and replace the hot water used Fig. 4.

On the other hand, the minimum electrical power generated by the system is
0.97 KWh and the maximum is 3997 KWh. Theoretically, 1324 KWh is required to
maintain the house at 15 °C at an outdoor temperature of −20 °C, so the system in
Callalli does generate enough energy.

Even though the hybrid system supplies the thermal energy required to maintain
the house at 15 °C at a temperature of−20 °C, the simulation of photovoltaic energy
evidences that themodule 24 does not produce the energy required by the compressor.

5 Results

Technical Level
The simulation aimed to assess the results obtained from the simulators with the
theoretical data, in order to validate the calculation of thermal supply for the hybrid
geothermal/photovoltaic system in Callalli. According to the report provided by the
Ministry of Energy and Mines and the Volcano Observatory of the INGEMMET
(OVI) [34], this town is considered a viable land for the extraction of geothermal
energy, because in this area, four active volcanoes are located. However, technical
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Table 2 Financial indicator
results

Indicators Results

NPV S/. 766,762.31

IRR 13%

CBR S/. 1.09

PRD 9.43 years

study projects are hard to find, so it was necessary to conduct a theoretical and
simulation study.

From the studies performed, it was found that the photovoltaic and geothermal
hybrid system is efficient if the solar panel area is at a temperature higher than
33 °C, since from this area, the panel can produce electrical energy higher than 3600
Wh/day, which is sufficient, since the compressor requires at least 2132.92 Wh/day
to maintain the model house at a room temperature of 15 °C when the outdoor
temperature is −10 °C and 2986.09 Wh/day if the temperature falls below −20 °C.
In conclusion, the scenarios assessed the evidence that with a photovoltaic panel of
33, the supply of electric power between the photovoltaic panel and the compressor
is more efficient, for outdoor temperatures of−10 and−20 °C with 169% and 121%
efficiency, respectively. That is, the electrical energy produced by the panel will be
greater than that consumed by the compressor.

Economic Level
Financial indicators were calculated and assessed through the construction of the
cash flow based on the income and expenses already determined, throughout the
10-year lifespan assigned. The following results were obtained (Table 2):

The NPV is positive, meaning that the government would not only stop investing,
but also save much more. The IRR is 13%, which is higher than the discount rate
(9%). That is, the Internal Rate of Return would cover the minimum rate of return
required for the investment. TheCost–BenefitRelation is greater than 1,whichmeans
that for every sol that is inverted, S/1.09 is returned. PRD is set at 9.3 years.

6 Conclusions

Using the simulation, we could verify that the hybrid system satisfies the necessary
thermal energy, so that the house is at aminimum temperature of 15 °C at any outdoor
temperature. The system produces a minimum energy of 0.97 KWh and maximum
of 3997 KWh, and according to the theoretical calculations, 1.324 KWh is needed
to maintain the house at 15 °C, considering that the outdoor temperature is the most
critical (−20 °C). On the other hand, with the implementation of the hybrid system,
when supplying thermal energy to the 288 families, 502,396.95 kg of CO2 that would
be generated if another heating method were used, which would go directly to the
ozone layer, would be prevented.
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Reuse Method for Deposits
of Polymetallic Tailings in a State
of Abandonment Through
the Application of Mineral Flotation

Anthony Anchiraico , José Bazo , Vidal Aramburú
and Carlos Raymundo

Abstract In the mining industry, due to the extraction and processing of ore, a
significant amount of tailings are produced which are discharged into deposits. In
some cases, these are in contact with effluents and generate acid waters that pollute
the environment and affect the health of the inhabitants. Additionally, these tailings
within their composition contain valuablemetals that can be reused through a process
ofmineral flotation. As a part of this research, a study based exclusively on laboratory
tests was performed on the tailings deposit located in the Recuay–Peru district, where
the presence of concentrations of Pb, Zn, and Ag at 48.36% was obtained, 23% and
250 g/TM. Thus, this study aims to take advantage of polymetallic tailings deposits
that are in an abandonment state by extracting valuable ore through the flotation
process based on their chemical composition and mineralogical characterization.

Keywords Mining tailings · Tailing deposits · Reutilization · Mineral flotation

1 Introduction

The global mining industry has exhibited deficiencies in its ability to dispose 5–7
trillion tons of tailings that are produced annually [1]. The aforementioned statistics
contextualize a real and current situation that affects Peru, a mining country and one
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of the largest ore producers in the world. This situation requires the analysis of the
possible impacts generated by the large amounts of tailings that are not managed
properly, such as the filtration of pollutants, collapse of dams by over accumulation,
and occupation of large tracts of land. This requires the assessment of the tailings
deposited in past decades because there are great possibilities for finding important
metallic concentrations for future extraction.

In Peru, 8616 abandoned properties are currently registered of which 7531 cur-
rently lack an owner, thus leaving the State as the sole responsible party [2]. By
the beginning of the 20th century, several mining companies started operating in the
Peruvian territory without any environmental regulations. This background, added
to the technological limitations of the time, accounts for the poor waste disposal,
which is known as Mining Environmental Liabilities (PAM). Mining tailings are a
type of PAM that, according to the current Peruvian regulations, must be identified
and assessed to establish the best strategy for their treatment. The main characteristic
of tailings in the state of abandonment in Peru is their incorrect disposition since they
have been present for more than 60 years and possess a great risk of contamination
to the environment and human health.

This study aims to overcome these environmental issues, since, in Peru, there
are ~450 polymetallic mines in a state of mining liabilities, which represents an
alteration to the physical environment, such as soil, water, and air [3]. For this reason,
this study aims to propose a reuse method to deposit polymetallic tailings in a state
of abandonment by applying mineral flotation. This research study is divided into 5
Sections: Section 2 contains the state of the art regarding the research topic. Section 3
covers the development of themethod proposed. Results and validation are described
in Sect. 4. Finally, conclusions are listed in Sect. 5.

2 State of the Art

The initial analysis of an inactive tailings deposit is directly linked to its geochemical
and physical characteristics to determine the type of disposal it requires, which may
be technical or final closure, application of control and isolation techniques, reuse as
a hydraulic landfill for underground works, and reuse for brickworks or management
[4].

Just the way the geochemical study is relevant to the present study, in a similar
manner, the physical stability analysis of a tailings deposit. This requires an anal-
ysis of the local geology and the structural behavior generated in the deposit slope
caused by the tailings it contains since they generate a pressure and there is a linear
deformation that can modify its angle of inclination [5].

In China and other countries, the methodology used to reuse tailings starts with a
chemical analysis and mineralogical characterization, which are performed through
laboratory studies and ray diffraction (XRD), respectively. This stage selects the
appropriate method to recover valuable ore [6]. Likewise, different metallurgical
processes have been observed to provide economic value to an ore found as waste,
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such as the bioleaching process, which is a technology that uses bacteria to extract
valuable ore [7].

The mineral flotation technique may be applied to polymetallic tailings in a state
of abandonment or produced in past decades, depending on their mineralogy and
tonnage. One example is a tailings deposit located in Chile, which is still active but
has tailings stages discharged since 1930. These have been assessed based on the
information, i.e., no previous tailings studies have been performed. Instead, existing
data have been used. In addition, the authors designed a classic mineral flotation
circuit at the laboratory level, which consists of Rougher and Scavenger phases [8].
According to this precedent, the tailings deposit reuse feasibility analysis does not
necessarily have to be in-the-field and experimental but can also be extracted from
previous information and theoretically.

The supporting previous studies show a pattern in themethodology to demonstrate
that a deposit can be reused, which is the chemical verification of the tailings from
mineralogical characterizations, chemical analysis, and metallurgical tests. These
procedures are performed using field collected data or data from historical records.
However, the feasibility of the tailing treatment requires both a chemical and a phys-
ical analysis, since, if waste may be transferred for the second time to a processing
plant, it must be extracted from the area where it is disposed. Therefore, studying its
stability becomes critical.

3 Contribution

The technique implemented herein is the recovery of valuable ore from different
abandoned tailings deposits through the mineral flotation, i.e., to perform laboratory
tests with an objective of generating business opportunities and economic benefits
for mining companies (Table 1).

3.1 Proposed Methodology

The study focuses on the reuse of abandoned polymetallic tailings so that they can
be sustainably extracted and treated in a metallurgical plant, i.e., generate business
opportunities from Mining Environmental Liabilities (PAM), which currently gen-
erate maintenance costs to the State and are prone to contaminate their areas of
influence. For these purposes, a work methodology is proposed, as described in
Fig. 1.
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Table 1 Analysis of current techniques and this proposal

Mining environmental liabilities (currently)

Solution Disadvantage

Use for progressive closure of mining
operations

Pollution

Costs due to selection processes

Much of the tailings do not comply with the
appropriate granulometry

Remediation of affected area High maintenance costs assumed by the
Peruvian State

Mining environmental liability (applied technique)

Proposed solution Advantages

Recover valuable ore Generate business opportunities

Economic, social and environmental benefits

4 Validity

The tailings deposit in the state of abandonment studied is located in the district of
Ticapampa, province of Recuay and Aija, department of Ancash on the banks of

Fig. 1 Proposed methodology
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the Santa River, whose receiving body is in direct contact with tailing drains, thus
limiting its use for human consumption.

As for its sizing, it has an extension of 750 × 200 m and a maximum height of
19 m, which would represent approximately 4 MT [2]. In addition, its geochemical
composition presents heavy metals in important concentrations, which are attributed
to 2 aspects.

First, there is a presence of As, Cd, and Pb (Fig. 2) in proportions above the max-
imum permissible limits established by the National Standards for Environmental
Water Quality for human consumption, which generates a concern regarding water
leaks from the tailings to the Santa River.

The second aspect refers to the opportunity of extracting certain ore due to their
high concentrations, which opens the option to remedy current mining liabilities in
a profitable way.

4.1 Systematic Sampling

The amounts required are approximately 40–50 kg of tailings. For the current study,
not only representative samples were needed but also an adequate amount was ran-
domly extracted from each Ticapampa tailings deposit zone. This consisted of a
selection of fragments from the tailings.

4.2 Physical Stability Analysis

In the case of tailings, the Ticapampa deposit has a cohesion value of 18.5 kPa, a
weight of 1.8 T/m3, which is equivalent to 17.65 kN/m3 and an angle of friction at
22°. From these data obtained from empirical studies, the depth of the stress crack
was calculated as follows:

Fig. 2 Comparative heavy metal concentration chart
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Zc = 2
(
18.5 K N

m2

)

17.65 K N
m3

tan2
(
45 + 1

2

(
22

◦)
)

= 4.6072m−1

Zc = 0.2171 m = 21.71 cm

In this way, it can be deduced that due to the horizontal forces acting on the slope,
cracks with a maximum length of 21.71 cm are generated, and their behavior may
be affected by the filtration of materials.

The type of soil present in the tailings deposit of Ticapampa is clayey silt, which
has a consolidation coefficient of 5 m2/min, an average drainage time of 15 min and
a drainage length of 4.5 m. From the data described, it can be calculated that the
resulting dimensionless factor is 3.70, which indicates that the tailings deposit under
study is in drained condition. Then, the analysis method must consider the effects
of water on the physical stability of the structure. This procedure is the one applied
by Bishop. Considering a stem base length of 0.5 m, a height of 2 m, and a vertical
angle of 26.5°, these values are replaced in the formula, and we obtain FS = 1.14.

4.3 Mineralogical Characterization

In Fig. 3, the metal with greater participation within the composition is lead, which
is present as galena or lead glance, anglesite, and litharge.

Fig. 3 Mineralogical
tailings composition
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Table 2 Chemical tailings
composition

Concentration of metals of interest (%)

Pb (%) Zn (%) Cu (%) Ag (g/TM)

4.97 0.23 0.11 26.80

Other metals (ppm)

Al (%) As Ba Be

5.99 10,000 200 0.5

Bi Ca (%) Cd Co

11 0.76 0.5 3

Cr Fe (%) Ga K (%)

13 6.53 10 2

La Mg (%) Mn Mo

10 0.51 564 1

Na (%) Ni P S (%)

0.15 1 680 1.67

Sb Sc Sr Th

221 7 69 20

Ti (%) Au V U

0.24 0.514 77 10

4.4 Chemical Analysis

Asmentioned above, the chemical analysis of the tailings under studywas performed
in a laboratory from the representative sample obtained. In Table 2, the metal with
the largest share in terms of concentration is lead, with a grade of 4.97%.

4.5 Preliminary Metallurgical Tests

Based on the results above, the mineral flotation metallurgical process was selected,
since the metal of interest is lead and is mostly contained in galena (PbS), which
is a sulfide and may be treated efficiently with this technique. The proposed metal-
lurgical process consists of 2 stages, with the objective of obtaining lead and Zinc
concentrates, respectively, with the following arrangement of the reagents:
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Pb flotation-first stage

• Cell pH 8.5

• Lime 3.0 g

• ZnSO4 (5%) (depressor) 7.0 ml

• NaCN (1%) (depressant) 3 ml

• AP-3418 (collector) 1 drop

• MIBC (foaming) 1 drop

• Conditioning time 5 min

• Flotation time 8 min

Zn flotation-second stage

• CuSO4 (5%) (reactivator) 5 ml

• Lime 4.0 g

• pH 11

• Z11 (1%) (collector) 3 ml

• MIBC (foaming) 1 drop

• Conditioning time 5 min

• Flotation time 6 min

5 Conclusions

Herein, the proposal assessed is associated to the Ticapampa tailings deposit, which
is abandoned and a potential risk for the surrounding inhabitants. As shown in Figs. 2
and 3, the Ticapampa deposit can be reused using the mineral flotation technique,
since this deposit contains ore of economic value today. In addition, the operating
costs of a tailings deposit are much lower than a deposit.

According to the calculated head from the metallurgical balance, the lead grade
is 5%, zinc is 0.87%, copper is 0.3%, and silver is 29.53 g/MT. This means that the
lead grade is attractive for recovery, while zinc and copper are relatively low. In the
case of the copper grade, which is 0.11% in the laboratory analysis, its metallurgical
recovery by mineral flotations is not feasible, since other tailings studies present
copper grades close to 0.30% using the same technique.

Based on the metallurgical balance, the quality of the lead concentrate obtained
is 48.36%, which is close to the marketing conditions. The silver grade is 250 g/T,
which gives it a very important economic value. Lead and silver concentrate prices
are held in different international markets at an average of 2200 USD/MT and 17
USD/Oz, respectively. Regarding the quality of lead concentrate, there is no mini-
mum standard for its recovery because the said activity is performed based on the
percentage obtained.
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The application of the mineral flotation technique to recover valuable ore in tail-
ings deposits that are in a state of abandonment is quite attractive since business
opportunities are generated by working a mining liability that generates a significant
expense close to 20 million soles for the Peruvian State. Furthermore, the money
obtained from the recoveries of valuable ore may generate development for the sur-
rounding community, as well as environmental remediation of the affected area.
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Techniques of Conversion Gain
Improvement for CMOS Active Mixers

Phillipe Oliveira Menezes , Eduardo Rodrigues Lima
and Julián Alberto Herrera

Abstract This paper covers the design of double balanced activemixers based on the
Gilbert cell, exploring methods of conversion gain enhancement such as capacitive
cross-coupling, PMOS current bleeding and a hybrid topology using both methods.

Keywords Active mixer · Gilbert cell · Cmos technology

1 Introduction

Mixers are devices responsible for frequency translation in RF communication
systems. Gilbert cell mixers aim to ease signal processing complexity where RF
signals are converted to a base-band signal while providing a high spur suppres-
sion due to its double-balanced operation [1]. Mixer performance can be measured
by several parameters, such as its base-band signal gain when compared to the RF
original amplitude (i.e., conversion gain), and noise figure, which indicates noise
contribution of a mixing stage to a given system.

With continuous advancement of telecommunication and widespread interest in
smart utility networks and Internet of Things (IoT), improving mixing devices might
help to loosen base-band circuitry constraints, such as gain dynamic range require-
ments that might get as high as 75 dB [2], requiring several amplifying stages. Higher
conversion gain might also heighten system sensitivity [3], and therefore, coverage
of telecommunication networks.
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Section2 introduces the concept behind the operation of a double-balanced active
mixer. Section3 discusses circuit improvement through transconductance stage re-
finement, and Sect. 4 discusses simulation and results using TSMC’s 65nm MS/RF
CMOS process design kit on Virtuoso® Analog Design Environment.

2 Gilbert Cell Active Mixers

The operation of a down-conversion active mixer based on the Gilbert cell consists of
three functions: a Gm stage, that converts a RF signal Vr f to current Ir f ; a switching
stage, which commutes this current by the Local Oscillator signal Vlo resulting in a
new frequency signal Ii f ; and a load stage, which converts Ii f back to a voltage level
Vi f . Figure1 illustrates these three stages [1].

A typical CMOS Gilbert Cell, as shown in Fig. 2, can be implemented using
six transistors and two resistors in a rather simple arrangement, therefore, due to
practicality, is a widely used topology.

The transconductance stage (Gm) is composed of two common-source transistors
M1 and M2, where RF differential input signal Vr f + and Vr f − is applied. The
current resulting from this amplifying stage flows through a switching quad transistor
stage (M3-M6), which is driven by complementary square waves toggling between
zero and VDD (Vlo+ and Vlo−) and a differential resistive load (R) converts the
current back to a readable voltage level.

The resulting first order frequency components are given byωRF ± ωLO . In down-
conversion systems, the sum of these two frequencies (ωRF + ωLO ) is filtered out,
leaving only the intermediary frequency component VI F (Eq. 1).

VI F (t) = 2

π
gm1RVRF cos(ωRF − ωLO)t, (1)

where gm1 is the transconductance of the common-source transistors M1 and M2 in
Fig. 2, and R the load resistance. This yields a conversion gain [4, 5] of:

Fig. 1 Three stages of a Gilbert cell
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Fig. 2 The Gilbert cell

VI F

VRF
= 2

π
gm1R. (2)

Noise figure in a Gilbert Cell is also a function of transconductance gm1 and is
given by:

NF(SSB) = α

c2
+ (γ1 + rg1gm1)gm1α + 2γ3G + rg3G

2 + 1
R

c2g2m1Rs
. (3)

Equation3 shows that changing increasing gm1 of the input stage also contributes
positively to noise reduction, since gm1 and NF are inversely proportional. The
constant α is equal to one for a square LO wave, and c represents the conversion
gain of the switching quad alone, which is usually suppressed due to its negligible
contribution to the overall conversion gain. The parameters rg1 and rg3 are the poly-
silicon gate resistance of the Gm stage and switching stage transistors respectively.
Factors γ1 and γ3 are technology dependent constants, usually 2/3 for long channel
transistors. G is the time average small-signal transconductance of the switching
quad transistors, R is the load resistance seen in Fig. 2, and Rs is the input source
resistance which drives the RF port [6].

3 Gain Enhancement Methods

3.1 Capacitive Cross-Coupling (CCC)

By taking advantage of the differential structure of the Gilbert Cell (Fig. 2), a ca-
pacitive cross-coupling (CCC) configuration can be implemented by using shunting
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gate-source capacitors, as shown in Fig. 3. By cross-coupling the differential inputs
of each side of the structure, a typical common-source stage is superposed by a
common-gate stage.

By ignoring both gate-bulk and gate-drain capacitance, the effective transconduc-
tance of the input stage can be written [7] as:

Gm,e f f = 2Cb1

Cgs + Cb1
gm1, (4)

where Cgs is gate-source capacitance, and Cb1 is the cross-coupling capacitance.
Choosing a cross-coupling capacitor value sufficiently large (Cb1 � Cgs), it is
possible to achieve:

Gm,e f f = 2Cb1

Cb1
gm1 = 2gm1, (5)

Fig. 3 Gilbert cell with
CS-CG cross-coupling
capacitance structure
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Thus, conversion gain [7] is:

VI F

VRF
= 4

π
gm1R. (6)

Even though thismethod doubles circuit transconductance, it has some constraints
regarding cases of use. In this topology, current is drained by the input terminals
(Vr f + and Vr f −). If the previous block in the receiving chain does not provide
a current path to ground, this topology cannot be used. An example where this
enhancement method can be employed is when RF signal is fed to the circuit through
an external Balun.

3.2 PMOS Current Bleeding

Looking at Eq.2, it seems intuitive to use larger load resistor (R) values, therefore
increasing conversion gain. But a problem emerges from this method. The load
resistors R has to drive all current drained by the switching stage. As R increases,
the voltage drop across it also increases, resulting in a substantial change in common
mode voltage levels. In extreme cases, it might even compromise voltage headroom,
therefore, having a negative impact on linearity. This DC dependency can be avoided
by introducing current bleeding devices as shown in Fig. 4.

A current bleeding mixer [4, 5] has devices (M7 and M8) connected between
VDD and drain nodes of M1 and M2 to provide an alternative current path (I3). In
a typical Gilbert cell, I1 = I2, but current bleeding introduces a new current path,
making I1 = I2 + I3. It allows M1 and M2 to operate as in the conventional Gilbert
cell while mitigating the negative effects caused by large current in both switching
and load stages, such as its noise contribution.

Fig. 4 Gilbert cell with CMOS current bleeding
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The transistorsM7 andM8not only creates a current path to avoidDCdependency
between the Gm stage and other stages, but the RF input signal can also drive its gate
terminals to increase the total transconductance of the circuit.

Assuming a square wave drives LO, conversion gain can be approximated
by [4, 5]:

VI F

VRF
= 2

π
(gm1 + gmp)R, (7)

where gmp is the PMOS stage transconductance. This equation is similar to Eq.2,
although it accounts for the PMOS contribution to conversion gain. Decoupling
capacitors Cb1 and Cb2 allows independent biasing between NMOS (M1, M2) and
PMOS (M7, M8) stages, and Vb2 can be adjusted to achieve a higher gm/I D ratio
for the PMOS stage.

3.3 Current Bleeding and Capacitive Cross-Coupling Hybrid
Circuit

Current bleeding and capacitive cross-coupling can be implemented together, result-
ing in the a hybrid circuit shown in Fig. 5. If a perfect square wave drives LO, its
conversion gain can be approximated by Eq.8.

VI F

VRF
= 4

π

(
gm1 + gmp

2

)
R. (8)

Fig. 5 Hybrid capacitive cross-coupling + PMOS current bleeding mixer
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This circuit gets rid of the DC dependency between input and output stages, as
the conventional current bleeding circuit does, but also inherits the constraints of the
capacitive cross-coupling topology, having specific cases of use.

4 Simulation and Results

In order the compare the performance of a Gilbert cell typical topology and its differ-
ent methods of conversion gain enhancement, a simulation test-bench was designed
tomeasure: conversion gain, noise figure, 1dB compression point, input referred third
harmonic intersection point (IIP3) and power consumption for a down-conversion
mixing stage. Design and simulation were carried out on Virtuoso® using TSMC’s
65nm MS/RF CMO technology with 1.2V supply.

To guarantee fairness during the comparison, the dimension of the transistors in
the core cell shown in Fig. 2 where fixed to the values in Table1. Transconductance
stage dimensions (M1 and M2) were set to achieve higher gm/ID ratio, and load
resistances is fixed to R = 325Ω .

In the simulations, RF input is a sine wave having fRF = 2.4 GHz, LO input is
a square wave toggling between VDD and GDD with fLO = 2.38 GHz to generate
an output which translate to f I F = fRF − fLO = 20 MHz.

4.1 Conversion Gain

Conversion gain at 20MHz over an RF input ranging from−60 to−10 dBm is shown
in Fig. 6, comparing the three enhancement techniques discussed in Sect. 3 and the
typical Gilbert cell.

The Gilbert cell shows conversion gain peak value is 5.5 dB for lower amplitude
input, since for higher input power, voltage headroom limitations degrades linearity.
Current Bleeding and CCC techniques have conversion gain peaking at 12.5 and 12.9
dB consecutively. The hybrid circuit achieves conversion gain as high as 17.5 dB,
outperforming other circuits. Besides its good conversion gain for low power input,
PMOS current bleeding gain deteriorates faster when RF input increases, which
indicates poor linearity. In contrast, CCC shows a better performance for higher
amplitude RF input.

Table 1 Gilbert cell (Fig. 2) transistor dimensions

Transistor W (width) L (length)

M1, M2 17.6 µm 0.1 µm

M3, M4, M5, M6 15.4 µm 0.08 µm
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Fig. 6 Conversion gain (at
20 MHz) curves for different
enhancement techniques

4.2 Noise Figure

Figure7 shows noise figure up to 100 MHz. At 20 MHz (IF), typical Gilbert cell
reaches 9.8 dB. Capacitive cross-coupling shows a 0.7 dB improvement, reaching
9.1 dB while PMOS current bleeding shows the best noise figure performance with
7.5 dB. The Hybrid circuit, however, shows the worst noise figure performance with
10.4 dB at 20MHz in contrast with its higher conversion gain as observed in Fig. 6.

Fig. 7 Noise figure curves
for different enhancement
techniques
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Table 2 Performance comparison table

Topology G [dB] NF [dB] P [mW] 1dB Comp.
[dBm]

IIP3 [dBm]

Gilbert cell 5.5 9.8 8.84 −16.2 −2.6

CCC 12.9 9.1 9.06 −8.6 5.3

Current bleeding 12.5 7.5 10.66 −19.5 −3.7

CCC + Current bleeding 17.5 10.4 11.05 −13.7 4.4

4.3 Comparison Table

Table2 lists conversion gain (G) at 20 MHz, noise figure (NF) at 20MHz and power
consumption (P). Linearity indicators such as the 1 dB compression point (1dB
Comp.) and input referred third-order intercept point (IIP3) also are listed for com-
parison.

5 Conclusions

The goal of this paper is to propose and compare methods of conversion gain en-
hancement. Equations6, 7 and 8 numerically expresses this gain improvement, and
to validate the theoretical results, conversion gain and other performance indicators
such as noise figure were estimated in a professional simulation environment.

Results show that, as expected, all proposed circuits outperforms the typical (or not
enhanced) Gilbert cell regarding conversion gain, with the hybrid topology (CCC
+ current bleeding) showing the highest performance. However, noise figure did
not follow the same pattern since the hybrid circuit, on the contrary of the other
circuits, had a slight noise figure degradation when compared to the typical Gilbert
cell. Among the results, PMOS current bleeding topology exhibits the lowest noise
figure.

Concerning power consumption, current bleeding (both, regular and hybrid) are
worst power cases, which is expected considering the addition of an alternative
current path. As for linearity, the PMOS current bleeding option has the poorest
linearity, while all other methods linearity improves when compared to the Gilbert
cell.

The methods proposed clearly shows trade-offs that have to be taken into account
depending on the needs of a given system, if higher conversion gain is imperative,
regardless noise figure or power consumption, the hybrid circuit is a good choice. If
noise is critical, PMOS current bleeding might be a good option, and if linearity is a
concern, capacitive cross-coupling is an option to be considered.
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Cross-Platform Enterprise Application
Development Framework for Large
Screen Surfaces

Miguel Cuadros , Alonso De la Fuente , Rosario Villalta
and Alfredo Barrientos

Abstract In recent years there has been an increasing interest in the development of
applications on large surfaces that allow interactionwith the user throughgestures and
multitouch events, this is how born the idea of Large Screen Surfaces Devices. Due
to the current task of developing applications that rely on privative frameworks and
having to rewrite the code to port the project tomultiple platforms, we have seen as an
opportunity the implementation of a cross-platform framework for the development
of enterprise applications designed to support this technology. This paper presents
the procedures for the creation of the framework and the implementation of two
applications that validate the worked functionalities. Additionally, this Framework
presents a low cost implementation compared to actual devices in the market.

Keywords Large screen devices · Framework · Cross-platform · Enterprises

1 Introduction

In the last years, a technology called Large Screen Computers or Large Screen
Surfaces (called LSS) has appeared and it was defined by Gartner as screens with big
sizes that stand the direct interaction with touch and gestures. These screens can be
placed in horizontal or vertical position and include multitouch interaction elements
that can be found in handheld devices as smartphones or tablets but unlike these, they
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recognize multiple users allowing to do collaborative works. Usually, larger screens
stand gestures where the user no needs to touch the screen physically [1].

Currently, it is increasing the quantity of applications and LSS devices without
a standard. Each development framework is focus exclusively in the device of each
company and that limits the deploy of the applications and their scope. There are
efforts to solve this problem like Tactive, a Framework Cross Platform for develop-
ment in Tabletop [2] that uses web technologies as HTML5, CSS3 and JavaScript,
but its only valid for 42′′ devices or more and to interact with the LSS in a horizontal
position. In this article, we present a framework called Large Screen Framework
(LSF), designed and build for the development of LSS applications without restric-
tions to its orientation or size. LSF is a framework cross-platform that allows to
facilitate the development of business applications so that, they can be deployed in
different platforms, saving resources in the development of an application and giv-
ing the option to increase its scope. For this purpose, we use web technologies such
HTML5, CSS3 y JavaScript, so we can reduce the difficulty of the frontend cover
and simplify the logic of the connection with the backend.

The article has 6 sections. Section 2 describes works related to frameworks for
LSS. Section 3 presents LSF and details the use of design guidelines, the construc-
tion of the LSS device, important for testing and for its design. Section 4 explains
LSF validation. Section 5 presents the conclusions. Finally, the ‘Acknowledgments’
section presents the gratitude to all the persons that support us with our solution.

2 State of the Art

2.1 LSS Devices

Related in LSS Devices, Martinez-Maldonado [3] presents a conceptual work called
Tabletop SupportedCollaborative Learning (TSCL), that provides the basis of system
development based in tabletops that help the collaborative work.

Nowadays exists devices developed by enterprises like Microsoft [4] that shows
devices like the Microsoft Surface Hub, with an initial cost of $8999 (S/30,596
approximately) (see Table 1).

2.2 Frameworks for LSS

On the other hand, Ho Lee [5] developed a software that allows a clear display in
Large Screen Surfaces device and works using a content visualization method called
Spread View.

As far as he is concerned, Gaggi [2] proposes a Tactive, framework cross platform,
that allows, under web technologies, encapsulate applications in widgets prepared
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Table 1 Microsoft surface
Hub specifications and costs

Characteristic Value

RAM 8 GB

Storage 128 GB SSD

Display 55 in.

CPU 4th generation core i5

Graphic card Intel graphics 4600

Total cost USD dollar 8999.00

Total cost PEN Peruvian Nuevo sol 30,596.00

for multitouch interfaces, permitting to abstract the hardware and software complex-
ity giving a JavaScript API oriented to the gesture control. It can manage up till
five gestures. The features are: gesture recognition, screen orientation and windows
management.

2.3 LSS User Experience

As can be seen in [6], Scott presents eight guidelines to develop multiuser interaction
based in tabletops. These guidelines suggest that technologymust support: (1) natural
interpersonal interaction, (2) transitions between activities, (3) transitions between
personal and group work, (4) transitions between tabletop collaboration and external
work, (5) the use of physical objects, (6) accessing shared physical and digital objects,
(7) flexible user arrangements, and (8) simultaneous user interactions.

3 Proposal

In this chapter will show the hardware, software and the guidelines that the LSF
framework require in the development stage.

• Screen Orientation: The screen orientation depends of the type of program
required. The vertical mode suggests apps that involves showing the content to
multiple people. An example of these types of applications are the audience or
class presentations apps. On the other hand, the horizontal mode it’s oriented to
collaborative environments that many users interact with the device.

• Multiuser: One of themain features of these devices is towork in groups simultane-
ously in contrast of desktop or mobile apps that the screen size and the multitouch
capacity can’t allow make collaborative apps.

• Gestures: The gestures are the language that permits the user interact with the
interface only with hand or finger movements without touch specific buttons.
These gestures reflect daily actions and behaviors.
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• Private Workspaces: LSS Private Workspaces are defined regions that users can
have and manipulate their own elements. These environments can identify their
own child elements and have exclusive control of them.

3.1 Logic Framework Implementation

The objective of the logic framework is proposing a set of generic functionalities
that are needed to develop apps for this kind of devices. They are divided in four
modules that will be explained below:

• Connectivity: This module brings the capacity of connect with WebRTC or Web
sockets with any server with the vanilla standard. With this module, the developer
can connect in real-time several instances of the same app allowing interact among
them.

• Gestures: Thismodule canmanage the native gestures of the browser and overrides
them. With this module, the developer has capacity to manage multiple gestures
in the same time and has total control of them.

• Speech Recognition: It provides the capacity of use the voice as command to boost
the productivity and do tasks more easily. With this module the developer can
activate sections of the device that the user can’t reach or hide specific sections of
the workspace.

• Workspaces: This module brings the capacity of manage multiple spaces, one for
each user that control the LSS, this module provides a virtual keyboard for each
space. This feature allows the users to interact with the device simultaneously.

This logic implementation that showed in the picture (see Fig. 1) allow it to see in
which part the Framework connect with the web application. This layer be in the top
level, over the implementation of RAW WebRTC and WebSocket API’s, and over
the libraries of jQuery and Annyang.

3.2 Implementation Process

This section presents the necessary software and hardware requirements to build and
deploy the LSF Framework. The first step is the construction of a 60′′ multitouch
device with an infrared touch frame, supported by a wood frame with a tempered
glass with a projection film to enable see the images by the projector placed in the
rear side (see Fig. 2).

1. The hardware requirements are:
2. The Software requirements are:

– Google Chrome 47+
– Chrome para Android 49+
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– Firefox 44+
– NodeJS 8+ (for Web socket Server).

3. Download the framework from https://bitbucket.org/mikicegal/large-screen-
framework/downloads repository.

4. Unzip the LSF CSS and JS files in your project.
5. Check the lsf\doc\index documentation.

The total costs of the implementation are shown in the Table 2.

Fig. 1 Logic architecture of LSS

Fig. 2 Explode view of LSS
device

https://bitbucket.org/mikicegal/large-screen-framework/downloads
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Table 2 LSF hardware costs
table

Product Description Price S/.

Infrared touch frame Defytech, @1920 ×
1080, 10 touch points,
60′′

2709.80

Projection film 2.5 m * 1.5 m 724.20

Tempered glass 6 mm one fase
tempered glass

195.00

Wood frame Made of Tornillo wood,
6 cm depth

180.00

Projector ExcelVan, 1920 ×
1080p, Proyección LED

306.00

Installation tools Stick, Microfiber, cutter 15.30

Laptop Core i7 4th Gen 1 TB
HDD 16 GB RAM

3600.00

Total PEN 7550.30

4 Validation of the Solution

To validate the LSF framework, a proof of concept based in framework and four
demos were developed. Those demos were one for each module.

4.1 Study Case

The application develop with the framework is called “UPC Timeline” (See Fig. 3).
It’s is based in LSF framework and its goal is to show an interactive timeline where
allows the user to navigate among many timelines and give the ability to move the
information contained in the timeline to the cellphone since the last event that has
seen in the LSS.

4.2 Procedure and Observation

The LSS device and the logical framework is installed in a core i7, 8 GB RAM,
500 GB computer according to Sect. 3.6 Implementation process.

The UPC Timeline application and the demos of the framework specific com-
ponents are running to verify their operation that will show that the capabilities of
web technologies allow the development of applications for LSS that can be used
in any operative system with the support of the mentioned in the implementation
process. Each component will fulfill a specific role in the development process and
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will show how each module works in an independent mode by a specific example of
functionality where the use that is given in the example will be explained.

4.3 Results

First, the device was constructed the system was built, that means, to place the LSS
at 1.5 m from the projector connected to the computer (see Fig. 4).

Once the physical connections are validated, the “Timeline UPC” application was
running. It uses the Connectivity component.

Fig. 3 UPC timeline home view

Fig. 4 Model of mount of the large screen surface
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TheConnectivitymodule allows to send and receive information in a JSON format
and can find the local IP computer and with this IP find other servers to connect. It
also can send texts, files, images, error plots and custom plots.

Additionally, the gesture and workspaces module run. The first module permits
to implement the basic gestures in a native way (scroll, zoom, simple y multiple
selection, rotation and elimination) independently.

The second module of the framework used in this Project allows to activate the
workspaces, which each one permits each user manage their own objects. Addition-
ally, the framework provides a virtual keyboard for each user. As seen in the example,
there are 2 workspaces, that have their own keyboard and they can write only in the
input of their own space.1

It also exists a fourth module called Speech Recognition that using the Annyang
library allows the voice recognition commands and execute an action.

4.4 Benefits

The LSF framework can save coding and implementation time in the development of
LSS applications. This framework gives a standardization in app development due to
reduce the complexity of the basic functionalities because its already implemented
in this software layer. In other words, this framework brings a set of common func-
tionalities to all LSS solutions and allows make the code more scalable and readable.
The API has been built to make future versions and reduce this limitation.

5 Conclusions

In this articlewe present LSF, a framework that allows to offer functionalities grouped
in 4 modules, connectivity in real time, recognition of voice commands, multiuser
capacity in parallel and gestures shown in an LSS device in 60′′ blackboard mode.

In this way, LSF allows the development of business applications with the abil-
ity to be deployed in different LSS platforms, in addition to contemplating design
guidelines for that public. It also provides an implementation process that includes
hardware and software, including the construction of an LSS device. Finally, the
logical framework of the LSF is scalable, where each developer can create additional
modules to the four already existing.

LSF has been validated through two applications, where each application used
different logical framework modules and were tested in the LSS device built for that
case. LSF and its documentation are available inBitbucket to benefit other researchers
or developers in LSS

1https://www.youtube.com/watch?v=X6GDMUQ72N8.

https://www.youtube.com/watch?v=X6GDMUQ72N8
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The device is 75.32% cheaper (see Table 2) compared with actual products in the
market (compared with S/30,596.00 Microsoft Surface Hub, from Table 1), and the
development time reduces 3 times due to the portability of the code.

Acknowledgements We thank Professor Alfredo Barrientos for his guidance, to Kamila Flores,
Mariano Ponce, Ana Lucia Lira, Marco Florian and Juan Carlos Ramos for the ideas provided for
their support in the graphic design, illustrations and interfaces of the applications and our University
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Energy Model Based on Fluvial Rainfall
for the Rural Population with Torrential
Rain

Javier Perales , Gianpierre Zapata and Carlos Raymundo

Abstract InLatinAmerica, the lackof electricity has been a serious problem for over
several years. To overcome this lack of supply in electricity supply, hydraulic energy
is now being used in a greater proportion to fulfill the electricity needs in the rural
areas. Investigations have been conducted to assess the environmental conditions of
these rural areas to optimize the functionality of turbines used for hydraulic energy
generation. However, there are very few focused on turbines of less than 0.5 kW
generation. The proposed study aims to analyze the positioning of the blades of the
cross-flow turbines and designing an electric generation system for rural dwellings.
A simulation of each evaluated design was performed, and the power generated from
these turbines was calculated. The results show that the power outputs initially were
high and stabilized at a value of approximately 180W, hence satisfying the minimum
demands of a rural house.

Keywords Renewable energy · Pluvial model ·Micro-crossflow turbine

1 Introduction

Energy plays an important role in defining the quality of life in a country [1].
Lack of electricity arises due to the location of the user, meteorological character-

istics of the area such as rainfall, or insufficient allocated budget. Currently, according
to the World Bank, more than 10% of the world population does not have electricity
in their homes. At the rural level, this percentage increases to 20% globally. People
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Table 1 Turbine
classification by working
principle

Turbine type Fall classification

Low (<10 m) Medium
(10–50 m)

High (>50 m)

Impulse Crossflow Turgo
Pelton
Crossflow

Turgo
Pelton

Reaction Blade
Kaplan
Francis

Francis

do not have an easy access to electric generators, and it emits polluting particles with
a diameter of 2.5 microns in the proportion of 100 μg/m3.

A significant number of researches have been dedicated in the field of hydropower
generation that focused on different types of turbines, and some of these researches
have explored the possibility of implementing them in rural areas in different parts
of the world.

This article is organized as follows: In the second section, the literature on the
hydraulic technologies used for power generation is presented. The proposed model
is detailed in Sect. 3. The validation of the proposed model is explained in Sect. 4.
And finally, conclusions and future research are discussed.

2 State of the Art

The consumption of renewable energy has been increasing globally, exceeding 18%
of total consumption [2]. Hydraulic energy is themost widely used form of renewable
energy with 2.38% of the total consumption. Hydraulic turbines are being designed
to take the maximum advantage of this source. These turbines can transform wind
energy into electrical energy that can be used for domestic and industrial applications.

There is a wide range of hydraulic turbines with different working conditions
and requirements for optimal performance. These can be classified based on their
working principle as impulse and reaction turbines. Within these 2 categories, there
are some known turbines, such as pelton, blade, and francis, among others, as shown
in Table 1.

Recently, Singh [3] proposed optimizing the design for a model that initially had
a blade exit angle of 85°, which was decreased to 74° and the blade inlet angle was
increased to 65°, obtaining a higher turbine efficiency (74%). Unlike the previous
model, Ramos [4] proposed a new 5–blade turbine, compared it with 2 different
measurement diameters (100 and 200 mm), and showed the variation in the power
generatedby the turbinewith the largest diameter (from100 to9900W).For obtaining
greater power generation, Biner [5] designed a turbine with 2 passages, the first with
3 blades and second with 5, hence achieving an efficiency higher than 85%. Samora
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[6] improved the design of a 5–blade turbine by decreasing the initial diameter and
considering a greater thickness of the blades to prevent pressure effects, without
modifying the exit angle of the blade, thus obtaining a power of only 330 W and
an efficiency of 64%. Galindo [7] compared 5 turbines with a different number of
blades (6, 12, 14, 16, and 18 blades) with an aim of finding the one with greater
power and efficiency without modifying the blade characteristics, such as exit or
inlet angles. After the simulation in the CFX software, the results showed that the
ideal amount of blades in the turbine is 14, which obtained the highest power and
efficiency. However, the 12–blade turbine has very close values and it could also be
used.

These design parameters were increased in the model proposed by Zidonis [8] by
considering 15 blades and including inlet angles with 2 methods where both manage
to optimize the initial model. Then, to obtain the ideal number of cubes that the
turbine should have, Zidonis [9] analyzed a turbine with 14 to 18 cubes, achieving a
decrease in the number of cubes from 18 to 15 and still obtaining better results. On the
contrary, Nigussie maintained the number of cubes as 3 but reduced the dimensions
of passage to optimize the model productivity [10]. Additionally, Nigussie presented
a design with percentage dimensions that can be calculated based on the diameter,
relying on the Ansys software to confirm that turbine with a diameter of 500 mm has
greater efficiency than the one with 400 mm.

The crossflow turbine is another type of impulse turbine, which unlike the pelton,
canwork in low falls and its blades have different geometry. Zanette proposed amodel
of 3 trapezoidal blades and showed design parameters, such as sweep angle, turbine
radius, and height, blades, among others [11]. The model was designed to reduce
tension in the blades and to improve turbine performance. Sammartano presented a
completely different blade model with has no curvatures along the blade and with a
shape very similar to that of a moon [12, 13]. Within its parameters, there are 2 radii
that delimit this blade as well as the angles of attack (similar to the inlet angles in
the blade turbines) and exit angles and includes the tangential velocity calculation.
After the analysis, Sammartano modified the larger diameter and radius of the blade
based on a 35–blade turbine, achieving an efficiency of 86%.

Although the turbines analyzed consider multiple variables, they do not consider
rainfall as a source of generation nor evaluating low power turbines; therefore, the
use of the crossflow turbine is recommended.

3 Contribution

3.1 Research Design

The research design comprised 4 main steps, as shown in Fig. 1.
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Fig. 1 Research design

Fig. 2 Crossflow turbine

3.2 Activities

Location Analysis. In the first step, the characteristics of the location are
identified, such as speed and height of the house, where ρA and ρW are the air and
water drop densities, respectively, g is gravity, A is the cross-sectional area of the
drop, and C is the drag coefficient. C value of 0.45 is assumed as Wong, in addition
to a spherical ly shaped drop.

Technical Specifications Definition.Once both the speed and the height are known,
a turbine is selected by considering the turbine in Fig. 2 used by Adhikari. Addition-
ally, a 4-inch diameter polyvinyl chloride piping is used.
Device or System Design. It is important to analyze the parts while designing the
system, starting with the 4-inch diameter gutters as well as the elbows and pipes of
the same dimensions. The tank that will cover the turbine must also be sized. Giving
more importance to the position of the blades, the initial case is shown in Fig. 3.
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Fig. 3 Initial blade design

Fig. 4 New blade
positioning

The Figure shows that the initial angle considered is 30°. The purpose is a better
intake of rainfall.
Device or System Optimization. Once the first model or a base model has been
designed, a modification to angle α is proposed, turning the blades to obtain greater
power. The design is shown in Fig. 4.

3.3 Proposed Model

In the proposed model, gutters, piping, tank, turbine with generator, and battery, can
be seen (Fig. 5). The operation is as follows: first, the rainwater that hits the roof
of the house is collected using the gutters that are located on the edge on one of
the sides of the roof. The water flows through the gutters and then falls through the
pipes following the blue arrows until hitting and triggering the turbine located at
the bottom. This hydraulic system will generate energy for the house, which will be
stored in the battery for a maximum of 20 h.
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Fig. 5 Proposed energy model

4 Validity

4.1 Model and Situation for Simulation

The town of Quincemil was considered for the case study, which is located on the
Peru–Brazil interoceanic highway, in the Cusco region, and faces difficulties while
supplying electricity to houses that are far from the town center. This is due to
transmission lines not covering the town entirely, in addition to having a relatively
low allocated budget, making it unlikely for the new lines to be deployed for these
houses. In many cases, these individuals are forced to use alternate sources, such as
generators or candles, exposing themselves to contamination after combustion and
release of micro particles [4]. Therefore, it is necessary to have systems outside the
network that are supplied with renewable energy.

The main characteristic of the town is that it has the highest amount of rainfall in
Peru with torrential rains that reaches 80 mm daily.

A similar model will be simulated with certain dimensions in the pipe and tank,
in addition to its position, which will be supplied with this rain.
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4.2 Simulation Model

One of the simulation models is shown in Fig. 6, showing the turbine blades, as well
as the tank with the fall pipe in which the simulation will run.

The following parameters will be taken into account in the simulation:

• Fluid: Liquid water,
• Exit pressure: 1 atm,
• Speed (Inlet): 0.8 m/s (only for the simulation),
• Turbine angular velocity: 500 rpm,
• Average turbulence with 5% intensity is assumed, and
• Turbulence model: k-Epsilon escalable,

where t is the generated torque, N is the number of revolutions per minute in the
turbine. The hydraulic power is not calculated because there is also rain falling from
the sky.

Fig. 6 Simulation model
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Fig. 7 Results from first design

4.3 Simulation

For the simulation, it was necessary to useAnsysWorkbench software, andAutodesk
Inventor was used for design, with adaptation for SpaceClaim software because
Inventor was not compatible with Workbench. During the tests, 15 periods of 60
iterations each were considered.

The results obtained are shown in Fig. 7.

5 Conclusions

Herein, a new model for low-cost micro water turbine was proposed. Simulations
of similar turbine models were conducted for micro-electricity applications in rural
areas with heavy rainfall. The initial model with a 162.26 mm diameter was opti-
mized by varying the position of the blades, taking system power as a criterion.
The pipe dimensions were designed to meet the minimum required flow. The results
show that the turbine with the highest power was the one that had an angle of 90°,
exceeding the one with a 30° angle that better collected rain. During the simula-
tion, some assumptions that may vary the results were made. However, the variation
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was minimal. The power variation will increase if turbines of greater dimension are
considered.

The proposed system presented is cost-effective in comparison with transmission
lines,with a return period of only 4years considering that itwould save approximately
18 dollars a month. Additionally, the budget for electrification (5400 dollars) can
cover this investment of 4500 dollars.

The social impact of the power generation projects at the educational level of
children is noteworthy as it will bring improvement in the quality of life in terms of
water, internet, and electricity, among other services.
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Remote Monitoring System
of Physiological Parameters
in Home Care

Marcus V. B. Franco , Thiago G. Terra , Theu S. Castro ,
Isadora B. Souto , Daniela O. H. Suzuki and Jefferson L. B. Marques

Abstract With the increasing number of individuals with chronic diseases and el-
derly people in Brazil, regular medical monitoring is necessary to monitor and pre-
serve the physiological parameters. The present study developed a system of remote
monitoring of body temperature, heart rate and oxygen saturation of the blood for
the application in Home Care systems. The remote monitoring system developed
has three stages that are able to collect the data, transmit this data via Wi-Fi to a
cloud server and analyze them on a computer remotely. The designed system also
notifies the user via his cell phone of the appropriate time and which measures to
take according to a patient specific schedule and if the procedure was successful.

Keywords Physiological parameters · Remote monitoring system · Home care
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1 Introduction

Due the improved quality of care and living conditions, life expectancy has increased
in recent years [1]. According to the Brazilian Institute of Geography and Statistics
(IBGE), in Brazil the number of elderly people rose by 50% in a decade [2]. This
population often needs regular medical follow-up to prevent and/or control possible
diseases [3].

In many cases of chronic patients who have already received primary care, whose
treatment is not restricted to the hospital environment,HomeCare is employed,which
is a method that minimizes costs and complications associated with hospitalization,
since the patient returns to his/her home, receiving a treatment closer to their social
life, while releasing hospital beds for new patients [4].

The evaluation of the physiological parameters can identify basic needs of the
patients, therefore showing a fast and efficient way to solve clinical problems [5].
Parameters such as body temperature, heart rate, blood oxygen saturation, among
others, help in the identification of irregularities of the human body.

The remote monitoring of patients allows an early detection of changes in patients
health conditions and enables earlier start of the therapy, with good results for several
treatments and potential positive impact on clinical outcomes presented by patients
[6].

Therefore, the objective of the present study is to develop a remote monitoring
system within the context of a home care system, through the recording and analysis
of physiological parameters such as body temperature, heart rate and blood oxygen
saturation.

2 Materials and Methods

The remote monitoring system developed in this project has three stages that, acting
together, are capable of collecting the data of a persons temperature, heart rate and
oxygen saturation, transmit the data collected through theWi-Fi network and perform
data analysis in a computer. In addition, the developed system notifies the user at
the appropriate time to make the data collections and if it has been successfully sent
to the cloud service. For this, a prototype and an interface in the LabView were
developed, as can be seen in Fig. 1.

2.1 Data Acquisition

In order to perform the data acquisition, two sensors connected to an Arduino Nano
development platform (Fig. 1c) were used and a software to collect and send the data.
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Fig. 1 Block diagram of the remote monitoring system developed showing the subparts in each
stage

The sensor used to perform body temperature measurements was the DS18B20
(Fig. 1b) with a reading range of −55 to +125 ◦C and 0.5 ◦C of accuracy from −10
to +85 ◦C. This sensor communicates with the Arduino Nano through only one line
of data.

For the physiological parameters of heart rate and blood oxygen saturation, the
MAX30100 sensor (Fig. 1a) was used, which has two LEDs, one red light emitter
and the other infrared light emitter combined with a photosensor. Oxygen saturated
blood has a different light-absorbing capacity than unsaturated blood. The amount
of red and infrared light absorbed by the blood can be used to measure the rate of
oxygenated hemoglobin related to the total hemoglobin in the arterial blood. The
heart rate determined from the range of the peaks of the pulse waves by means of
the Photoplethysmography (PPG) technique [7]. This sensor reads the absorption
levels for both light sources and stores them in a buffer that can be read via the
Inter-Integrated Circuit - (I2C) communication protocol with the Arduino Nano.

In order to guide the user and present information regarding the data collected, a
16 × 2 display model JHD162 (Fig. 1d) was used. The instructions given are sent by
Arduino Nano according to the software developed.

The operation of the developed software follows the flow chart in Fig. 2.
Initially all sensors and peripherals are started, where the first is the WiFi module

that connects in a configured network and get the date and local time,which are shown
in the display. After that, the routine turns in standby mode until the user clicks the
start button that will start the measurement procedure of the sensors, where the user
is instructed to positioning the sensors and so the data acquisition is performed.

For the temperature sensor 60 s of measurement has been defined. This time
was estimated due the period needed the sensor to reach the body temperature. For
MAX30100 sensor data is acquired for 20 s and the 10 first seconds are discarded
due to the stabilization period of this sensor.
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Fig. 2 Software flowchart developed showing the operation sequence

After the measurement stage of the sensors, duly showed in the display, the values
of each parameter are averaged and three numerical values representing the physio-
logical parameters described in this article are presented. After that, the data collected
is sent via the Arduino Nano serial to the Wi-Fi module.

2.2 Data Sending and Storage

The NodeMCU module was used to remotely transmit date to a server (Fig. 1e).
This module can provide a Wi-Fi connection easily, efficiently and at a low cost. Its
operating voltage is 3.3V and supports 802.1b/g/n networks. The developed code
connects the module to the local Wi-Fi network and sends the values received by the
serial to the MathWorks ThingSpeak server through the Hypertext Transfer Protocol
(HTTP) protocol.
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The ThingSpeak enables the creation of private or public channels, which can
receive different types of data from various sensors. Each channel has a write and
read key and an identification number. The parameters measured by the system at
the data acquisition stage were sent to a private channel with the HTTP protocol [8].

In addition, the Wi-Fi module is responsible for sending notifications to the user
signaling when the user should perform data acquisition and confirming if the data
was properly sent to the cloud server. To do this, a bot has been created in theTelegram
application and defined notification messages that are sent automatically in certain
periods according to the users schedule. Each bot has an identification number and
a token key used when sending and receiving messages. The notifications are sent
according to a scheduled time. In this study we used the 30-minutes period between
each notification for notification validation [9].

2.3 Data Analysis

To visualize the data with more details a graphical interface was developed in the
LabView software that shows the graphs of the 3 physiological parameters. In the
interface was implemented the login fields of the ThingSpeak account to access
the channels with the data and a field to determine the number of samples to be
downloaded from the server. Also, two fields show the date-time, beginning, and the
end of that data set.

The prototype was tested in academic laboratories in order to verify its functional-
ity, simulating home environment with Wi-Fi network. In addition to the equipment
developed measurement and data sending tests were performed.

3 Results

The data collected and sent to the ThingSpeak server can be viewed in the developed
interface. To access the data stored on the server, you must log in to the interface and
set the number of samples you want to view (Fig. 3).

In addition, it is possible to analyze the history of the collections performed for
the parameters of heart rate, oxygen saturation and body temperature of the user. To
do this, simply select the start date and end date of the desired history.

The implemented notification system provides different information to the user
as: need for collecting data, sending status to the server and medical information.
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Fig. 3 Labview interface developed to analyze the data collected by the system

These notifications are generated following a schedule set by the health professional.
Therefore, the Telegram is linked to the NodeMCU and plays a role of interface for
the patient (Fig. 4).

After testing for system validation and circuit board design, the final version of the
prototype was encapsulated to benefit the mobility and safety of the system (Fig. 5),
an external 9–12V DC with at least 300 mA power supply is necessary for energize
this prototype.

4 Discussion

The main objective of the developed system is to provide access to the people who
need the care of health professionals without necessarily having to be in care units
preserving the autonomy and quality of life.

In the prototype developed in [10] a monitoring system was implemented with
the same idea of transmitting data for storage on the ThingSpeak server. Although
they did not use the same range of acquisition sensors, their results were equally
satisfactory. As in the present study, the cited system has the characteristic of low cost
aiming at the non-necessity of the patient being in a clinical environment. However,
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Fig. 4 Telegram bot notification system showing the interaction with the user

Fig. 5 Prototype of the monitoring system developed
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the absence of a more intuitive interface does not offer practicality in the use, since
this system proposes the analysis of the data in the own site of ThingSpeak. In
addition, a notification method for the patient was not designed.

The remotemonitoring systemproposed in this article allows security and comfort
to the user. The system has a simplified interface allowing the collection of data in
an easy way. Also, the interface allows adjustments in the intervals of the graphs
for observations of the clinical evolution of each user. In addition, the notification
system implemented with Telegram andNodeMCU eliminates the need to remember
to collect the physiological parameters.

Therefore, the proposed monitoring systemmay contribute to the increased effec-
tiveness of the home care service as demonstrated in [11]. However, further testing
is needed to evaluate the usability of the system in use over the time.

5 Conclusion

With the results obtained, it is possible to conclude that the present study met the
objective of performing the stages of acquiring values obtained through microcon-
trolled sensors, sending the data to a cloud server and analyzing it in a graphical
interface. Moreover, with the topology of the developed system it was possible to
verify the capacity of adding new sensors of physiological parameters allowing the
customization of its use according to the demands of the patient.

The developed system also enables the creation of a patient monitoring network
separated by data acquisition units allowing the devices of this system to be easily
scaled and increasing the reach of HomeCare for remotemonitoring. Therefore, with
the developed system it is possible to validate the application of a remote system of
measurement and analysis of physiological parameters within the context of Home
Care.
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Online Control of a Robotic Manipulator
by a Brain Computer Interface Based
on SSVEP

Guilherme V. Vargas , Romeu Y. Takeda , Harlei M. A. Leite ,
Thiago B. S. Costa , Romis Attux and Sarah N. Carvalho

Abstract A Brain Computer Interface (BCI) provides a channel of communication
and control amid the human brain and a computer or electronic device. In this paper
we describe the implementation of all the main steps involved in the operation of
a BCI system based on Steady State Visually Evoked Potential (SSVEP) paradigm.
Also, we present a comparative study about the performance of our BCI employing
two feature extraction techniques (Welch’sMethod and Discrete Fourier Transform),
and considering the signal analysiswindowof two sizes (4 and 6 s). The results guided
the conception of an online BCI-SSVEP. Our system was successfully controlled by
two volunteers, who completed the task of moving a foam block with a robotic
manipulator.

Keywords BCI · SSVEP · Brain signal processing · Welch’s method · DFT ·
Robotic manipulator

1 Introduction

In Brazil, it is estimated that 6.2% of population has some kind of disability, among
which are physical, auditory, visual and intellectual disability [6]. In this scenario,
several studies have been carried out with the aim of developing assists for patients
with some type of physical limitation [16], such as automatic wheelchair [16] and
prosthetics [18]. A promising technology in this field is the Brain Computer Interface
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Fig. 1 Overview of a BCI-SSVEP system

(BCI) that allows a direct interaction amid the human brain and such equipment. A
BCI establishes a non-muscular (orwithminimalmuscle interaction) communication
or control channel [22].

There are several approaches to conceive a BCI [8] depending on the type of
stimulation (internal or external) employed. The most usual are: motor imagery [19],
task imagination [5], P300 [2] and Steady State Visually Evoked Potential (SSVEP)
[12].

We implemented a BCI under SSVEP paradigm employing the following steps:
brain signals acquisition through electroencephalography (EEG) [15]; signal ampli-
fication, filtering and digitization; digital signal processing (data segmentation and
filtering, features extraction, features selection and linear classifier). The perfor-
mance of the BCI-SSVEP system was evaluated in two steps, first using a database
of four volunteers to test the digital signal processing techniques employed. Then,
two volunteers controlled a robotic manipulator with four degrees of freedom by an
online BCI-SSVEP (Fig. 1).

2 Methodology

2.1 Data Acquisition

The brain signals were registered by EEG of four male subjects with an average age
of 28 ± 6.97 years. The dry electrodes were placed on the subjects’ scalp at O1, O2,
Oz, POz, Pz, PO4, PO3, PO8, PO7, P2, P1, Cz, C1, C2, CPz and FCz, according to
the international 10-10 system [13], and the ground and reference were positioned
on mastoids [23]. The subjects were informed about the experiment and signed the
Ethics Committee of the University of Campinas (n. 791/2010) [14]. The visual
stimulation corresponded of four scintillating squares at frequencies 6, 10, 12 and
15 Hz alternating between white and black on a black background. The volunteers
focused theirs eyes on each stimulus for 12 s, with 8 replicates. The sampling rate
employed was 256 Hz, utilizing the g.® SAHARAsys and the g.® USBamp biosignal
amplifier [7].
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2.2 Preprocessing

After the acquisition process, the collected signals were filtered by two analog filters,
a notchfilter (60Hz) and aButterworth bandpass filter (5–60Hz). So, the brain signals
were amplified and digitalized.

In order to improve the signal-to-noise ratio (SNR), the spatial filter Common
Average Reference (CAR) [4] was employed to remove the artifacts from electrical
source and body functions, such as eye blinking, deglutition and muscles in general.
This filter realizes the subtraction of each signal from the average of all signals
registered, as follows:

VCAR
i = V electrode

i − 1

n

n∑

j=1

V electrode
j (1)

where n is the number of electrodes (channels) used, which in this case corresponds
to 16 channels; V electrode

i is the potential measured at the electrode number i; and
VCAR
i is the potential of the electrode i after the application of the CAR spatial

filtering.
After, the data set was segmented, employing rectangular windows of size of 4

and 6 s, in order to adjust the running time for the online application.

2.3 Features Extraction

The features extraction is responsible to compactly describe the signal information
useful to identify and discriminate among the possible classes (visual stimulus, in
our case) [3]. In this study, two spectral techniques were utilized: Welch’s method
[21] and the Discrete Fourier Transform (DFT) [11].

Welch’s method This method applies the Fast Fourier Transform (FFT) to per-
form the estimation of the power spectral density (PSD) of the signal [21]. For this,
the input signal x[n] is firstly divided into L smaller segments of size N with D
points of overlapping. Subsequently, these segments are multiplied by a window
function w[n] and the periodogram of each one is computed. So, the average of the
periodograms are obtained [17], as follows:

S
∧

(w) = 1

LNU

L∑

i=1

∣∣∣∣∣

N∑

n=1

w[n]x[n + i D]e− jωn

∣∣∣∣∣

2

(2)

where U is a constant given by:

U = 1

N

N∑

n=1

|w[n]|2 (3)
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In this study, Hamming windows of size 4 and 6 s were employed, estimating the
PSD at frequencies 6, 10, 12 and 15 Hz with a step of 0.001 Hz and no overlapping.

Discrete Fourier Transform This approach consisted in transforming the time
domain signal into the frequency domain using the FFT algorithm [17]. The FFTwas
computed in segments of 4 and 6 s of the signal and the features were the amplitude
in frequencies 6, 10, 12, 15, 20 and 30 Hz.

2.4 Feature Selection

The features selection is useful to reduce the dimension of the databasewithout losing
system generalization, improving classifier performance and reducing the computer
complexity [9]. In this study, to choose the relevant features for the classifier stage,
the Pearson’s filter technique was employed.

Pearson’s Filters This method [10] performs the association amid an input vector
Xi of features of determined channel i and its label Y, by computing the correlation
coefficient in the form:

R(i) = cov(Xi ,Y )√
var(Xi )var(Y )

(4)

This strategy first calculates R(i) for i= 1,…,m, wherem is the number of features
and, subsequently, ranks the channels using the criterion of the maximum values of
R(i).

2.5 Linear Classification

A classifier system interprets the features vector and generates a command for the
application to perform the associated task [20].

In this study, a linear least squares classifier was employed to discriminate among
the four visual stimuli based on features vector. This approach aims to minimize the
mean square error between the desired values and the values obtained at the classifier
output.

Considering X as the features matrix and y the labels vector, in the classifier
training stage, the weights vector can be estimated by:

ŵ = (
XT X

)−1
XT y (5)

After the definition of the separation hyperplane, the classifier output is given by:

Y = wT X (6)
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For classifier training, 80% of the data from the features matrix was used and
the rest 20% was employed for validation. The mutually exclusive partitions were
randomly generated and the system performance was considered as the average of
100-cross-validation process.

2.6 Robotic Manipulator

The system was integrated with an acrylic robotic manipulator composed by four
servomotors (Fig. 2). The communication amid the system and the manipulator was
serial performed utilizing a MATLAB® Support Package for Arduino® toolbox.

In the start position, the servomotors 1, 2 and 3 were adjusted at 90° angulation
each, so that the arm would be disposed in a central position relative to the support
base, withmedium lift and semi-open grip. Each visual stimulus (6, 10, 12 and 15Hz)
was associated with a task to be performed by the robotic manipulator:

– Rotation of 90 degrees in clockwise direction—6 Hz (servo 1);
– Rotation of 90 degrees in counterclockwise direction—10 Hz (servo 1);
– Claw opening and downward movement—12 Hz (servos 2 and 3);
– Claw shutting and upward movement—15 Hz (servos 2 and 3).

Despite the four servo motors available, only three of them were utilized, due to
the possibilities of movements found related to the number of stimuli available in
the experiment.

Fig. 2 Robotic manipulator employed
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3 Results and Discussion

3.1 Offline Tests

The offline tests were directed to obtain the best parameters of digital signal process-
ing module of BCI to be employed by the online system. The parameters considered
were:

– Windows size (4 and 6 s): bothwindowing are suitable for the control of the robotic
manipulator with mechanical inertia;

– Features extraction method (Welch’s Method and DFT): possible techniques to be
incorporated in an online system and of low computational cost.

Table 1 presents the results for the four subjects analyzed. We can see that for
4 s windowing, the Welch’s Method provided hit rates slightly greater than the ones
provided by the DFT method, except for the subject 3; whereas the appliance of
windows of 6 s revealed certain discrepancy amid the two methods, evidencing the
superiority of the DFT method in this scenario, mainly for subjects 2, 3 and 4.
Plausible explanations support this discrepancy: the first is related to the amount of
data available for system training and validation. With windows of 4 s, the system
holds 96 inputs, of which 70 are destined for training and 26 for validation. In the
case of windows of 6 s, 64 entries are available, 50 for training and 14 for validation.
This difference of material for system training can be a determining factor for the
drastic reduction of BCI accuracy rate in the scenario with windows of 6 s. Another
relevant factor is associated with the evaluation of harmonic components by the DFT
method. In this technique, besides the fundamental frequencies of stimulation, the
frequencies corresponding to the harmonicwere also counted, evidencing an increase
of the accuracy rate of the system.

If compared to the other subjects, the subject 1 results were relatively inferior
[1]. This fact displays the difference in terms of neurophysiological characteristics
amid human beings and also demonstrates the necessity of applying feature selec-
tion techniques that promote predictive accuracy gain, improving then the system
performance.

Table 1 BCI-SSVEP system
accuracy rate for different
scenarios

Accuracy rate (%)

Subject 4 s 6 s

Welch DTFT Welch DTFT

1 48.8 38.5 30.3 37.5

2 94.0 87.8 59.4 98.1

3 86.0 89.0 39.1 95.0

4 91.0 88.5 48.1 97.8
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3.2 Online Tests

Based on offline tests results, the online tests employed windows of 6 s and the DFT
method for feature extraction. The task to be performed was to move a foam cube
from the ground level, moving it leftward or rightward and finally, returning the cube
to the ground level, totalizing four movements. The robotic manipulator began in its
initial position (arm disposed in a central position relative to the support base, with
medium lift and semi-open grip).

As the volunteer needed to focus on the stimulus, he did not observe the move-
ment of the robotic manipulator, so received sound feedback about the movement
performed and an indication about the next command (stimulus to be focused on) to
complete the task. The subjects 3 and 4 participated in this experiment. To complete
the task it was necessary to focus on the stimuli in the following order: 15, 12, 10 and
15 Hz; this would take 24 s considering the window size set and taking into account
that no error would occur.

The subject 3 completed the task in 42 s, with 7 commands (4 corrects and 3
system errors). The error always occurred between the stimulus 12 Hz interpreted as
15 Hz, in 3 consecutive occasions. The subject 4 needed 102 s (17 commands), and
many confusions were observed, mainly in relation to frequencies 10 Hz with 15 Hz
and 10 Hz with 12 Hz. Possible causes of this reduction in the quality of system
performance can be raised, such as the individual’s fatigue during the training and
testing processes and the lack of visual feedback to improve understanding and
motivation (Table 2).

Table 2 Online tests results

Time(s) Frequency
focused on (Hz)

Classifier
response (Hz)

Frequency
focused on (Hz)

Classifier response (Hz)

Sub. 3 Sub. 4 Sub. 3 Sub. 4 Sub. 3 Sub. 4 Sub. 3 Sub. 4 Time(s)

6 15 15 15 15 10 12 60

12 12 12 15 15 10 15 66

18 12 12 15 12 10 12 72

24 12 10 15 12 10 12 78

30 12 10 12 15 10 15 84

36 10 10 10 12 10 12 90

42 15 10 15 12 10 10 96

48 10 15 12 12 102

54 10 12 108
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4 Conclusion

During the offline tests a comparative study was carried out between the feature
extraction techniques, DFT and Welch’s Method, considering analysis window of 4
and 6 s, in order to evaluate which provided a higher accuracy rate for our BCISSVEP
system. The results showed that both feature extraction techniques are efficient,
providing an acceptable performance (accuracy greater than 80%) for the control of
an actual application. In the online tests, we opted to use windows of 6 s, adequate
to the robotic manipulator dynamics and with a higher hit rate. The brain signal
features were extracted using DFT and the feature selection stage, by Pearson’s
Coefficient, was included as a way to increase the predictive capacity of the system.
The two volunteers were able to perform the proposed task of controlling the robotic
manipulator, despite errors in identifying the desired command by the volunteermade
by the system.

Theproposed study revealed the real possibility of systems control by applying this
emerging technology. System performance could be improved with visual feedback.
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An Algorithm to Obtain the QRS Score
Based on ECG Parameters Detection
and Neural Networks for Confounder
Classification

Julio Cabanillas , Gustavo Tello , Brandon Mercado ,
Guillermo Kemper , Mirko Zimic and Robert Gilman

Abstract The present work proposes an algorithm to calculate the QRS Score and
the determination of confounders starting from Electrocardiographic (ECG) signals.
The QRS Score is a parameter that indicates how big the scar is in the wall of
the patient’s myocardium; It is also helpful in determining how healthy the heart
is. Said parameter is calculated from signal information such as time measurements,
amplitude relationships and waveforms. The evaluation of the ECG signals is usually
done by visual perception of the graph paper where it is printed as a result of the
electrocardiogram examination. However, the reproducibility of this method is 60%
and the repeatability is 66%. This definitely affects the accuracy of the score obtained
and therefore the diagnosis of a disease. The proposed algorithm aims to reduce
the subjectivity of the analysis and standardize the punctuations to be obtained.
The algorithm is made up of processing stages that involve the conditioning of the
signal using finite impulse response (FIR) filters, decontamination of confounders by
neural networks, detection of the QRS complex, detection of times and amplitudes
and finally obtaining the QRS score from a table of criteria. Finally, the proposed
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algorithm obtained a reproducibility of 75% and a repeatability of 100% exceeding
the performance of the specialist.

Keywords Confounder · ECG signals · Neural networks · Signal processing ·
Waveforms · Chagas · QRS score

1 Introduction

The blood supply system of the heart can be compromised during a cardiac event,
leading to the scarring of the myocardial tissue. Such scarring occurs mainly due to
the lack of blood flow, which can cause damage to the heart’s capacity of electrical
conduction [1]. In this context, the Selvester QRS Score can be used to determine
the magnitude of tissue scarring based on the QRS complex because it presents the
heart’s electrical conduction characteristics. This method can evaluate effects of tis-
sue scarring on ECG signals [2]. To obtain the QRS score, time and voltage of the
waves present in the QRS complex are measured, and these measurements are inter-
preted for each ECG derivation under the criteria established by Selvester, Wagnder,
and Hindman [3]. However, these criteria vary due to pre-existing anomalies called
confounders, which affect the heart’s electrical conduction, and their effects on the
QRS score have been reported by Loring [4].

The QRS score is useful as an alternative diagnostic imaging modality used in
clinical standards.Moreover, it has the potential as a tool for preventing diseases, such
as Chagas disease or Wolf–Parkinson–White syndrome. However, its clinical use is
limited due prolonged examination times and low repeatability and reproducibility
owing to the limitation of specialists’ precision.

Computational algorithms have been proposed in scientific literature with the
aim to overcome these limitations. Xia et al. [5] and Bono et al. [6] have proposed
computational methods to calculate the QRS score based on the derivations of ECG;
both of which are useful as an initial framework for the presented research since they
consider stages involved in the process as well as certain criteria, considerations, and
relevant techniques.

However,Xia et al.’s study focuses solely on the analysis of ECG results of patients
with a left bundle branch block (LBBB), while Bono et al.’s study is more detailed
and presents more complex mathematical processes and tools.

Furthermore, Gautam andGiri [7] have proposed another procedure for the design
and development of an artificial neural network. Their proposed procedure is rather
interesting, which is also used as a reference for the presented work, with some
changes and adjustments to calculate any confounders.

The proposed algorithm aims to increase the reproducibility of the QRS score to
facilitate its use as a clinical diagnostic tool in conjunction with ECG. Moreover,
we attempted to create a procedure that does not generate an excessive computa-
tional load to reduce examination time. The performance of the proposed algorithm
was satisfactory, with 75% reproducibility and 100% repeatability, surpassing the
specialist’s results.
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2 Description of the Proposed Algorithm

Figure 1 shows a block diagramof the proposed algorithm.Details of each processing
stage are described in the following sections.

2.1 Signal Improvement

The aim at this stagewas to condition the discrete signals si (n) to increase precision in
the extraction of characteristics. In this case, i indicates the signal number associated
with a given derivation (Table 1).

Unwanted noise components are removed for signal improvement. For this pur-
pose, a linear phase FIR lowpass filterwith a cutoff frequency of 0.12 (in standardized
relative frequency) and a Barlett–Hanning window [3] is used. The use of the fil-
ter with a window system provided the best results in terms of lowering noise and
unwanted distortion. The signals resulting from the filtering are defined as yi (n)
(Fig. 2).

2.2 Detection and Extraction of a Cardiac Period

For the extraction of cardiac period, the QRS patterns of each period are highlighted
and the P and T low-frequency waves in the yi (n) signals resulting from the improve-

Fig. 1 Block diagram of the proposed algorithm

Table 1 Association of
discrete signals

i Lead

1 I

2 II

3 aVL

4 aVF

5 V1

6 V2

7 V3

8 V4

9 V5

10 V6
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Fig. 2 Original signal and filtered signal

Fig. 3 a Filtered signal yi (n) and b Signal resulting from high-pass filter y1i (n)

ment process are attenuated. For this purpose, a linear-phase high-pass FIR filter with
a cut-off frequency of 0.04 (in normalized relative frequency) and a Barlett–Hanning
window is used. The signals resulting from the process are defined as y1i (n) (Fig. 3).
The following procedure is applied for the extraction of a cardiac period from y1i(n).
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Fig. 4 a Filtered signal yi (n) and b Signal resulting from high-pass filter y1i (n) with extraction
indices

Stage 1. The maximum value of y1i (n), corresponding to the position n = n0i
(R-wave), is located.

Stage 2. A signal segment is extracted from the position n1i up to the position
n2i , producing the following:

n1i = n0i − round

(
0.5 bpm

60
· T

)
(1)

n2i = n0i + round

(
0.5 bpm

60
· T

)
(2)

where bpm is the heart rate in beats per minute and T is the sampling period. The
round function provides the nearest integer value (Fig. 4).

Stage 3. The cardiac period is extracted from each signal y1i .(n)which is defined
as pi (n) = y1i (n + n1i ) f or n = 0, 1, . . . , n2i − n1i (Fig. 5).

2.3 Extraction of Characteristics

The criteria to be considered at this stage have been established elsewhere [3]. The
following procedure is used to extract the characteristics:

Stage 1. A linear phase low-pass FIR filter with a cut-off frequency of 0.08 (in
standardized relative frequency) is applied to the pi (n) signals to attenuate the cardiac
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Fig. 5 Resulting signal pi (n)

period waves that do not belong to the QRS complex and thus avoid errors in feature
extraction. The signals resulting from this filtering are defined as p∗

i (n).
Stage 2. The QRS complex is divided into three segments. For this purpose, two

rates are defined, which apply to the signals of all derivations:

m0 = 1.5 × round

(
QRST ime

T

)
(3)

where QRST ime is the total duration of the QRS complex, which is obtained from
ECG data. Then, we extract segments of the signal of interest from the extracted
QRS period. These segments are defined as follows:

pQ−R
i (n) = pi (n + n0i − m0) para n = 0, 1, . . . ,m0 (4)

pR−S
i (n) = pi (n + n0i ) para n = 0, 1, . . . ,m0 (5)

pR
i (n) = pi

(
n + n0i − m0

2

)
para n = 0, 1, . . . ,m0 (6)

Stage 3. Based on the maximum value of pQ−R
i (n) located at n = n0i and

defined as pQ−R
i (n0i ), we find the first local maximum by decreasing the value of n

in each iteration. Once the position of this first maximum (m2) is located, the second
crossing by 0 (decreasing n) is found from this position. Once this last position (m4)
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has been found, the minimum value of the signal in the section located between the
two crossings is finally determined.

This value is defined as pQ−R
i (m3i ) and used in the calculation of the QRS score

as the “zero reference.”
Stage 4. For each signal i, we obtained the duration in time of segment Q, which

is obtained from the following expression:

t Qi = (m2i − m4i )T (7)

Stage 5. For each signal i, the duration of the R segment is obtained. In this case,
the maximum value of the signal pR

i (n) is located, which is considered to be located
at the position n = m6i . Then from this position, n is decreased until the first crossing
of the “zero reference” is found. This position is defined as n = m5i .

The procedure is repeated but with the purpose of finding the first crossing of the
“zero reference” from n = m6i by increasing the value of n. This position is defined
as n = m7i . The duration of the R segment is finally expressed as follows:

t Ri = (m7i − m5i )T (8)

Stage 6. The minimum value of pR−S
i (n) is obtained, which is defined as

pR−S
i (m8i ). The parameters obtained in this procedure are used later for the cal-

culation of the QRS score.

2.4 Classification of Confounders

A self-organized map-type neural network is used for the classification of the con-
founder present in the electrocardiogram, which is characterized by no requirement
an output vector or references in the training process; thus, it presents autonomous
learning. The proposed classification procedure is as follows:

Stage 1. The amplitude frequency spectrum of the derivations i = 1, 3, 5, 6, 9, 10
is calculated for each ECG. In this case, fast Fourier transform (FFT) of 512 samples
was used in the region of interest ranging from 0 to 1/2T Hz. This sample number in
FFT allows for generating fewer inputs, which increases the speed of trainingwithout
compromising the resolution of FFT. The obtained module spectra are defined as
AX j

i (k), where j is the ECG number used in the conformation of the database (j =
0, 1,…, 899) and k = 0, 1,…, 511 is the frequency index. The database comprises
700 samples for the neural network training and 300 for the validation process.

Stage 2. The database of the spectra obtained in the previous stage is created. In
this case, there are 6 frequency vectors (of 512 samples each) for each ECG.

Stage 3. The neural network is created according to the procedure described by
Kohonen [8]. Figure 6 shows the block diagram of the network with inputs and
outputs considered for detection.
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Fig. 6 Block diagram of the neural network

Table 2 Confounder
identifiers

Confounder Identifier

None 0

LVH 1

LAFB 2

RBBB 3

RBBB + LAFB 4

LBBB 5

Table 3 Variables used for
calculation of the QRS score

Parameter Description

Sex( j) Patient’s sex

Age( j) Patient’s age

t Qi ( j) Q wave duration

t Ri ( j) R wave duration

pQ−R
i (m3i ) Maximum Q wave value

pQ−R
i (m0) Maximum R wave value

pR−S
i (m8i ) Maximum S wave value

Stage 4. The network training process begins. This process can take several min-
utes and is carried out without supervision.

Stage 5. Correct functioning is validated with the trained network. In case of
excessive error, the network is retraineduntil the expected results are obtained.Table 2
shows the network output identifiers for each confounder.

2.5 Obtaining the QRS Score

Finally, the QRS score is calculated. For this purpose, the criteria of time, amplitude,
and waveform parameters are applied for the electrodes considered according to the
detected confounder, age, and sex, as described elsewhere [4]. Table 3 shows all
variables used for calculating the QRS score.
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Table 4 Score distribution for the QRS score

A score is obtained according to the values of each parameter and the presence
of confounders. Then the scores are accumulated for each derivation, and they are
finally added to obtain the final QRS score. Table 4 shows the distribution of assigned
scores for each derivation and those corresponding to each confounder.
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3 Results

To evaluate the proposed algorithm, a part of the database was provided byDr. Robert
H. Gilman, which was created during the project “Predictors of Cardiomyopathy
Progression in AChagas Disease Cohort in Bolivia” developed by BrandonMercado
[6].

We analyzed 905 12-electrode ECGs that had the following confounders: LAFB,
RBBB, LAFB + RBBB, LVH, and LBBB (validated by the specialist).

Table 5 presents the performance results that correspond to the artificial neural
network to detect for the presence of confounders and the total number of confounders
present in the analyzed database. It is evident that classification is more successful
in the detection of confounders when there are more samples to train the neural
network.

In contrast, for the calculation of the QRS Score, we considered a coincidence
criterion of ±1.5 points difference between the total QRS score obtained by the
proposed algorithm and that obtained by the specialist.

Table 6 shows the number of coincidences that were obtained from the proposed
algorithm against what the specialist obtained by a visual inspection.

The degree of coincidence was measured using Cohen’s Kappa index [9]. In this
case, a value of 0.772 was obtained (where 1.0 represents a perfect coincidence),
which is approximately equivalent to a reproducibility level of 75% considering the
error of ±1.5. This level of agreement is considered satisfactory. However, it can be
significantly improved with more training samples for the neural network.

Table 5 Results of
confounder detection

Confounder Total presences in
the database

Correct
classification (%)

None 736 98.70

LVH 51 74.51

LAFB 40 80.02

RBBB 38 65.79

RBBB + LAFB 27 74.07

LBBB 13 69.23

Table 6 Results of the
calculation of the QRS score

Specialist

Algorithm YES NO Marginal

YES 790 24 814

NO 15 76 91

Marginal 805 100 905
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Comparison Between DMD and Prony
Methodologies Applied to Small Signals
Angular Stability

Zulmar Soares Machado Jr. and Gabriel de Vasconcelos Eng

Abstract The power systems operation is in current evolution as new technologies
are added and influence the dynamics of the system. Increasedmonitoring of the elec-
tric variables to be observed as a way to prevent oscillations and unstable transient
effects also yields on the analysis of a lot of data. This paper describes two method-
ologies for assessment of the angular stability of small signals, using data obtained
throughmeasurements. A case with noise onmeasurement, and another without, will
be used for evaluations of the methodologies. An acknowledged computational tool
will be used to allow the comparative analysis and the results discussed.

Keywords Angular stability · Dynamic mode decomposition · Prony method ·
Small signals

1 Introduction

Power systems can be subjected to a condition that yields the occurrence of small
signals caused by the transient unbalance between the generation and load of electric
energy. Usually, the power flow is unidirectional, i.e. from power plants to the big
loading center (cities) and, transferred by a power transmission system. However,
in front of new technologies for distributed generation and metering devices being
implemented to the power systems, there is a need to integrate them so that the system
can maintain itself in stable operation, starting the concept of smart grids.

With the increase of generation’s availability, the reliability seeks to ensure elec-
trical energy to the consumers and may obtain reductions in tariff prices. On the
other hand, if the installation of the power electronics can cause harmonic phenom-
ena on the quality of power transfer, its combination with PhasorMeasurement Units
(PMUs),which carry on accuratelymonitoring over the system, can improve the elec-
trical grid topology and allow an appropriate preventive maintenance [1]. Through
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the installation of PMU tomonitor low frequency oscillations in large power systems
is possible to achieve satisfactory results [2–5].

The Prony method is the most usual tool in signal analysis applied to power
systems [6–9]. However, the following disadvantages of this methodology are: the
analysis of only one signal at a time; the need to previously estimate the system order.
The first disadvantage may cause inaccuracy of results since there are multiple inputs
and outputs to be considered within an electrical system. The second disadvantage
consists of a hard task to estimate the system order. One needs knowledge of the
dynamic phenomena and the noise characteristics associated with metering devices.
Such automatic methodologies were proposed in [7], along with alternative versions
with multiple signals are presented in [10].

In the scientific literature there is a robust methodology to the estimation of oscil-
lation modes, known as dynamic mode decomposition (DMD) [11, 12]. Initially, this
methodology was applied to identify dynamic modes in fluid mechanics, where its
robustness was presented [1, 2, 5]. The DMD works with multiple signals, requiring
only that the data is equally sampled in time.

Other benefits of DMD methodology are its possibilities to work with noise sig-
nals [13]. Computational implementation based on optimization problems also was
studied with DMD [14–16]. Although the optimization improved the results, it was
checked that the sparsity characteristic would benefit the identification of the most
dominant dynamic modes [17, 18]. For power systemmodeling, this paper presents a
comparison between the Prony and DMDmethodologies applied on angular stability
to small signals in an IEEE test system.

This paper is structured as follows: In Sect. 2 a conventional methodology of the
Prony is shown. Section 3 evolves the theory of DMD. Section 4 show the results
obtained through the case studies on the test system. Finally, the conclusions of this
research are presented in Sect. 5.

2 Prony Method

ThePronymethod is amethodology that allows the estimation of frequency, damping,
amplitude and phasing angle of the modal component responses [8]. Consider a time
invariant dynamic linear system, which receive as input an impulse function in t =
t0, that yields an initial condition for the state variable x(t0)= x0. Thus, at the instant
that the signal is applied to the input, it is turned off without others inputs [6]. The
output variables of the system will oscillate until a new state is reached, as shown by
the state space modeling in (1).

ẋnx1 = Anxnxnx1 (1)

In (1), x is the vector of the n-states of a dynamic system. From the solution of
(1), the correspondent dynamic system time response is presented in (2).
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y(t) =
n∑

i=1

ci exp(λit) =
n∑

i=1

zi (2)

In (2), λi is i-th eigenvalue in the complex domain. Usually, the equations of the
state space modeling of the system are unknown, which is necessary to sample at
each Δt intervals (units of time), a point of y(t), that results in (3).

y[k] = y(k�t) =
n∑

i=1

zki ; k = 1, 2, . . . , N (3)

The goal of the Prony method consists in reconstruct the sampled signal in (3) by
a linear prediction model as presented in (4).

ŷ[n + k] = â1y[n − 1 + k] + â2y[n − 2 + k] + · · · + ân y[k] (4)

Building this model for all N realized samples in signal, the matrix formulation
(5) of the prediction linear problem can be calculated.

⎡

⎢⎢⎢⎣

y[n] y[n − 1] . . . y[1]
y[n + 1] y[n] . . . y[2]

...
...

. . .
...

y[N − 1] y[N − 2] . . . y[N − n]

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎢⎣

â1
â2
...

ân

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

y[n + 1]
y[n + 2]

...

y[N ]

⎤

⎥⎥⎥⎦ (5)

The solution of (5) yields in the coefficients of the characteristic polynomial,
shown in (6),which contains information about the discrete eigenvalues of the system.

ẑn − â1 ẑ
n−1 − â2 ẑ

n−2 − · · · − ân ẑ
0 = 0 (6)

With the calculation of the roots that satisfy (6), it will be necessary to convert
them to continuous time domain, using (7), whichwill be possible in order to estimate
the parameters of the original signals.

λ̂i = ln
(
ẑi

)
/�t (7)

Therefore, by solving (5), (6) and (7), thePronymethodwill yield a pole estimation
for the dynamic characteristics of the system.

3 Dynamic Mode Decomposition

Dynamic mode decomposition (DMD) is a methodology of modal identification
which simultaneously analyzes a set of signals under the condition that the sample at
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each �t interval (units of time) is spaced in equally [5]. Consider a set ofM signals
that contains a N + 1 sample each one, ordained on matrix Y. as in (8).

Y =

⎡

⎢⎢⎢⎢⎢⎢⎣

[
y0 y1 · · · yi · · · yN

]

1[
y0 y1 · · · yi · · · yN

]

2
...[

y0 y1 · · · yi · · · yN
]

M

⎤

⎥⎥⎥⎥⎥⎥⎦
(8)

In (8), yi is i-th sample of the signal to be analyzed. Then, consider Y separated
into two matrices withM rows and N columns, as can be seen in (9) and (10).

Y0MxN =

⎡

⎢⎢⎢⎢⎢⎢⎣

[
y0 y1 · · · yi · · · yN−1

]

1[
y0 y1 · · · yi · · · yN−1

]

2
...[

y0 y1 · · · yi · · · yN−1

]

M

⎤

⎥⎥⎥⎥⎥⎥⎦
(9)

Y1MxN =

⎡

⎢⎢⎢⎢⎢⎢⎣

[
y1 y2 · · · yi · · · yN

]

1[
y1 y2 · · · yi · · · yN

]

2
...[

y1 y2 · · · yi · · · yN
]

M

⎤

⎥⎥⎥⎥⎥⎥⎦
(10)

Assuming that a linear and constant mapping matrix that contains information
about the dynamic of the system exists [1], then (9) and (10) can be combined as
shown in (11).

Y1MxN ≈ AMxMY0MxN (11)

In situations where there is a large amount of data to be considered with the DMD,
applying the Eigen decomposition directly over matrix A may be computationally
expensive and can yield inaccurate results [12]. An alternative to spending less time
consuming can be realized with an approximation of the mapping matrix using the
singular value decomposition (SVD) of Y 0, as shown in (12).

Y0MxN = UMxM

∑

MxN

(VNxN )T (12)

The matrixU is orthonormal matrix that contains the left eigenvectors. VT is also
an orthonormal matrix for the right eigenvectors and � is a diagonal matrix with N
singular values {σ 1 σ 2… σ n… σN}. However, the matrix Σ can also be built with
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numerical eigenvalues, even if the measurement presents either kind of noise. In this
study a tolerance for the SVD was considered, such that σ n divided by σ 1 will allow
for the estimation of an upper limit for the system order.

Considering the order n (n<N) and replacing (12) in (11), it is possible to calculate
an alternative formulation for Y1, shown in (13).

Y1MxN = AMxMUMxn

∑

nxn

(VNxn)
T (13)

By taking the mapping matrix in (13), and knowing that the matrices U and V
are orthonormal, i.e., U−1 = UT and V−1 = V T , so it is possible to obtain an
approximation for A, as in (14).

AMxM = Y1MxN VNxn

−1∑

nxn

(UMxn)
T (14)

Finally, an approximation for the mappingmatrix Ã can be calculated multiplying
to the left by UT , and to the right by U, where UTU is equal to an In (identity
matrix). This operation is regarded as a robust implementation because it combines
theDMDwith anEigen system identificationmethodology known as own orthogonal
decomposition (OOD). In [12], there is a description between the DMD and OOD,
and an expression of Ã is shown in (15).

Ãnxn = (UMxn)
T Y1MxN VNxn

−1∑

nxn

(15)

The Eigen decomposition of Ã yields the discrete modes of the modeling which
can be transformed into continuous modes of time domain through of (7). Thus, the
DMD is calculated applying the following terms (8)–(15).

4 Results

The methodologies will be applied in an electrical power system known as New
England, which is usually considered in stability studies [19, 20]. The system has
39 buses, 34 transmission lines, 12 transformers and 10 generators (More details in
[21]).

The assessment of small signals on angular stability is established by the analysis
of the equilibrium point of the system. Under this condition, the set of differential
equations can be linearized and the eigenvalues can be calculated. Whereas if all
eigenvalues have a negative real part, the system presents dynamic stability.
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Fig. 1 Rotor angle at bus 30 (noiseless)

A comparative analysis will be realized between the methodologies, calculating
all eigenvalues of the system through of the PacDyn software [22] and 65 eigenvalues
were found and considered as a reference. The PacDyn is capable of building a time
invariant linear dynamic system through of a state space modeling as shown in (16).

{
ẋ = Ax + Bu
y = Cx + Dy

(16)

Usually the dynamic system is unknown (16). However, known inputs will be
applied to the system, resulting in output curves which will have estimated modes
through of the Prony and DMD methodologies.

4.1 Case 1—Response to Impulse

In this case, mechanical power of the generators was considered as an input in (16)
while the angular velocity and rotor angle were considered as output signals. With
impulse function inputs, 180 curves were yielding that were sampled in 2000 points
and distributed in 30 s. In Fig. 1, the response of the rotor angle in bus 30 is shown
through of the impulse applied on the mechanical power of the generator connected
in the same bus.

The DMD was applied with multiple signals, which have an estimated 35 eigen-
values from which 30 matching with the 65 referent eigenvalues. However, in the
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Prony method, the algorithm needed to be applied 180 times when only one signal is
considered at each time. Through all of the calculated Prony simulations, 1080 eigen-
values were determined of which only 22 are very close to the reference. However,
19 presented a positive real part.

A comparison between the estimated eigenvalues from Prony and DMDmethod-
ologies is presented in Fig. 2 as well as the eigenvalues reference from PacDyn.
In Table 1, the 9 reference modes called as electromechanical of the New England
system are presented, and the comparison with the respective modes estimated with
both methodologies.

Fig. 2 Comparative Eigenvalues Analysis—Case 1

Table 1 Electromechanical Modes—Case 1

PacDyn Prony DMD

−0.4672 ± j8.9644 −0.4635 ± j8.9808 −0.4672 ± j8.9645

−0.4118 ± j8.7786 −0.3627 ± j8.7517 −0.4118 ± j8.7786

−0.3704 ± j8.6111 −0.3802 ± j8.6133 −0.3704 ± j8.6111

−0.2817 ± j7.5367 −0.3125 ± j7.4713 −0.2817 ± j7.5367

−0.1118 ± j7.0950 −0.1156 ± j7.0889 −0.1118 ± j7.0950

−0.2968 ± j6.9562 −0.3367 ± j6.9169 −0.2968 ± j6.9562

−0.2834 ± j6.2816 −0.2181 ± j6.2539 −0.2834 ± j6.2816

−0.3009 ± j5.7921 −0.2686 ± j5.8398 −0.3009 ± j5.7921

−0.2491 ± j3.6862 −0.2387 ± j3.6612 −0.2491 ± j3.6862



220 Z. S. Machado Jr. and G. de Vasconcelos Eng

Through Table 1 and Fig. 2, it is possible to verify that the DMDmethodologywas
capable of identify all of the electromechanical modes of the system with accuracy.
However, the Pronymethodology does not identify allmodeswith the sameprecision.

4.2 Case 2—Noise in Measurements

The case 2 considerations are the same as those from case 1, but the difference is
in the noise added in the output signals. More severe noise was applied in order to
test the accuracy of the methodologies. Figure 3 represents the same signal shown
in Fig. 1, but with noise in its measurements.

For case 2, the Prony estimated 1080 eigenvalues, but only 12 were close to
the reference. Otherwise, the DMD estimated 37 eigenvalues with 30 close to the
reference. However, no eigenvalues were found with a positive real part in either
of the methodologies. A comparison between the estimated eigenvalues from Prony
and DMDmethodologies is presented in Fig. 4 along with the eigenvalues reference
from PacDyn.

The DMD methodology was estimated with accuracy for all of called electrome-
chanical modes whereas Prony did not identify any mode. The reason for this result
is explained by the difficulty of estimating the order of the system in which there is
noise in the measurements.

Fig. 3 Rotor angle at bus 30, with noise
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Fig. 4 Comparative Eigenvalues Analysis—Case 2

5 Conclusion

This work has evaluated two methodologies for assessment of small signals angu-
lar stability. It was observed that both methods presented acceptable estimates that
captured the dynamics of the system. However, the DMD methodology presented
highlighted results when compared to Prony methodology.

An important feature of DMD methodology was the ability to estimate close
distinct eigenvalues to PacDyn, and the identification of electromechanical modes,
showing a high performance even when there is noise in the measurements.

Further tests should be performed to improve themethodologies considered, espe-
cially with regard to the analysis of PMU signals.

Acknowledgements The authors thank CEPEL (Electrical Energy Center Research) for helping
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Rheological Analysis of Blood Flow
in the Bifurcation of Carotid Artery
with OpenFOAM

Marcus Vinicius Paes Carvalho , Raquel Jahara Lobosco
and Guilherme Barbosa Lopes Júnior

Abstract Purpose: Evaluate the influence of rheological models for blood flow in
the carotid artery bifurcation. Methods: The geometry (developed in SolidWorks)
was based on the mean dimensions of several angiograms of adults and children.
Newtonian and non-Newtonian (Casson, Carreau-Yasuda and Power Law models)
hypothesis were admitted for modelling the rheological behavior of the blood. The
parameters of the equations that govern the rheological behavior were taken from
blood itself. The flow simulation was performed using open source software Open-
FOAM, with the solvers nonNewtonianIcoFoam (non-Newtonian hypothesis) and
icoFoam (Newtonian hypothesis). Both use the PISO algorithm.Results: In all mod-
els, the fluid presents a “detachment” in the non-divider wall. This behavior is more
noted in the Newtonian hypothesis, which also presents “C” shaped profiles. Con-
clusions: The Newtonian behavior diverges from the non-Newtonian and the results
demonstrate that there is a good concordance between the non-Newtonian models.
For a mid-sized artery such as the carotid artery, the non-Newtonian hypothesis is
more indicated. There are no significant differences between the Casson, Power Law
and Carreau-Yasuda models.

Keywords Hemodynamics · OpenFOAM · Rheology
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1 Introduction

The study of fluid biomechanics is very important since 65% of the human body
is composed of water. The design of any coronary implant depends on the study of
fluidmechanics, especially those in direct contact with blood, such as stents and heart
valves. According to theAmericanHeart Association, in 2011,more than 82,500,000
people in the United States suffered from at least one cardiovascular disease. Most of
these cases are associated with hypertension (approximately 74 million) or coronary
heart disease (approximately 18 million). In addition, cardiovascular diseases are the
cause of one in three deaths in the US, that is, 1.5 times greater than cancer [1]. As an
example, atherosclerosis and thrombosis can be cited, which triggers are influenced
by hemodynamics. Local transfer of atherosclerotic plasma and cellular components
are regulated by the flow altered by recirculation. Low and oscillatory shear stress
values on arterial walls modify their permeability to blood components. Other factors
influencing local hemodynamics are pulse pressure (difference between systolic and
diastolic pressures), flow geometry and rheological properties of blood. Therefore,
the use of the correct model is important for this representation, since it will help to
describe the dynamics of fluids in the cardiovascular system. Therefore, it will be
possible to design better prostheses and improve clinical and surgical procedures [2].
Displayed equations are centered and set on a separate line. According to clinical
observations, regions of bifurcations and curvatures aremore sensitive to pathological
changes. In particular the carotid sinus (region where the carotid artery bifurcation
occurs), since it is the most affected by atherosclerotic lesions [3]. Thereby, it is
very important to study hemodynamics for a better understanding of atherosclerosis
and its relationship with flow [4]. It is also important to mention that it is extremely
difficult to carry out in vivo measurements of certain parameters with precision, such
as shear stress. So, the numerical simulation becomes a great ally in the development
of this area [4].

Due to the complexity of blood rheology, there is no unanimousmodel to represent
its viscosity. The most used fluid models for this purpose are the Power Law, Casson
and Carreau-Yasuda [2]. Some researches argue that in large arteries, the hypothesis
of Newtonian behavior for blood is a good assumption [3, 5]. Other studies, how-
ever, argue that although non-Newtonian behavior is more present in capillaries and
small vessels, the shear stress in vessel walls is highly related to atherosclerosis, so
it would be important to investigate non-Newtonian behavior in major arteries [4].
On this divergence, it is worth mentioning that Perktold et al. [3] used parameters
of a blood analog fluid for the non-Newtonian Casson model, which does not guar-
antee their reliability. Boyd et al. [4], reused these parameters and compared them
with three models: Newtonian, Carreau-Yasuda (non-Newtonian) model and Casson
model (non-Newtonian), from results obtained from blood itself, in a study carried
out by Abraham et al. [6]. The study shows that there are significant differences
between blood and blood analog fluid properties. Thus, the adjustment of the param-
eters for the rheological models wasmore relevant than the choice of themodel itself.
The work Gijsen et al. [7] also defends the non-Newtonian assumption. This feature
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was included using the Carreau-Yasuda model. Nevertheless, more hemodynamic
studies on cardiovascular diseases and a more accurate rheological model of blood
are needed [2]. The non-Newtonian Power Law, Casson and Carreau-Yasuda models
are defined by Eqs. 1, 2 and 3, respectively:

η = kγ̇ (n−1) (1)

η =
(√

τ0

γ̇
+ √

m

)2

(2)

η = η∞ + (η0 − η∞)
[
1 + (λγ̇ )a

]( n−1
a ) (3)

2 Methods

For the development of a numerical CFD simulation, it is necessary to create a
geometry and the generation of its mesh. After this procedure, the appropriate solver
is chosen. The geometry used was developed in the software SolidWorks that was
later imported into Salome to generate the mesh of 152,631 tetrahedral elements.
Numerical simulations were performed using OpenFOAM. For Newtonian hypoth-
esis simulation, the icoFoam solver was used and for the non-Newtonian hypothesis
the nonNewtonianIcoFoam solver was used. Both use the PISO algorithm for the
matching between pressure and velocity.

It is known that small changes in the geometry can produce different results in
the flow behaviour in bifurcations. The choice of a geometry of a specific individual
or of an average of several individuals is an exhaustive discussion [8]. This work
decided to make use of a model used by several works such as Bharadvaj et al. [8,
9], Ku et al. [10], Gijsen et al. [7], which was produced from fifty-seven angiograms
of twenty-two adults between thirty-four and seventy-seven years and sixty-seven
angiograms of children under eighteen years.

The velocity measurements were performed for t = 1s, in steady state in five
positions in the internal carotid along the y and z axes, distant 4 mm along the x′
axis, as can be seen in Fig. 1.

The geometry has one input (common carotid) and two outputs (internal and exter-
nal carotid). At the entrance, the boundary condition used was a parabolic velocity
profile and maximum velocity v = 0.09m/s [10]. For all simulations, a stress-free
condition was established in the two exits and a non-slip condition in the walls.

The parameters used by Abrahamet al. [6] are valid for the Carreau-Yasuda model
and are shown in Table 1.

For the Casson and Power Law models, the parameters were obtained by curve
fitting in MATLAB. The fitting of Casson and Power Law models to the curve
generated by the Carreau-Yasuda equation using the data in Table 1 produced the
curves shown in Fig. 2.
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Fig. 1 Geometry of the carotid artery with the sites of velocity measurement. The sections
I00, I05, I10, I15 and I20 are separated by 4 mm

Table 1 Values of Eq. (3) for blood

Parameters Values

η0 1.6 × 10−1 Pa s

η∞ 3.5 × 10−3 Pa s

λ 0.110 s

a 0.640

n 0.2128

Fig. 2 Fit of the Casson and Power Law models to the curve generated by Eq. (3) with the values
presented in Table 1
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The Power Law model has k = 0.024 Pa s and n = 0.62 and the Casson model
has τ0 = 0.0090 Pa and m = 0.0031 Pa s. The viscosities were limited to η0 =
1.6 × 10−1 Pa s and η∞ = 3.5 × 10−3 Pa s.

It can be seen that at high shear rates, the blood behaves like a Newtonian fluid
(constant viscosity). It is believed that when the shear rates approach zero, the blood
would behave as a solid because of the agglomeration of the red blood cells [1].
These are characteristics of a Bingham plastic fluid.

3 Results

Figures 3 and 4 show the flow profiles for the sections I00, I05, I10, I15 and I20 along
the y and z axes, respectively, for Newtonian and non-Newtonian hypothesis using
the Casson, Power Law and Carreau-Yasuda.

Fig. 3 Velocity profiles with respect to the y′ and z′ axis, respectively, for theNewtonian hypothesis
and non-Newtonian models (Casson, Power Law and Carreau-Yasuda)
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Fig. 4 Illustration of the velocity field for the Newtonian hypothesis

Fig. 5 Illustration of the velocity field for the Casson model

Fig. 6 Illustration of the velocity field for the Power Law model

The velocity field for the different models is shown by a slice in the xy plane of
the geometry in Figs. 4, 5, 6 and 7.
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Fig. 7 Illustration of the velocity field for the Carreau-Yasuda model

Fig. 8 Velocity magnitude scale in m/s

4 Discussion

The Casson, Carreau-Yasuda and Power Law models show good agreement in the
results. The differences in velocity magnitudes between the divider and non-divider
walls are the largest when µ = 3.5 × 10−3 Pa s for the Newtonian hypothesis.
In the z-axis, Fig. 5, the difference of the velocity magnitudes at the center of the
flow become significant when the Newtonian hypothesis with constant viscosity is
adopted. Parabolic profiles (in “C” format) are predominant. It can be noticed that,
for non-Newtonianmodels, the axial velocity profile is flat, common to pseudoplastic
fluids [7] (Fig. 8).

Figures 4, 5, 6, and 7 illustrate the longitudinal sections of the arterial bifurca-
tion computational domain. It is possible to note the similarity between the non-
Newtonian models. The “detachment” of the fluid in the non-divider wall is more
pronounced for the Newtonian flow.

5 Conclusion

For a mid-sized vessel such as the carotid artery, it is possible to conclude that there
are significant differences between theNewtonian and non-Newtonian hypothesis for
blood modeling, which demonstrates agreement with the results of Gijsen et al. [7],
Boyd et al. [4]. Among the non-Newtonian models analyzed in this study (Casson,
Carreau-Yasuda and Power Law), all presented similar results.
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It is important to emphasize that any analysis cannot be considered definitive, since
simplifications such as constant velocity in the entrance and absence of movement
in the walls of the vessel were adopted.
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Performance Measurements of Sobel
Edge Detection Implemented in an FPGA
Architecture and Software

Tercio Naoki Sato , Gabriel Pedro Krupa and
Leonardo Breseghello Zoccal

Abstract This paper presents an implementation of Sobel edge detection in static
images for the FPGA, described in Verilog, and for the respective software: Math-
ematica, MATLAB, OpenCV and in-house C++ written program. Comparisons in
performance were made between the different applications. The results concluded
that the FPGA was faster.

Keywords Edge detection · Digital image processing · FPGA

1 Introduction

Field-Programmable Gate Arrays (FPGAs) are composed of interconnected element
arrays. In general, these interconnections between the elements can be programmed
via hardware description language (HDL) through computer-aided design (CAD)
tools. Thereby combinational or sequential logic functions can be implemented by
the user [1]. The basic structure [2] of an FPGA includes a lookup table (LUT),
which performs a logical operation; a flip-flop, which stores the LUT results; the
wires, which connect one element to another and input/output blocks, which obtain
the data. Note that FPGAs haven’t had gate arrays inside of it because this was an
alternative to integrated circuits, that had gate arrays in the middle of 1980s [3]. Also,
the term “field programmable” has been used due to the possibility of programming
after the manufacturing and configuration in the field [4, 5].
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Besides the development of the FPGAs, the field of image processing continues
significant. One of the local image preprocessing techniques used to detect changes
in light intensity is called edge detection [6]. As stated by [7], the objective of edge
detection “is to return a binary image where a nonzero value denotes the presence
of an edge in the image”. According to [8], an edge is characterized as “a border
between two regions, each of which has approximately uniform brightness”, and
additionally [9] suggests that an edge “is characterized by its height, slope angle and
horizontal coordinate of the slope midpoint”. Therefore “Edge detection is one of the
most important and widely studied aspects of image processing” [10]. According to
[11] digital image processing “has been widely used in a range of industrial, com-
mercial, civilian and military applications for over two decades. And edge detection
is always the first step in many image processing algorithms because it significantly
reduces the amount of data and filters out useless information”. Also, edge detection
is computationally demanding and inherently parallelizable [12]. As FPGAs have
fine-grained reconfigurable architectures that allow any operation to be done in hard-
ware, algorithms for video and image processing have better results when applied
to such architectures [13]. Due to its high computing power, FPGAs are used in a
great variety of applications, being able to, in some cases, substitute multiple digital
signal processors (DSPs) and as they present low power consumption, FPGAs can
even be implemented in battery powered devices [14].

For these reasons, an FPGA was chosen to perform Sobel edge detection in this
work, which was based on the “ECE536 final project” from Cornell University [15],
written in Verilog, and the goal was tomeasure the performance of the Sobel edge de-
tection algorithm when implemented in an FPGA architecture. Performance metrics
in terms of execution time are repeatedly compared with results obtained with a few
software, including (a)MATLAB; (b)Mathematica; (c) OpenCV, and (d) an in-house
software written in C++ that does not make use of image processing libraries.

The following sections describe in more detail the different tools used to assess
and evaluate potential benefits of applying FPGA architectures for image processing.

2 Methodology

In this section, the algorithm for Sobel edge detection and the tools used to develop
the applications are listed and explained.

2.1 Altera DE2 Board

For this project, Altera DE2 Development and Education board were utilized. It can
be considered a System on a Programmable Chip (SoPC) [16]. Themain components
used include Altera Cyclone II FPGA 2C35, USBBlaster, 512- Kbyte Static Random
Access Memory (SRAM), 8-Mbyte Single Data Rate Synchronous Dynamic RAM
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(SDRAM) chip, 4- Mbyte Flash memory, 18 interrupters, 18 light emitting diodes
(LED), 9 red light emitting diodes, 27-MHz Oscillator, 50- MHz Oscillator, Video
Graphic Array Digital to Analogic Converter (VGA DAC) and a VGA Video port as
detailed in its manual [17].

2.2 Sobel Algorithm

TheSobel algorithm is derivativewhichmeans that, for a given image, the gradients of
light intensity in the x and y directions are approximated using convolution masks, or
kernels. For eachpixel in the image, the horizontal andvertical changes are calculated,
and the magnitude of the resultant gradient is approximated by the square root of the
sum of the squared values for both directions. Because there is no significant change
in the magnitude of the gradient, the absolute sum of the squared root of the gradients
in the x and y directions can be used for a less computationally costly equation [18].

2.3 Tools

Quartus II, Signal Tap and DE2 Control Panel. Quartus II is a software used in a
project of SoPC. It has resources to accomplish all stages of an FPGA design [19].
SignalTap II Logic Analyzer is a debugging tool that comes with Quartus II. It takes
and reveals signal response in real time, and can choose the beginning, the number
and the nature of the signal [19]. DE2 Control Panel is a software that simplifies the
users access to the peripheral components of the board. It permits command of each
input/output device by instantiating a controller in the Cyclone II FPGA [17].
MATLAB.MATLAB is a high-level matrix-based language software that engineers
and scientists can program intuitively [20]. In this project, the function edge () [21]
was applied for Sobel edge detection.
Mathematica. Mathematica is a software which allows a wide range of technical
computing applications [22]. As MATLAB, the Sobel method was utilized as well
[23].
OpenCV.OpenCV is an open-source library for computer vision and image pro-
cessing applications that contains hundreds of algorithms and methods for image
manipulation [24]. The code used in this work for comparison was provided by [25].
GIMP. GIMP is an open-source free image editor that allows images to be created
and saved in a variety of formats. GIMP was used to save pixel data from images in
array format “.data” so that these could be processed. The resultant arrays from edge
detection where opened and visualized through GIMPs interface.
C++.Using the C++ programming language, a software was developed to implement
Sobel algorithm. The current version receives an image in array format, processes it
and returns an output array that can be converted to any image format. To validate
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the functionality of the implemented tool, GIMP image editor was used to visualize
the output image and the library “<chrono>” to measure execution time [26].

2.4 Simulation

As cited before, this work is based on the “ECE536 final project” from Cornell
University. The FPGA model used here is the Cyclone II EP2C35F672C6 for Altera
DE2 board. The original DE2 2MP CMOS camera module was replaced by a flash
memory reader module, thus the edge detection could be performed over a single
image. After being changed, the 640× 480 bitmap original image portrayed in Fig. 1
[27], was converted to a 640× 480 raw grayscale image as depicted in Fig. 2 via the
Terasic Image Converter program [17].

Fig. 1 Original Image
640× 480

Fig. 2 Gray Image
640× 480
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The grayscale image, Fig. 2,was stored in theflashmemory, using theDE2Control
Panel application.Next, the project SRAMObject File (.sof)was loaded in the FPGA.
After that, the Sobel edge detection algorithm was used to convert the grayscale
image, displaying the outcome image in the LCD monitor. Before calculating the
execution time of the edge detection algorithm, a counter module was implemented
in the algorithm to count the number of clock cycles. For each positive edge of a
50-MHz clock rate signal, the value stored in the counter was incremented by one.
The algorithm assigns the zero value to the counter when it reaches a negative edge
of the Sobel edge detection signal. Subsequently, during the computation of Sobel
edge detection, the execution timewasmeasured by coupling the counter block in the
SignalTap II Logic Analyzer software. Similarly, the execution time of MATLAB,
Mathematica, OpenCV, and the in-house C++ code were measured for performance
evaluation.

The resulting execution times of each application were compared with the execu-
tion time of the equivalent FPGA implementation as described next:
Execution time for MATLAB. The MATLAB in-built function edge() [21], used to
perform edge detection in MATLAB, calls the sub-function imshow() [28], which
shows the processed image on the screen. The execution time of imshow() was
subtracted from the edge() function to measure the execution time when only the
edge detection algorithm is used.
Execution timemeasurement forMathematica. Timing[] command [29] was used
to measure the execution time spent by the processor to perform edge detection with
Mathematica. The command ClearSystemCache[] [30] was used to avoid increased
time by past iterations.
Execution time measurement for OpenCV. The functions getTickCount() [31],
which returns the number of clock cycles after a relevant event, and getTickFre-
quency() [31], which returns the number of clock-cycles per second, were used to
measure the execution time of the Sobel implementation in OpenCV [25].
Execution time measurement for C++ software. The time library “<chrono>”
[26] was used to measure the execution time of the block of code corresponding to
the edge detection algorithm, the resulting time was then obtained in milliseconds.

3 Results

The provided OpenCV software [25] was executed on a desktop with Windows 10
Home Edition and 4.00 GHz Intel® CoreTM i7-4790K CPU. The intention was to
show that, even for a highly optimized code executed in a faster processor, the FPGA
would surpass regarding performance. All the remaining softwarewere executed on a
laptop with Windows 10 Home Edition and 2.20 GHz Intel® CoreTM i5-5200U CPU.
The frequency of the FPGA Sobel edge detector block was 50 MHz. The results of
the edge detection are showed below through the Figs. 3, 4, 5, 6 and 7. Difference
between the images could be due to noise, thresholding, different designs or false
negatives [18]. Table1 contains the execution time inmilliseconds. The data revealed
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Fig. 3 Mathematica edge
detection

Fig. 4 GIMP edge detection

Fig. 5 MATLAB edge
detection
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Fig. 6 C++ edge detection

Fig. 7 FPGA edge detection

that the FPGA scored the lowest execution time and is up to 16.435 (1643.5%)
times speedup compared to MATLAB, 26.060 (2606.0%) times to Mathematica,
10.593 (1059.3%) times to theC++ application and 3.240 (324.0%) times toOpenCV.
Moreover, examining the first table in [13], it can be observed that for 512× 512 and
1024× 1024 image resolutions, the execution time for FPGA was 1.10 ms and 4.37
ms, respectively. Therefore, the execution time for the FPGA in Table1 is consistent
with [13] because the value of 1.439 ms is in the range from 1.10 to 4.37 ms for an
intermediate image resolution of 640× 480.
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Table 1 All execution times

Hardware/Software Execution Time (ms)

FPGA 1.439

MATLAB 23.65

Mathematica 37.5

C++ 15.244

OpenCVa 4.663
aExecuted on 4.00-GHz Intel® CoreTM i7 CPU

4 Conclusion

The present work had demonstrated that FPGA applications, which involve digi-
tal processing, are indeed faster and less computationally expensive than similar
implementations performed with different software such as, MATLAB, OpenCV,
Mathematica and an in-house C++ software that does not use image processing
libraries.
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Geometric Characterization of Yagi
Antenna Using Digital Image Processing

Heyul Chavez , Hugo Hernandez , Luciano Prado ,
Guillermo Kemper and Christian del Carpio

Abstract This work proposes a system capable of obtaining the geometric measure-
ments of a Yagi antenna using digital image processing. The objective is to obtain
the measurements automatically in 3D using the CST STUDIO software, which is a
program specializing in electromagnetic simulations in 3D. The antenna images are
acquired by means of a depth sensor and an RGB sensor. By applying image pro-
cessing techniques such as thresholding, morphology, filtering, and segmentation,
the image obtained by the RGB sensor will identify the parts that are comprised by
the antenna and their measurements in pixels. Through the image obtained with the
depth sensor, it will be possible to transform said measurements from pixels into a
unit of length. To obtain these measurements with the least possible error, the system
processes 30 samples and averages them to obtain the final measurements. With this
process, it was possible to obtain a measurement error of 0.16 cm.
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1 Introduction

In recent years, antenna manufacturing has increased greatly due to the demand
that currently exists in the area of telecommunications. To guarantee the correct
functioning of the antennae, its physical dimensions must be validated as correct in
accordance to its design. This validation guarantees its maximum performance.

The geometrical measurements of an antenna are important because any change
or modification may directly affect the radiation pattern for which it was de-signed.
No information has been found thus far about a system that automatically obtains
geometric measurements from an antenna. The proposed system uses image pro-
cessing to obtain the 3D model of a Yagi antenna. The programming language used
for the implementation of the algorithms was C++ [1], with an OpenCV artificial
vision library [2].

2 Description of the Proposed System

The block diagram of the proposed system is shown in Fig. 1. The processing
stages, from image capturing to obtaining the corresponding measurements, will
be described in the following sections.

2.1 Image Acquisition

The Intel® RealSense™Depth Camera D435 [3], which contains a depth sensor and
an RGB sensor, was used to acquire the images. The resolution used was 1280× 720
pixels. Two images are taken to start the process: one image obtained with the RGB
sensor, defined as IC(x, y), and one image obtained with the depth sensor, defined
as ID(x, y), as shown in Fig. 2a, b, respectively.

Likewise, 3 components of the antenna will be identified, as shown in Fig. 3.

Fig. 1 A block diagram of the proposed method
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2.2 Image Enhancement

For this stage, the first step is to separate the three primary components of the image
IC(x, y), i.e., the R component, expressed as ICR(x, y), theG component, expressed
as ICG(x, y), and the B component, expressed as ICB(x, y).

Next, a grayscale image is obtained using Eq. 1, IG(x, y). The resulting image is
shown in Fig. 4a.

IG(x, y) = 0.299 · IR(x, y) + 0.587 · IG(x, y) + 0.114 · IB(x, y) (1)

Fig. 2 a RGB image. b Depth image

Fig. 3 Parts of the antenna

Fig. 4 a Grayscale image IG(x, y). b Binarized image IB(x, y)
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Fig. 5 a Image with opening. b Image with closing

Then, we proceed to binarize the image by applying Eq. 2. The result of this
process is shown in Fig. 4b.

IB(x, y) =
⎧
⎨

⎩

1 , IG(x, y) > µ0

0 , otherwise
(2)

where µ0 is the adaptive threshold obtained by applying the Otsu method [4].
Then, the morphological opening and closing operation [5] is applied to provide

greater robustness to the image. This is obtained from Eqs. 4 and 5. The structural
element is defined in Eq. 3

EE =
1 1 1
1 1 1
1 1 1

(3)

Io1 = (Io�EE) ⊕ EE (4)

Io2 = (Io1 ⊕ EE)�EE (5)

where Io1 and Io2 constitute thematrices that represent images Io1(x, y) and Io2(x, y),
respectively. The ⊕ symbol indicates the morphological operation of dilation, and
the� symbol indicates themorphological operation of erosion. Figure 5a, b show the
images resulting from themorphological process of opening and closing respectively.

2.3 Segmentation

Segmentation of the antenna was performed with the following procedure. Assume
the object of interest to be a white pixel.
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Step 1: Starting in the first row, the image is scanned from left to right and from top
to bottom until the first white pixel is found. The position of said pixel will allow us
to obtain the x1 row.
Step 2: Starting in the last row, the image is scanned from left to right and from
bottom to top until the first white pixel is found. The position of said pixel will allow
us to obtain the x2 row.
Step 3: Starting in the first column, the image is scanned from top to bottom and
from left to right until the first white pixel is found. The position of this pixel will
allow us to obtain the y1 column.
Step 4: Starting in the last column, the image is scanned from top to bottom and
from right to left until the first white pixel is found. The position of said pixel will
allow us to obtain the y2 column.

Equation 6 displays the image obtained from this process.

IRO I (x, y) = Io2(x1 : x2, y1 : y2) (6)

The result of this segmentation process is shown in Fig. 6a.

Fig. 6 a Segmented image. b Support Identification. c Identification of directors. d Side image
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2.4 Obtaining Antenna Parts

Supposing the object of interest to be a white pixel. The following steps are followed
to find the main support of the antenna:

Step 1: Obtain the position of two rows, an upper row and a lower row, where a
dipole is not present, as shown in Fig. 6b.
Step 2: Scan the upper row found from left to right until finding a white pixel. From
this pixel, we obtain the c1 column value. Continue scanning the row until no more
white pixels are found. From this last pixel, we obtain the c2 column value. The
difference of c2 and c1 will be the width a1 of the antenna support.
Step 3: Repeat step 2 with the lower light blue row from Fig. 6b. Here, we obtain
width a2. The final thickness is obtained from averaging a1y a2.
Step 4: The A(xa, ya) point is defined as midpoint a1 and the B(xb, yb) point as
amidpoint2.
Step 5: To obtain the thickness of the support profile, follow the same steps 2, 3 and
4 for the image shown in Fig. 6d.

The following steps are performed to find the directors and dipole:

Step 1: A line is drawn parallel to the antenna support as shown in Fig. 6c (light blue
line). This line is scanned from top to bottom to obtain the positions which will be
used to calculate the widths of the corresponding directors and dipole.
Step 2: Once the position of each director/dipole is found, each of them is scanned
from left to right to obtain their length. All of the director/dipole rows are scanned
horizontally to guarantee obtaining their ends properly.

2.5 Obtaining Measurements in Meters

All measurements previously obtained are in pixel distance. The depth sensor is used
to obtain these measurements in meters. (Figure 2b). The steps are as follows:

Step 1: Synchronize the images from the depth sensor and the RGB sensor.
Step 2:Obtain the x, y, z coordinates from the A(xa, ya) and B(xb, yb) points in the
ID(x, y) depth image.
Step 3: The d(Am, Bm) distance is calculated between the Am(xa, ya, za) and
Bm(xb, yb, zb) points inmeters in the ID(x, y) depth image, and the d(A, B) distance
between the A(xa, ya) and B(xb, yb) points in the Io2(x, y) image in pixel distance
using Eqs. 7 and 8, respectively.

d(Am, Bm) =
√
(xb − xa)2 + (yb − ya)2 + (zb − za)2 (7)

d(A, B) =
√
(xb − xa)2 + (yb − ya)2 (8)



Geometric Characterization of Yagi Antenna Using Digital Image … 247

Step 4: With this reference, we obtain the Fc(x, y) conversion factor between the
distance in meters and the distance in pixels by applying Eq. 9.

Fc = d(Am, Bm)

d(A, B)
(9)

Step 5: Obtain the distance of the support between the highest and lowest point in
pixels (see Fig. 6a), and multiply it by the Fc. to obtain the distance in meters.
Step 6: The same procedure as in the previous step is used to find the measurements
in meters of the directors.

2.6 Generation of the 3d Model—Connection with CST
STUDIO SUITE

CST STUDIO SUITE [6] is a software for designing, simulating and optimizing
electromagnetic systems. To allow this software to interpret the data obtained from
the antenna, data must be exported in a format supported by the software. For this

Fig. 7 Digital 3D model generation of the antenna in CST STUDIO SUITE. a Front view. b 3D
view
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reason, the .bas extension was selected, which is an extension used for source code
files written in the BASIC programming language. Therefore, all the measurements
obtained from the antenna are entered in a.bas file, in addition to the configuration
parameters, so that CST STUDIO can interpret the data. Figure 7a shows the front
view and Fig. 7b the 3D view of the antenna generated in the CST STUDIO.

3 Results

The measurements obtained by the system are shown in Figs. 8 and 9. The measure-
ments of two directors will be taken as reference. For Director 1, the average error
obtained is 0.08031 cm, with a standard deviation of 0.01437 cm. For Director 2, the
average error obtained is −0.15855 cm, with a standard deviation of 0.02436 cm.

Fig. 8 Director 1 results chart

Fig. 9 Director 2 results chart
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4 Conclusions

– The proposed system obtained the geometrical measurements with a maximum
error rate of 0.16 cm. This error could be ameliorated by increasing the resolution
of the RGB and depth sensors.

– However, obtaining measurements from a larger number of frames does not guar-
antee greater precision. In fact, this study showed that the results from 30 frames
were identical to those obtained from 400 frames.

– In addition, we were able to generate the 3D digital model of the antenna using the
CST STUDIO software, which may later be used to generate an electromagnetic
analysis of the antenna.
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Study of an Air Navigation System Based
on Pilot Hypoxia Level

Raffael Fonseca de Mattos and Rogério Bastos Quirino

Abstract This paper presents a preliminary study of the development of an air
navigation safety system based on one of the major physiological problems of the
navigational pilot. This proposal primarily aims at the life safety of pilots and crew
as well as the integrity of aircraft. In this context, the work brings a search of synaptic
response patterns to different levels of hypoxia and, based on these, discuss actions
of control of the aircraft.

Keywords Hypoxia · Synapse · Safety

1 Introduction

From the beginning, Man lived in an environment characterized by various physical
parameters necessary for the optimal functioning of his organism.Within this variety
of parameters, the concentration of oxygen in the atmospheric air is present.

Even with various organic limitations when exposed to hostile environments,
Man dared to leave his habitat, seeking the new. Upon reaching the airspace, the
vital importance of oxygen was investigated, and with that, it looked for methods to
connect to the terrestrial surface.

The first reference to altitude sickness, known also as hypoxia, that is, oxygen
reduction offered to tissues by blood [1], occurred in 1590, by the Spanish Jesuit priest
José Acosta, in Peru. From the seventeenth century, the search for understanding the
evil of the heights began. In 1650, theGerman physicist OttoVonGuericke developed
an air pump that allowed the simulation of an environment with high altitudes. In
1735, the Spanish scientist Antônio deUlloa described the clinical picture of hypoxia
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in Peru, citing some characteristics such as tiredness, vertigo, lipothymia, dyspnea
and pyrexia.

With technological advancement,Manfinally reached the heavens, but his greatest
physiological problem remained hypoxia. In view of the great sensitivity of the
nervous system and the complexity of the piloting, the absence of oxygen or the
reduction of its supply to the tissues reduces the efficiency of the operations carried
out, even the simplest, putting at risk the lives of the pilots and crew involved [1].

Hypoxia has been a major concern for aviation. It can deteriorate execution or
even produce complete incapacity and threats increase as altitude rises. As altitude
increases andbarometric pressure decreases, less airwill be available per unit volume.
Since oxygen is constant at 20.95% air, there is, in turn, less oxygen per unit volume.
While an individual’s lung volume is approximately constant, the amount of inspired
oxygen available with each breath decreases with increasing altitude.

For example, the atmospheric pressure at sea level is about 760mmHg, proceeding
at an alveolar oxygen pressure of approximately 103 mmHg. In contrast, the altitude
of about 14,000 feet, the atmospheric pressure decreases about 447 mmHg and the
alveolar oxygen pressure decreases to approximately 48mmHg [1].Meanwhile, body
oxygen wear at altitude continues the same in the face of reduced oxygen. Therefore,
individuals exposed to altitude envisage the battle to function under conditions of
reduced accessible oxygen. As altitude increases further with additional decreases
in available oxygen, the challenge becomes even greater [1].

In view of the information described above the intention of the project is to make
a study of an air navigation safety system based on the level of hypoxia of the pilot,
to carry out commands automatically in case of loss of consciousness on the part of
the pilot, also analyzing the state of evolution within the framework of hypoxia of
the same.

2 Historic

Hypoxia is recognized as a significant physiological threat at altitude. The crew
is periodically trained to recognize hypoxic symptoms using a hypobaric chamber
at simulated altitudes of 25,000 feet or more. A 2003 study in Australia used the
following data for analysis: type of aircraft, number of people on board (POB),
number of POB hypoxic, fatalities, whether the victims were trained or untrained as
the symptoms were recognized as hypoxia, symptoms experienced, altitude at which
the incident occurred and probable cause. Outcome: In the period studied, there were
27 reports of hypoxia, involving 29 troops. In two cases the consciousness was lost,
one of them fatality. Most incidents (85.1%) were in combat aircraft or training with
crews using oxygen equipment routinely.

Most of the symptoms occurred between 10,000 and 19,000 feet. The most com-
mon cause of hypoxia (63%) in these aircraft was due to degradation of the mass
regulator, or restriction of water. Decompression was not presented as hypoxia.
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Ten involved had subtle effects due to a cognitive incompatibility with the feeling
of relief. The majority (75.8%) of these episodes, the crew itself recognized, thus
giving great value and importance to the training of hypoxia [2].

Between 2008 and 2010, fourteen physiological events related to hypoxia were
registered as a result of the embedded oxygen generation system. The Lockheed
Martin F-22 Raptor of the United States Air Force (USAF) at Langley Air Force
Base stopped flying in 2011 for 142 days [3].

In 2005, the Boing 737–300 of the Cypriot company Helios Airways hit a moun-
tain northeast of Athens. One hundred and twenty one passengers and crew were
killed and the cause was because the aircraft had not been pressurized causing every-
one present to be unconscious due to hypoxia. For lack of fuel, the flight hit the Greek
mountains, after almost three hours of flight.

In May and June 2017, F-35As fighters were canceled at Luke Air Force Base
due to five incidents related to hypoxia.

3 Fundamentation

Oxygen is one of the most important components needed for the maintenance of life.
The inadequate amount of oxygen to the tissues is called hypoxia. Man is highly
sensitive and vulnerable to the effects of oxygen deprivation, and severe hypoxia
often results in major bodily functions problems, leading to death in some cases [4].

When the human being goes to the air space, it is necessary that he take with
him a part of the atmosphere that surrounds him to the level of the sea. This equates
to a mini habitat that allows it to survive and overcome physiological barriers that
otherwise could not be overcome [1].

3.1 Hypoxia

Hypoxia can be defined as a low concentration of oxygen in the tissues. This low
concentration is capable of causing various flaws in the physiological functions of
humans. It has an insidious installation feature [5].

Hypoxia has four variations: hypoxic hypoxia (hypobaric), hypemic hypoxia (ane-
mic), stagnant hypoxia (circulation deficit) and histotoxic hypoxia (poisoning) [5].

Hypoxic hypoxia (hypobaric). Poor supply of oxygen will result in lack of
oxygen—O2 in the tissues. Insufficient oxygenation of the blood in the lungs, and
may be caused by the reduction of oxygen partial pressure in the inspired air (alti-
tude), airway obstruction (asthma) or ventilation/perfusion defect (pneumonia). It
represents the most common form of hypoxia found at altitude [5].

Hypemic hypoxia (anemic). Deficiency of transporting O2 to tissues through the
blood. The most common causes are: significant blood loss, carbon monoxide poi-
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soning, anemia, generalized or localized circulatory deficiency (peripheral, cerebral,
coronary vessels) [5].

Stagnant hypoxia (deficit in circulation). Due to poor circulation, O2 deficiency
occurs in the body. They can also be caused by G-charges, blood vessel occlusion,
arterial spasm, venous congestion, and the period of positive breathing.

Histotoxic hypoxia (poisoning). The inability of tissues to use O2 available.
Reduction of the cellular metabolic capacity for the use of oxygen. Caused by:
carbon monoxide poisoning, cyanide, alcohol ingestion and narcotics [5].

As man ascended at ever higher altitudes, using aviation, there was a need to
understand the effects of altitude and low pressures on the human body. Tables 1 and
2 below show the barometric and oxygen pressures at different altitudes.

Tables 1 and 2 above show barometric pressures at different altitudes. At sea
level, i.e. 0/0, the barometric pressure is 760 mmHg. At 15250 m altitude, the baro-
metric pressure is only 87 mmHg. This reduction of barometric pressure motivates
all hypoxia problems at high altitudes. Therefore the partial pressure of the oxygen
(PO2) reduces proportionally with the decrease of the barometric pressure.

From 3657 m, one may note some effects related to hypoxia for people breath-
ing air. They are: drowsiness, lassitude, muscular and mental fatigue, sometimes

Table 1 Effects of acute exposure to low atmospheric pressures on concentrations in alveolar gas
and natural oxygen saturation

Breathing Air

Altitude
(m/ft)

Barometric
pressure
(mmHg)

PO2 in the
air (mmHg)

PCO2 in the
alveoli
(mmHg)

PO2 in the
alveoli
(mmHg)

Saturation of
arterial
oxygen(%)

0/0 760 159 40 104 97

3050/10,000 523 110 36 67 90

6100/20,000 349 73 24 40 73

9150/30,000 226 47 24 18 24

12,200/40,000 141 29 – – –

15,250/50,000 87 18 – – –

Table 2 Effects of acute exposure to low atmospheric pressures on concentrations in alveolar gas
and blood oxygen saturation
Breathing pure oxygen

Altitude (m/ft) Barometric
pressure
(mmHg)

PCO2 in the
alveoli (mmHg)

PO2 in the
alveoli (mmHg)

Saturation of
arterial oxygen
(%)

0/0 760 40 673 100
3050/10,000 523 40 436 100
6100/20,000 349 40 262 100
9150/30,000 226 40 139 99
12,200/40,000 141 36 58 84
15,250/50,000 87 24 16 15
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headache, occasionally nausea and sometimes euphoria. The reactions progressively
evolve when it is above 5486 m, causing the person to have muscle tremors and
seizures. The last stage for non-acclimated persons would be above 7010 m, which
would cause coma and soon after death [5].

Decreased mental proficiency is one of the most important effects of hypoxia,
since it hinders memory, movement, and judgment. For example, if an unacclimated
pilot remains at 4572 m over a period of 1 h, his mental proficiency will be reduced
by about 50% from normal [5].

3.2 Hypobaric Chamber

The hypobaric chamber training has been used as a way of demonstrating the effects
of hypoxia on pilots. Hypobaric chamber training demonstrates rapid decompression
by breathing 100% oxygen from a demand regulator and mask. Once at altitude,
this mask is removed and the ambient air is breathed until hypoxic symptoms are
demonstrated. The results of the present analysis show that hypoxia is more likely
to occur in training or in the combat environment where mask removal is a more
natural and potentially dangerous maneuver. In this aircraft, hypoxia occurs in most
cases with the mask [2].

In Brazil, there is only one Hypobaric Chamber focused on this purpose. It is
present at the Institute of Aerospace Medical Brigadeiro Roberto Teixeira—IMAE,
located in the complex of theUniversity of theAir Force—UNIFA, Rio de Janeiro-RJ
(Fig. 1).

Fig. 1 Hypobaric Chamber, IMAE-RJ



256 R. F. de Mattos and R. B. Quirino

Table 3 Cell rest potential Cell restore potential

Type Resting potential (mV)

Muscle cell Approximately −90 mV

Nervous cell Between −80 and 40 mV

Epithelial cell Approximately −50 mV

3.3 Physiological Data

For the studywill be used the signals from the synapses, since the lack of oxygen in the
tissues and blood will cause a direct reaction to the process of synapse formation and
thus will not provide the signal for muscle activation. The research aims to compare
these two variables (hypoxia and synapses) and thus create a standard coding to
understand how the lack of oxygen reacts in the body at the cellular level.

3.4 The Cell Restore Potential

The value of the membrane resting potential varies from cell to cell. The table below
shows the value of the resting potential of some cell types (Table 3).

Because of this potential difference in cells, a flow of electrical current between
cells may occur. If he had not, the skeletal muscles could not contract, nor could the
nerves transmit impulses. All this happens because the inside of the cell is not in
ionic equilibrium with the extracellular medium, because if it were, there would be
no membrane potential. When ions are predominantly extracellular, the cell is not
in equilibrium with the extracellular medium, while others will be predominantly
intracellular [6].

3.5 Sodium-Potassium Pump

Na/K-ATPase pumps are cell membrane proteins that, in the presence of the energy
released by the breakdown of ATP in ADP+ P, send three sodium ions out of the cell
and two potassium ions in. They work to restore the original concentrations when
sodium inlet and potassium outlet occur by physiological process of the cell or to
restore the original concentrations when sodium leaks into the cell and potassium
out. It is driven by ATP [6].

Certain physiological conditions alter the electrical potential of the membrane.
The changes are determined by the passage of ions through the membrane. The
passage of ions is related to the opening of membrane channels which, at rest, are
closed. The opening can be by alteration in the spatial configuration of the same or
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Fig. 2 Membrane potential
phases

several physical conditions (electric field relative to the membrane DDP, pH change,
mechanical stress on the membrane, temperature change, action of various chemical
substances and etc.).

3.6 Action Potential

Soon after a stimulus has triggered the action potential, it propagates through the axon
without losing its amplitude (the PA is a regenerable and active process of the cell,
which has a signalwith a fewmilliseconds, the sodium input and the successive output
of potassium sufficient to produce a voltage variation of approximately 100 mV).

To migrate information from one point to another in the nervous system, it is
necessary that the action potential be conducted along the axon. A PA initiated at one
end of an axon will propagate in a single direction, not returning through it. Because
of this they are characterized as unidirectional and called orthodromic conduction.
As the axonal membrane is excitable, the AP will propagate without decay. The
speed that the AP propagates along the axon will depend on the depolarization and
the shape that it is projected ahead of the PA [7] (Fig. 2).

4 Methodology

The data acquisition test will be performed in Hypobaric Chamber. Only pilots and
crew will be tested. The test is done superficially to the skin, through electrodes,
requiring no invasive maneuver.

To acquire the signal will be used a signal acquisition system. Data acquisition
system is the device responsible not only for the acquisition of data, but also the
manipulation of such data if necessary. The system also known as Data Acquisi-
tion—DAQ [8]. In order to have control of a data acquisition system, a Personal
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Fig. 3 Stages of data acquisition

Fig. 4 Operational
Amplifier (AOP)

Computer (PC) is present, and can be organized by several blocks of hardware. The
circuit for data acquisition will be based on 4 stages, shown in the figure below:
(Fig. 3).

The first stage will be responsible for measuring the pilot’s electrical impulses,
which are used for muscle activation. An instrumentation amplifier will be used to
acquire and compare the acquired signals. As the acquired signal is very small and
any noise can be part of the signal response. Because of this, it is necessary to use an
instrumentation AOP so that its gain is accurate and that it has good common-mode
rejection (CMRR) response. CMRR is an important characteristic of a differential
connection. Every signal that is common to the two inputs will have its amplification
reduced. In thisway, the amplifierwill amplify the signal that reallymatters and reject
the common signals. As the noise is generally equal in both inputs, the tendency is
the attenuation of this unwanted signal [9] (Fig. 4).

The second stage will receive the signal acquired, and because it is very small, it
is necessary that amplification of the same occurs. An inverter amplifier will be used
to perform this amplification. To avoid DC error displacement, the circuit will have
an AC coupling capacitor and a high pass filter. The filter will also aid in the removal
of low frequency noise (Fig. 5).

After the signal has been amplified and filtered, the third stage will be the rectifi-
cation of this signal. The rectifier used will be full wave active. Its use is present in
order to work only with a positive signal. Once the signal is rectified, the signal will
be routed to a filter for transforming the AC voltage into a DC voltage; this stage is
the preparation of the signal for the input of a microcontroller (Fig. 6).

The last stage of data acquisition is given by an amplifier and a low—pass filter,
whose purpose is to deliver a smoother signal to the microcontroller. However, since
this is an active filter, the output signal will be reversed. Due to this a further inverting
amplifier is used in order to correct the phase of the output signal of the filter PB
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Fig. 5 Active high pass
filter

Fig. 6 Active full wave rectification

Fig. 7 Low pass filter active

and with this also to allow if necessary the gain increase. From the fourth stage, the
signal is ready to be recorded and sent to the microprocessor (Figs. 7 and 8).

With the data, it will be possible to feed a database and program experimental
actions in a flight simulator, stipulating maneuvers and procedures in case of loss of
consciousness on the part of the pilot.

When the system is installed on aircraft, it will be intermediated by the Automatic
Flight Control System, commonly called Autopilot. This system used for decades
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Fig. 8 Acquisition system

helps the pilot during in-flight operations. As systems advance, aircraft already have
automatic pilots performing complex activities, such as automatic flight, performing
virtually every aspect of the flight. Through it is possible to tune in radios, fly on
standby circuits and even perform automatic landing functions [10].

The Automatic Flight Control System uses the ARINC 429 bus as the standard
for data communication. There is also the possibility of using the Ethernet type bus,
both of which traffic digital signals.

The projection of the Automatic Flight System aims to fulfill the duties of the
pilot automatically [10]. Although the complexity of the systems varies according
to the aircraft, all autopilots have the same basic functional elements. For all of this
to occur, the system must have one or more processor units, known as the autopilot
computer.

This computer receives information through the main autopilot control panel
through the digital data bus. The computer sends signals to the outputs of the ser-
vomechanisms to control the aircraft and this system is fed back to confirm the
position of the control surface.

Asmentioned above, the automaticflight systemmust performall the activities of a
human pilot, including getting acquainted with the navigational routes, continuously
monitor the parameters of the aircraft, where theAirNavigation Safety SystemBased
on Hypoxia level would be part, analyze the current situation and make decisions
about possible corrections and perform the replacement of control surfaces [10].

5 Final Remarks

This work, which was still in the experimental phase, was judged by the Research
Ethics Committee (CEP) and approved by Opinion No. 2,832,244. It is currently in
the process of using the Hypobaric Chamber at the Institute of Aerospace Medical
Brigadeiro Roberto Teixeira (IMAE) to perform the various analysis procedures in
a hypoxia situation.

The project’s perspective is that in the future, it will be able to correlate with
the aircraft’s Automatic Flight Control Systems, enabling practical application and
further enhancing flight safety (Fig. 9).
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Fig. 9 Scheme of association between systems
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Estimate of Three-Phase Distribution
Transformer Losses Through Artificial
Neural Networks

Daniel Sousa da Silva , Daniel Guzman del Rio ,
Wheidima Carneiro de Melo , Israel Gondres Torné
and Lennon Brandão Freitas do Nascimento

Abstract This article presents a study of a neural network applied to estimate losses
in core and winding of three-phase distribution network. The architecture of neural
network used was the topology Multiple Layer Perceptron and training algorithm
Levenberg-Marquard that use non-linear methods. From collate of data is create a
databasewith all selected attribute for subsequently be used on simulation of artificial
neural networks.All samples of learning are collected from transformers electric tests
of automated software of routine testing used in diverse transformers industry and
concessionaire of electric energy. The test stage represents 15% of samples, this part
represents not supervision stage of training process where is possible observe ANN
behavior after training stage (70% of samples) and validation (15% of samples).
The evaluation of neural network was made by tools Mean Square Error, Linear
Correlation Coefficient and graphic analyzer of cross-validation process. And in the
training process obtain accuracy of 80 and 96% of data samples test of a transformer
industry.

Keywords Losses · Neural network · Levenberg-Marquard · Three-phase
distribution transformer

1 Introduction

The transformer is fundamental to the electric power system because of its presence
in three supply stages of electric energy: Generation, transmission, and distribution.
[1]. In Brazil, a reflection of its importance is in the Interconnected National System
(SIN) that corresponds to the voltages of 230 to 750 kV, there as principal functions:
an electric energy transmission generated by power plants for the load centers, of
a course a integration between various elements of electric system for guarantee
stability and reliability to grid [2].
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Indeed, the transformer to be a great promoter of electric energy transmission and
distribution, its indispensable your demand on the electric energy market, including
for the next 15 years, the Brazilian consumption of electricity in the grid is expected
at the rate of 3.6% per year until 2032 [3]. Therefore, in a competitive scenario
is necessary analysis the losses associated to transformer that it is in the order of
millions of Reais annually [4, 5] and the transformer industries as consequence tend
to produce in a manner compatible, with quality, with low cost, diversified items and
delivered to a certain period [6].

In this article, it is proposed through the applications of artificial neural networks
(ANN) in transformers, estimate three-phase distribution transformers (TDT) losses,
because a reduction of transformers losses by estimating will enable a reduction
of distribution grid cost e more agility to traditional methods used in the branch
industries. Instead with a typical engineer of simulation where it is necessary a great
effort create a learning model and learn the data structure from the training data [7].

Thus, the proposal is to estimate TDT losses by using ANN, the network architec-
ture is composed by topology Multiple Layer Perceptron (MLP) learning algorithm
Levenberg Marquard (LM). The evaluation of results founds, it is used the Mean
Square Error (MSE), Linear Correlation Coefficient (R), graphic analyze and also
the comparison with industry results.

2 Three-Phase Transformers Losses

The losses in the corewhen obtained in the transformer’s industry, traditionally can be
determinate with the use of predetermined curves (W/kg) by electric characteristics
of sheet and empirical correction values [8]. However, the losses in the core are
difficult to calculate with accuracy and also calculated results are very different of
values obtained in tests [9].

As mentioned by [1, 8], Eq. 1 represents the losses in core traditionally calculated
in industries. Where kp is the empirical correction factor, M is the core weight in kg
and p is the specific losses of a sheet in W/kg.

Po = kp.p.M (1)

In meantime, Eq. 2 can be considered for the losses in the windings of High
Voltage (HT) and Low Voltage (LT) of TDT.

Pcc = ρ.
i

l.s
(2)

where ρ is the resistivity of the material, i is the current, l is the length of wire and s
is the section of wire.
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3 Artificial Neural Networks

The ANN is intelligent systems compost of parallel operation systems inspired by
biological nervous systems [10]. The great advantage of using this technique is a
reconstruction of input in a useful output [11]. This process occurs by adjusting of
synaptic weights is used in the training algorithm.

The ANN applications are toomany in different areas of knowledge, but primarily
focusing on problems related to classification and regression [12].

There too many topologies possible for RNA, however, a more commonly used
for prediction problems is theMultiple Layer Perceptron (MLP) because it’s possible
a wide range for diverse problems as your structure is compost at least 3 layers: input,
hidden and output [11].

The algorithm of learning normally used with topology MLP, it is backpropaga-
tion by gradient descending (BGD) that use optimization methods for optimization
of synaptic weights. However, a diverse modification is made to better algorithm
convergence and accuracy as backpropagation Levenberg-Marquard (BLM).

4 Methodology

The methodology proposal pretends to relate through methods and tools the input
sets of ANN with ANN output by means of the learning algorithm to be possible
to estimate TDT losses [10]. Therefore, the methods propose efficient means for
evaluation of ANN and tools to the evaluation of quantitative manner the proposed
method in function of your datasets [13].

So, the methodology uses the following steps: analyses of relevant parameters
of TD losses, analyses of ANN parameters for losses prediction, analyses of train-
ing samples and simulation, analyses of ANN performance and evaluation of ANN
application to predicate transformer losses.

5 Implementation

The first step is to select parameters to ANN inputs, it is selected two sets for TDT
losses, thus they are constituted of losses in core and winding. Initially, it is relat-
ing attributes for losses in core according to Table 1 designed conformer [14, 15],
however, certain different constructive characteristics of the core are necessary mod-
ifications, because core in [14, 15] is wound, but on this article is stacked.

The parameters selected in Table 1 correspond to core dimensions (ATRC1-
ATRC3), characteristic of silicon sheet (ATRC4-ATRC6) and rate of a volt per coil of
TDT (ATRC7). Among themain aspects correspondents to losses in the core, beyond
the core dimensions is important emphasize on construction of table the characteris-
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Table 1 The parameter for
ANN of losses in the core

Symbol Description Symbol Description

ATRC1 Diameter ATRW1 Material resistivity

ATRC2 Height of
windows core

ATRW2 Length of high
voltage wire

ATRC3 Width of windows
core

ATRW3 Length of low
voltage wire

ATRC4 Max. 1.5T
magnetics losses
in 60 Hz

ATRW4 Current of high
voltage

ATRC5 Max. 1.7T
magnetics losses
in 60 Hz

ATRW5 Current of low
voltage

ATRC6 Thickness of
silicon sheet

ATRW6 Wire cross-section
of high voltage

ATRC7 Volt/coil ATRW7 Wire cross-section
of low voltage

tic of silicon sheet, thus the conventional methods to calculate losses in core is made
by curve W/kg of sheet in function of magnetic induction that was affected by shift
due to ATRC4 and ATRC5 of Table 1 [14, 15]. In the meantime, the input parameters
for losses in the winding used the Eq. 2.

According to input parameters of ANN to losses in the core and winding, on
account of being various input and the problembe a predictionwas used the following
architecture: MLP and backpropagation by gradient descending (BDG). Since that
the objective of ANN is a prediction, it was realized a linear regression for model
creation [16]. However, was used a variation BLM of BDG as long as BLM for
ANN that owns hundreds of weights acquire faster convergence, higher precision in
training process and lower MSE [14]. Therefore, ANN topology is initially defined
with one hidden layer (initially 20 hidden neurons) and the output layer (1 neuron),
respectively, with activation function hyperbolic tangent e linear.

6 Analyses of Results

During the process was analyzed diverse alteration of initially established for opti-
mization of results. The two networks established, respectively, prediction of losses
in winding and core obtained satisfactory results that were an evaluation by means
of MSE, R and graphic analyze of performance curve of cross-validation. Figure 1
represents a performance of ANN prediction losses in the winding, it is possible that
MSE obtains typical behavior, this means decrescent behavior until low values and
find stable values. With this, obtain a value of 9.58E−05 to MSE. Also by Fig. 1, the
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Fig. 1 ANN performance of
losses in the windings with
20 neurons

Table 2 MSE and R per
neurons of ANN losses in the
winding

Neurons MSE R-
Train

R-
Valida.

R-Test R-All

5 1.7E−04 0.9628 0.9348 0.9419 0.9562

10 1.3E−04 0.9560 0.9606 0.9532 0.9562

15 1.2E−04 0.9563 0.9615 0.9524 0.9543

20 9.58E−05 0.9512 0.9801 0.9619 0.9562

25 1.0E−04 0.9530 0.9658 0.9505 0.9545

30 1.2E−04 0.9583 0.9477 0.8865 0.9406

test set has satisfactory behavior, despite presents a low difference in relation to the
training set, however, symbolize a minimum rate of underfitting.

According to Fig. 2, all sets present values R closer to 1, therefore the relation
of input set data corresponds to output values that are losses in the winding. In
addition, by means of R may be affirmed that ANN obtains adequate precision, thus
a regression straight positions itself close of an ideal line of inclination of 45°.

As a consequence of satisfying network result, it is need to verify if the neurons
numbers are ideal forANN.Thus,was elaborate a table for this analyze. The results of
Table 2 were satisfactory and because of curve graphic analyze of performance, best
results correspond to the number of 15 neurons in a hidden layer. Figure 3 represents
the performance of the network with 15 neurons. Its possible to observe in Fig. 3
there is no case of underfitting or overfitting, so this fit of the curve is appropriate to
the ANN losses in the winding.

Figure 4 represents results found of ANN of the core losses prediction. With this,
similar analyses made for ANN of core losses in winding prediction, the ANN of
losses in the core results corresponds to Fig. 4 and optimize result was found with 10
neurons in a hidden layer. In addition, it is possible to observeMSE and R in Table 3.

Established the optimum topologies of ANN, it was possible to establish the
accuracy of each network from samples test results, respectively, losses in windings
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Fig. 2 ANN R of losses in the windings with 20 neurons

Table 3 MSE and R per
neurons of ANN losses in the
core

Neurons MSE R-
Train

R-
Valida.

R-Test R-All

5 7.1E−04 0.9823 0.9766 0.9794 0.9811

10 7.3E−04 0.9820 0.9770 0.9801 0.9809

15 9.7E−04 0.9818 0.9716 0.97618 0.9793

20 8.9E−04 0.9831 0.9737 0.9795 0.9811

25 1.8E−03 0.9814 0.9447 0.9843 0.9763

30 6.3E−04 0.9814 0.9810 0.9767 0.9806
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Fig. 3 ANN performance of
losses in windings with 15
neurons

Fig. 4 ANN performance of
losses in the core with 10
neurons

and in the core, 80.15 and 96.05%. This performance could be considered by R
higher because it is shown that the estimated data are closer of expected.

After established the number of optimum neurons of each ANN, realized a sim-
ulation with real values of industry. The objective of the simulation was estimate
losses of some transformer of 75 kVA of class D and E and was compared with
yours test results after produced (Table 4). Each sample was rebooted the weights to
guarantee the ANN reach the convergence regardless of initialized synaptic weight.
The best result happened on first sample of losses in the core with error of 0.086%
and worst result happened on second sample of losses in the windings with error of
3.927%.



270 D. S. da Silva et al.

Table 4 Results of samples
test class D and E

N° Losses in the core Losses in the windings

Real Est. Err.(%) Real Est. Err(%)

1 291 290.75 0.086 1054.6 1096.10 3.927

2 292 288.45 1.212 1041.3 1095.80 5.233

3 292 290.02 0.678 1054.6 1095.72 3.898

4 291 291.67 0.229 1054.6 1095.88 3.914

5 291 292.60 0.549 1054.6 1096.37 3.960

6 291 290.64 0.124 1054.6 1095.80 3.960

7 289 291.25 0.778 1054.6 1092.48 3.591

8 290 292.60 0.896 1054.6 1095.60 3.888

9 191 198.78 4.073 974.15 975.50 0.097

10 195 198.77 0.115 974.15 976.50 0.241

7 Conclusion

According to the described methodology, it was possible to elaborate a study to
estimate the losses of TDT by of the ANN with the LM training algorithm. From
this, it was verified that it was possible to relate electrical characteristics of the TDT
with losses in the core and to propose a model for RNA.

Thus, it was possible to obtain a linear relation between the inputs of ANN with
the outputs (losses) a correlation coefficient of 95 and 98%, respectively, losses in
the core and verifying that the choice of suitable parameters for the proposed model.

The results achieved using the cross-validation were satisfactory, where accuracy
was obtained in 80% of the test samples for winding losses and 96% for core losses.
And though the simulation realized to caparison to industry values, it was to possible
to provide more confidence to ANN modeling with best results of error 0086% and
worst result of with error of 3.927%. Finally, the proposed model was adequate
despite the complexity due to the various factors that comprise TDT.
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Wheelchair Simulator Controlled
by a Brain-Computer Interface Based
on Steady State Visually Evoked
Potentials

Maycon Miranda , Guilherme V. Vargas , Sarah N. Carvalho ,
Dalton Arantes and Harlei M. A. Leite

Abstract Once unthinkable, it is now possible to record and interpret brain signals
to generate application commands through a Brain-Computer Interface (BCI). This
innovative technology of human-computer interaction brings hope to people with
severe motor disabilities to improve their quality of life and social insertion. This
study aims to analyze the feasibility of using a BCI based on Steady State Visually
Evoked Potentials (SSVEP) in the control of a wheelchair. For this purpose, a 3D
simulator of a wheelchair was developed and the user interaction was analyzed.
The results show the feasibility of controlling the wheelchair simulator by BCI-
SSVEP. However, it is still necessary to analyze the interaction performance in a
real environment and to make improvements in the BCI and in the control system to
guarantee a safer and more efficient experience to the user.

Keywords Brain-computer interface · SSVEP ·Wheelchair simulator

1 Introduction

With the exponential evolution of technology, applications previously restricted to
science-fiction movies have now become a reality, revolutionizing everything around

M. Miranda (B) · G. V. Vargas · S. N. Carvalho · H. M. A. Leite
Federal University of Ouro Preto, João Monlevade, Brazil
e-mail: maycon.miranda@aluno.ufop.edu.br

G. V. Vargas
e-mail: guilherme.vargas@aluno.ufop.edu.br

S. N. Carvalho
e-mail: sarah@ufop.edu.br

H. M. A. Leite
e-mail: harlei@ufop.edu.br

D. Arantes
University of Campinas, Campinas, Brazil
e-mail: dalton@decom.fee.unicamp.br

© Springer Nature Switzerland AG 2019
Y. Iano et al. (eds.), Proceedings of the 4th Brazilian Technology
Symposium (BTSym’18), Smart Innovation, Systems and Technologies 140,
https://doi.org/10.1007/978-3-030-16053-1_26

273

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16053-1_26&domain=pdf
http://orcid.org/0000-0002-0335-1901
http://orcid.org/0000-0002-6994-4179
http://orcid.org/0000-0003-2316-7244
http://orcid.org/0000-0002-8597-3404
http://orcid.org/0000-0001-9467-2120
mailto:maycon.miranda@aluno.ufop.edu.br
mailto:guilherme.vargas@aluno.ufop.edu.br
mailto:sarah@ufop.edu.br
mailto:harlei@ufop.edu.br
mailto:dalton@decom.fee.unicamp.br
https://doi.org/10.1007/978-3-030-16053-1_26


274 M. Miranda et al.

us. Brain Computer Interface (BCI) system is such an example of “futuristic” tech-
nology that attracts the curiosity of people, since it brings to reality the dream of
direct communication between user and computer through brain signals.

Since the development of the first BCI system by Dr. Grey Walter in 1964 [4],
who implanted an electrode directly into the brain of a patient during neurosurgery,
allowing him to shift slides in a projector, to the current BCI systems which are
applied in the control of prostheses and electronic games, many challenges have been
conquered. However, this interaction technology is still restricted to research labora-
tories, being the motivation for countless research projects in different areas. These
efforts range from basic understanding of the human brain, in medicine, through
computation, physics and engineering, in the improvement of acquisition techniques
and algorithms for brain signal processing.

BCI systems have been primarily devoted to applications for userswith disabilities
that cannot manipulate the conventional interaction media, such as mouse, keyboard
and joysticks. The wheelchair controlled by BCI systems is certainly an example of
application that may be crucial for these users. However, it is a critical application,
since for example it involves the physical integrity of the user in collision situations.
Therefore, as BCI systems are still under development, with unexpected behavior
mainly due to failures in brain signal interpretation, the control of a wheelchair
by BCI is still a challenge. In the present study we present a wheelchair simulator
and analyze the viability of its control by a BCI-SSVEP system, without the need of
building a real automatic wheelchair and exposing the user to risks in the preliminary
tests.

1.1 Brain-Computer Interface

Brain-Computer Interface is a system that acquires brain signals and interprets them
to generate control signals. ABCI usually consists of five steps: (i) signal acquisition,
(ii) digital analog conversion, (iii) feature extraction, (iv) feature translation and (v)
device output, as shown in Fig. 1.

The signal acquisition consists basically in the recording of the electrical activity
of the brain through electrodes. The acquired signal is amplified, filtered, digitized
and sent to the signal processing module, which performs feature extraction that will
be related to application commands.

1.2 BCI Based on SSVEP

A BCI system can be exogenous or endogenous. Exogenous BCI depends on the
user’s brain response caused by external stimuli, while endogenous BCI does not
require any kind of external stimulus, depending only on the user’s ability to control
his/her cognitive activity through concentration.
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Fig. 1 A typical BCI system

Fig. 2 SSVEP response at 12 Hz. a time domain and b frequency domain [5]

In the present study we work with the exogenous BCI based on Steady State
Visually EvokedPotentials. This approach explores the evoked potential that emerges
in the visual cortex of a subject exposed to a visual stimulus that flickers on a given
frequency.

Figure 2 shows a typical brain signal recorded by electroencephalography (EEG)
in the time and frequency domains for a user exposed to a visual stimulus flickering
at 12 Hz. In both cases it is possible to note the presence of Gaussian and impulsive
noises due to artifacts and interferences. Also, in the frequency domain we can
observe a power spectral density peak at the evoked frequency (12 Hz). The signal
was registered at Oz position (standard 10–10) during 12 s.

Generally, BCI-SSVEP has an interface with several stimuli, each scintillating
at a well-known frequency and associated with a given command to be sent to the
application.
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2 Wheelchair Controlled by BCI

BCI-controlled wheelchair research has not yet been matured sufficiently to be com-
mercially available. There are still several challenges to be overcome, all of which
have to be addressed before ensuring the security and reliability of these systems.

Leeb et al. [6] demonstrated that a tetraplegic can control a wheelchair in virtual
reality (VR) by brain waves. The brain signal was acquired through EEG and the
control was obtained from the motor imagery (MI). The participants of this study
achieved a good performance, motivating additional studies in a real environment.

Rebsamen et al. [7] developed awheelchair controlled by aBCI system that detects
P300 waves. Movement occurs when the user selects the destination they want from
a list of predefined locations. The experiments were performed with healthy users.
The results demonstrated the efficiency of this strategy.

Zhang et al. [8] proposed that the control of wheelchair controlled by BCI system
should be aided by automated navigation techniques. Its control system consists of
selectingwaypoints in the environment. The selection is performed bymotor imagery
(MI) or P300. This approach reduced mental fatigue significantly.

The greatest challenge in wheelchair control using BCI systems is the system
hit rate, since countless variables can affect performance, such as user distraction,
electromagnetic waves that cause interference to the electrodes and the acquisition
equipments, physiological artifacts, among others. Despite the effort to minimize the
impact of these variables, there is still no solution that always correctly identifies the
user’s intention. However, based on the progress achieved so far, there will certainly
be a time when BCI systems will be robust enough to control critical applications
such as automatic wheelchairs.

2.1 Wheelchair Simulator

Due to the instability of BCI systems, we present a wheelchair simulator controlled
byBCI-SSVEP that avoids collision through a set of proximity sensors. The objective
of the simulator is to train new users without being exposed to the risks of a training
involving a real wheelchair.

The simulator was developed in Unity3D and offers a first-person view, making
the experience closer to the real one. Themovement of the wheelchair occurs through
three visual stimuli in the square format that flicker at the frequencies 6 Hz (turn left),
10 Hz (turn right) and 15 Hz (up) displayed in the Heads-Up Display (HUD) of the
simulator, as shown in Fig. 3a.

The user’s goal is to control the wheelchair, starting from the blue cube at the
bottom of the square to the orange cylinder, located at the top of the square, as
shown in Fig. 3b. The region in gray represents the hunt, where it is possible to move
around. The blue region in the center of the square, as well as the green areas, are
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Fig. 3 a Wheelchair simulator. b Top view of the scenario used in the simulation

not accessible to the wheelchair. Finally, the brown rectangles represent the banks
of the square.

When the user focuses on the left or right stimulus, thewheelchair rotates 15° to the
respective side andwhen the user focuses on the up stimulus, thewheelchair advances
2 meters. Movements are performed only if the sensors fixed in the wheelchair do
not indicate any obstacles. Figure 4 shows the position and reach monitored by the
sensors. The front sensors that reach 2 meters are only activated when the user wants
to move forward. The other sensors are used to verify collision, when the user wishes
to rotate the wheelchair.

The online BCI-SSVEP used was developed by a group of researchers from the
School of Electrical and Computer Engineering (FEEC) at the State University of
Campinas (UNICAMP) [2]. The brain signalwas recorded at 256HzbyEEGusing 16
dry electrodes and a biopotential amplifier (gUSBamp). The digital signal processing
consisted of a spatial filtering by the CAR (Common Average Reference) method
[3]. The features were extracted by Fast Fourier Transform (FFT) using windows of
4 s and discriminated by a linear classifier based on the least squares method [1].

3 Results

A healthy male participant with no previous BCI application control experience
participated in the experiment. The participant was adequately informed about the
research and the experimental protocol and signed the consent form approved by the
Ethics Committee of the University of Campinas (n. 791/2010).

Figure 5 shows the path traveled by the user (yellow line), starting from the
initial position delimited by the square in the lower region of the scenario, to the
final position delimited by the cylinder at the top of the scenario, in two attempts.
Additionally, the blue line projects the ideal path using the fewest steps to achieve
the goal.
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Fig. 4 Position of proximity sensors

Fig. 5 Path traversed by the wheelchair. a First attempt and b Second attempt
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In the first attempt, Fig. 5a, the user issued 59 commands through the BCI system,
while on the second attempt, in Fig. 5b, the user issued 124 commands due to errors
in the trajectory caused probably by the loss of concentration of the volunteer or due
to errors in the classification system.

Through this experiment it was possible to observe that the misinterpretation
of user intention can influence considerably the experience of wheelchair use. At
times when the chair moved in a direction not desired by the user, it was possible to
visualize signs of frustration, through limb movements and deep breathing. In a real
scenario, therefore, in which the chair is controlled by a disabled person, failures in
the interpretation of the user’s intention may expose the user to danger, both due to
accidents involving the wheelchair and increased stress.

Obstacle sensors have shown promise in increasing the level of safety of the
wheelchair. Even in situations where the chair moved in a direction not desired by the
user, at no time therewas collisionwith elements of the scenario. However, additional
studies involving a real chair should be performed, since the sensors inaccuracies are
non-existent in the simulation, not corresponding to real sensors.

The signal processing techniques configured in the BCI system proved to be
satisfactory. A larger study involving new signal processing techniques is desirable.
However, it is important to note that the configuration of the BCI system used in the
experiment of this work is widely known and has been used in other works, such as
[1, 2].

4 Conclusion

In the experiments carried out in the present work, it was possible to observe that
the control of a wheelchair by means of a BCI system based on SSVEP is possible,
although new achievements are still necessary in order to improve control robustness
and efficiency.

Despite the numerous research works that seek to improve the accuracy of the
BCI systems, they are still in the development phase, being very sensitive to numer-
ous environmental variables and also to variables resulting from the physiological
system. These variables can degrade performance considerably and therefore hinder
the quality of interaction.

The popularization of BCI systems, as a form of human-computer interaction, still
depends on evolutions that would make it possible to identify and correct possible
misinterpretations of the brain signal, therefore avoiding the generation of unwanted
commands that impairs communication efficiency.

Finally, this work shows that the current state of BCI systems already allows a
demonstration of the potential of this interaction medium. However, there is still a
long way forward with challenges to be overcome before they leave the research
laboratories and enter the life of people who need this type of interaction device.
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A Static Hand Gesture Recognition
for Peruvian Sign Language Using Digital
Image Processing and Deep Learning

Cristian Lazo , Zaid Sanchez and Christian del Carpio

Abstract The work consists in recognizing the gestures of the alphabet in Peruvian
sign language using techniques of digital image processing and a model of Deep
Learning (CNN). Image processing techniques are used for segmentation and track-
ing of the hand of the person making the gestures. Once the image of the segmented
hand is used, a CNN classification model is used to be able to recognize the ges-
ture. The image processing and CNN algorithms were implemented in the Python
programming language. The database used was 23,000 images divided into 70% for
training, 15% for testing and 15% for validation. Likewise, said data corresponds to
1000 images for each non-mobile gesture of the alphabet. The results obtained for the
precision of the classifier were 99.89, 99.88 and 99.85% for the data of training, test
and validation respectively. In the case of the Log Loss parameter, 0.0132, 0.0036,
and 0.0107 were obtained for the training, testing and validation data, respectively.

Keywords Static hand gesture ·Digital image processing ·Deep learning · Python

1 Introduction

Sign language communication is an important means of communication that allows
people with hearing difficulties to be understood. Inclusion through technological
advancement is the main motivation of this project to facilitate daily tasks and even
in the world of work for those with a disability. A clear example of this problem
is that of a deaf worker who must communicate face to face with his client. The
sign language may differ in each country, for this reason it is intended to generate a
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system of recognition of the Peruvian Sign Language, and be able to help people to
communicate easily.

Thework consists of twoparts, thefirst part is the imageprocessing that locates and
segments the hand for later classification and the second part is a classifying model
based on a Deep Learning technique, convolutional neural networks (CNN), which
is used in the recognition of non-mobile gestures. The algorithms were implemented
in Python [1] and the OpenCV [2] and Keras [3] libraries were used.

2 Proposed Method

The block diagram of the proposed algorithm is showed in Fig. 1.

2.1 Image Acquisition

The image is obtained through a webcam, in a RGB color model, with a resolution
of 720 × 480 pixels.

2.2 Background Substraction

First, the reference image of what the background will be (without the object of
interest) is obtained and 5 s later (time for the person to raise their hand), another
image is taken with the object of interest (hand). The reference image is expressed
as I1(x, y), and the image with the object of interest is represented as I2(x, y). In

Fig. 1 Proposed method flowchart
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(a) Reference Image (b) Image with the object of interest

Fig. 2 Image acquisition

Fig. 3 Image I3(x, y)

Fig. 2a the background image is shown and in Fig. 2b the image with the object of
interest is shown.

Secondly, in order to eliminate the background, each of the pixels of the 2 images
and their 8 close neighbors (Eq. 1) are compare. When they are the same, that pixel
becomes zero otherwise, it stays with its original values. This technique is very
effective because the background image is static while the one with the object of
interest is differentiated by the hand and its movements. The result of this operation
is shown in Fig. 3.

I3(x, y) =
{
I2(x, y) N8(p) �= N8(q)

0 N8(p) = N8(q)
(1)
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In Eq. (1), we denoted as N8(p) and N8(q) to the 8 neighboring (Eq. 2) pixels
corresponding to the pixel p of coordinates (x, y) that belongs to the image I1(x, y)
and the pixel q of coordinates (x, y) that belongs to the image I2(x, y).

(x − 1, y − 1), (x − 1, y), (x − 1, y + 1), (x, y − 1),

(x, y + 1), (x + 1, y − 1), (x + 1, y), (x + 1, y + 1) (2)

2.3 Object Segmentation

In the previous process much of the background of the image was removed, however,
thj9imnhk b1ykokkis removal is not total, because it is only possible if both images
I1(x, y) and I2(x, y), are in the same position and there are no new objects.

In order to completely segment the object of interest, the S component of the HSV
color model is obtained, for this, the image I3(x, y) is transformed from the RGB
color model to the HSV color model (image I4(x, y)).

The first step to move from one color model to another is to separate the primary
components of I3(x, y). In this sense, componentR is expressed as I3R(x, y), compo-
nent G is expressed as I3G(x, y) and component B is expressed as I3B(x, y). Using
equations Eqs. (3) and (4) the S component of the HSV color model is obtained.
Figure 4 shows image I4s(x, y).

MI N = min(I3R(x, y), I3G(x, y), I3B(x, y))

MAX = max(I3R(x, y), I3G(x, y), I3B(x, y)) (3)

I4S(x, y) =
{
1 − MIN

MAX , otherwise
0, MAX = 0

(4)

Fig. 4 Component S of the
image, I4S(x, y)
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Fig. 5 Binary image
IB(x, y)

Once the S component of the HSV color model is obtained, Eq. 5 is applied to
obtain the binary image IB(x, y) as shown in Fig. 5. The threshold values were
obtained from the multiple tests that were performed.

IB(x, y) =
{
1, 0.24 ≤ I4S(x, y) ≤ 1
0, otherwise

(5)

In order to provide solidity to the segmented object, the morphological opening
process Eq. 7 is applied, with a structural element EE shown in Eq. 6.

EE =
0 1 0
1 1 1
0 1 0

(6)

IB1 = IB ◦ EE (7)

where IB and IB1 constitute the matrices that represent the images IB(x, y) and
IB1(x, y) respectively. The symbol “◦” indicates the operation of the morphological
opening process [4]. The result of this process is shown in Fig. 6.

2.4 Descriptor Extraction

Once the image IB1(x, y) is obtained, the descriptors are calculated to identify the
hand, this is achieved thanks to its unique characteristics such as fingers and palm.
First, the entire contour of the image is extracted and the thinnest areas are searched
to characterize the fingers and the largest area to identify the palm. Once the fingers
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Fig. 6 Image after the morphological process IB1

(a) Descriptors of the hand in the bi-
narized image

(b) Descriptors in the image in RGB.

Fig. 7 Calculation of descriptors

and palm are identified, markers are placed on each of them. Circle for the palm and
lines for the fingers. The result is shown in Fig. 7.

2.5 Region Of Interest Extraction

Once the object of interest (hand) has been identified within the image, the object
is extracted. In this case, the hand is tracked using the descriptors obtained in the
previous step to identify it and thus only obtain this area. The area obtained is shown
in Fig. 8. The image of the extracted hand is defined as IM(x, y).
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(a) Selection of the region of interest (b) Binarized image of
the region of interest.

Fig. 8 Obtention of the area of interest

3 Gesture Recognition

In this stage, the first step is to resize by interpolation [4] the image IM(x, y), to an
image IM1(x, y) of 128 × 128 pixels. Next, a Convolutional Network (CNN) was
used for the gesture recognition process, the network model used is shown in Fig. 9.

The CNN architecture consists of 2 convolutional layers, 2 maximum grouping
layers where the output maps of the last layer are sampled at 1 pixel per map,
resulting in a 1 × 30,752 feature (fully connected layer) to then get the 1 × 23
classification vector and finally use an activation function (softmax) to classify. The
total data used consists of 23,000 images, corresponding to 23 non-mobile signs,
divided into training group (70%), test group (15%) and validation group (15%)
randomly selected. The signs are shown in Fig. 10.

Fig. 9 Configuration of the architecture used in the classification algorithm
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Fig. 10 Worked signs of the Peruvian sign language alphabet

4 Results

The results obtained for the proposed recognition algorithm for the validation data
(3450 images) are shown in Table 1, which indicates the number of hits and errors by
sign. For the validation data an accuracy of 99.85% was achieved. Figure 11a shows
the accuracy obtained by the classifier in 10 training epochs for training and testing
data, reaching 99.89 and 99.88% respectively. Figure 11b shows the performance
of the classifier, which uses the loss function (categorical cross entropy) [5]. The
classifier is most efficient when the performance index converges to zero. In this case,
for 10 training periods, 0.0132 and 0.0036 were obtained for the training and testing
data, respectively. The performance of the validation data obtained was 0.0107.

5 Conclusions

The proposed algorithm is robust enough to learn 23 non-mobile gestures with an
error rate of 0.15%.
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Table 1 Results of recognized signs

Sign Number of
correct detections

Number of
incorrect
detections

Sign Number of
correct detections

Number of
incorrect
detections

A 132 0 N 144 0

B 146 0 O 165 0

C 171 0 P 154 0

D 139 0 Q 140 0

E 150 0 R 150 1

F 147 1 S 137 0

G 130 0 T 129 0

H 141 0 U 174 1

I 154 0 V 161 0

K 155 0 W 159 2

L 166 0 X 139 0

M 162 0 – – –

(a) Classifier Accuracy (b) Classifier performance

Fig. 11 Classifier training

The joint use of digital image processing and convolutional neural networks
improves classifier performance. Also, the use of a large database helps in the accu-
racy of the convolutional neural network.

Finally, the use of free software was taken into consideration so that the developed
system is accessible and has no restrictions on use.



290 C. Lazo et al.

References

1. Python Software Foundation: Python 2.x Docs, https://www.python.org/downloads/. Last
Accessed 27 Feb 2018

2. Mordvintsev A., Abid, K.: OpenCV-Python Tutorials. https://opencv-pythontutroals.readthe
docs.io/en/latest/py_tutorials/py_tutorials.html. Last Accessed 30 Sep 2018

3. Keras: The Python Deep Learning library. https://keras.io/. Last Accessed 30 Sep 2018
4. Gonzalez, R.C, Woods, R.E.: Digital Image Processing Second Edition, Pearson Education,

New Jersey (2002). ISBN 978-0201180756
5. Goodfellow, I., Bengio, Y., Courville, A.: Deep Learning, MIT Press (2016)

https://www.python.org/downloads/
https://opencv-pythontutroals.readthedocs.io/en/latest/py_tutorials/py_tutorials.html
https://keras.io/


Performance Comparison between
a Single-Phase Bidirectional Converter
Connected to the Grid Using PI and
Fuzzy Controllers

Reginey Azevedo Barbosa and Durval de Almeida Souza

Abstract This paper compares the control of a bidirectional converter connected to
the grid using two different controllers: the conventional PI controller and a fuzzy
controller. The approach is done by detailing the design of the fuzzy controller,
indicating the inputs and outputs, pertinence functions, and inference rules. The per-
formance of the controllers is evaluated based on simulations using Simulink/Matlab,
so that the output current of the drive follows a given reference. This reference goes
through changes, thus the transient behavior for each case can be studied. In the con-
clusion of this paper a quantitative and comparative comparison is done, in which
the observed advantages of each controller analyzed are highlighted.

Keywords Bidirectional converter · Fuzzy · PI controller · Microgrid

1 Introduction

The climatic variations have worried environmentalists and stimulated technological
advances which aim at preserving the environment and replacing technologies that
affect the ecosystem. In this context, investments in technologies involving clean
and renewable generation that imply lower environmental costs have been growing
considerably, with high performance in response to requests from the energy supply
system [1].

With the strengthening of research in the renewable energy sources field, the
concept of distributed generation emerged. This term exemplifies a smaller form
of generation compared to traditional (hydroelectric) power plants and can be con-
nected at various points in the electrical system, either in transmission or distribution
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[1]. In light of this, the concept of microgrids emerges as a way of inserting the dis-
tributed generation into the existing electrical system, while promoting the control
and management of locally generated energy.

The microgrids are composed by generating units and loads of electronic com-
ponents that treat the energy generated and consumed. They also have tools that can
control all the data generated on the electrical grid, in order to adapt the variables
involved such as bus voltage, voltage, output frequency and current, power flow
and other parameters depending on the operations topology and form. Thus, this
paper has as main focus the study of the bidirectional converter control in the single
phase, which interfaces with the utility grid. There are international standards that
establish tolerable minimum values for signal disturbance, such as harmonic voltage
variation and distortion of the output wave, which should serve as parameters for
performance analysis of the system and the designed controller. According to [2],
a Proportional Integral Controller (PI) can fulfill some requirements established, as
response speed and overshoot, however in some situations imposed to the microgrid,
such as a non-linear load, this controller presents a slow and unsatisfactory response.

2 Microgrid

Microgrid is understood by the grouping of loads and energy sources which form a
subsystem in a self-sufficientway andwithout damaging the grid [3]. A very common
microgrid is usually composed of a renewable source, the MPPT converter, the DC
bus and a bidirectional converter for grid integration, as shown in Fig. 1.

The MPPT tracks the maximum power point to improve the efficiency of the
PV panel in order to extract the maximum power from the panels. The DC bus is
where the DC loads are connected and the bidirectional converter is connected to the
distribution grid, which must control and manage the energy consumed and injected
into the grid.

The integration between the DC bus and the main grid is carried out by means of
a bidirectional converter that has the function of regulating the voltage of the DC bus
through the control of the power flow. The voltage of the bus varies in a range that

Fig. 1 Typical topology of a single microgrid
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allows the flow control according to the need of consumption and generation, doing
the energy management [4].

Studies focused on integrations about microgrids deal with the following aspects:
equipment architecture design for the system optimization; power flow control; pro-
tection and quality of energy and system-oriented modeling of power converters.

The need for control to make it possible to connect an energy generation system
to the utility grid is prominent, since it needs to be in sync with the network to be
connected, respecting the maximum tolerances allowed by the Brazilian Electricity
Regulatory Agency. With this, the scientific community concentrates research on
converter topologies and control algorithms to ensure energy quality, efficiency and
reliability.

2.1 Microgrid Operation Mode

The microgrids can operate either interconnected with the medium voltage distribu-
tion network or isolated from the medium voltage network [4]. The operation form
depends on the situation or planning in which the microgrid was given, and may be
presented in the following ways:

– Normal mode: Microgrid is interconnected to the conventional grid, feeds local
loads and can inject or consume power from the grid to which it is connected,
exporting the surplus produced or absorbing the deficit needed to supply the entire
load.

– Emergency mode: it happens if some disturbance or upstream fault occurs and the
protection system acts to open the circuit, or even in a planned situation that leaves
the microgrid running isolated from the conventional network (islanding).

2.2 Microgrids Topologies

The topologies of the microgrids can present different equipment depending on their
type, which can be differentiated as direct current (DC) and alternating current (AC)
microgrids.

In general, the microgrid concept can be applied to the residential power system
at low power level (10–100 kW) [6]. Figure2 (left) shows an AC microgrid (or
AC nanogrid) architecture. These microgrids combined with computerized meters,
communications and remote control could become blocks that come to build a smart
grid.

Since the microgrids are dynamically separated from the rest of the grid, the
advantages presented by the DC microgrid promote the idea that in the future the
construction of electrical systems could be based on microgrids like these, as shown
in Fig. 2 (right). In comparison to an AC microgrid, a DC microgrid offers many
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Fig. 2 Topology microgrid AC (left) and CC (right)

advantages, starting with fewer power converters, greater overall system efficiency
and easier interface of renewable energy sources for a DC system. There aren’t con-
cerns about grid frequency values and reactive power issues, reducingAC losses. Fur-
thermore, the electronic equipments, LED lighting and variable speed drive motors
can be more conveniently powered by DC sources [6].

There are several factors that enhance the use of DC systems rather than AC
systems. Its possible to mention:

– Many forms of renewable energy generation are already suitable for this system,
such as photovoltaics, fuel cells and energy storage system with batteries;

– Most residential and building loads are DC ones;
– The integration of electric vehicles into the system will increase consumption
through battery chargers in the form of direct current;

– TheDC system becomesmore efficient because there is no reactive energy present;
– The system as awhole has a smaller number of power converters, avoiding losses in
the AC-DC andDC-AC conversion; Each component of themicrogrid has its func-
tion which they must perform satisfactorily in order to improve the characteristics
of the microgrid and the system altogether. Efficiency, reliability and performance
depend on the performance of each of these components.

2.3 Control of the Microgrid Power Elements

The importance of microgrid management and control is justified by the need to
maintain power balance between generating sources, energy storage devices and
loads, as well as adding features that optimize the system. Microgrids must have
power flow control and the bus voltage must be kept within a certain range so that
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it operates in a stable way without compromising the loads or even the system in
which it is connected [3].

3 Studied System

The system to be evaluated consists of a complete bridge converter, capable of drain-
ing the current flow from the DC link to the grid, and in the opposite direction.
The DC link was modeled as a fixed DC current source at 400V, while the power
grid is an alternating source of 127V, 60Hz. There is an RLC output filter, which
also models the intrinsic resistance of the components. Figure3 illustrates the model
converter in Simulink’s SimPowerSystems Toolbox. It is intended to evaluate the
tracking capability of a reference sinusoid given by a conventional PI-type controller
and a Fuzzy controller, the results obtained are compared through simulation using
Matlab/Simulink. There is a voltage sensor in the network from which the sinusoidal
reference current will be extracted so that it will be in phase with the voltage (or
180◦ out of phase). The current sensor in the inductor measures the output current
and compares it with the reference sinusoid, fromwhere the error which is processed
by the controller is calculated and then the decision making is given by the designed
control rules.

In order to study the behavior of the controller during transient periods, the ref-
erence voltage value will be constantly modified. These modifications are strategic
and will be described in the Results and Discussions topic.

Fig. 3 Modeled converter in SimPowerSystem
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4 Projected Fuzzy Controller

In this section, the proposed controller will be described. The controller is based on
the artificial intelligence technique of fuzzy controllers. The controller has as input
the error values of the inductor current in relation to the reference current and its
rate of change. These two inputs are fuzzyfied, transforming each of them into seven
triangular memberships, named: NG, NM, NP, NU, PP, PM, PG, according to Fig. 4.

The membership functions can receive values from zero to one and are distributed
within a range of −1 to 1. The rule basis is made with the logic “If Error and
VarErr then D” in which the output D, control signal which goes to the Pulse Width
Modulation (PWM), is related to the mentioned inputs. The elaborate rule basis is
shown in Table1.

The output signal is defined in a similar way to the inputs, containing seven
functions of triangular pertinence, with names resembling those of input variables,
but distributed in the range of −1.2 to +1.2. The defuzzification occurs through the
bisect method, available in the Matlab ToolBox.

Fig. 4 Assignment functions assigned to inputs

Table 1 Rulles base of fuzzy controller

Error

NG NM NP NT PP PM PG

�Error NG NG NG NG NM PP PM PG

NM NG NG NG NP PP PM PG

NP NG NG NG NP PM PM PG

NT NG NG NM NT PM PG PG

PP NG NM NM PP PG PG PG

PM NG NM NP PP PG PG PG

PG NG NM NP PM PG PG PG
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5 Results and Discussions

The simulationswere performedwith the purpose of evaluating the transient response
for two types of controllers: fuzzy and conventional PI. In order to evaluate the
transient behavior of the output current with reference changes, strategic points that
could present different responses were chosen, such as the crest, the valley, the zero
and some intermediate points of the reference sinusoid.

In the first moment, only the behavior of the inverter in steady state was analyzed
for the two types of controllers designed. Then, the controller was tested when there
is a change in the drives power flow. Finally, the simulation was carried as a means
to analyze the converters behavior when there is variation of the reference intensity,
as described in the sequence.

5.1 PI Controller

The first phase of the study consisted in evaluating the performance of the PI con-
troller on steady-state. In order to do so, it was tested the case in which there would
be no load variation in the converter, so ability of this controller to trace the reference
sinusoid could be observed. In this way, the behavior of the error in permanent and
transient state was observed when a reference signal in phase with the voltage was
applied. Figure5 shows the result obtained for such simulation.

Its possible to notice that the output has an initial transient state that goes up to
about 2 ms, when it reaches the regime considered permanent. The transient regime
presents a high error, which starts negative at 3.86A, but reaches the steady-state
without oscillating. On the other hand, the steady-state error is very small, around
0.05A and oscillates symmetrically around zero during all simulation time, as shown
in Fig. 5.

For the test with load flow inversion, the simulation was done as previously men-
tioned, so that there could be observed several possible situations. Figure8 shows the

Fig. 5 Simulation for continuous regime analysis, PI control
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response of these situations to the PI controller. Observing the figure, it can be seen
that the characteristics of the transient are relative to the position where the power
flux inversion in the sinusoid occurred. When this transition is at zero the error is
very small, about 0.124A and a transient duration time is 1.5ms. However, the error
in the transient state is greater when the power flux inversion occurs at the crest or in
the valley, reaching a value of 2.02A, presenting a transient duration time of about
3.5ms. The graph of the error is shown in Fig. 6.

The next test was done by increasing and reducing the power demand, and simi-
larly, the analyseswere done in several conditions, someofwhich aremore significant
here. Table2 shows the variations of the correlation in percentage in relation to the
previous value and the time in which the current was changed.

Figure7 shows the reference current, Iref, and the output current in the inductor,
ILg. In this figure it can be observed the behavior of the current in the inductor, which

Fig. 6 Simulation for flow inversion analysis, PI control

Table 2 Variation of reference current and instant of variation

Instant 1 2 3 4 5 6

Time (ms) 25 75 120 172 206 240

Variation
(%)

+25 −50 +25 −50 100 −90

Fig. 7 Simulation for load variation analysis, PI control
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can follow the given reference. When the intensity of the current changes to zero, the
effect is practically imperceptible, presenting a very low error, and its mixed up with
the steady state error. The largest observed error was 0.4A at time 0,24 s, in which
there was a reduction in reference current at a sinusoid descent. The transitory state
of this point lasted around 2ms. The other errors were below 0.33A with duration
below 1.7ms. Figure7 shows the graph of the error for such simulation.

5.2 Fuzzy Controller

The first analysis, as in the case of the PI controller, was done in order to evaluate
the controller performance. The converter was then tested using the fuzzy controller
with sinusoidal current reference, constant amplitude and in phase with the mains
voltage. Figure8 shows the result obtained for such a simulation, from which the
transient state and the steady-state error are observed.

It can be seen that the output has a transient state that goes up to 5.28ms until
reaching the steady-state. The transient state presents a high error, which starts neg-
ative from 3.86A, rises to a positive value of 1.75A, and fluctuates decreasing until
it reaches the permanent regime, at 5.28ms. The observed error in the steady state
is very low, around 0.035A, at the beginning of the permanent state and continues
to decrease reaching values below 0.02A, as observed in Fig. 8. It is interesting to
notice that the steady-state error is always negative.

The next test is the inversion of the current flow, that is, in the transition from
a situation in which the microgrid presents energy generated by the sources greater
than the energy consumed by the loads. For this purpose, the simulation was done
where the load flow occurred in several different points, as for the PI controller, the
same criteria were adopted for the fuzzy controller, changing the load flow in the
same instants of time described for the PI controller.

Figure9 shows the system responsewhen subjected to these power flow inversions
by adopting the fuzzy controller. From the figure it can be observed that, just as in the
case of the PI controller, the transient differs depending on the point where the load

Fig. 8 Simulation for continuous regime analysis, Fuzzy control
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flow changes. The zero transition of the sinusoidal reference continues to present a
low error, while the largest error is observed in reference wave crest and valley. The
greatest error observed in the transient was 2.02A, with a duration of 4ms. The error
graph is illustrated in Fig. 9.

The other transient state times observed were below 4ms for the direction change
of the power flow.

The last test was performed by increasing and reducing the power demand, now
using the fuzzy controller with the same current variations at the same time instants
adopted for the PI controller shown in Table2.

Figure10 shows the reference current, Iref, and the output current at the induc-
tor, ILg, obtained for the fuzzy controller for increasing and reducing the reference
current. In this graph we can observe the behavior of the current in the inductor,
which can also follow the given reference. The output current response is almost
insensitive when the increase or reduction of the current occurs at zero of the ref-
erence, presenting a very low error, and mixing up with the steady state error. The
largest error observed in this case was 0.33A at the same point as the largest error
occurred using the PI controller, where there is a reduction in the reference current
at a descent of the sine. This points transitory state lasted around 9ms. The other
errors were below 0.3A with duration under 6ms. Figure10 shows the graph of the
error for such simulation.

Fig. 9 Simulation for flow inversion analysis, Fuzzy control

Fig. 10 Simulation for load variation analysis, Fuzzy control
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6 Conclusion

The insertion of the microgrids requires mastery of all the technologies involved
to make them increasingly reliable and efficient. Thus, it is necessary to develop
research that covers the whole scope of this subject, evolved in the matter of con-
verter topologies, controllers design and control strategies. The traditional controller
is simple to implement and has good results, but it is necessary to develop other
controllers that allow a more precise control of the variables involved. This paper
describes the performance of a fuzzy controller by comparing it with traditional PI
controller performance. The basic rules and memberships associated to the inputs
and outputs of the controller are described. Observing the results, interesting con-
clusions can be drawn from the controller designed in relation to the PI controller.
In general, it is well known that the PI controller has lower time in the transient state
than for the fuzzy controller, while the fuzzy controller overrides the PI controller
in the steady state error condition, presenting smaller error for all situations. In the
first test, the fuzzy controller presented transient oscillations while the PI controller
had better performance. The error in the transient state of the fuzzy controller was
better only in the third test case, which was slightly smaller than the PI controllers,
but showed longer accommodation time in the same situation, as in all other cases.
Finally, it is concluded that the PI controller has better transient performance while
the fuzzy controller outperforms the PI controller in steady state.
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10-Steps Method to Extract the I-V
Curve of Resonant Tunneling Diode
Based on Experimental Data Preserving
Physical Parameters
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Abstract In this paper we establish a methodology for obtaining the I-V charac-
teristic of fabricated and characterized resonant tunneling diodes (RTDs) based on
experimental data available in the literature. In addition, a scaling factor is pro-
posed, in order to taking account the reduction in the dimensionality between the
reservoir and the active region. Hence, the proposed method allows preserving the
physical meaning of the major parameters used in the theoretical model developed
by Schulman et al. [1], while providing an acceptable fitting, at least, for the negative
differential resistance (NDR) behavior of the I-V curve. The validation of themethod-
ology is obtain by satisfactorily contrasting the simulated curvewith the experimental
data presented in Schulman et al. [1], for a RTD of the In0.53Ga0.47As/AlAs system.
Finally, we extend the model proposed for another two RTDs of the GaAs/AlAs
system manufactured and characterized by Yang et al. [2] and Alkeev et al. [3].
The simulated results show good agreement regarding experimental peak and valley
currents, peak and valley voltages and peak-to-valley ratio (PVR), with a minimum
concordance of 94.5%. Thus, this method can be use in the design of RTD, aiming
its application in oscillator circuits.
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1 Introduction

Since the beginning of the 21st century, there has been a graceful increase in the
development of devices employing composite semiconductors, exhibiting distinct
designs and capabilities. All this was possible due to emergence of the first quantum
device: the diode tunnel or Esaki diode [4]. The effect of negative differential resis-
tance (NDR) found on the diode has originate a new class of devices, which electronic
conduction along the semiconductor system is ruled by quantum tunneling.

The improvement of semiconductor epitaxial manufacturing and growth tech-
niques have allowed the design of quantum devices based on semiconductor het-
erostructures, which were first proposed by Tsu and Esaki in 1973 [5], originating
the resonant tunneling diode (RTD). In generally, a resonant diode exhibit a negative
differential region in the I-V characteristic due to the physical phenomenon known
as resonant tunneling, which guarantees the oscillation behavior of the device.

In 1983, Sollner et al. [6] presented experimental results of a GaAs/AlAs RTDs,
which was theoretical capable of to operate on frequencies higher than 2.5 THz at
room temperature. Thus, this work established the insertion of RTD into the class of
high-speed devices, aiming its application on telecommunication systems.

Since the RTD can be used in the designing of oscillator circuits, Oshima et al.
in 2016 [7] presented the manufacture of a wireless transmitter operating on data
rate of 34 Gbit/s based on InGaAs/AlAs RTD system. Later, in 2017, Tavares et al.
[8] investigated the optical modulation characteristics based on an oscillator circuit,
which was constituted by an InGaAs/AlAs RTD system. This circuit was used in the
hardware implementation for applications in telecommunications systems known as
Radio over Fiber (RoF). Thus, due to relevance of RTD in high-speed communication
systems, the development and/or improvement of models capable of to reproduce the
experimental I-V curve of such resonant diode can be considered an essential tool in
the designing of future devices.

In this paper we propose a method to extract the I-V curve of manufactured
RTDs, exploiting information of the physical parameters of the semiconductor mate-
rials which constitutes the device. Also, we propose a scale factor α in order to take
account the difference between the emitters dimensionality (3D) and the quantum
well (2D). Themain goal of this work is to establish a methodology using the formal-
ism developed by Schulman et al. [1] at starting point, which preserves the physical
meaning of the major parameters used in theoretical model, while guarantying a
reasonable fitting, at least, in the NDR behavior of the RTD.

For this purpose, we contrast, first, our simulation results to a I-V curve of a RTD
manufactured on Ref. [1]. After validating the methodology, we extend the analysis
to another two RTD devices [2, 3], in order to verify the limit of our model. Once
again, aminimumconcordance of 94.5%between simulated results and experimental
data is obtained in regard to PVR values, although themodel exhibits failure in fitting
the conventional diode behavior (I-V region after valley voltage). Nevertheless, we
believe this methodology can be applied in the designing of oscillator circuits in
telecommunications systems based on RTDs.
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2 Theoretical Fundamentals

The development of epitaxial growth techniques in 1970 has allowed the manufac-
turing of devices based on heterostructures (superlattices) of groups III-V, such as
AlGaAs/GaAs, InGaAs/AlAs, GaAs/AlAs systems, among others. Exploiting this
experimental tool, Tsu and Esaki in 1973 [5]were the pioneer to propose and evaluate
the resonant tunneling of electrical carriers through a semiconductor heterostructure,
originating the RTD device.

Generally, a resonant tunneling diode is composed by a two-terminal device,
which the active region is constituted of two potential barriers separated by a quantum
well. The active region is interconnected to the emitter and collector terminals [9],
as depicted in Fig. 1a. For a specific range of applied voltage between the terminals,
the energetic profile established in the active region allow the electron leaving the
emitter to propagate through the double barrier of potential by means of the physical
phenomenon known as resonant tunneling, reaching the collector in the opposite
side quasi-instantaneously. In this way, the I-V curve of RTDs exhibit a negative
differential region due to tunneling effect contribution along the device, as shown on
Fig. 1b.

In this context, Tsu and Esaki in 1973 [5] developed and presented an expression
to obtain the current density, J (V ), as a function of the applied voltage in the RTD,
supported by the effective mass approximation,

J (V ) = qm∗kBT
2π2�3

∞∫

0

T(E, V ) ln

[
1 + e(EF−E)/(kBT )

1 + e(EF−E−qV )/(kBT )

]
dE, (1)

where q is the elementary charge,m∗ is the effective mass of the semiconductor, kB is
the Boltzmann constant, T is the operation temperature of the device, � is the reduced
Planck constant, T(E, V ) is the transmission coefficient and EF is the Fermi level.

Fig. 1 a Schematic representation of an InGaAs/AlAs RTD, also showing the double barrier struc-
ture separated by a quantum well. b Typical I-V curve of an RTD, evidencing the NDR
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According to the Eq. (1), J (V ) does not present a closed analytical solution.
Therefore, in order to obtain an analytical expression for current density, Schulman
et al. [1] have proposed a Lorentzian approximation for the transmission coefficient
of RTD, considering that the energy values close to resonance (Er) could be approx-
imated to E ≈ Er − qV/2. This approach have allowed the extraction of the RTD
current density as a function of the applied voltage, analytically expressed by,

J1(V ) = A ln

[
1 + e(B−C+n1V )q/(kBT )

1 + e(B−C−n1V )q/(kBT )

] [
π

2
+ tan−1

(
C − n1V

D

)]
, (2)

where,

A = α
qm∗kBTΓ

4π2�3
,B = EF ,C = Er,D = Γ

2
, (3)

Γ is the resonance width and n1 is an adjustment parameter proposed by Schulman
et al. [1]. In respect to the parameter A, we proposed in this work a scaling factor α,
in order to adjust the current density presented by Schulman et al. [1], which does
not take into account the difference between the emitters dimensionality (3D) and
the quantum well (2D) [10, 11].

Equation (2) reproduces the current density of the first peak and the NDR of the
RTD, however, it does not take into account the valley current, which is the term due
to the tunneling of other energy levels and inelastic scattering present in the barriers
of potential [1]. Then, for voltages higher than the peak voltage, the current density
J2 must be added,

J2(V ) = H
(
en2Vq/(kBT ) − 1

)
, (4)

where n2 is an adjustment parameter and H is the saturation current density, which
can be obtained by the following expression,

H = qn2i

(
Dn

NaLn
+ Dp

NdLp

)
, (5)

where ni is the intrinsic concentration of carriers, Dn and Dp are the diffusion coef-
ficient of the electrons and holes, respectively, Ln and Lp are the electron diffusion
length and holes, respectively, Na the density of acceptors and Nd the density of
donors [12]. The concentration ni can be calculated by the following expression,

ni = 2

(
kBT

2π�2

)3/2 (
m∗mh

)3/4
e− Eg

2kBT , (6)

wheremh is the mass of the hole in the semiconductor material and Eg is the bandgap
energy [12]. The parameter B represents the Fermi level in the RTD. Considering a
device which Nd is much higher than ni, the EF can be calculated as,
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EF = EC − kBT ln

(
NC

Nd

)
, (7)

where EC is the conduction band and NC is the effective density of states in the
conduction band [12], which is obtained by the following expression,

NC = 2

(
m∗kBT
2π�2

)3/2

. (8)

The parameter C in Eq. (3) represents the resonance energy of the first level in
the quantum well. In order to obtain this parameter, we used the Transfer-Matrix
Method (TMM), a formalism already developed in a previous work [13].

Consequently, the expression of the total current density as a function of the
applied voltage of an RTD can be obtained by adding Eqs. (2) and (4),

J (V ) = J1(V ) + J2(V ). (9)

The main goal of presenting the physical meaning of the parameters proposed
by Schulman et al. [1] is the lack of technical information to obtain the simulated
I-V curve from RTDs manufactured and available in the literature. In this way, the
physical expressions necessary and steps to obtain the I-V characteristic from the
constituent parameters of the RTD semiconductor materials were raised here. Thus,
in the next section the methodology proposed in this work is presented.

3 Methodology

We describe bellow the proposed methodology to simulate the I-V curve based on
experimental data of a manufactured RTD reported in literature:

1. Simulation input: the values of the physical constants: q,m0 (free electronmass),
� and kB, as well as the operating temperature of the device, T ;

2. Analyze the structure of the RTD and identify the semiconductor materials used
in its manufacturing: active region, emitter and collector;

3. Search in the literature for the values of the physical parameters of the emitter and
collector (reservoirs): effective mass of electron and hole and bandgap energy;

4. Replacing the information obtained from steps 1–3 in Eqs. (6) and (8) yields the
values of ni and NC , respectively;

5. The value ofNd can be provided by the experimental data of the RTD, otherwise,
the value of Nd can be obtained by means of Eq. (7), if the reference makes the
Fermi energy available;

6. In the Eq. (7) it was considered that Nd is much larger than ni, so Na will be
approximately ni;
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7. In order to obtain the value of saturation current density, H , the information
of steps 1–3 and 6 must be replaced in Eq. (5), as well as the semiconductor
parameters of the reservoir (emitter) should be investigated: Dn, Dp, Ln and Lp.
As a note, these physical parameters must be limited to a superior value found
in the literature, which depends of each semiconductor material;

8. After these steps, we can obtain the parameters A, B, C and D shown in Eq. (3);
9. Replacing the values found in Eq. (9), we have the expression of the RTD current

density as a function of the applied voltage. The curve needs to be fitting due to
the existence of adjustment parameters (empirical evaluation);

10. The parameters n1 and n2 are adjusted according to the experimental curve
provided in the reference. The scale factorα is used to correct the dimensionality
difference between emitter and quantum well. Lastly, Γ is a small value of the
order of tens of meV. Depending on the reference, the value of Γ is supplied,
otherwise it must be set.

Finally, we validated the methodology proposed in this work by applying it to
three experimental characterized devices: InGaAs/AlAs RTD by Schulman et al. [1],
GaAs/AlAs RTD by Yang et al. [2] and GaAs/AlAs RTD by Alkeev et al. [3]. The
results and discussions are presented in the next section.

4 Results

In order to validate the methodology to simulate the I-V curves proposed in this
work, we used the experimental data of a RTD device characterized by Schulman
et al. [1] as the starting point.

According to step 1, it is necessary to include the values of the physical con-
stants in the simulation: we set the operating temperature T to 300 K. From step
2, the semiconductor materials of the device should be identified: the active region
is constitute by an In0.53Ga0.47As/AlAs semiconductor system and the emitter and
collector are composed by In0.53Ga0.47As. Applying step 3, the physical parame-
ter of the reservoirs must be found in the literature: m∗ = 0.042m0, mh = 0.051m0

and Eg = 0.74 eV [14, 15]. Substituting these values into Eqs. (6) and (8) leads to:
ni = 1.52 × 1017 m−3 and NC = 2.16 × 1023 m−3.

The Fermi level provided by Schulman et al. [1] is 35meV. Hence, the value ofNd

can be calculated by Eq. (7) according to step 5, using the bottom of the conduction
band, EC , as reference. The Nd value obtained was 8.36 × 1023 m−3. The value of
Na is of the order of ni (step 6), with Na = 1.52 × 1017 m−3.

In order to obtain the value of H based on physical considerations it is necessary
to search for the values of Dn, Dp, Ln and Lp reported in the literature. Based on
references [14], the values for In0.53Ga0.47As considered were: Dn = 181.0 cm2/s,
Dp = 6.2 cm2/s, Ln = 0.312 μm and Lp = 1.080 μm. As the value of H was pro-
vided by Schulman et al., these parameter values needed to be adjusted in order
to produce the saturation density current value equal to the one presented in Ref.
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[1]. It should be pointed out that the parameters Dn, Dp, Ln and Lp chosen are
within the validity range for the In0.53Ga0.47As [14]. Thus, with Eq. (5) we calculate
H = 1.411 × 10−1 A/cm2.

Schulman et al. [1] present the value of parameter D as 5.2 meV. According to
Eq. (3) we obtainedΓ = 2D = 10.4meV. These are the values used in the simulation
of the I-V curve, since the Γ is of the order of ten meV [16].

The parameter C is obtained through the implementation of the Transfer-Matrix
Method [13]. Considering the following characteristics of the RTD device identified
in step 2: height of the potential barrier (offset) V0 = 1.0 eV, length of the barriers
(AlAs) Lb = 26 Å, quantum well length (In0.53Ga0.47As) Lw = 48 Å, effective mass
of the barrier (AlAs) mb = 0.150m0 and effective mass of the well (In0.53Ga0.47As)
mw = 0.042m0. Using these values we obtained the energy of the first peakwithin the
quantum well (Er) equal to 0.1447 eV, which agrees 98.3% with the value presented
by Schulman et al. [1].

The parameter B has already been defined for the calculation of Nd in step 5,
and it is equal to the Fermi level, i.e., EF = 35 meV [1]. Finally, using Eq. (3) the
value of parameter A can be expressed as a function of the proposed scale factor α,
A = (9.137 × 104)α A/cm2.

In order to perform the fitting of the simulated I-V curve based on experimental
data, the adjusting parameters were set (optimized) to α = 0.107, n1 = 0.115 and n2
= 0.120. The simulated curve obtained using the proposed methodology is shown on
Fig. 2.

Fig. 2 Comparison between the model (theory) and the experimental RTD curve provided by
Schulman et al. [1] and the simulated I-V curve using the methodology proposed in this work
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According to the results, it can be noticed that the theoretical model presented
by Schulman et al. [1] does not match the experimental curve of the characterized
device. This is because the value of Γ used in parameter D is not the same as that
used to obtain the parameter A on Ref. [1]. Thus, we suggest the insertion of a scale
factor α to adjust the curve.

As it can be seen from the inset of Fig. 2, an excellent agreement is obtained
between the profile of the curve produce by our methodology and the experimental
data.

Once validate our proposal, we seek to identify the robustness of ourmethodology.
For this purpose, we extend the analysis for other two RTD devices (GaAs/AlAs
semiconductor active region) manufactured and characterized by Yang et al. [2] and
Alkeev et al. [3]. The both physical parameters reported on literature and those
calculated following the steps 1–10 are summarized on Table1.

The simulated I-V curves employing our methodology based on experimental
data from Yang et al. [2] and Alkeev et al. [3] are depicted of Fig. 3. For the RTD
manufactured by Yang et al., i.e., Fig. 3a, we obtained Ip = 1.107 × 105 A/cm2,
Vp = 1.17 V, Iv = 3.048 × 104 A/cm2 and Vv = 1.94 V. Comparing the simulated
results with the experimental data, concordances of 99.2%, 97.1%, 94.5%, 95.1%
were achieved in regard to Ip, Vp, Iv and Vv , respectively. The peak-to-valley ratio
(PVR) value simulated is 3.6, which agrees in 94.6% with the experimental value.

Regarding the comparison between the simulated I-V curve and the experimen-
tal data of the RTD manufactured by Alkeev et al. [3], i.e, Fig. 3b, the follow-
ing values were extracted: Ip = 3.245 kA/cm2, Vp = 1.16 V, Iv = 1.123 kA/cm2

and Vv = 1.42 V. Comparing the simulated values with the experimental data, we

Table 1 Values of physical parameters used to simulate the I-V curves

Calculated for Ref. [2] Calculated for Ref. [3] Literature

ni = 2.18 × 1012 m−3 ni = 2.18 × 1012 m−3 m∗ = 0.067m0 [14, 15]

NC = 4.35 × 1023 m−3 NC = 4.35 × 1023 m−3 mh = 0.510m0 [14, 15]

EF = 39.43 meV EF = 39.43 meV Eg = 1.424 eV [14, 15]

Na = 2.18 × 1012 m−3 Na = 2.18 × 1012 m−3 Nd = 2.00 × 1024 m−3 [2, 3]

H = 6.99 × 10−6 A/cm2 H = 6.99 × 10−6 A/cm2 V0 = 1.07 eV [15]

Er = 0.135 eV Er = 0.132 eV mw = 0.067m0 [14, 15]

A = (3.87 × 105)α A/cm2 A = (2.10 × 105)α A/cm2 mb = 0.150m0 [14, 15]

α = 9.20 × 10−2 α = 4.35 × 10−3 Lb = 1.7 nm [2, 3]

Γ = 27.6 meV Γ = 15.0 meV Lw = 4.0 nm [2]

n1 = 0.107 n1 = 0.105 Lw = 4.5 nm [3]

n2 = 0.255 n2 = 0.317

Dn = 200 cm2/s Dn = 200 cm2/s

Dp = 9.2 cm2/s Dp = 9.2 cm2/s

Ln = 0.1 μm Ln = 0.1 μm

Lp = 0.4 μm Lp = 0.4 μm



10-Steps Method to Extract the I-V Curve of Resonant Tunneling Diode … 311

Fig. 3 Comparison between the simulated I-V curve and the experimental data of the GaAs/AlAs
RTD device manufactured and characterized by: a Yang et al. [2], b Alkeev et al. [3]. Acronyms:
peak current (Ip), peak voltage (Vp), valley current (Iv) and valley voltage (Vv)

obtained a concordance of 99.9%, 98.2%, 99.3%, 98.4% in relation to Ip, Vp, Iv and
Vv , respectively. The PVR value calculate was 2.89, which agrees with the experi-
mental value in 99.6%.

Fig. 3b shows that the proposed methodology is valid for modeling the negative
differential resistance behavior in the RTDs, i.e, the first peak region of the current-
voltage curve. However, the model fails for voltages higher than the valley voltage,
since the RTD curve suffers from impairments effects related to resistance (Rs) and
inductance (Ls) in series, as well as the appearance of capacitance (C0) in parallel
to the device. These parasitic effects imply in a pronounceable linear profile of
the I-V curve, after the valley voltage region. On the other hand, the methodology
proposed does not consider the presence of these parasitic effects in the electrical
characterization of the devices, resulting in ideal parabolic behavior [17]. As a future
work, we will include these effects of Rs, Ls, and C0 on the simulated I-V curves.

5 Conclusion

In thisworkweproposed amethodology constituted of 10 steps to simulate I-Vcurves
based on experimental data of a RTD, in order to preserve the physical meaning of
the major parameters used in the theoretical model. Also, we have proposed a scale
factorαwhich take accounts the difference between the emitters dimensionality (3D)
and the quantum well (2D), which guarantees a better fitting in the NDR behavior
of the RTD.

First, we have validated our proposal to the I-V curve of a RTD manufactured
by Schulman et al. [1]. After validated the model, we have explored the robustness
of our methodology, extending the analysis to RTD devices manufactured by Yang
et al. and Alkeev et al. Once again, the results produced by the simulation achieved
a concordance of 94.6% and 99.6 % in regard to PVR values for Refs. [2] and [3],
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respectively. Summarizing, the theoretical model developed in this work can satis-
factory fit the negative differential resistance (NDR) behavior of the RTD.

A drawback identified in this proposal is the model failure in fitting the behav-
ior of I-V curve for values higher than valley voltage (diode standard curve). It can
be explained due to absence of parasitic effects on the model, such as resistance,
capacitance and inductance. Nevertheless, according to the results, we believe this
methodology could be used in the designing of RTD, aiming its application on oscil-
lation circuits.

References

1. Schulman, J., Santos, H., Chow, D.: Physics-based RTD current-voltage equation. IEEE Elec-
tron Device Lett. 17(5), 220–222 (1996)

2. Yang, L.,Draving, S.,Mars,D., Tan,M.:A50GHzbroad-bandmonolithicGaAs/AlAs resonant
tunneling diode trigger circuit. IEEE J. Solid-State Circuits 29(5), 585–595 (1994)

3. Alkeev, N., Averin, S., Dorofeev, A., Gladysheva, N., Torgashin, M.: GaAs/AlAs resonant-
tunneling diode for subharmonic mixers. Russian Microelectron. 39(5), 331–339 (2010)

4. Esaki, L.: New phenomenon in narrow germanium pn junctions. Phys. Rev. 109(2), 603–604
(1958)

5. Tsu, R., Esaki, L.: Tunneling in a finite superlattice. App. Phys. Lett. 22(11), 562–564 (1973)
6. Sollner, T., Goodhue, W., Tannenwald, P., Parker, C., Peck, D.: Resonant tunneling through

quantum wells at frequencies up to 2.5 THz. App. Phys. Lett. 43(6), 588–590 (1983)
7. Oshima, N., Hashimoto, K., Suzuki, S., Asada, M.: Wireless data transmission of 34 Gbit/s at

a 500-GHz range using resonant-tunneling-diode terahertz oscillator. Electron. Lett. 52(22),
1897–1898 (2016)

8. Tavares, J., Pessoa, L., Figueiredo, J., Salgado, H.: Analysis of resonant tunneling diode oscil-
lators under optical modulation. In: 19th International Conference on Transparent Optical
Networks (ICTON), pp. 1–4. Girona (2017)

9. Mizuta, H., Tanoue, T.: The Physics and Applications of Resonant Tunneling Diodes. Cam-
bridge University Press, Cambridge (1995)

10. Askerov, B.: Electron Transport Phenomena in Semiconductors. World Scientific, Singapore
(1994)

11. Schulman, J.: Extension of Tsu-Esaki model for effective mass effects in resonant tunneling.
Appl. Phys. Lett. 72(22), 2829–2831 (1998)

12. Sze, S., Lee, M.: Semiconductor Devices: Physics and Technology, 3rd edn. Wiley, New York
(2012)

13. Ragi, R., Nobrega, R., Romero,M.:Modeling of peak voltage and current of nanowire resonant
tunneling devices: case studyon InAs/InPdouble-barrier heterostructures. Int. J.Numer.Model.
Electron. Networks Devices Fields 26(5), 506–517 (2013)

14. Levinstein, M., Rumyantsevand, S., Shur, M.: Handbook Series on Semiconductor Parameters.
vol. 1, 2. World Scientific, London (1999)

15. Vurgaftman, I., Meyer, J.: Band parameters for III-V compound semiconductors and their
alloys. J. Appl. Phys. 89(11), 5815–5875 (2001)

16. Ozbay, E., Bloom, D., Chow, D., Schulman, J.: 1.7-ps, microwave, integrated-circuit-
compatible InAs/AlSb resonant tunneling diodes. IEEE Electron Device Lett. 14(8), 400–402
(1993)

17. Rei, J., Foot, J., Rodrigues, G., Figueiredo, J.: Modelling of optoelectronic circuits based on
resonant tunneling diodes. In: Proceedings of SPIE 10453 Third International Conference on
Applications of Optics and Photonics, 1045308 (2017)



Efficient Optimization of Photocatalytic
Process for Azo Dyes

Gustavo Duran Iga , André Luis de Castro Peixoto
and Ademir Geraldo Cavallari Costalonga

Abstract The need of fresh water in our time has become a problem of impor-
tant concern. Restore water for new uses makes purification an essential process to
achieve a desired degree of quality. This need depends on each different purpose,
such as purification of drinking water or recycle water for industrial need. Due to the
toxic characteristics of non-biodegradable organic pollutants, new treatment tech-
nologies must be studied and Advanced Oxidation Processes (AOP’s) come up as
suitable for degradation of a wide range of organic contaminants in polluted water.
The optimization of photocatalysis is an important issue to turn this process viable.
Organic pollutants in effluents threats the environment in several ways, in this con-
text, textile dyes are the major responsible for the colored wastewaters disposed at
effluents. This work presents the experimental results of utilizing HNO3 and NaNO3

mixture in aqueous solution for the optimization of the photocatalytic activity. 97%
of the dye was degraded in 16 min. Thus, the mechanism of reaction is discussed
about a new source of hydroxyl radicals which reacts with the pollutant, as it happens
in troposphere.

Keywords Photocatalysis · Titanium dioxide · Optimization

1 Introduction

The need for fresh water in our time has become a problem of important concern. The
water is not only for industrial purposes, but also for domestic uses many freshwater
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sources have been polluted due to the industrial activity. Many different chemicals
are discharged into the aquatic environment. Some of them are biodegradable and
nontoxic, however, others are.

Restore water for new uses makes purification an essential process to achieve
a desired degree of quality. This need depends on each different purpose, such as
purification of drinking water or recycle water for industrial needs.

Due to the toxic characteristics of non-biodegradable organic pollutants, new
treatment technologies must be studied and Advanced Oxidation Processes (AOP’s)
come up as suitable for degradation of a wide range of organic contaminants in
polluted water.

The optimization of photocatalysis is an important issue to turn the advanced oxi-
dation process (AOP) viable. Organic pollutants in effluents threats the environment
in several ways, in this context, textile dyes are the major responsible for the colored
wastewaters disposed at effluents. The dyeing process does not provide the perfect
dye fixation, about 20% of total world production of this compound contaminates
the environment [1].

To work with this, the AOP’s has become an important method to degrade organic
pollutants in water. Heterogeneous photocatalysis is an example of AOP that is
showing good results for the oxidation of these pollutants. TiO2 is potentially the
best catalyst that the researchers chose for this reaction, due to its high efficiency,
physical and chemical stability, low cost and low toxicity.

This process has many variables that affect directly the efficiency of the reaction.
Several parameters that influence the photocatalytic degradation of dyes such as pH,
the initial concentration of dyes, photocatalyst concentration, reaction temperature,
and light intensity.

One of them is the utilization of different inorganic ions that influence the pho-
tocatalytic activity of TiO2 and photocatalytic degradation [2]. Reduction of nitrate
ions is known to occur at heterogeneous photocatalysis in the presence of oxygen.
Nevertheless, these ions compete with oxygen for photogenerated holes and nitrate
is considered an inert species in TiO2 photocatalytic suspension systems [3].

As nitrate ions only slightly influence the photocatalytic degradation [4], this work
presents the experimental results of utilizing HNO3 and NaNO3 in aqueous solution
for the optimization of the photocatalytic activity. Methyl orange, an azo dye, was
chosen as an organic compound to be degraded.

2 Materials and Methods

The method applied in the experiments were adapted from Iga et al. [5] in a flow
system. A peristaltic bomb pumps the fluid from a 500 mL vessel through silicone
hoses, to the tubular reactor. An Hg low-pressure germicide 8 W UV lamp irradiates
the fluid, in contact with the lamp, until the reactor is filled with the solution, then
flows back to the vessel. The photoreactor material is polyvinyl chloride and has two
fluid passages, one at each extremity.
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There are many methods for the photocatalysis of organic molecules by TiO2.
This study uses the semiconductor in aqueous suspension at the concentration of
0.10 mg/L. To maintain the pH around 2 and generate conditions for the formation
of OH radicals, a mixture of HNO3/NaNO3 was made. The organic compound con-
centration for degradation is about 8 mg/L. The temperature was controlled by a
hydrostatic bath at 40 °C.

The hydroxyl radical formation was evaluated by the degradation of the organic
dye methyl orange. Measurements were performed using UV-Vis spectrophotometer
in the range of 200–600 nm. The mineralization of the dye solution was monitored
at a wavelength of 510 nm (absorption spectrummaximum). The interval of samples
was after every 15 min at the 1-hour experiments and every 4 min at the 16 min tests.

3 Results

The results of this work were fascinating. Iga et al. [5] degrade the samples with a
buffer mixture of HCl/NaCl in 1-hour experiments, so we did the same experimental
plan. However, at 15 min of the process, the dye was almost entirely degraded. Chlo-
ride ions are known to compete for the hydroxyl radicals [2], so perhaps switching
the buffer mixture could accelerate the process.

HNO3 with NaNO3, as Sharcko [6] report is his work, at pH= 2 generate the com-
poundHONO, a hydroxyl generator from nitrate anion.We reason that the photolysis
of organic and nitrogen compounds generate a considerable new rate of hydroxyl
radicals that oxidizes the dye faster. Reaction 1 summarizes the phenomenon.

·OH + NO· → HONO
hv→·OH + NO· (1)

Folli et al. [7] investigate the reaction on TiO2 surface under UV irradiation with
NO(g) and shows a significant result for what could be happening at our system.
Both H2O and O2 could be reacting at the surface of the catalyst generating ·OH
radicals, or the NO generated by the nitrate mixture, could react with adsorbed ·OH
forming nitric acid. This reaction is the truly sink of hydroxyl radicals at troposphere,
however, this compound can be photochemically decomposed back to its components
and generate more ·OH, degrading the azo dye.

In attempt to register the reaction progress, the experiment time was decreased to
16 min. This result was performed with the addition of 0.10 mg of TiO2 in aqueous
suspension, supposing that would have a synergy between the nitrous acid for the
generation of ·OH. Kontos et al. [8] studied the degradation of NO(g) by TiO2 films
and indicates that NO concentration level is the limiting factor that determines the
photocatalytic oxidation yields. For the analysis of this theory were performed tests
with and without the semiconductor. Figure 1 shows the degradation at a short period
of time, with or absence of titanium in the reaction.
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Fig. 1 Degradation of
Methyl orange of
experiments with and
without TiO2

There is no much difference between the two results, the addition of the catalyst
makes the reaction slightly faster, but do not confirm the synergy of HONO hydroxyl
generators and the semiconductor, both in acid aqueous solution. The pH didn’t vary
in the process.

Still, the degradation rate is about 97%at 16min. This optimization is so important
for the advanced oxidative process, knowing that this method hasn’t experimented
before in literature.

4 Conclusion

Azo dye methyl Orange had a degradation rate of 97% in 16 min of the essay. The
solution of HNO3/NaNO3 acts with great influence at the time of degradation, not
only maintaining the pH in an acid medium, but theoretically generating ·OH for
the mineralization of the dye. The real mechanism is discussed, but no real NO or
HONO formation is evaluated, for the next works or for the academy, this could be
an important issue to be studied. AOP’s optimized processes could be easily the next
revolutionary large-scale treatment tool for effluents around the world, however, the
byproducts must be also analyzed.
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Stress-Strain Analysis and Optimization
of a Parking Duplicator Hanging Grid

Lucas Amaral Costa and Alessandro Corrêa Victorino

Abstract The increasing fleet of automobiles in metropolitan centers challenges
humanity for engineering solutions that allow parking multiple vehicles in confined
spaces. A possible solution to this problem is in the verticalization of the spaces
through the development of high-tech parking systems capable of parking multi-
ple vehicles in limited spaces. A previous paper presented an innovative parking
duplicator device launching a possible solution to the stated challenge. The current
discussion presents an optimization study of the dimensions of the elevating platform
of the parking duplicator device in the prior academic work. In this study, the search
was for enhancing the equivalent stress at minimumweight and this was achieved by
means of stress-strain analysis and CAD/CAM technics. First, a conceptual design
was developed and the design characteristics of the elevating platform, i.e., a grid
were defined. Secondly, the structural analysis of the grid was performed in the
software MASTAN2®. The obtained results of the stress-strain analysis were used
while analytically dimensioning the grid and so determining the optimal thickness
of the elements that constitute it. The solutions were refined with the finite element
method. Finally, a virtual prototype and a detailed project of the grid was developed
on the software SOLIDWORKS® v. 2018. The obtained structure was a simple and
inexpensive engineering solution for the elevator platform optimizing the parking
system. The methodology applied in the project development of the present discus-
sion demonstrated to be efficient and so it can be applied to the development of
virtually any mechanical design.

Keywords Stress-strain analysis · Finite element method · Parking duplicator ·
Grid
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1 Introduction

Researching data collected from the housing market since the year 1930, the Poly-
technic School of the University of São Paulo (Poli) presented the study [1] showing
that about 25%, i.e. one quarter, of the total area built in the metropolis São Paulo is
used as parking slots. The increasing fleet of automobiles in metropolitan centers has
brought the necessity of parking multiple vehicles in reduced spaces. Offering pos-
sible solutions to this parking problem, some parking duplicating devices have been
proposed, for example, the patents PI 9906103-1A of 11/18/1999, PI 0002843-6A
of 6/14/2000 and US 5110250A of 12/18/1990 present a drive formed by electro-
hydraulic or electro-mechanical assemblies. Patents PI 9906103-1A of 11/18/1999
and PI 0002843-6A of 06/14/2000 for example, have a smart design but doesn’t
present the energy savings provided by the drive with a movable pulley. Offering
another possible solution to this parking problem, the present research group has
launched a parking duplicator device which was presented in a prior paper [2]. A
patent application has been registered under the number BR1020170118142 and an
innovative system was launched combining effective characteristics found in previ-
ous devices with new attributes. For example, in the launched device the elevating
platform on which the vehicles park in order to be elevated is formed by a grid that
hangs without support in one of its corners. Figure 1 shows the device and its oper-
ation. First, the superior vehicle parks over the elevating platform and the electric
hoist elevates it through a steel cable and a movable pulley. Then the inferior vehicle
parks under the upper one. It’s important to notice that for the superior vehicle to
leave, the inferior vehicle must be removed first. Another interesting observation to
be done is the fact that the elevating platform is hanging without support on one of

Fig. 1 Operation of the Parking duplicator with focus on the hanging elevating platform
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its corners and thus this hanging platform is under a severe bending moment and
requires proper dimensioning.

The present discussion presents an optimization study of the dimensions of the
elevating platform, i.e., the grid of the parking duplicator device in the previous
paper [2] aiming to enhance the equivalent stress at minimum weight by means of
stress-strain analysis and CAD/CAM technics.

2 Materials and Methods

The mechanical project methodology [3, 4] adopted on the development of the grid
includes the following steps: A. Definition of the Design and Its Parameters; B.
Development of theConceptual Design; C.Analysis ofMain Parts; D. Finite Element
Analysis and Refining of the Calculations; and E. Elaboration of a Virtual Prototype
and Detailed Project.

2.1 Definition of the Design and Its Parameters

Thedesign concept [5] of the elevating platformwas primarily developedbased on the
maximum load conditions applied over the elevating platform and its applicability,
regarding domestic or industrial use. So the design characteristics of the platform
such as its dimensions and maximum supported load were defined based on the
Honda Civic i-VTEC Sport 2.0 and on the observation of suchlike devices available
on the market. In this step, it was defined that the maximum weight of a vehicle
elevated in the platform would be 2000 kg. To support all the required loads, it was
also determined that the architecture of the platform would be of a grid or frame.
Thus, parameters such as the shape, disposition, dimensions and the cross-section
of the beams that constitute the grid were determined. Different cross-sections were
evaluated such as the I, H and rectangular sections. The rectangular section was
selected. The limitations of the project were considered as well as similar existing
platforms were observed giving an idea of the architecture.

2.2 Development of the Conceptual Design

Once the design and its parameters were determined a sketch of the platform was
manually draw on paper. Simple and quick analytical stress-strain calculations took
place in this step with rough assumptions giving a previous idea of important dimen-
sions and of the project’s economic viability. Then a conceptual design of the grid
was developed in the CAD software SOLIDWORKS® v. 2018.
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Fig. 2 Grid structural analysis in the software MASTAN2® exhibiting the bending moment

2.3 Analysis of Main Parts

In this step, the stress-strain analysis was performed determining theminimum thick-
ness of the rectangular structural profile that constitutes the grid. The load was cal-
culated as transmitted from the elevated vehicle to the folded sheet metal over which
the upper vehicle is parked and so, finally transmitted to the grid as an uniformly
distributed load. The load condition primarily subjects the grid to shear stress, twist-
ing and bending moments. According to [6] these strains acting on the grid were
calculated in the structural analysis software MASTAN2® as shown in Fig. 2.

The designed grid has shown to be relatively well resistant to the shear stress and
the twisting moment. The bending moment is the limiting strain acting on it. Once
the grid is dimensioned to resist the bending moment, the conditions required by the
shear stress and the torsion moment are simultaneously attended. Thus, as described
in [7, 8], the grid was primarily dimensioned to resist the bending moment through
(1) where Mf symbolizes the bending moment, ωx0 represents the resistance module
and σf symbolizes the permissible bending stress of the steel.

M f = ωx0 xσf (1)

The thickness of the rectangular profile of the beams that form the grid is chosen
according to the resistance modulus of the profile, which is selected to guarantee
that the structural element won’t suffer plastic deformation. If the selected beam has
a resistance module higher than the one calculated through (1), there will only be
elastic deformations and the mechanical component won’t fail. The bending moment
was calculated in the software MASTAN2® as aforementioned and the permissible
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Fig. 3 FEM simulation on the software SOLIDWORKS® Simulation showing the shear stress
acting on the grid

bending stress is the yield strength of the carbon ASTM A36 steel divided per a
safety coefficient.

2.4 Finite Element Analysis and Refining of the Calculations

The analytic solution found in the previous step was refined in this step by means of
the Finite Element Method (FEM) resulting in a lighter and thus cheaper structural
profile that still resists to the required load conditions. The softwareSOLIDWORKS®

Simulation was used as shown in Fig. 3.
A variety of commercial rectangular profile’s thickness was simulated and the

thinner one that attended the load conditions was then selected.

2.5 Development of a Virtual Prototype and Detailed Project

Once all the grid parameters were well defined, a virtual prototype was finally devel-
oped for the grid on the CAD software SOLIDWORKS® v. 2018 and a detailed
project was elaborated containing all the dimensions and assembly informations.
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3 Results and Discussions

The current study covers the development of the elevating platform of a parking
duplicator device projected to support vehicles with themaximumweight of 2000 kg.
Its elevating platform is subjected to shear stress, twisting and bending moments.
The maximum value of each of these strains acting on the platform is then presented
in Table 1.

In order to resist all the strain it is subjected to, the platform was extensively
calculated through analytical and finite element methods which proved that a design
of a structural steel frame, i.e., a grid as exhibited in Fig. 4 is an efficient architecture
for it.

Different cross-sections were evaluated for the grid design. The I and H cross-
sections have been shown to be very efficient sections typically used in steel con-
struction, but as the rectangular cross-section ismore suitable for domestic use, it was
chosen. Table 2 shows the technical specifications of the elevating platform where it
is interesting to notice that the platform is made of ASTM A36 steel and it weighs
337.73 kg, which corresponds to 16.9% of the weight it is dimensioned to support -
2000 kg. The thickness of the rectangular profile is 5 mm.

Table 1 Maximum strains
acting on the grid

Parameter Value

Max. shear stress 3.55 N/mm2

Max. twisting moment 3208 Nm

Max. bending moment 6175 Nm

Fig. 4 Grid of the elevating platform
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Table 2 Technical Details of
the Grid

Parameter Value

Max. possible weight 2000 kg

Material ASTM A36 steel

Weight 337.73 kg

Structural profile of the beams Rectangular

Thickness of the structural profile 5 mm

Fig. 5 Important dimensions of the grid

It’s important to consider that the elevating platform is formed by the grid and a
folded sheet metal that goes over the grid. As it can be viewed in Fig. 1, the folded
sheet can support bending moment as well as other strains applied on the structure,
but the grid is the element analyzed, dimensioned and projected to properly resist to
all the required strains in a way that doesn’t leave the folded sheet under these load
conditions. Figure 5 shows important dimension of the grid.

It’s also interesting to notice that the platform is formed by two planes in an angle
reducing the linear space occupied by the elevated vehicle. This attribute was ideal-
ized in the step “A. Definition of the Design and Its Parameters” as described in the
topic “2. Materials andMethods”. It’s also interesting to notice that the methodology
described in this same topic is not so linear as it appears to be. It’s dynamic. The
steps are performed and reperformed as a previous or posterior step brings a solution
that allows improvement of an already accomplished step. The very interaction with
the project itself makes new ideas to arise. The methodology applied in the present
study has shown to be an efficient methodology to develop the mechanical project
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of the present discussion and so it can be adopted on the development of virtually
any mechanical project.

Considering these aspects, the obtained result is a good engineering solution
compared to the similar equipment found on themarket, so far patented or in the state-
of-the-art as referred in [2]. References [9, 10] show suchlike studies of platforms
engineered with structural sandwich plate systems where the equivalent stress was
enhanced at minimum weight offering other attractive design solutions. Besides this
good equivalent stress to weight relation, an architecture that spares space when
employed in the parking system and that had a simpler assembly was also sought
in the present discussion finally leading to the solution presented in the Fig. 4. The
project will also conform to national and international standards aiming for security
and sustainability, i.e., ABNT, NR-10, NR-12, NR-17, ISO 9000 and ISO 14000.

The development of the grid was an important step in the overall development of
the parking duplicator device. The next step in the development of the duplicator will
be adopting it with an assistive technology that will help the driver to successfully
accomplish the task of parking. The assistance will help the driver, e.g., guiding to
the best position on the parking slot and signaling if a possible collision is imminent.

4 Conclusion

A high-tech solution to save space when parking vehicles has been proven to be
necessary and in a former paper, an innovative design of a parking duplicator device
was launched as one possible solution to the presented parking problem. Then an
optimization of the elevating platform of this parking duplicator was sought at the
beginning of the current study and so it was performed. The designed grid provides
an efficient mechanical solution for the elevating platform of the duplicator having
been extensively evaluated in its maximal loading conditions in order to be dimen-
sioned in its limit parameters minimizing the manufacturing costs and simplifying
the assembly. In view of these results, we conclude that the project conforms to the
expected specifications allowing the development of a product that can bewidely used
in urban centers conceiving wide parking possibilities. The methodology applied in
the project development of the present discussion demonstrated to be efficient and
so it can be applied to the development of virtually any mechanical design.
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Physico-Chemical Analysis of Biodiesel
Obtained from Blends of Virgin Castor
Oil and Biodiesel Obtained from Mixture
of Oil
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Bruna Caroline Gonçalves and Maria Thereza de Moraes Gomes Rosa

Abstract Castor oil is one of the most important potential feedstocks for biodiesel
production, but the product obtained has problems within the specific density and
viscosity specifications. A wat to improve these properties is to produce biodiesel
form blends of castor biodiesel oil with other biodiesel oils. On the other hand,
the recycling of waste oils and fats to obtain biodiesel can help in the economic
development of several regions in Brazil. This work includes producing biodiesel
from blends of virgin castor oil and waste frying oil. Biodiesel production from
blends of virgin castor oil (VCO) and waste cooking oil (WCO) from ethylic route
and alkaline catalysis was studied in this work. Physico-chemical characterization
of VCO (B1), WCO (B2) and three different blends (B3: 50%VCO + 50%WCO;
B4: 25%VCO + 75%WCO; B5: 75%VCO + 25%WCO) were evaluated. Initial
blend was characterized by acidity level, free fatty acid, saponification index, and
density. Iodine and cetane index, glycerin, absence of triglycerides and rheological
behaviorwere determined for obtained biodiesel. The results indicated that the acidity
level dropped considerably after the transesterification, however only biodiesel from
B1, B4 and B5 showed acidity index in accordance with the standard parameters.
Nevertheless, B1viscosity and cetane number lied outside the legislation.All samples
were within the specified standard for iodine index and density. Despite the fact that
B4 and B5 results were within the legislation for biodiesel, B4 would be a better
alternative due to higher quantity of WCO.
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1 Introduction

The oil crisis, in the 70s and 80s, has given rise to several studies concerning the pyrol-
ysis of triglycerides. With the risk of depletion of some energy sources, especially
fossil energy with no prospects of renewal, there is a motivation for the development
of technologies that allow the use of renewable energy sources [1].

In addition, the growing concern with environmental issues should influence the
decisions of the leaders regarding the possibilities of alternative energy sources use.
In this regard, fossil fuels such as diesel oil and gasoline are themost criticized. These
fuels belong to the category of non-biodegradable fuels. Moreover, pollutants, such
as CO2, are released into the atmosphere during their burn, besides the possibility of
sulfur oxides emission. Once the planet cannot assimilate all CO2 released in the long
term, the accumulation of this and other gases cause the greenhouse effect increasing
[2–5].

Biodiesel is a vegetable oils and fats derived fuel, commonly obtained by trans-
esterification using a catalyst agent. It is considerate a renewable and biodegradable
fuel, with low emission of polluting compounds into the atmosphere. Therefore,
biodiesel has been seen as the fuel of the future. Indeed, biodiesel totally or partially
replaces petroleum diesel fuel in automotive diesel engines (trucks, tractors, vans,
cars, etc.) or stationary (generators of electricity, heat, etc.) and can be used pure or
mixed with diesel in different proportions [6–8].

Biodiesel can be produced from any source of fatty acids, however not all of them
make the process industrially feasible. The use ofwaste oils and fats such as frying oil,
refining lees, sewage grease, vegetable oils or animal fats, which are out of legislation
standards and useless for another ends is promising, avoiding improper disposal [9].
The recycling of waste oils and fats for biodiesel obtaining can cooperate with the
economic development of several regions of Brazil. Moreover, the consumption of
biodiesel and its blends can reduce petrol dependence, as well as generate alternative
jobs in less favorable geographic areas to other economic activities [10, 11].

Nowadays, issues associated with the environment have worsened significantly,
in view of the disorderly increase in population and the subsequent generation of
large amounts of complex recycling waste. At present, to ensure survival on the
planet, every effort should be made in order to recycle most of the generated waste,
including the oil used in frying. This material can be transformed in biodiesel by
transesterification and reused as fuel. Considering that after successive re-use in
frying the oil has its fatty acid composition and physico-chemical characteristics
altered, it becomesinadequate for foodprocessing evenwhen subjected to purification
[12, 13].

In this study, the biodiesel was obtained from five different initial blends (B1:
VCO;B2: WCO; B3: 50%VCO + 50%WCO; B4: 25%VCO + 75%WCO; B5:
75%VCO + 25%WCO), and the physical, chemical and rheological properties of
the biodiesel produced from the blending ratios between castor and waste frying oils
were analyzed.
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2 Materials and Methodology

2.1 Raw Material for Biodiesel Obtaining

The raw material utilized in the transesterification reaction for biodiesel obtaining
was prepared from a blend ofVCOandWCO in different proportions (Table 1).WFO
samples were provided by an event company located in the city of São Paulo, which
prepares snacks by immersion in heated soybean oil. The WCO was filtered in two
steps. Larger particles and food residues were removed through a pre-filter system
consisting of a steel wool pad attached to a nylon sieve, while smaller particles were
vacuum-filtered with Whatman filter paper no 2. The resulting filtrate was vacuum-
dried for 90 min at 100 °C. The experiment were performed in triplicate.

2.2 Transesterification Reaction for Biodiesel Obtaining
from the Blends

Transesterification was carried out in a magnetic stirrer with heating (Model 753A,
FISATOM), where 100 mL of each formulation (B1, B2, B3, B4 and B5) was heated
to 55 °C. After that, 33 mL ethyl alcohol and 1 g KOH (catalyst) were added to
the reactional mixture with stirring in order to keep system uniform temperature (55
°C) and homogeneity for 80 min. After that, the mixture was cooled down at room
temperature and distilled under reduced pressure in order to remove ethyl alcohol
excess. The resulting ester/glycerin mixture was transferred to a separating funnel
and kept standing for 24 h, yielding two phases: biodiesel (upper phase) and glycerin

Table 1 Blend composition used as raw material for biodiesel obtaining and physico-chemical
parameters

Blend Composition Acidity level
(mgKOH/goil)

Free fatty
acid(%)

Saponification
index
(mgKOH/goil)

Density
(g/cm3)

B1 100% VCO 0.24 ± 0.18 1.52 ± 0.42 215.03 ± 0.56 0.96 ± 0.02

B2 100% WFO 1.70 ± 0.20 6.44 ± 0.77 328.99 ±
23.54

0.92 ± 0.01

B3 50% VCO +
50% WFO

1.11 ± 0.40 4.46 ± 0.39 311.92 ±
21.71

0.94 ± 0.01

B4 25% VCO +
75% WFO

1.82 ± 0.02 4.76 ± 0.40 296.15 ±
16.33

0.93 ± 0.01

B5 75% VCO +
25% WFO

1.12 ± 0.01 3.90 ± 1.19 298.32 ±
14.17

0.95 ± 0.01

VCO virgin castor oil;WFO waste frying oil
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(lower phase). After glycerin removal, biodiesel was washed and heated at 100 °C
for 15 min for water and residual ethyl alcohol removal.

2.3 Calculations

The yield of each biodiesel sample was calculated according to Eq. (1):

Yield (%) =
(
Vbiodiesel

Vinitial

)
100 (1)

where:

Vbiodiesel Volume of biodiesel obtained;
Vinitial Volumeof reactional mixture (oil blend + ethyl alcohol).

2.4 Physico-Chemical Characterization

The initial blend was characterized according to acidity level (ASTMD664), saponi-
fication index (ASTM D1387) and density(ASTM D1298). The resulting biodiesel
was characterized with respect to the acidity level (ASTM D664), iodine (ASTM
D1959) andcetane index (ASTM D4737), density (ASTM D1298), glycerin [14].
The absence of triglycerides was carried outby means of proton nuclear magnetic
resonance (NMR). The NMR spectra recorded on a spectrometer (Varian, Mercury-
300 MHz). The rheological behavior of the blends and resulting biodiesel (at 40 °C)
was analyzed in a rotating rheometer (Brookfield, LV—DVII).

3 Results and Discussion

Table 1 shows thephysico-chemical parameters of the tested blends, including aver-
age and standard deviation. According to Van Gerpen et al. [15] 3 is the maximum
acidity level for industrial oil nº 1. Moreover, an alkali-catalyzed transesterification
reactioncan be carried outin cases where the oil showsacidity level of less than 3%,
in order to assure the efficiency of the conversion and avoid soap formation. Consid-
ering the results, all the blends showed acidity within the limit for classification as
industrial oil, allowing the alkalinecatalytic route for the transesterification reaction.

Virgin castor oil (B1) showed lower acidity level (0.24 mgKOH/goil) and free fatty
acids content (1.52%) when compared to WCO (B2) (1.70 mgKOH/goil and 6.44%,
respectively) (Table 1). Moreover, the acidity level was higher in the blend with
75%WCO (B4/1.82 mgKOH/goil), which also showed higher amount of free fat acids
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Fig. 1 Acidity index for initial blend and biodiesel obtained after the transesterification

(4.76%). All samples showed an acidity level inferior than the maximum allowed by
the legislation (2%) [16] even though they had been exposed to adverse conditions of
the frying process which involves heat and light exposure. The higher WCO acidity
level is explained by the break down and release of the triglycerides chains whereas
free fatty acids are produced by oxidation reactions which are intensified during the
frying process [17].

The saponification index (Table 1) resulted in higher values than those found in
the literature, for all blends. The first quality oil should have a saponification index
ranging from 177 to 187 mgKOH/g, however these values are established for refined
oils and not virgin oils. The VCO (B1) density is consistent with Lôbo, Ferreia and
Cruz [18] who observed density values ranging from 0.93 to 0.98 g/cm3. However,
according to the Brazilian ANP 07/2008 standard, the density specification for use in
engines is within the range 0.85–0.90 g/cm3. Valente et al. [19] observed this density
specification in blends with ca. 70% biodiesel from waste cooking oil or from castor
oil in diesel fuel No. 2.

Biodiesel yieldandphysico-chemical parameters are presented inTable 2. Transes-
terification yield ranged from 28.46% (B1) to 59.23% (B4). The lower reaction yield
observed in B1 is attributed to the alkaline catalyst reactionwith VCOfree fatty acids,
whichresulted in soap. Yields higher than 50% of transesterification were observed
for the other blends (B4 > B2 > B5 > B3).

Except for B1, the acidity level of the blends drastically reduced after the transes-
terification process (Fig. 1). According to Anvisa [16] the maximum acidity level for
biodiesel is 0.50mgKOH/goil. As shown in Table 2, B1, B4 and B5 are in accordance
with the legislation. On the other hand, B2 andB3 showed acidity level slightly above
the specification (0.56 and 0.55, respectively). All the samples showed iodine index
within the specified standard in a maximum value of 120 gI2/goil [18], as well as the
density [20].

High amount of free glycerin was observed in blends composed of high VCO
content (B1, B3 and B5). Itcan be explained by the low sensibility of the method.
This author has analyzed the oligomerization of castor bean biodiesel and observed
dimers formation after the reaction between the hydroxyl group of ricinoleic acid
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Table 3 Rheological parameters, cetane number and conversion rate of different biodiesel formu-
lations

Biodiesel
samples

Power Casson

K n r2 K0C K r2

B1 0.95 ± 0.13 0.98 ± 0.01 0.99 0.03 ± 0.00 0.76 ± 0.07 0.99

B2 0.22 ± 0.11 0.99 ± 0.02 0.99 0.02 ± 0.00 0.47 ± 0.12 0.99

B3 0.21 ± 0.19 0.97 ± 0.03 0.99 0.09 ± 0.00 0.43 ± 0.05 0.99

B4 0.39 ± 0.12 1.01 ± 0.03 0.99 0.02 ± 0.00 0.63 ± 0.14 0.99

B5 0.28 ± 0.15 0.98 ± 0.04 0.99 0.06 ± 0.00 0.50 ± 0.18 0.99

K consistency coefficient, n behavior index, r2 correlation coefficient, K0C Casson yield stress

andcarboxyl group of the esters. These dimers are detected as diglycerides resulting
in values above the expectation of the process.

B1 was the only formulation that presented a cetane number which lie outside the
allowed range (30–45) (Table 2). Lôbo, Ferreia and Cruz [20] reported that the cetane
number increases with the length of the non-branched carbon chain. Ricinoleic is
the predominant fatty acid in VOC and pursuit a short branched chain, therefore a
low cetane number for B1 was expected. The results found herein for cetane index is
below the cetane levels reported by Valente et al. [19]. These authors observed that
the oil source and cooking process have some impact on cetane number due to the
effect on the waste cooking oil molecular structure.

There was no significant difference between the results for proton nuclear mag-
netic resonance for B1 andB5 conversion rate (Table 2). However, increased amounts
of WCO in the blend led to lower conversion rates. The conversion was greater when
B3 was used as rawmaterial for biodiesel production. A possible explanation for this
would be the fact that the NMR methodology was unable to separate and quantify
the individual sterols [18].

All biodiesel samples showed a rheological behavior of a Newtonian fluid, since
the values for behavior index (n) Casson yield stress (K0C) are close to 1 and 0,
respectively (Table 3). Thus, the rheogram can be represented by a straight line
through the origin, represented in Fig. 2. According to the ANP specification (ANP
resolution 42, 2004), the kinematic viscosity of biodiesel must be 5.0mm2/s at 40 °C.
In this way, except for B1, the biodiesel kinematic viscosity values are within the
normalization.

4 Conclusions

The significant reduction in the kinematic viscosity of biodiesel, obtained when used
portions ofWCO, demonstrated the great feasibility of reusingthe oil discarded from
frying for the production of that fuel.
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Considering the physico-chemical characteristics, VOC showed the lower trans-
esterification rate. The blend composed by 50% VOC + 50% WCO (B3) would be
the best formulation for biodiesel obtaining, showing high transesterification yield
(52.31%), iodine index and density within the standards in addition to higher conver-
sion rate (61.49%). However, B3 showed an acidity level slightly above the allowed
by Anvisa (0.55 mgKOH/goil). In this way, B4 (25% VOC + 75% WFO) would be
an alternative of formulation for biodiesel obtaining, once all parameters are within
the legislation. Moreover, higher amounts of WCO incorporated into the blend make
biofuel attractive with respect to oil reuse, in addition to reducing the total cost of
the process and avoiding the wrong disposal of waste to the environment.
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Sensorial and Rheological Parameters
of Cured Cheese Produced with Goat
Milk

Daniela Helena Pelegrine Guimarães , Débora Barros
and Maria Thereza de Moraes Gomes Rosa

Abstract The goat breeding has increased the participation on the agricultural sce-
nario, where goat’s milk and its derivatives have conquered and maintained the new
markets. The present work aims to analyze sensorial and rheological parameters of
cured cheese produced with goat milk, by acid coagulation. The same product was
prepared in a conventional manner, which is, with cow’s milk. The products were
analyzed with regard to the physical, chemical, texture and sensorial properties. The
results presented in sensorial tests demonstrate that only for the texture, the prod-
ucts presented no significant difference, although rheological tests have found the
penetration of about 37% higher in the cheese prepared from goat’s milk. The other
sensorial attributes showed significant differences between the two products, where
the cheese made from goat’s milk had slight preference, by the tasters.

Keywords Dairy products · Goat breeding · Texture · Sensorial attributes

1 Introduction

Milk is a complex blend, consisting by an emulsion composed of lipids and a colloidal
dispersion of proteins, lactose, minerals, vitamins, enzymes and certain organic com-
pounds [1]. The opaque color of milk is mainly due to the dispersion of proteins and
calcium salts [2]. Even, at the global level, cow milk remains the most abundant and
the most consumed by humans, in the last years, an increase on goat milk production
has occurred in many developing countries, indicating an interest increasing on this
activity, which plays a key role in livestock production [3, 4]. The success in the
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market and growing consumer interest became the goat milk profitable and popular
as alternatives to bovine milk [5].

The advantage in consuming goat milk is its lesser particles of fat, facilitating
digestion process, also recommended on allergic [6–8]. In the past two decades, the
volume of goat milk production increased dramatically and worldwide production
of goat milk has been risen by approximately 60% between 1993 and 2013 [9].

In this context, the large amount of milk produced and the perishability of the
product resulted in the expansion of the industrialization of goat’s milk, worldwide,
making possible higher monthly invoices, by adding value to the milk produced [10,
11]. Among the derivatives of goat milk, the various types of cheese arouse greater
technological and economic interest. Compared to bovine casein, casein present in
goat’smilk containsmore inorganic calcium and phosphorus, although it is less stable
on heating. Consequently, the coagulation will be faster, the yield of the cheese will
be lower and the gel formed is more easily absorbed [12].

Cured cheese, obtained by milk coagulation with acid or enzyme, is one of the
most popular in the world, presenting high moisture content, white mass and smooth
texture. Cheese texture is an essential quality attribute that determine its acceptability.
This property influences its appearance, taste, sensory impressions in the mouth and
hands [13].

Since during processing, foods are subjected to forces such as stress and shear
during the operations of size reduction, pressing, extrusion, heating and cooling, the
study of rheology is of fundamental importance in the acceptance of food products
because it is associated to the sensorial properties; these characteristics are perceived
mainly by the touch [14]. According to Pelegrine & Gasparetto [15], the importance
of the knowledge of the rheological behavior of foods is as quality measurements,
in projects, evaluation and operation of food processing equipment.

Viscosity is the rheological property that characterizes a liquid food and, for
cheese, the rheological property is its texture, considered an important attribute of the
food, considering that it affects the process, the storage, the handling and acceptance
of the product by the consumer. The texture of the cheese is an essential attribute for
its quality, being one of the four factors that determine its acceptability. This property
influences its appearance, taste, sensory impressions in the mouth and various hands
suitability. By definition, the consistency of the cheese must be such that even when
extracted from its container or refrigerator it is able to remain in the solid state [16].

Taking into account the increasing participation of the goat breeding on the agri-
cultural scenario, the objective of thiswork includes the development of cured cheese,
processed from goat milk goat, by acid coagulation. The same product was prepared
in a conventional manner, which is, with cow’s milk. For the definition of the product
with the characteristics desired by the consumers were carried out sensorial accep-
tance tests, where the evaluated attributes were: flavor, color and texture.

The main objective of this work is to correlate the sensorial parameters of the
cheese to the measurement of its texture and water activity, being such measures
measured in the texturometer and water meter respectively.
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2 Materials and Methodology

Cheeses were prepared using goat and cow’s milk. The milk samples were ana-
lyzed through physicochemical analysis of pH, methodN. 4.7.1 [17], acidity, method
N.4.7.2 [17], density at 15 °C, method 16196 [17], fat content [18], protein content,
method 380120 [17] and viscosity [19]; these analyses were all carried out in tripli-
cate.

Then the milk (goat or cow) passed in a double tube pasteurizer. Pasteurized milk
was adjusted for fat content (3.4% fat), by adding powdered milk and then added
calcium chloride in the ratio of 40 mg per 100 L of milk. The cheese was processed
according to [20], heated up to 82 °C in a jacketed stainless steel pan and, once this
temperature was reached, 0.3% lactic acid in the ratio 1/9 (w/w) was added. The
mixture was coagulated (by stirring), and then decanted. It was used cotton cloths
to solve and squeeze the rennet, followed by several washes with cold water, until
reach pH of 5.2–5.5 range. Cut up the curd into small pieces, in order to obtain
grains of 1.5 cm. The curd was slowly stirred (40 min) and, then, heating to 37 °C.
The final point of the stirring occurred when the grains were firm. Thereafter, the
whole serum was removed and the desorbed mass was then pressed into the tank for
15 min until entire elimination of serum, placed in cylindrical form for 30 min. The
pressed cheese went to the salting chamber (brine of 20% salt, at 12 °C, during 24 h),
packed and stored in a cold room at 3 °C. Once firm, the serum was removed from
the granules and the desorbed mass was crushed and pressed into cylindrical forms
for 30 min. Finally, the cheese was packed and stored at 3 °C.

The products were evaluated on pH [17], fat content [18], protein content [17],
water activity in a water activity meter (Alpax, 650) and the rheological properties,
in a texturometer (Texture Analyser, TA—TX2). These analyzes were performed in
triplicate and the results expressed were the average of the three replicates.

The products were also evaluated with respect to sensorial acceptance test with
nine point hedonic scale and purchase intent; the samples were served in codified
(with three numeral) white plates and sensorial attributes evaluated were flavor,
color, appearance and texture [21], by an untrained team of 30 judges (students,
emploees and professors of Taubate University). The sample used from 30 testers
was based on the references ofMeilgaard et al. [21]; these researchers are considered
as reference in sensory analysis studies, which recommend, for an acceptance test,
a team composed of 30–50 testers.Variance and Tukey Test (with significance level
of 5%) were performed.

3 Results and Discussion

Table 1 presents the physical and chemical properties for cow and goat milks, as well
for the cheese formulations. For each analysis, the value represents the repetitions
average and the standard deviation.
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The results in Table 1 show that both goat and cow’smilks presented characteristic
composition of each one, where similar values of fat and protein contents can be
observed. These results are in agreement with Barrionuevo et al. [22], and Haenlein
[23], who state that the amount of fats and proteins in goat’s milk are similar to that
of cow’s milk, the difference is in the quality (type, configuration) of these nutrients.

Regarding the physical and chemical properties of the cheese, it was observed that
when the goat’smilkwas used, the product had a higher nutritional value, that is, with
a higher concentration of nutrients, since the cheesemade from goat’s milk presented
moisture content 11% lower when compared to the product made with cow’s milk.
Regarding protein content, the use of goat’s milk resulted in a 69% higher, compared
to the same product made from cow’s milk.

Leuthier et al. [24] analyzed the effects of storage temperature on the physical and
chemical characteristics of goat cheese, when stored under refrigeration (temperature
around 10 °C), detected lower values of humidity and higher values for fat and protein
content.According to the author, the difference in the centesimal composition of these
products is noted, according to the variety of the cheese. The same happened in the
researches of Cavalcante et al. [25], when evaluating the quality of bovine rennet
cheese using pasteurized milk and endogenous lactic culture.

In addition, the differences in relation to moisture and fat contents are expected
when compared to the different types of cheeses, due to factors related to the com-
position of the milk used. Milk composition, in turn, may be influenced by several
aspects, such as the breed, age, health status and lactation stage of the animal, as well
as the environmental conditions and the type of feed [26]. In addition, the process of
cutting, forming and pressing time may also influence the ability of the products to
retain fat and moisture [27].

Respecting to the rheological parameters Table 2 shows that, for the same work,
the product obtained from goat’s milk provided a penetration of about 37% higher,
which indicates that it is slightly less consistent, when compared with the same
product made from cow’s milk. These results are in agreement with Haenlein [23],
and Cunha, Viotto & Viotto [28].

Table 2 presents the results of the sensorial analysis.
The results presented in Table 2 demonstrate preference for cheese made with

goat’s milk. The ANOVA results (5% probability) showed no significant difference
between the two, only for the texture. In the other attributes, the cheese elaborated

Table 2 Sensorial attributes
for the different cheeses

Attribute Sample 1 Sample 2

Color 7.49 ± 1.38a 8.14 ± 0.97b

Appearance 7.68 ± 1.32a 8.14 ± 0.69b

Flavor 6.22 ± 2.04a 7.49 ± 1.31b

Texture 7.03 ± 1.54a 7.31 ± 1.49a

aSample 1—cheese made from cow milk
bSample 2—cheese made from goat milk
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Fig. 1 Purchase intention of the cheese obtained from goat and cow milks

with goat’s milk differed from that elaborated with cow’s milk, where the former
obtained higher averages.

Figure 1 illustrates the purchase intention for the two formulations.
Regarding to purchase intention of the samples, Fig. 1 shows that both products

were widely accepted, where more than 50% of the population would certainly buy.
The cheese obtained from goat’s milk had greater acceptance, where 86% of the
population would certainly buy the product and 14% would possibly buy.

4 Conclusions

The results of the nutritional composition of the cheese obtained from the goat
milk presented, with protein content slightly above the protein content of the same
product elaborated from the bovine milk, besides its excellent sensorial acceptance,
demonstrated the potential expansion of the product consumption.

Although the results of the rheological tests attributed less consistency to the
cheese made from goat’s milk, this difference was not observed in the senso-
rial tests, reinforcing the viability of the use of goat’s milk in the preparation of
cured cheese, besides the high acceptance of the product, which presented higher
nutritional value, compared to cheese made from cow’s milk.
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Viability of the Uses of Effluent
for Cultivation of Chlorella vulgaris
in Order to Integrate the Generation
of Biofuels with the Treatment of Water

Daniela Helena Pelegrine Guimarães , Victor Fernandes Marino ,
Gabriel Costa Blanco , Wallyson Ribeiro dos Santos
and Maria Thereza de Moraes Gomes Rosa

Abstract Microalgae constitutes an adequate environmental alternative: besides the
accumulation of lipids, they capture CO2 of the atmosphere and absorb contaminants
present in aquatic environments. This work used Chlorella vulgaris, cultivated in a
pretreated wastewater effluent generated by Lorena School of Engineering. The tests
were carried out with effluents collected on different days because of the variation
of their concentration along the week. Chlorella vulgaris presented good adaptation
to the university effluent, reaching a maximum cell density of 1.92 × 107 cells/mL
and a dry biomass concentration of 1.74 g/L. It obtained satisfactory concentra-
tions of lipids per gram of biomass (0.095–0.164 mg/g). In addition, it promotes
nitrate removal rates between 54 and 78.74%, and COD reduction between 17.73
and 36.13%. The cultivation of the microalgae Chlorella vulgaris in effluent proved
to be a good alternative to promote the accumulation of lipids and the improvement
of water quality.

Keywords Microalgae · Chlorella vulgaris · Biofuel ·Water treatment · Effluent

1 Introduction

The accelerated growth of population and industrial growing have led to the indis-
criminate exploitation of natural resources, without taking into account the negative
impacts on the environment. Today most of the world’s energy demand is supplied
by the use of fossil fuels [1].

On the other hand, the growing concern with environmental issues has been evi-
dent in recent years, influencing the decisions of business leaders regarding energy
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sources, creating the need to generate energy from renewable sources, such as the
production of biofuels [2, 3].

One method that has been well studied by researchers is the production of lipids
using microalgae, the microalgae biomass accumulated lipids that can be extracted
and converted into biodiesel via transesterification; besides the energy generation
capacity, microalgae have the capacity to absorb and remove contaminants present
in water improving its quality [4, 5].

In recent years, energy frommicroalgae has gained popularity inmany parts of the
world, such as the United States and several European countries. The encouragement
of the use of microalgae as raw material for the production of biofuels is due to the
great advances in biosystems engineering, but still has large gaps to be optimized
[6, 7]. In this context, a great challenge is the construction of economically viable
reactor that allow the cultivation of microalgae on a large scale. The high cost of
the construction and operation of photo bioreactors, coupled with the need of large
amounts of nutrients, limits the commercial use of it. In order to reduce these costs,
several types of effluents have been tested, such as water sources and nutrients for
cultivation [8].

The treatment of water is another environmental issue that has been highlighted,
because of the development of various human activities where water is used, which
is a renewable resource, still present in a great amount on the planet, with a wide
variety of applications, easy to obtain and considerably low cost [9].

Despite abundance, water must be used consciously to ensure the preservation
of the ecosystems. Water treatment technologies have evolved considerably, and it
can be said that any water can be treated and consumed although the costs and risks
involved may be extremely high. In this sense, different types of effluents have been
tested as sources of water and nutrients for the production of microalgae, which can
visibly reduce production costs [10]. The use of effluents as a cultivation form can
also improve the energy balance and reduce environmental impacts associated with
their disposal in water bodies without previous treatment [11].

Taking into account the depletion of the energy resources available on the planet,
trying to minimize the impacts caused by traditional means of energy generation, the
present work aims to evaluate the feasibility of integrating the generation of biofuels
with the treatment of water through the cultivation of the species Chlorella vulgaris
effluent from the Engineering School of Lorena (EEL/USP).

2 Materials and Methodology

For the present study, it was usedChlorella vulgarismicroalgae (clone strain BMAK
D1), provided by Aidar &Kutner (Oceanographic Institute) of Sao Paulo University
(USP).
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2.1 Characterization of the Effluent

EEL/USP Effluents Treatment Station uses a biological reactor with decanter, with
capacity to treat all the effluent generated by students and staff (about 3000 people),
composed of domestic sewage and small concentrations of metals used in laborato-
ries. The concentration of the produced effluent varies according to the frequency of
the students in the university. Therefore, due to these variations, crops were grown
on three different dates, as mentioned late.

To evaluate the efficiency of the process, the effluent was characterized, at the
entrance and exit of the reactor, using Chemical Oxygen Demand (COD) and Nitrate
analyzes, according to the methodologies described in Standard Methods.

The COD analysis was done according to Apha [12], by spectrophotometry (ICP-
OES, Optima 8000), in order to verify the amount of organic matter removed from
the effluent. Then, the dilutions were made and the calibration curve was prepared.
Afterwards, the absorbance was converted to the concentration of dissolved oxygen,
consumed per liter.

The nitrate concentration analysis was performed every 3 days to determine the
nitrate consumption profile of Chlorella vulgaris in the effluent. The analyzes were
done in a spectrophotometer (Jenway 7305), at the wavelength of 220 nm which
represents the total amount of nitrogen in the sample. However, it was necessary to
discard the amount of organic nitrogen produced by themicroalgae during its growth.
Organic nitrogen was determined by reading the sample at wavelength 275 nm.
Finally, the concentration of the organic nitrogen of the total nitrogen was reduced
to obtain the amount of inorganic nitrogen absorbed [13].

2.2 Inoculum

The inoculum used was maintained in the Basal Bold Medium (BBM), since these
nutrients constitute the structure of the membranes and the cellular environment
of organisms, as well as participate in energy exchange processes and regulate the
enzymatic activity of microalgae [14].

To sterilize the effluent, the method described by Kawachi and Noel [15] was used
to add sodium hypochlorite (0.3–0.5 mL/L). Neutralization was then carried out with
sodium thiosulfate (30mg/L of effluent). The neutralized effluent was inoculated into
5 L photobioreactor.
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Fig. 1 Cultivation of Chlorella vulgaris in a medium containing effluent in batch photobioreactor

2.3 Batch Photobioreactor

The microalga cultivation was in a 5 L photobioreactor (in batch) with a constant
artificial light source composed of fluorescent lamps, providedwith an air compressor
for stirring and solubilization of oxygen and carbon dioxide in the effluent (Fig. 1).

Microalgal growth was monitored daily by spectrophotometer reading at 680 nm
(UV-Vis, Bel Photonics) and the cell count, under an optical microscope in the
Neubauer chamber (TNB-01T).

The effluent generated by EEL/USP shows variations in composition, accord-
ing to the frequency of students during the semester. Therefore, the cultivation of the
microalgae and the characterization of the effluent were carried out on three different
dates: Cultivation 1 (end of July, corresponding to school holidays at the university
and, consequently, absence of students), Cultivation 2 (beginning of August, begin-
ning of the academic period of the university), Cultivation 3 (mid-August, with high
frequency, by students, staff and professors).Cultures were carried out until the num-
ber of cells was stabilized.

2.4 Biomass Handling

After each cultivation, biomass was recovered by flocculation, adding aluminum
sulphate (1 Eq/L) at a rate of 3 mL/L for decantation of the biomass. The sediment
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biomass was filtered, dried in the oven at 60 °C and grinded to increase the contact
surface area. Then, the biomass was quantified with respect to the lipid content,
according to Bligh and Dyer [16].

2.5 Productivity of Biomass and Lipids

After obtain the biomass, the productivity of lipids was calculated by the following
Eq. (1):

P = �x

�t
(1)

where:

�x Variation of lipid or biomass concentration;
�t Time.

3 Results and Discussion

3.1 Characterization of the Effluent at the Reactor Entrance

The values presented in Table 1 correspond to the parameters analyzed in the treated
wastewater of the EEL/USP Effluent Treatment Station (ETS).

For the determination of the oxygen concentration consumed by the Potassium
Dichromate in COD, as well as of the nitrate concentration present in the effluent, it
was necessary to construct the analytical calibration curves, shown in Figs. 2 and 3.

3.2 Cellular Density (Number of Cells)

The density of Chlorella vulgaris cells during cultures in the effluents can be visual-
ized in Fig. 4, which relates the number of cells with time. Each experiment presented

Table 1 Characterization of
the effluent at the reactor
entrance

Parameter Cultivation 1 Cultivation 2 Cultivation 3

COQ
(mgO2/L)

251. 54 127.24 88.36

nitrate (mg/L) 23.23 15.74 10.88
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Fig. 2 Analytical curve of DQO

Fig. 3 Analytical curve of
nitrate

its own culture time, according to the concentration of the effluent (until reaching
the stabilization of the number of cells).

The highest growth rate of Chorella vulgaris occurred in the effluent correspond-
ing to cultivation 2, reaching 1.915 × 107 cells/mL, while in the effluents used in
cultures 1 and 3, the growth occurred until reaching 1.340 × 107 and 1.002 × 107

cells/mL respectively.
Comparing Fig. 4 with Table 1, it is possible to observe that due to the excess of

nitrate present in the effluent of cultivation 1,Chlorella vulgaris presented difficulties
in the process of assimilation of nitrates; consequently, did not present the highest
cell density. However, the culture in the effluent of cultivation 3 (with amount of
intermediate nitrate) obtained the largest number of cells.

It is also possible to verify that the cell growth in the effluent of the cultivation 3
reached the stabilization of the growth more quickly, due to the smaller amount of
nitrate; consequently, nutrient depletion occurred more rapidly.
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Fig. 4 Growth curve Chlorella vulgaris in wastewaters

Fig. 5 Analytical curve of biomass growth of the microalga Chlorella vulgaris

3.3 Growth Curve (Dry Mass)

The microalgae growth was also evaluated by the concentration of the biomass
present in the effluent. Concentrations were determined using the analytical curve
given in Fig. 5. The curve was drawn by dilutions of a sample of the culture with
known concentration.
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Fig. 6 Concentration of biomass in cultures containing wastewaters

After performing the absorbance readings of the culture, they were converted
to biomass concentration (g/L) to construct the graph of its variation with time,
according to Fig. 6.

Chlorella vulgaris presented a higher concentration of biomass in culture 2, reach-
ing a concentration of 1.74 g/L, while in cultures 1 and 3 concentrations of 0.68 and
0.62 g/L respectively were obtained.

Comparing Fig. 6 with Table 1, it is possible to observe that although crop 1 had
the highest concentration of nitrate, crop 2 had the highest concentration of biomass;
according to Melo [17], the excess of nitrate has made the assimilation of nutrients
by the cells become more difficult, reducing the performance of the cultivation.

3.4 Nitrate Consumption

The nitrate consumption profile of Chlorella vulgaris is shown in Fig. 7.
Analyzing the graph of Fig. 7 it can be seen that there were extremely high nitrate

removal rates in all growing conditions.According toShawet al. [18], nitrate amounts
exceeding 0.3 mg/L in bodies of water are sufficient to provide algae proliferation,
with that been said, the initial amount present in the effluent corresponding to the
culture condition 1 was very high, which may have interfered in the process of
nutrient assimilation and development of the cultivation.
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Fig. 7 Nitrate consumption profile

Fig. 8 Comparison of cell density using wastewater with the BBM standard

A comparison of the cell density and biomass production in effluent with the BBM
standard

In order to better evaluate the performance of themicroalgae in the effluent, a com-
parisonwasmade between the cell density and the concentration of dry biomass accu-
mulated by the cultivation in effluent and BBM standard medium (Fig. 8, Table 2).
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Table 2 Concentration of dry biomass

Parameter Cultivation 1 Cultivation 2 Cultivation 3 BBM

Biomass (g/L) 0.69 1.74 0.61 0.96

Table 3 Concentration of lipids extracted and ratio lipids per gram of dry biomass

Parameter Cultivation 1 Cultivation 2 Cultivation 3 BBM

Lipids (mg/g) 0.095 0.124 0.164 0.122

Ratio (%) 9.500 12.400 16.400 12.200

Table 4 Characterization of the effluent at the exit of the reactor

Parameter Cultivation 1 Cultivation 2 Cultivation 3

COQ (mgO2/L) 206.92 81.26 64.57

Nitrate (mg/L) 10.69 3.35 2.77

From Table 2 and Fig. 8, the second cultivation showed cell density and biomass
concentration higher than the BBM standard; although the cell density and biomass
concentration of cultures 1 and 3 were not as high, they were not much lower than
the BBM culture.

3.5 Lipid Concentration

Table 3 presents the capacity of accumulation of lipids between the different types
of culture.

The highest accumulation of lipids was with the effluent corresponding to culture
3, presenting a ratio of lipids per gram of 16.4%. Comparing the results presented
in Tables 1 and 3 it is possible to observe that growing medium with low nitrogen
concentrations promote a greater accumulation of reserve lipids. On the other hand,
in the case of cultures in which the medium presents high concentrations of nitrogen
the formation of reserve lipids is low. That is, the accumulation of lipids is related to
the concentration of carbon and nitrogen present in the medium [19].

It is also possible to note that Chlorella vulgaris presented satisfactory lipid accu-
mulation, compared to standard BBM medium, since the percentage of lipids was
only lower in the effluent where the nitrate concentration was very high.

3.6 Characterization of the Effluent at the Exit of the Reactor

Table 4 shows the values corresponding to the parameters analyzed in the effluent,
after the end of each cultivation.
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The first cultivation (at the end of July) showed a removal rate of 17.73% of
the COD and 54% of the nitrate concentration of the effluent; the second (at the
beginning of August) had a removal rate of 36.13% of the COD and 78.74% of
the nitrate concentration of the effluent. Finally, the third cultivation (mid-August)
showed a removal rate of 26.92% of the COD and 74.57% of the nitrate concentration
of the effluent.

Table 4 shows that the excess of nitrate in the effluent (culture 1) interfered in the
assimilation process of the nutrients by the cells, resulting in a lower nitrate removal
rate [17], whereas the initially lower concentrations of nitrate growing medium,
obtained higher rates of nitrate removal. However, all the crops had an excellent
nitrate removal potential from the effluent and a reduction in the concentration of
considerable organic matter.

3.7 Productivity of Biomass and Lipids

The productivity results in biomass and lipids are presented in Table 5.
From the data presented in Table 5 it is possible to observe that the cultivation with

the highest biomass productivity was made using the effluent with an intermediate
nitrate concentration of 15.74 mg/L (cultivation 2), reaching a biomass productivity
of 4.0 mg/L.hWhile the cultures using effluents with concentrations of 23.23 mg/L.h
(cultivation 1) and 10.88 mg/L.h (cultivation 3) obtained a biomass productivity of
1.6 and 2.3 mg/L.h, respectively.

In other words, the excess of nitrate in the cultivation 1 made it difficult to assim-
ilate the nutrients by microalgae while the low concentration of nitrate in the cul-
tivation 3 limited the growth due to the exhaustion of the nutrients present in the
medium.

Comparing Table 5 with Fig. 6 it is possible to observe that although the biomass
concentration of the cultivation using the more concentrated effluent was higher than
that using the less concentrated effluent, the biomass yield was lower due to the
longer time interval of the cultivation.

Interpreting the data presented in Table 5 it is possible to observe also that the
lipid productivity is directly related to the nitrate concentration in the medium. The
higher the concentration of nitrate the lower the lipid yield of the cultivation [19].
The Economic analysisof each cultivation is illustrated in Table 6, which presents
the percentage of each input oncapital costs.

Table 5 Biomass and lipids productivity in different growing conditions

Parameter Cultivation 1 Cultivation 2 Cultivation 3

Productivity of biomass (mg.L−1.h−1) 1.60 4.00 2.30

Lipid Productivity (mg.L−1.h−1) 2.46 × 10−4 5.29 × 10−4 5.26 × 10−4
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Table 6 Percentage of the inputs on capital cost in each cultivation and in BBM

Input Cultivation 1 Cultivation 2 Cultivation 3 BBM

Reactor building (%) 36.90 28.00 43.69 32.98

Inoculum (%) 0.24 0.18 0.28 0.21

Growing médium (%) 0.00 0.00 0.00 1.86

CO2 delivery(%) 50.60 59.59 42.79 7.34

Harvesting(%) 0.45 0.34 0.54 0.40

Extraction(%) 4.90 3.75 5.85 4.41

Lighting(%) 6.80 0.08 5.87 53.72

Capital cost (U$) 54.53 71.90 46.06 61.02

Table 7 Efficiency and cost of crops

Parameter Cultivation 1 Cultivation 2 Cultivation 3 BBM

Productivity of biomass
(mg.L−1.h−1)

1.60 4.00 2.30 2.2

Lipid Productivity
(mg.L−1.h−1)

2.46 × 10−4 5.29 × 10−4 5.26 × 10−4 3.75 × 10−4

Nitrate removal (%) 54.00 78.74 74.57 75.22

COQ removal (%) 17.73 36.13 26.92 0.0

Cost (R$) 16.80 22.15 14.19 18.80

Analyzing the values of Table 6, it is possible to observe that the use of effluents
as a culture medium is an interesting alternative, since it eliminates the need to
prepare syntheticmediumand purchase reagents, allowing savings per liter compared
to the BBM standard. That is, in large-scale projects and for industrial use, using
effluents will bring significant cost reduction, as well as a proportional improvement
of water quality, eliminating the need for future investments in effluent treatment.
The efficiency and cost of cultivation are present in Table 7.

From Tables 6 and 7 it is possible to compare the main parameters evaluated in
this project with the cost of implementing each experiment. It is concluded that the
use of effluent as a culture medium actually reduces the cost of the project, since
all the cultivation in the wastewater presented lower costs, except for the cultivation
2 where due to its high hydraulic retention time of 17 days the energy demand for
lighting and CO2 release was higher. In addition, the lipid yield in the cultures using
effluent was higher than that of the culture using theBBMstandard, except for culture
1 due to the presence of a high concentration of nitrate in the effluent.

Therefore, the cultivation of effluents is a good alternative for the optimization of
lipid production, providing considerable cost reductions if it is done at larger scales
such as in the industrial area.
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4 Conclusions

The EEL/USP effluent is a good alternative to cultivate the microalga Chlorella vul-
garis, reaching cell densities and biomass concentrations of the dried biomass higher
or similar using the standard BBM medium. The lipids accumulated by Chlorella
vulgaris in ETS (EEL/USP) effluent cultures also showed satisfactory lipid concen-
trations, lower than the BBM standard only in the culture where the effluent had very
high nitrate concentrations.

In addition, Chlorella vulgaris has been shown to be an interesting option in
the treatment of water, presenting high rates of nitrate and organic matter removal,
which changes the water quality, causing negative impacts on the environment, such
as eutrophication of water bodies. That is, after the cultivation, the effluent returns
to the environment with a better quality than the effluent at the entrance.

Finally, the cultivation of Chlorella vulgaris in effluents (instead of using the
standard BBM medium) eliminates the preparation stage of reagent solutions and
consumption, resulting in reduced nutrient purchase expenses.Although the results of
the rheological tests attributed less consistency to the cheese made from goat’s milk,
this difference was not observed in the sensorial tests, reinforcing the viability of the
use of goat’s milk in the preparation of cured cheese, besides the high acceptance
of the product, which presented higher nutritional value, compared to cheese made
from cow’s milk.
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Modeling a Photovoltaic Panel
with the Algorithm Incremental
Conductance to Maximize Efficiency
using Matlab/Simulink� Software

Domingos Teixeira da Silva Neto, Amélia Moreira dos Santos,
Jessica Fernandes Alves, Fernando Ribeiro Arduini and Polyane Alves Santos

Abstract Aphotovoltaic cell junction forms a photovoltaic panel that has small effi-
ciency, occasioning a maximum power unavailability. The maximum power depends
on temperature and irradiation’s environmental conditions. To provide maximum
power, it is recommended to add an electronic system known as maximum follower.
The Maximum Power Tracker, also known as MPPT (Maximum Power Point Track-
ing), alters the operation of the converter connected to the photovoltaic panel array,
thereby allowing maximum power availability regardless of irradiation and temper-
ature values. Some MPPT algorithms are used to allow the optimization of solar
energy. As a result of the maximum power efficiency, the MPPT Conductance Incre-
mental algorithm was used. Through the software MatLab/Simulink�, the modeling
and simulation of the photovoltaic panel was carried out. The output current and the
power of the photovoltaic panel depends on the Irradiation. The Incremental Con-
ductance algorithm was efficient, given that the results obtained with this algorithm
compared to the output power values of the photovoltaic panel presented relative
errors lower than 10%.

Keywords Panel · Power · MPPT · Incremental conductance

1 Introduction

Global climate change has attracted interest and concern from governments, interna-
tional organizations and society. The excessive increase in greenhouse gas emissions,
caused in large part by the burning of fossil fuels for electricity generation, makes
it essential that effective measures be taken to reduce emissions of these pollutants
and their effects [1].
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A new technological concept of energy generation has emerged in recent years.
The words renewable energies, sustainable energy and energy efficiency have begun
to be pronouncedmore frequently, although these technologies are not yet well estab-
lished and they do not already have a guaranteed market because they are expensive
[2].

From the first oil crisis, in the 70s, they were considered as possible sources of
electric energy, increasing the studies on them, leading to the expansion of their
use. Brazil has an intensive energy matrix based on water resources and the energy
utilization of sugarcane, and much of the water potential is found in regions that
present difficulties in sustainable environmental management practices, such as the
Amazon region [1].

The development of the global energy industry should be based on the search
for supply security and meeting energy demand in order to take a path towards
environmental and economic sustainability. Among the renewable energies, it is
mentioned the photovoltaic energy [3].

The solar cell is an electronic component, built by a PN junction, which converts
sunlight energy into electricity from the photovoltaic effect, that is, a component that
absorbs solar energy and rearranges the energized electrons of a state to an external
circuit [4].

The efficiency of the photovoltaic panel indicates the amount of incident radiant
power that it converts into electrical energy. After the conversion of solar energy
into electrical, electronic processing is necessary through computational models that
contemplate the behavior of the panel, considering the atmospheric changes of tem-
perature and irradiation [5].

The reason for having an efficient modeling is due to the need to understand
the maximum power that is provided by the photovoltaic panel. According to [3],
the implementation of a photovoltaic panel using Newton-Raphson algorithm, is
effective in many applications, due to the considerations that the algorithm makes as
a function of the temperature and irradiation conditions, panel terminal voltage and
the inclusion of the maximum power point of operation [6].

This algorithm system is known as Maximum Power Tracking (MPPT) which
corresponds to voltage and cururent values that determine the point of maximum
power through instantaneous changes of temperature and irradiation [4].

The most popular MPPT algorithms are: Fixed Cyclic Ratio, Constant Voltage,
Disturbance and Observation (P&O), Incremental Conductance (IC), Beta Method,
System Oscillation, Ripple Correlation [6].

According to [6] for themaximumpower range, the IC algorithm presents relevant
efficacy.

The purpose of this article is to implement, through the software Matlab/
Simulink�, a photovoltaic panel with the algorithm of MPPT Incremental Con-
ductance and verify the efficiency of this through the results found.
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2 Modeling a Photovoltaic Panel

In the modeling of a photovoltaic panel, a traditional photovoltaic cell model is
sufficient for most applications as the one used (Fig. 1).

According to [4], the equations that describe a photovoltaic panel are:

I=Iph−Id [e
q(V+I Rs )

nKT −1]−( V+I Rs
Rp

) (1)

Iph=[Isc+α(T−Tr )] λ
1000 (2)

Id=Irr (
T
Tr

)3e[ qEgnK ( 1
T − 1

T r )] (3)

where: I is the output current of the photovoltaic panel; I ph is the photo current;
I d is the cell reverse saturation current; n is the p-n junction quality factor; V is
the cell output voltage; q is the value of the electron charge (1.6 × 10−19 C); K is
the Boltzmann constant (1.38 × 10−23 J/K); Rs is the series resistance (representing
the losses by contact and conduction); Rp is the parallel resistance (representing
the losses due to the leakage current); Isc is the short-circuit current; α is the Isc
temperature coefficient ; Tr is the reference temperature 298 K or (25 ◦C); λ is the
solar radiation intensity in m/W 2, Eg is the bandwidth energy valued 1.1115 eV
according [5].

In order to characterize the photovoltaic panel, some values of the model SPR
305 WHT-D from the manufacturer SUN POWER were taken. The measures were
taken under conditions of irradiance of 1000 W/m2 and temperature of (25 ◦C).
The main characteristics used in this study were: Maximum power, Pmp = 305 W;
Rated voltage, Vmp = 54.7 V; Nominal current, Imp = 5.58 A; Open circuit voltage,
Voc = 64.2 V; Short circuit current, Isc = 5.96 A.

With the catalog values of the SPR 305 WHT-D model from the SUN POWER
manufacturer, Eqs. (2) and (3) were solved. The only value to be discovered is Irr . It
is known that when I = 0, and V = Voc (open circuit voltage) and making T = Tr ,
we have Eq. (4) through (1).

Fig. 1 Equivalent circuit of a photovoltaic cell
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Irr =
Isc − Voc

Rp

e
qVoc
nKTr − 1

(4)

The used iterative method was the Newton-Raphson by virtue of having recursive
calculation and easy implementation, as pointed out by [7]. Inmathematical notation,
the method is given by:

xn+1 = xn − f (xn)

f ′(xn)
(5)

where n indicates the nth algorithm iteration and f (xn) is the f’ function derivative
in xn .

MATLAB tools were used to predict the behavior of the C-V and P-V curves
represented, respectively, in Figs. 2 and 3 with irradiation scenarios of 1000, 800,
600 W/m2 and temperature of 25 ◦C. The simulation shows that the output cur-
rent and power depend on the irradiation, as stated by [3]. Moreover, the Newton
Raphson method proved to be efficient when comparing the curves supplied by the
manufacturer SUN POWER with those obtained in the simulations

3 MPPT Algorithm

A photovoltaic system consists of a photovoltaic panel, a boost converter, and an
electronic interface to perform the maximum power tracking (MPPT), as shown in
Fig. 4.
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The maximum power tracking algorithm is implemented to the system so that the
PV panel operates delivering themaximum available power. Thus, the function of the
MPPT algorithm is to ensure that regardless of temperature and irradiance variations,
the system provides maximum power. This is done by dynamically adjusting the
current and voltage variables as well as the duty cycle converter. In this paper, the
MPPT Incremental Conductance (IC) algorithm was used, evaluating its efficiency
with regard to the maximum power delivery.

The basic flowchart of this approach is presented in Fig. 5 [8]. The IC algorithm
uses the derivative technique in the power curve in relation to the voltage. When the
maximum power is reached, dP/dV = 0. If the derivative is positive, the algorithm
needs to advance, otherwise, it should be retreat. According to Eq. (6), the algorithm
works as a function of the photovoltaic panel voltage and current [8].

dP/dV=d(V I )/dV=I dV/dV+Vd I/dV=I+Vd I/dV (6)

For the IC algorithm MATLAB/Simulink implementation, the work steps of [8]
were used. The initial duty cycle rate (D) was 0.5. A DC-DC boost converter was
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Fig. 5 Incremental conductance algorithm flowchart

Fig. 6 Boost converter CC-CC
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chosen due to its smaller losses when compared to other converters as indicated by
[9]. Figure 6, show a boost converter CC-CC.

The parameters of the boost converter were calculated using Eqs. (7–9).
According to [7], when the boost converter operates in continuous mode, there is

a relation between the input (Vin) and output voltage (Vout ) of the PV panel, and the
duty cycle rate, according to Eq. (7):

Vout = Vin

1 − D
(7)

The inductor L of the boost converter is given by Eq. (8) as a function of the
peak-to-peak current ΔiL , whose value was chosen as 0.762 A.

L = VsDT

ΔiL
= VsD

ΔiL f
(8)

The capacitor for the boost converter is found using Eq. (9) and the value of the
output ripple was considered to be 0.2%.

C = D

R(ΔV/Vout ) f
(9)

With values of Vin = 54.7V and Vout = 109.4 V, and setting a resistor value (R) of
10� and a frequency ( f ) of 5000Hz, inductor and capacitor values of L = 14.35mH
and C = 5mF were obtained, respectively.

4 Results and Discussion

To measure the efficiency of the MPPT (IC ) algorithm the temperature was set at
25 ◦C and temperatures irradiations ranged at 600, 800 and 1000 W/m2 for 2.5 s, as
can be seen from Fig. 7.

The results for the mentioned irradiations are found in Fig. 8, where it shows
that the power increase is proportional to the irradiation variation increase. Table 1
compares the maximum output power values taken from the catalog values of the
SPR 305 WHT-D model from the SUN POWER manufacturer of the irradiations
mentioned above in the work with those obtained by the simulation.

5 Conclusions

A photovoltaic panel was modeled using the Newtonian Raphson iterative method.
The method showed efficiency regarding the representation of the mathematical
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Table 1 Comparison of the output power of the photovoltaic panel and the values obtained by
means of the MPPT algorithm Incremental conductance (IC)

Analysis time period of 2.5 s

Constant temperature of 25 ◦C
Irradiation W/m2 Maximum output

power (W)

Maximum output
using IC (W)

Relative error %

1000 305.00 303.40 0.52

800 242.90 223.60 7.94

600 140.81 128.80 8.52



Modeling a Photovoltaic Panel with the Algorithm Incremental Conductance … 369

model. Subsequently, the IC algorithm was added for the efficiency maximization,
by means of computational simulation using Simulink�. The signal resulting from
theMPPT algorithm acted at the gate of the boost converter. The output of the photo-
voltaic panel presents non-linear characteristics due to the inputs that are irradiance
and temperature. In the simulation, the temperature was set at 25 ◦C and the irradi-
ation levels varied at 600, 800 and 1000 W/m2 a period of 2.5 s. The IC algorithm
showed relevant efficacy since the results obtained in simulation compared to the out-
put power values of the SPR 305 WHT photovoltaic panel presented relative errors
lower than 10%.
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Stability Analysis of the Interval Systems
Based on Linear Matrix Inequalities

Navid Razmjooy , Mehdi Ramezani, Vânia Vieira Estrela ,
Hermes José Loschi and Douglas Aguiar do Nascimento

Abstract Positive definiteness and Hurwitz stability of the interval systems are
discussed. A linear matrix inequality representation is introduced to simplify the
analysis of the interval system. First, it is shown that the interval matrix can be stable
if it has 2 conditions. Afterward, they converted to linear matrix inequalities for
simplifying the conditions solution. A Lyapunov function is introduced to prove the
new representation based on linear matrix inequalities.

Keywords Stability analysis · Lyapunov stability · Kharitonov stability · Linear
matrix inequality · Interval analysis

1 Introduction

In the recent years, there are different methods which have been introduced based
on interval analysis [1–4]. Ordinary methods can not capable of solving the systems
with interval uncertainties.

Generally, uncertainties are in the nature of any practical system. These uncertain-
ties can be generated because of different reasons like neglecting some small phe-
nomena, truncation error, neglecting some unknown processes, rounding off errors
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and etc. as it is represented, using the ordinarymethods to solve these types of systems
make totally wrong answers for the system.

This issue leads researchers to study different methods under uncertainties [5,
6]. There are different types of these methods, like Stochastic methods [7], fuzzy
programming [8], and interval arithmetic methods [4].

Among different problems which have been discussed, robust stability for these
types of systems has a valuable cost for researches. For system and control engineers,
the stability analysis is the most significant step for the identification or controlling
the system [6, 9–11]. Therefore, the requirement of an interval based method for
analyzing the systems in the presence of interval uncertainties is so important.

Robust stability analysis problem of the interval uncertain systems has been
addressed in many papers during the last years. In [12], parameter-dependent
Lyapunov functions were employed to supply the robust stability conditions in
continuous-time uncertain systems.

There are also some different methods for analyzing the stability of discrete-time
interval systems [13].

In [14], an extended version of the described methods for D-stability analysis is
proposed. All of the explained methods have a big issue: computational complexity.
In this paper, we introduce a new method based on LMI representation for reducing
the system complexity and simplifying that.

The rest of the paper is organized as follows: in Sect. 2, the concept of the interval
analysis is introduced briefly. Section 3 includes the main part of the paper and
presents the definitions of the stability of the interval analysis. The proposed method
is also introduced in this section. The paper is finally concluded in Sect. 4.

2 Interval Analysis

As it is represented before, an interval variable [x] can be represented in the
way of interval arithmetic. Consider the interval integers [x] and [y] with lower
and upper bounds where [x] = {

x |x ∈ R ∪ {−∞,∞}, x ≤ x ≤ x̄
}
and [y] ={

y|y ∈ R ∪ {−∞,∞}, y ≤ y ≤ ȳ
}
. The general arithmetic operations on these

interval integers are as follows:

[x] + [y] = [x + y, x̄ + ȳ], (1)

[x] − [y] := [x − ȳ, x̄ − y]. (2)

[x] × [y] = [min{xy, x̄ y, x ȳ, x̄ ȳ}, max{xy, x̄ y, x ȳ, x̄ ȳ}], (3)

[x]/[y] = [x] × 1

[y] ,
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1

[y] = [ 1
ȳ
,
1

y
], 0 /∈ [y, ȳ] (4)

The centered value (xc) and the radius (xr ) of the matrix [x] can be also defined
as follows:

xc = x̄ + x

2
,

xr = x̄ − x

2
, (5)

More detailed about interval arithmetic can be found in [20].

3 Analyzing the Stability of the Interval Systems

After introducing the Kharitonov stability analysis, many researchers start to analyze
this method on the dynamic systems [15–17]. In this part, a new method for stability
analysis of the interval systems has been introduced. The stability analysis in this
method is based on the positive definiteness of the system matrix which is explained
in the following.

3.1 The Positive Matrix of the Interval Matrix

In general, one can say that an interval matrix of [A] is positive definite, provided
that each selected matrix A ∈ [A] is positive. This case (Positive Determination of
the interval Matrices) was studied in [18].

A square matrix (whose symmetry feature is not necessary) is called a positive
definite if, f (A) > 0; i.e. for each xT �= 0, xT Ax > 0. Accordingly, an interval
matrix is called a positive definite, if it is positive definite for all A ∈ [A], so it can
be said that min{ f (A); A ∈ [A]} > 0.

Theorem 1 [19] Assuming that the interval matrix [A] = [Ac − Ar , Ac + Ar ] is
symmetric and provided that Ac is a positive definite matrix, and ρ(

∣∣A−1
c

∣∣Ar ) < 1,
the interval matrix [A] will be positive definite.

Proof Because Ac is positive definite, it is invertible and it will supply the condition
of the assertion theory for being definiteness of the interval matrix [A] ([A] is definite
if, for all A ∈ [A], it will be nonsingular); hence, based on [17] the interval matrix
[A] is positive definite.
Theorem 2 [20] The interval matrix [A] = [Ac − Ar , Ac + Ar ] is positive definite
if ρ(�) < λmin(Ac).
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Proof According to the definition [161], min{ f (A); A ∈ [A]} > λmin(Ac) −
ρ(Ar ) > 0, therefore, for each A ∈ [A], f (A) > 0 and therefore, the interval
matrix A ∈ [A] will be positive definite.

3.2 Stability Analysis of the Interval Systems

Definition 1 A squarematrixA is Hurwitz stable, if all its singular values are located
on the left side of the imaginary axis (λ < 0). Accordingly, an interval matrix [A] is
called stable if each matrix A ∈ [A] is stable. The problem of the stability of interval
matrices in here is based on the nature of the control theory in relation to the behavior
of invariant linear systems ẋ(t) = Ax(t) under interval disturbances.

Theorem 3 Let’s suppose [A] = [Ac − Ar , Ac + Ar ] is an interval matrix. In this
condition, the following cases are equivalent to each other [20]:

1. The interval matrix [A] is symmetric and Ac is stable.
2. ρ(

∣∣A−1
c

∣∣Ar ) < 1 is positive definite.

Proof Suppose that [A0] is positive definite. Consider a singular value, λ from the
interval matrix A ∈ [A]. According to the Bendixen’s theory, Re λ < ( 12 (A + AT ))

where, [A] = 1
2 (A + AT ) is symmetric and it belongs to [A]; so, [−A] ∈ [A0].

Therefore, [−A] is positive definite and hence, all of the singular values of [A]
will be negative; hence, all values of A in the interval will be stable.

As is clear from the above definition, here we deal with an inequality; therefore,
the best idea for analyzing these systems is to employ Linear Matrix Inequalities.

3.3 Linear Matrix Inequalities (LMI)

In the following, an LMI representation of the Hurwitz stability will be discussed
for interval systems to make the problem simpler. A linear matrix inequality is a
symmetric and affine matrix which can be defined as follows:

F(x) = F0 +
∞∑

i=1

xi Fi > 0 (6)

where, Fi = F T
i , Fi ∈ R

n×n, x ∈ R
m .

By the following definition, F(x) = F(x)T :
In general, it can be said that any symmetric and affine matrix inequality which

depends on its variable, can be expressed as an LMI. For instance, consider the
maximum singular value where σ̄ (A(x)) < 1. This equation can be written as an
LMI as follows:
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σ̄ (A(x)) ≺ 1 ⇔ A(x)A(x)T ≺ I ⇔ I − A(x)I −1 A(x)T 	 0

⇔
(

I A(x)

A(x)T I

)
	 0 (7)

Based on Theorem 3, two features should be supplied for the interval stability,
which we will redefine, respectively:

(A) The interval matrix [A] is symmetric and Ac is stable:

Consider the Lyapunov function as V (x) = xT Px . Each matrix can be formulated
as a summation of symmetric and asymmetric definition as follows:

P = 1

2
(P + PT ) + 1

2
(P − PT ),

P1 = 1

2
(P + PT ) = PT

1 ,

P2 = 1

2
(P − PT ) = −PT

2 . (8)

Therefore,

P = 1

2
(P + PT ) + 1

2
(P − PT ),

V (x) = xT Px = xT P1x + xT P2x = 1

2
xT (P + PT )x

︸ ︷︷ ︸
V1(x)

+ 1

2
xT (P − PT )x

︸ ︷︷ ︸
V2(x)

,

V2(x) = 1

2
xT Px − 1

2
xT PT x = 1

2
xT PT x − 1

2
xT PT x = 0 ⇔ V (x) = V1(x)

(9)

i.e. the matrix is absolutely symmetric.
Considering theLyapunov stability, in this case, the system is stable if its derivative

is negative.

V̇ (x) = ẋ Px + xT Pẋ = xT AT
c Px + xT P Acx, (10)

Here, by considering the LMI definition,

P 	 0,
⎡

⎣−[ 1 AT
c ]

[
0 P
P 0

][
1
Ac

]
0

0 P

⎤

⎦ =
[−AT

c P − P Ac 0
0 P

]
	 0. (11)

The above definition shows that the matrix A is Metzler.
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Definition 2 MatrixA isMetzler if all of its all elements outside the original diameter
are non-negative; i.e. ∀i �= j , xi j ≥ 0.

(B) ρ(
∣∣A−1

c

∣∣Ar ) < 1 is positive definite:

In general, the spectral radius has different definitions, each of which can be used to
provide a definition to LMI. Assuming A = |Ac| × Ar , for instance:

(D1)
ρ(A) = max

i

{
A ∈ Cn×n : |λi |, λi ∈ σi

}

σi := {Z ∈ C : det(Z In − A) = 0} (12)

(D2)
ρ(A) = lim

k→∞
∥∥Ak

∥∥
1
k

k : T ype of Norm
(13)

(D3) ρ(A) = σ̄ (A(x)) (14)

(D4) ρ(A) = T race(AT (x)A(x)) (15)

In this work, (D3) is employed to generate LMI.

Definition 3 Perron-Frobenius theory: By assuming t ∈ R and A ∈ R
n×n
+ ,

∃ (t In − A)−1 ≥ 0 ⇔ ρ(A) ≺ t (16)

Therefore, based on the theory and assuming t = 1, ρ(A) ≺ 1 ⇔ (In − A)−1 ≥ 0.
Since, based on [21], it can be said that the system is stable if the (A − I ) is Hurwitz.

Therefore, according to the non-negative hypothesis of the matrix A, the matrix
(A − I ) is Metzler and it can be stated that the matrix A ∈ R

n×n
+ is a Schur matrix if

and only if there is a diagonal positive definite matrix, P 	 0, that makes the matrix
Hurwitz stable. By defining this theory based on LMI,

(A − I )T P + P(A − I ) ≺ 0 (17)

Or in a different way, based on Schur’s stability,

P 	 0
[

I (A − I )T P + P(A − I )
I 0

]
	 0 (18)

If the definition (D4) has been employed for the stability of LMI,

σ̄ (A(x)) ≺ 1 ⇔ A(x)A(x)−1 ≺ I ⇔ I − A(x)A(x)−1 	 0 (19)

i.e. based on Schur’s definition,
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P 	 0
[

I A(x)

AT (x) I

]
	 0 (20)

Consequently, in general, for the stability of an interval system, there must be
both of the stated LMIs should be established; in other words, by combining the two
above expressions, there is a stable time interval system, where,

P 	 0,
[

F1(P) 0
0 F2(P)

]
	 0. (21)

Where,

F1(P) =
[−AT

c P − P Ac 0
0 P

]
,

F2(P) =
[

(I − A)T P + P(I − A) 0
0 P

]
. (22)

Or,

F1(P) =
[−AT

c P − P Ac 0
0 P

]
,

F2(P) =
[

I (|Ac|Ar )

(|Ac|Ar )
T I

]
. (23)

4 Conclusions

A sufficient condition is presented for the Hurwitz stability of the interval systems.
LMI representation is utilized for simplifying the stability problem. For more reduc-
ing the ordinary properties of Hurwitz stability, a Lyapunov function is introduced
into the interval systems. Schur technique, Peron Frobenius and Metzler matrices’
definitions are used to identify the LMI representation.
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Phase Locked Loop PLL-Based
Frequency Synthesizers: A General
Overview

R. N. S. Raphael , Agord M. Pinto Jr. , Leandro T. Manera
and Saulo Finco

Abstract This work summarizes the operating features for type II second-order
Phase-Locked Loop (PLL)-based Frequency Synthesizers (FS) from the set of equa-
tions of linear dynamic modeling for defining the corresponding block level and
system level transfer functions and developing the reference design equations for the
Low Pass Filter (LPF) components sizing.

Keywords Frequency synthesizer · Phase-locked loop · Third-order system ·
Linear dynamic modeling · Low-pass filter components sizing

1 Introduction

Frequency Synthesizers (FS) are widely employed for a diversity of applications
involving wireless communication systems: generation of clock signal for driving
Analog-to-Digital Converters (ADC), Clock and Data Recovery (CDR) circuits for
digital systems, and generation of Local Oscillator (LO) reference signal in Radio
Frequency (RF) transceivers.

From the referred applications, Phase-Locked Loop-based Frequency Synthe-
sizers (PLL-FS) has been employed as a proper solution for providing a higher
performance for critical operating requirements as stability, low noise and tunable
local oscillation. In this context, a significant number of works has been proposed in
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b0 bm-1N  Settings m bits

Fig. 1 Frequency synthesizer (general representation): reference (FREF) and outputs (FOUT)

the literature considering several strategies for PLL-FS design and implementation
[1–17].

Thus, considering type II second-order PLL-FS, this work presents a detailed set
of reference algebraic steps for time and frequency-domain-based linear dynamic
modeling from the block level and system level transfer functions to final expressions
for LPF components parameters sizing.

Toward this end, Sect. 2 summarizes the operating features for PLL-based systems,
considering a general block diagram for defining a correlation between signal nodes
and building blocks, Sect. 3 develops the algebraic process for block level and system
level dynamic modeling, and finally, Sect. 4 summarizes the final conclusions.

2 General Structure and Operation

Frequency synthesizers (FS) can be defined as electronic structures for the gen-
eration of a limited set of output frequencies (FOUT1 to FOUTn) with high level of
accuracy and precision from a given input reference frequency FREF [1–6], as rep-
resented in the Fig. 1.

In this case, as indicated in the synthesizer bock level representation, considering
a general multiplying factor Ni, a corresponding output frequency FOUTi can be
expressed as a function the input reference frequency FREF, according to the Eq. (1):

FOUT i = Ni FREF (1)
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Fig. 2 General PLL block diagram: structure and functional representation

2.1 Phase-Locked Loop (PLL): General Description

For effects of frequency generation, PLL-FS are composed by a nonlinear feedback
system for output frequency FOUT and phase φOUT control. Thus, considering a
set of analog and digital building blocks with different operating features, the PLL
structure-based feedback system performs a comparison in frequency and phase
between two input signals (reference frequency FREF and divided frequency FDIV)
for generating an output frequency FOUT proportional to the phase difference �� =
�REF − �DIV.

A structural and functional representation is provided from the Fig. 2 considering
the general PLL block diagramwith the set of building blocks and the corresponding
waveforms in each system level voltage node for blocks interconnection.

Thus, integer-NPLL-based systems are usually composed by a Phase-Frequency
Detector (PFD), a Charge Pump (CP), a Low-Pass Filter (LPF), a Voltage-
Controlled Oscillator (VCO), and a frequency divider or Programmable Loop
Divider (PLD) for allowing a variable output frequency FOUT generation [3–6],
according to the Fig. 2:

(1) PLD: from FOUT, performs a frequency division generating a CMOS standard
divided frequency FDIV = FOUT/N = FVCO/N.

(2) PFD: through the phase comparison between two inputs (FREF and FDIV), gen-
erates a sequence of rail-to-rail pulses (UP and DW) with length proportional
to the input phase difference or error signal �� = �REF − �DIV.

(3) CP: from UP and DW signals, generates output voltage VCP and current ICP
for driving the LPF.

(4) LPF: from the voltage and current provided by CP, performs a linear filtering
operation, generating a voltage signalVC forVCO frequency control and output
frequency generation FVCO = FOUT.

(5) VCO: from VC, generates an output phase φVCO and output frequency FVCO.
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Table 1 PLL building blocks and interfacing parameters: general summary

Block
feature

Building blocks

PFD CP LPF VCO PLD

Operation Analog/Digital Analog Analog Analog Digital

Linearity Nonlinear Nonlinear Linear Nonlinear Nonlinear

Input
parame-
ter

Phase
difference
[�φ]

Average
voltage [V]

Voltage/Current
[VCP/ICP]

Control
voltage [VC]

Phase/Frequency
[φOUT/FOUT]

Output
parame-
ter

Average
voltage [V]

Current
[ICP]

Control
voltage [VC]

Phase/Frequency
[φOUT/FOUT]

Phase/Frequency
[φDIV/FDIV]

Thus, for allowing a multiple output frequency FOUT generation in the PLL oper-
ation, a PLD is applied for integer-N frequency division, considering a given set of
input control bits (b0 b1…bm−1) for defining the divide ratioN, and a corresponding
frequency division range �N = NMAX − NMIN+ 1, according to the Eq. (2):

N = FOUT

FREF
↔ FOUT = N FREF (2)

2.2 Phase-Locked Loop (PLL): General Operation

From a feedback system-based structure, the PLL operation can be divided in two
states:

• Acquisition state (transient operation): the time variant phase difference �φ

between the fixed FREF and the variable FDIV generates a sequence of pulses with
a time variant length and, as result, an oscillating LPF output or control voltage
VC establishes a variable output frequency FOUT.

• Locked state (steady-state operation): the stabilized phase difference �φ

between FREF and FDIV generates a sequence of pulses with a time constant length
and, as result, establishes a constant output frequency FOUT.

Thus, Table 1 summarizes a general categorization for each building block, con-
sidering linearity and interfacing parameters [3, 10, 15, 17].

3 Phase-Locked Loop (PLL): Building Blocks

This section presents a structure and operating description for each PLL building
block focusing on frequency domain-based linear dynamic modeling for defining
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Fig. 3 VCO transfer curve (frequency tuning characteristic): ωOUT × VC

performance parameters to be applied for system level design, considering a given
requirement of stability condition.

3.1 Voltage-Controlled Oscillator (VCO)

Considering different operating principles, Voltage-Controlled Oscillators (VCO)
operate as active structures for autonomous generation of output signals, from a non-
linear correlation between the output frequency �FOUT range and a corresponding
input control voltage range �VC. From this nonlinear correlation, Fig. 3 illustrates
the frequency tuning characteristic curve [5] indicating the corresponding tuning
sensitivity kVCO [Hz/V] or KVCO [rad/Vs], according to Eq. (3).

kVCO = � f

�VC
= f2 − f1

VC2 − VC1

2π←→ KVCO = �ω

�VC
= ω2 − ω1

VC2 − VC1
(3)

Thus, from the Eq. (3), the ideal relationship between the VCO output frequency
fVCO [Hz] or ωVCO [rad/s] and the input control voltageVC is commonly represented
through the linear equation in (4), considering the running frequency fIN (VC = 0),
according to the indicated scales (f VCO = f 2, f IN = f 1 and ωVCO = ω2, ωIN = ω1):

fVCO = f I N + kVCOVC
2π←→ ωVCO = ωI N + KVCOVC (4)

From the previous definition in the Eqs. (3) and (4), and considering �VC = VC,
KVCO can be represented as follows: ωVCO − ωIN = �ω = KVCO.VC. In this case,
the application of Laplace Transform results in the set of equations in (5), from time
domain to frequency domain, as follows:

L[�ω(t)] = KVCO L[VC(t)] L[...]←→ �ω(s) = KVCOVC(s) (5)
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Since the frequency can be taken as a time derivative of the phase difference (ω(t)
= ∂�(t)/∂t and �ω(t) = ∂��(t)/∂t), the application of Laplace Transform results
in the equations in (6):

L

[
∂��(t)

∂t

]
= KVCO L[VC(t)] L[...]←→ s ��(s) = KVCOVC(s) (6)

Finally, from the expression in (6), a resulting frequency domain-based transfer
function is obtained for describing the correlation involving the input control voltage
VC and the corresponding phase variation �φ in the VCO operation, according to
the block level transfer function HVCO(s) in the Eq. (7):

HVCO(s) = ��(s)

VC(s)
= KVCO

s
(7)

3.2 Programmable Loop Divider (PLD)

Frequency dividers or ProgrammableLoopDividers (PLD) can be generally repre-
sented through the Fig. 4. In this case, the corresponding output frequency or divided
frequency FDIV is generated from the input frequency FIN (PLL output frequency
FOUT), considering a predefined and configurable divide ratio N = FOUT/FDIV,
according to a given division range �N. The set of m control bits (b0 to bm−1)
indicates a maximum division range (�N = NMAX − NMIN + 1), considering a
continuous or non-continuous N interval (composed by integer numbers).

The conventional solution presented in the literature [3–6, 16] for programmable
frequency division or pulse swallow frequency divider involves an asynchronous
architecture composed by 3 sequential modules: (1) Dual Modulus Prescaler
(DMP), (2) Program Counter (PC) and (3) Swallow Counter (SC), according
to the diagram in the Fig. 5.

Considering the block diagram, the input signal with frequency FIN (PLD) =
FOUT (PLL) at CLK pin in DMP module generates a divided output frequency FDIV
= FIN/N = FOUT/N in PCmodule, considering a divide ratio N defined through the
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Fig. 5 Programmable loop divider (PLD): reference pulse swallow architecture

settings bits in SC. Thus, the operating features for each module can be described as
follows:

(1) DualModulus Prescaler (DMP): programmable divider with 2modes of oper-
ation (division by M/(M + 1), according to Mode Control (MC) input.

(2) Program Counter (PC): counter module driven through f_DMP signal from
DMP and designed as fixed binary counter for counting from 0 to P.

(3) Swallow Counter (SC): second counter driven through f_DMP signal from
DMP and designed as variable binary counter from 0 to S (SMAX = P − 1),
according to a set of m = log2(SMAX) control bits for defining the resulting
divide ratio N.

Thus, the operationof thePLD architecture canbedescribed through the following
set of 2 steps (modes of operation), from the building features shown in the Fig. 4.

An input frequency (Divider FIN = PLL FOUT) applied to DMP (CLK pin),
generates an intermediary output frequency (f_DMP), as a clock signal for driving
the counters PC and SC, according to the mode of operation:

• Mode 1 (MC = 1 during SC counting): the both counters (PC and SC) operate
with a common clock signal f_DMP = FIN/(M + 1) up to the overflow of SC,
considering S ≤ P − 1 or SMAX = P − 1. After overflow, SC generates MC = 0
for starting the second operation mode (mode 2).

• Mode 2 (MC= 0 after SC overflow state with no counting): SC remains without
counting after overflow and PC operates with a clock signal f_DMP = FIN/M
up to overflow. After this second overflow, the both counters restart the counting
process, and SC generates MC = 1 for defining the first operation mode (mode
1).

Considering the processes in the sequence of operation modes, mode 1 involves
S(M + 1) counting cycles, and mode 2 involves (P − S)M and, as result, the divi-
sion ratio N = FOUT/FDIV represents a complete division cycle [3–6] and can be
determined according to the model in Eq. (8):

N (S) = S(M + 1) + (P − S)M = PM + S (8)
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3.3 Phase-Frequency Detector (PFD)

The Phase-Frequency Detector (PFD) is the building block whose operation gen-
erates the error signal e(t) to be minimized and controlled through the PLL structure-
based feedback system.

Thus, from 2 inputs (VREF(t) with frequency FREF and VDIV(t) with frequency
FDIV) for phase and frequency comparison, PFD outputs a sequence of rail-to-rail
pulses (signals UP and DW) whose lengths are linearly proportional to the input
phase difference ��, according to the Fig. 6.

Thus, from the diagram, FREF and FDIV indicates the set of inputs for phase
comparison, andUP (QA pin) andDW (QB pin) represent the corresponding outputs.
The resulting output waveforms are composed by a sequence of pulses indicating
the time scale difference between FREF rising edge and the FDIV signal rising edge,
according to the scheme:

• Signal QA: rises with FREF rising edge and falls with FDIV rising edge.
• Signal QB: rises with FDIV rising edge and falls with FREF rising edge.

Considering the generated sequence of pulses, the time-based profile of the output
signals (QA and QB) is composed according to the indicated pattern: (1) transient
operation (pulses with variable length and frequency), and (2) steady-state opera-
tion (pulses with constant length and frequency).

The described operation pattern is usually implemented by applying the reference
tri-state architecture [5, 6], according to the Fig. 7, with two possible variants. In
this case, Fig. 7a illustrates a first PFD variant composed by a NAND2 logic gate
(highlighted in grey) and 2 rising edge-triggered flip-flops D with low logic-based
asynchronous reset RST (highlighted in blue). Finally, Fig. 7b indicates the second
PFD variant composed by an AND2 logic gate and 2 flip-flops D with high logic-
based asynchronous reset (RSTb in red).
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Fig. 7 Phase-frequency detector (PFD): variants (a) and (b) for tri-state architecture

From the described operating features, a correlation between time-based and
frequency-based models can be established and thus, considering the waveforms
illustrated in the Fig. 6, the resulting average value for the signal UP or UPM (DC
component from the time variable output) is given through the Eq. (9). In this case,
the model includes the power supplyVDD, a reference period T and the time intervals
for high voltage level tH and low voltage level tL:

U PM = VDD
tH

tH + tL
= VDD

tH
T

(9)

In the sequence, Eq. (10) indicates an equivalence relationship in different scales
(time and angle information) and the resulting expression for UPM as a function of
the corresponding input phase difference ��:

tH
T

= ��

2π
→ U PM = VDD

tH
T

= VDD
��

2π
(10)

Finally, by rearranging the variables in (10) and applying the previous definitions,
the resulting model is indicated in the Eq. (11):

U PM = VDD

2π
�� = KPFD(�REF − �DIV ) = KPFD�� (11)

A frequency domainmodel can be obtained considering the application of Laplace
Transform in the Eq. (11) and hence, the linearized PFD transfer function (KPFD =
VDD/2π) indicates the proportionality constant between the average value of the
PFD output voltage UPM and the corresponding input phase difference �� = (�2
− �1) = (�REF − �DIV), according to (12):

U PM(s) = KPFD��(s) → HPFD(s) = U PM(s)

��(s)
= KPFD = VDD

2π
(12)
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According to the linearized PFD transfer function in the Eq. (12), the average
output voltage is proportional to the phase difference between the 2 inputs. Thus, the
corresponding linear model describes the PFD as a phase subtractor whose output
is proportional to the resulting slope of the straight line or PFD gain (KPFD).

3.4 Charge Pump (CP)

Considering the operation of a tri-state PFD, a Charge Pump (CP) can be defined
as a three position-based switch controlled by the corresponding PFD states for
the generation of output voltage VCP and current ICP from an input voltage (PFD
outputs—UP and DW signals) with phase and frequency information.

As reported significantly in the technical literature [3–6], Fig. 8 illustrates a com-
bined representation for the referred PLL building blocks: tri-state PFD, a general
conceptualCPmodel, and a general Low-Pass Filter (LPF) network. Thus, according
to the illustration, the PFD outputs (signals QA (UP) and QB (DW)) drive the CP
switches (S1 and S2 respectively) for the control of the current flow (from IUP and
IDW) over the capacitor CP.

In this case, CP operation can be summarized according to a limited set of input
possibilities:

• PFD State 1 (QA = QB = 0): S1 and S2 are off and the output VCP remains in the
same state (constant).

• PFD State 2 (QA = high and QB = low): S2 is off, S1 is on and the current IUP
charges the capacitor CP.

• PFD State 3 (QA = low and QB = high): S1 is off, S2 is on and the current IDW
discharges CP.

In this case, Eq. (13) defines the time for switch activation tON (from IUP or IDW)
considering the PLL locked state and additionally, indicates the output current ICP
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from the differential relationship between the charge and discharge currents (IUP and
IDW), for allowing a simplified expression from the symmetry between the currents.

tON = ��

2π FREF
→ IDI F = IU P − IDW

2π
�� = ICP

2π
�� (13)

Hence, the resulting PFD-CP linearized transfer function is given by (14):

KCP = IDI F

��
= ICP

2π
(14)

The computing of the phase difference �φ generated from PFD inputs as input
parameter for the model in the Eq. (14) implies on the embedded computing of the
PFD transfer functionKPFD effects through the describedCP transfer functionKCP.
In this case, the Eq. (14) could be referred as KPFD.KCP = ICP/2π.

3.5 Low Pass Filter (LPF)

Asanalogmodule in thePLL feedforward path,LPFoperates as an interface between
the CP output current ICP and the control voltage VC for VCO output frequency
FVCO= FOUT generation. Considering active or passive structures for implementa-
tion, LPF operation can be described under a frequency domain and time domain
perspectives. Under the frequency domain perspective, LPF provides a proper set
of poles and zeros for defining the PLL dynamic features, considering transient
response parameters and steady-state operation parameters. Finally, under a time
domain perspective, LPF performs a suppression or reduction of high frequency
components for ensuring a proper stability along the time of the resulting control
voltage VC level.

The switching-based operation in the CP does not generate an output signal with
proper time stability levels for driving VCO and defining a stable frequency. In
this case, a simple output capacitor C2 can be provided in the CP output, as an
impedance-based first-order LPF, according to Fig. 9a, for allowing a signal level-
ing with reduced variations. On the other hand, the resulting PLL system operates in
this condition with 2 poles at origin (VCO and LPF poles), compromising the result-
ing stability margin. The addition of a series resistor R2 in the capacitive branch,
according to Fig. 9b, modify the system dynamics preserving the first-order filter
structure by changing the position of one of the poles and, on the other hand, the
system operation demonstrates remaining voltage surges in the LPF node. In this
case, a second capacitor C1 is applied in parallel with the previous branch (R2 and
C2), what results in a second-order filter, according to Fig. 9c.

Thus, considering the second-order linear passive topology, the corresponding
impedance-based transfer functionHLPF(s) is presented in the Eq. (15), as a function
of 3 coefficients: time constants τ1 and τ2 and total capacitance CT = C1 + C2:
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Table 2 PLL: dynamic description by block level transfer function

Block name Notation PFD/CP
GPFD(s) GCP(s)

LPF
GLPF(s)

VCO
GVCO(s)

PLD
GPLD(s)

Transfer function KPFDKCP = IC P
2π

(1+τ2s)
CT s(1+τ1s)

KVCO
s

1
N

HLPF (s) = (1 + τ2s)

CT s(1 + τ1s)
(15)

In this case, the corresponding expressions for the transfer function coefficients
are indicated as a function of the filter components (C1, C2, R2), according to the
equations in (16):

τ2 = R2C2 ↔ τ1 = R2C1C2

CT
= R2C1C2

C1 + C2
↔ CT = C1 + C2 (16)

For modeling effects, considering the block level characterization developed in
the previous sections, the dynamic model applied for each PLL building block is
presented through the Table 2, as a reference for system level design equations devel-
opment, considering a set of coefficients from the block level operating parameters:
CP output current ICP,VCO tuning sensitivityKVCO, PLD divide ratioN,LPF time
constants τ1 and τ2 and total capacitance CT.

Thus, in a second modeling stage, a system level open loop transfer function
HOL(s) is represented in the Eq. (17), considering the block level operating param-
eters summarized in the Table 2:

HOL(s) = ICP

2π

(1 + τ2s)

CT s(1 + τ1s)

KVCO

s

1

N
(17)

As a result, considering s = jω and K = (ICP/2π) KVCO, modulus |HOL(ω)| and
phase �(ω) can be represented through the Eqs. (18) and (19), respectively:
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|HOL( jω)| = K
√
1 + (τ2ω)2

CT N ω2
√
1 + (τ1ω)2

(18)

�(ω) = −180 + arctan(ω τ2) − arctan(ω τ1) (19)

Thus, the corresponding Bode diagram is illustrated for characterizing the system
dynamic features, considering the amplitude variation profile in logarithm scale,
according to Fig. 10a and phase, according to Fig. 10b:

From the Eq. (19), a correlation can be established between the bandwidthω0 and
the time constants (τ1 and τ2) or poles and zeros (p and z), considering the derivative
of the phase angle �(ω) at the frequency ω = ω0, according to (20):

ω0 = 1√
τ1τ2

= √
pz (20)

Thus, Eq. (20) defines a first design correlation involving design parameters (ω0)
and resulting system level dynamic parameters (p and z). In the sequence of the pro-
cess, a new format can be established for �(ω) from the denominator rationalization
and, in this case, an alternative expression can be defined resulting in the indicated
phase margin (PM = 180 + �(ω0)) model, according to the equations in (21):

�(ω) = −180 + arctan

(
ω (τ1 − τ2)

1 + ω2τ1τ2

)
→ PM = arctan

(
ω0 (τ1 − τ2)

1 + ω2
0τ1τ2

)
(21)

The PM equation leads to a second-order polynomial as a function of the vari-
able (ω0τ1), whose solution corresponds to a first PLL design equation, allowing a
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time constant τ1 sizing and the corresponding pole p as a function of PM and ω0,
according to the equations in (22):

τ1 = sec(PM) − tan(PM)

ω0
→ p = 1

τ1
= ω0

sec(PM) − tan(PM)
(22)

In a subsequent process, the second time constant τ2 and the corresponding zero
z can be determined from a second design equation, according to (23):

τ2 = 1

ω2
0 τ1

→ z = ω2
0 τ1 (23)

Considering the bandwidth ω0 (frequency for unitary modulus of the open loop
transfer function |HOL(s)|= 1), a third design equation can be defined for the sizing of
total capacitance (CT = C1 + C2) as a function of PLL building blocks parameters,
according to the Eq. (24):

CT = K

N

√
1 + (τ2 ω0)2

ω2
0

√
1 + (τ1 ω0)2

(24)

By taking the ratio between the time constants, a fourth design equation can be
defined for the sizing of C1 (first filter component) as a function of CT, according
to the Eq. (25):

τ2

τ1
= C1 + C2

C1
= CT

C1
→ C1 = CT

τ1

τ2
(25)

Additionally, the time constants-based ratio establishes a fifth design equation
for capacitor C2 sizing (second filter component) as a function of C1 (previously
determined through the design sequence), according to (26):

τ2

τ1
= C1 + C2

C1
= 1 + C2

C1
→ C2 = C1

(
τ2

τ1
− 1

)
(26)

Finally, a sixth and last design equation can be defined for R2 sizing (third filter
component), by applying the time constant τ2, as indicated in the Eq. (27).

τ2 = R2C2 → R2 = τ2

C2
(27)

Hence, considering the application of impedance-based second-order passiveLPF
structures, the resulting set of reference design equations for LPF components sizing
can be summarized in 6 steps, through the sequence in the Table 3.
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Table 3 Sequence of design steps for LPF components sizing

Step 1 (τ1) Step 2 (τ2) Step 3 (CT)

τ1 = sec(PM)−tan(PM)
ω0

τ2 = 1
ω2
0τ1

CT = IC P
2π

KVCO
Nω2

0

√
1+(τ2 ω0)2

1+(τ1 ω0)2

Step 4 (C1) Step 5 (C2) Step 6 (R2)

C1 = CT
τ1
τ2

C2 = C1

(
τ2
τ1

− 1
)

R2 = τ2
C2

4 Conclusions

This work presented a summary about the operating features for type II second-
order integer-N PLL-based Frequency Synthesizers considering the reference set of
linear dynamic equations applied as an approximation for analyzing the nonlinear
PLL dynamics. Thus, from frequency domain-based linear analysis, the development
of system level design equations for LPF components sizing are demonstrated by
applying block level performance parameters and stability parameters.
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Phase-Locked Loop (PLL)-Based
Frequency Synthesizer for Digital
Systems Driving

R. N. S. Raphael , Agord M. Pinto Jr. , Leandro T. Manera
and Saulo Finco

Abstract This work describes the implementation and operation features for a
Phase-Locked Loop (PLL) architecture-based frequency synthesizer for clock gen-
eration and digital systems driving. From a programmable structure, considering an
input reference frequency FREF = 50 MHz, schematic level simulation results indi-
cate the possibility for generation of 3 distinct output frequencies, according to the
transient response limits: TP (peak time)= 1.9μs, TS (settling time)= 2μs, andMP

(maximumovershoot) <8%.The systemwas implemented throughCadenceVirtuoso
Analog Environment (ADE) from UMC CMOS technology (0.18 um), considering
power supply VDD = 1.8 V.

Keywords Frequency synthesizer · Phase-locked loop · Third-order system ·
Dynamic modeling

1 Introduction

Frequency Synthesizers (FS) are widely employed for a diversity of applications
involving wireless communication systems: generation of clock signal for driving
Analog-to-Digital Converters (ADC), Clock and Data Recovery circuits (CDR) and
digital systems, and generation of Local Oscillator (LO) signal for receiver and
transmitter modules, considering the oscillator structure in Radio Frequency (RF)
transceivers. From the presence of operating trade-offs and conflicting requirements
for design, a proper FS implementation represents a critical challenge in fully inte-
grated communication systems [1–9].
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Frequency

Synthesizer

FOUT1  =  N1 FREF

FOUT2 =  N2 FREF

FOUTn =  Nn FREF

FREFReference

Frequency

Output

Frequencies

b0 bm-1N  Settings m bits

Fig. 1 Frequency synthesizer: general representation for output frequency generation

From the general representation in the Fig. 1, FS can be defined as an electronic
module for a programmable generation of a given set of output frequencies FOUT,
from an input reference frequency FREF, considering a predefined frequency range
�FOUT and a constant or variable step for frequency shifting [8, 9].

Thus, according to the diagram, considering the steady-state operation of Phase-
Locked Loop (PLL) architecture-based FS, the resulting output frequency FOUT
can be generally determined from the product between the reference input frequency
FREF and the corresponding divide ratio or frequency division factorN=FOUT/FDIV.

Representing the focus of this work as structure for FS implementation, a PLL-
based architecture is a nonlinear feedback system applied to the frequency and phase
control for allowing a programmable output frequency generation. From this oper-
ation concept, distinct application or modeling criteria have been proposed through
the technical literature considering different block level or system level approaches
[3–5].

In this way, this work presents the set of technical features for FS implementation
considering a type II third-order integer-N PLL-based frequency synthesizer and, in
this case, the operating features of the system include (1) input reference frequency
FREF = 50 MHz, (2) divide ratio N = 4, 8 or 16 and (3) output frequency FOUT =
200 MHz, 400 MHz and 800 MHz.

From Cadence Virtuoso Analog Design Environment (ADE), the schematic level
implementation of the system was performed by applying CMOS UMC 0.18 μm.
Thus, Sect. 2 describes the technical data for implementation (system level block
diagram and block level building features), Sect. 3 analyzes the system level charac-
terization curves considering 3 steps of settings and simulation, and Sect. 4 presents
the final considerations.
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Fig. 2 PLL general block diagram: block level structure representation

2 PLL Block Level Implementation

For direct representation effects, Fig. 2 schematizes the reference PLL architecture-
based FS with the applied structure for each building block, as follows [8, 9]:

(1) Voltage-Controlled Ring Oscillator (VCRO): analog module for PLL output
phase �OUT and frequency FOUT generation from an input control voltage VC.

(2) Output Buffer (OB): analog module for PLL output generation (CMOS stan-
dard format) for driving external loads and PLD (feedback structure).

(3) Programmable Loop Divider (PLD): digital module for frequency division
and divided frequency signal FDIV = FOUT/N generation considering a given
divide ratio or division factor N.

(4) Phase-Frequency Detector (PFD): digital module for UP and DW signals
generation for drivingCP, considering a phase and frequency comparison from
two inputs (FREF and FDIV).

(5) Charge Pump (CP): analog module for output current ICP generation for driv-
ing LPF from UP and DW signals (PFD outputs).

(6) Low-Pass Filter (LPF): analog module for a linear filter operation, generating
a control voltage VC from ICP for VCRO frequency control (output frequency
FOUT).

Thus, the next subsections schematize the block level implementation features for
each building block.
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Fig. 3 VCRO structure: general representation for nonlinear analysis
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Fig. 4 VCRO block diagram: a ring-based structure (RO) and b interconnection buffer (IB)

2.1 Voltage-Controlled Ring Oscillator (VCRO)

A Voltage-Controlled Ring Oscillator (VCRO) was designed for PLL output fre-
quency generation, considering area restrictions and the frequency range for appli-
cation. In a general representation, an oscillating ring-based structure is composed
by a set of cascaded stages or delay cells in a closed loop [8–13], as schematized in
the Fig. 3.

In this case, for nonlinear analysis effects, considering P cascaded equivalent
stages with an input capacitance CIN, a rise time τR, a fall time τF and a resulting
delay time (total delay time) τT = τR+ τF, the corresponding oscillating frequency
FOUT [10] can be given through the Eq. (1):

FOUT = 1

N (τR + τF )

τ1=τ2=τT←→ 1

2NτT
(1)

From these reference concepts, the proposed structure forVCRO implementation
is composed through 2 operating modules, according to the Fig. 4. Thus, as the
oscillating structure of the system, the primary module is composed by 3 self-biased
fully differential delay cells for frequency generation through input voltage-based
frequency control, as illustrated in the Fig. 4a.

As an interface for signal processing between the frequency generation and the
output load, the secondarymodule is composed by a 3 stages-based Interconnection
Buffer (IB) for (a) insulating of the ring structure (provision of a constant capacitive
load), (b) signal conditioning for adequation to the CMOS standard format, and (c)
increasing of the driving capability. Thus, the first IB stage generates a single-ended
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Fig. 5 VCRO (schematic level): a delay cell pins diagram and b delay cell topology

output from differential inputs and the 2 subsequent stages work in a single-ended
operation for driving the feedforward path loads (PLL loads and PLD in the feedback
path), as indicated in the Fig. 4b.

Considering this general scheme for several classes of applications, different tran-
sistor level structures and block level architectures can be identified in the literature
for delay cell topology and interconnection pattern implementation [10–14].

According to the schematic level illustration in the Fig. 5b, the delay cell proposed
in this work considers the application of a fully differential self-biased topology for
output frequency generation with voltage-based frequency control. In this case, the
transistor level description involves 2 pairs of complementary inputs (P1/N1 and
P2/N2), a PMOS-based parallel cross-coupled pair (P5/P6), and a NMOS-based
series cross-coupled pair (N3/N4). Additionally, as highlighted in the blue dotted
line, a PMOS-based parallel pair (P3/P4) is applied for output frequency definition
considering the induction of current and input capacitance CIN variation with the
input control voltage VC.

From the sequence in the schematic level representation through the Fig. 6b, the
first IB stage topology applies a double NMOS-based differential pair (N1/N3 and
N2/N4) for collecting differential inputs, a parallel PMOS-based cross-coupled pair
(P3/P4), and a series PMOS-based pair (P1/P2) for single-ended output generation
in the common drain region. Finally, as represented in the Fig. 6c, the remaining
stages considers the application of the inverter-based topology for single-ended signal
processing and CMOS standard output generation.

2.2 Phase-Frequency Detector (PFD)

From the application of customized digital cells, the Phase-Frequency Detector
(PFD) implementation considers the tri-state architecture (2 flip-flops and 1 logic
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gate) [8, 9], according to the Fig. 7a, whose operation is summarized according to
the truth table in the Fig. 7b.

Thus, the customized digital library involves a clock rising edge sensitive flip-flop
D (FFD) with asynchronous reset and differential data processing from single-ended
signal input, as represented in the Fig. 8.

In this case, from the master-slave-based structure, the FFD building features
include 2 input inverters for complementary signal generation (clock and data), as
indicated in the Fig. 8a, 2C2MOS structure-based latches for composing the data flow
transfer and control mechanism, according to the Fig. 8b, and an additional SRAM
(with proprietary topology) memory device-based output unit for data storage and
driving capability empowering, according to the Fig. 8c.

2.3 Programmable Loop Divider (PLD)

The Programmable Loop Divider (PLD) operates as an interface in the PLL feed-
back path between the output frequency FOUT and the input reference frequency
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Fig. 10 PLD: a general block diagram and bMultiplexer MUX3:1

FREF, considering the divided frequency FDIV generation for a given divide ratio N
(defined from m setting bits) for phase and frequency comparison effects in the PFD
[8, 9], as represented in the Fig. 9.

According to the block diagram in the Fig. 10a, the implementationmodel adopted
in this work involves an integer-N-based programmable structure, considering 2
operating modules: (1) Binary Counter and (2) Multiplexer.
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Fig. 11 PLD: synchronous structure with 3 outputs for parallel frequency generation

Implemented with a simplified combinational structure, according to the Fig. 10b,
the multiplexer MUX3:1 allows a controlled selection of the frequency generated
from the Binary Counter (divided frequency FDIV) through a binary code with 3
mutually exclusive enable bits (En_A, En_B, En_C) for divide ratio settings (N =
4, 8, 16). Comparatively to MUX architectures with m setting bits and 2m possible
setting states, the applied MUX involves m setting bits and m setting states. In this
case, for the same number of setting bits, there is a comparatively reduced number
of setting states and logic gates for implementation.

Additionally, implemented in a synchronous architecture by applying the referred
FFD structure, according to the Fig. 11, the 4 bits Binary Counter allows the simul-
taneous or parallel frequency generation from different outputs. Comparatively to
counters with asynchronous structure, synchronous counters operate with higher sta-
bility or lower sensitivity to phase oscillations (timing jitter) and, on the other hand,
demands a wider set of hardware components (combinational logic in the feedback
structure), what implies in increased area and power consumption and limitations in
the maximum operating frequency.

2.4 Low-Pass Filter (LPF)

The Low-Pass Filter (LPF) is applied for reducing the high frequency components
in the CP output and providing a stable voltage level VC for VCRO frequency
control. In this case, according to the Fig. 12, a linear second-order structure with
passive components was employed for LPF implementation.

Thus, considering the third-order operating features of the resulting PLL dynam-
ics, the application of stability parameters is required for systemmodeling and devel-
opment of the set of design equations, usually associated with the linear components
sizing [4, 5, 8, 9]. In this context, a system level Laplace Transform-based linear
analysis generates a set of design equations for the LPF components sizing from
stability parameters (phase margin PM), operating parameters (bandwidth ω0) and
block level behavioral parameters.
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Fig. 12 LPF: linear topology with VCRO input capacitance representation

In this case, from the first modeling step, Eq. (2) indicates a second-order linear
transfer function for dynamic representation of the LPF topology:

HLPF (s) = (1 + τ2s)

CT s(1 + τ1s)
(2)

From the model in Eq. (2), a set of complementary expressions can be derived
for the coefficients (time contains τ1/τ2 and total capacitance CT = C1 + C2) as a
function of the filter components (C1, C2, R2), as indicated through the equations in
(3):

τ2 = R2C2 ↔ τ1 = R2C1C2

CT
= R2C1C2

C1 + C2
↔ CT = C1 + C2 (3)

In a second modeling step, PM and ω0 can be correlated with the system level
open loop dynamic properties for the time constants determination, according to the
equations in (4):

τ1 = sec(PM) − tan(PM)

ω0
→ τ2 = 1

ω2
0τ1

(4)

In the sequence of themodeling, considering the bandwidthω0 as the frequency for
unitary modulus of the open loop transfer function (|HOL(ω0)| = 1), the expression
for the total capacitance CT = C1 + C2 can be derived, according to the Eq. (5),
by applying the previously determined time constants and the set of block level
parameters: divide ratio N, output current ICP and VCRO tuning sensitivity KVCO.

K = ICP

2π
KVCO → CT = K

N

√
1 + (τ2ω0)2

ω2
0

√
1 + (τ1ω0)2

(5)

In the final sequence of the process, the LPF capacitances (C1, C2) can be sized
from the correlation with CT and with the previously determined open loop time
constants, and the resistance (R2) can be sized from the second time constant and the
corresponding capacitance, according to the equations in (6).
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C1 = CT
τ1

τ2
→ C2 = C1

(
τ2

τ1
− 1

)
→ R2 = τ2

C2
(6)

3 Simulation Results

Considering a block level verification, Fig. 13a illustrates the obtained VCRO char-
acterization curve (nonlinear correlation between the output frequency FOUT and the
input control voltage VC), indicating a frequency range �FOUT = 1.04 GHz (FMIN

= 110 MHz, FMAX = 1.25 GHz) and the corresponding input voltage range �VC =
1.5 V. In this case, the region highlighted in the curve indicate KVCO = 984 MHz/V.

Additionally, from the system level performance verification, the LPF response
(variation profile) is characterized for different divide ratio settings (N = 4, 8, 16)
considering FREF = 50 MHz, as indicated in the Fig. 13b.

In this case, from LPF variation profile in the Fig. 13b, the set of bar charts
in the Fig. 14 summarizes the numerical characterization for 3 transient response-
based performance parameters: (a) TP (peak time), (b) TS (settling time) and (c)MP
(maximum overshoot).

Thus, the set of data from the bar charts illustrates that each setting state (N = 4,
8 or 16) and the corresponding frequency (FOUT = 200, 400 or 800 MHz) impacts
over the dynamic features of the system, generating a given transient response and an
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associated stability condition. Hence, a rising sequence for N variation is associated
to a rising trend forTP andTS and a falling trend forMP and, as result, the setting state
for the maximum output frequency (NMAX = 16, FMAX = 800 MHz) corresponds
to the maximum time interval for the transient response and, in the other setting
extreme, the minimum frequency (NMIN = 4, FMIN = 200 MHz) corresponds to the
fastest transient response.

4 Conclusions

Thisworkpresented the technical and implementation characteristics for a third-order
PLL-based programmable frequency synthesizer for clock generation and digital
systems driving. The programmability for output frequency generation is associated
with different input states for divide ratio N definition, and results in the variability
of the system dynamics, what implies in the variation and dispersion for the transient
a steady-state performance parameters. In this case, even considering the rising and
approximately linear variation profile for TS and TP, MP demonstrates a higher level
of dispersion around an average line, indicating the nonlinear operating features of
the system. Hence, critical variations in the system performance require additional
compensation or control structures for minimizing the parameters dispersion and
allowing operation with wider stability condition.
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Non-intrusive and Intrusive Energy
Monitoring Methods Overview and Their
Relation with Household Appliances
State Sensors Devices

Talita Benedá and Leandro T. Manera

Abstract This work deals with different types of residential energy monitoring
methods, comparing their advantages and disadvantages. More specifically, this
works focus on the relationship between these methods and the usage of state sen-
sors devices. They are classified as: ILM (Intrusive Load Monitoring), where power
information is acquired per household appliance and NILM (Non-intrusive Load
Monitoring), where only one meter is used to get the total energy consumption in-
formation. Although, the first method is more effective for regular consumers to help
saving energy, both of them provide good energy estimation values. We have shown
that when comparing bothmethods, the state sensor devices can assist to reduce com-
putational efforts for NILM disaggregation algorithms and to infer energy estimate
with ILM techniques. Comparing with the commercial devices, the last method can
be considered an important and low cost solution, with only 10% error rate.

Keywords NILM and ILM · State sensor devices · Energy efficiency

1 Introduction

The continuous feedback about the energy consumed can lead to significant energy
savings. The annual costs reducing can achieve around 12% considering a real-time
feedback energy consumption per appliance for end users [1]. This level is reduced
when the information is gathered at no-real time or at the building-level. So, the
behavior change effectiveness about electric power usage is directly associated with
level information methods.
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Hart [2] has suggested two concepts to obtain the amount of energy consumption
for residential loads. He introduced the ILM (Intrusive Load Monitoring) and NILM
(Non-Intrusive Monitoring) concepts based on the energy meter intrusiveness in a
house, and the electrical load signatures information.

This paper is organized as follows. Section1.1, provides a brief explanation of
NILM and ILM methods and their implementation forms. Section2 presents some
types of load and state sensors devices. Section3, reports how these sensors devices
and these methods can aid saving energy and costs.

1.1 NILM and ILM

The NILM method determines the energy consumption per appliance, it is based
on the detailed analyses of current and voltage acquired by one meter installed on
the distribution panel. Then, it is possible to obtain the active power per time, (as
depicted Fig. 1), as long as the reactive power and power factor.

By using computational techniques, the individual load power can be obtained.
Thismethod is calledDisaggregation and it is divided in three steps: Event Detection,
Recognizing and Consumption Estimation [3].

From the total real power signal acquired, thefirst part is to determine the rising and
falling edges in order to employ the events changes for the next step load operation.
It will indicate if the load is turned on or off. According to literature, Hart presents
an event detection method that uses arithmetic mean among real power samples. It
is the oldest detection method and it is named derivation method.

Fig. 1 Real power versus time—the aggregated measurement power of the total building [2]
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This detectionmethodology was detailed byDong [4]. Their approach determines
noise limits and the samples below of its are wasted. Monzani [5] has suggested
even more analyses for noisy situations by using moving average. New methods, as
proposed by Azzini [6] considers two calculus windows to filter transient signals for
shifted samples and dispersion measurements.

In addition, Sultanem [7] presents an event method that is appropriated for com-
mercial and industrial environments. Usually, these places deploy electricalmachines
that presents large starting torque. He proposes an algorithm that identify several
changes on real power signal to determine load turning on or off for motors.

The second part uses electrical load signatures to recognize load operation. It
can be done by soft computation, supervised and no-supervised approaches [6].
The supervised approach needs a specific data set of the individual load signatures
acquired earlier. This step is named as training data set.

The non-supervised approach does not consider the training data set since it uses
similar data to determine each appliance. The soft computational methodologies
explore tolerances using imprecision and uncertainties results to obtain treatable,
robust and low cost solutions [8].

In the last procedure, the load signature (i.e. total energy consumption) is estimated
by integrating the Real Power along the time curve, as presented in Eq. 1. Usually,
the integration procedure estimation uses squares and trapeziums geometric shapes
placed over the load signatures area curves [6].

Energy[W.h] =
tO f f∫

tOn

P(t)dt (1)

The NILM method implementation needs just one meter. It is a cheaper solution
but the computational cost is higher and complex. Moreover, its installation is not
feasible for regular consumers.

A secondmonitoringmethod is called ILM. Thismethod consists installing power
meters between the outlet and appliance, allowing them to obtain appliance-specific
energy consumption. Then, the resulting sum of eachmeter produces the total energy
estimation of a house. Commercially, this meter device is named smart plugs.

Although, to install these meter devices is required enter into the user house,
turning it in an intrusive method, it has become increasingly easy to install for regular
consumers, since it is a plug.

Nowadays, the management systems of NILM and ILM together have wireless
communication facilities, allowing them to present the energy consumption results
for end users in real time. Commonly, the smart plugs are linked with Apps that
provides amount energy estimation per appliance, operation time duration and daily
report linked with the current tariff so to estimate real time costs. Some devices can
also actives loads to turn on or off. Some commercial brands of smart plugs are
Wemo [9], TP-link [10] and Peanut [11].
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2 State Sensor Devices

As described above, ILM monitoring method provides an energy estimation per
appliance. The metering power is instantaneous and the data acquired provides the
energy progress on load operation. By observing the power load behavior is possible
to look for similarities to find systematic function shapes called load signature.

The load signatures can be defined as the variation of the power load with time.
They are grouping in electrical and non-electrical signatures. The first, voltage and
current load parameters vary in a specific according to the type of load. The non-
electrical signatures, such as sound, magnetic field and light, are also used to infer
appliances operation (see Fig. 2).

Metering electricity per load can be done directly and indirectly. In general, direct
power devices need to be installed or coupled into appliance. They are used to acquire
electrical signatures.

In the indirectly measurements the meter devices are installed near to appliances
and gather no-electric characteristics (light, magnetic field or sound) to deduce the
loads operation. They provide no-electric signatures.

Usually for both direct and indirectly measurement the signal presence (or not)
can indicate the appliances state. However, associated works about indirect methods
combines more than one load characteristic to determines the load operation. They
look for redundancy check.

Direct Metering.

Appliance

Electrical
Sensor

(Current
and

Voltage)

Appliance

No-Electrical
Sensor.
(Sound,

Magnetic Field 
and Light)

AC plugAC plug

Current
Sensor

Indirect Metering.

Fig. 2 Diagram of direct and indirect energy intrusive metering per appliance—illustration based
on [12]
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The device that senses several power changes level could indicate whether the
appliances are turning on or off. These state sensor circuits is called state sensor
devices (SSD) in this work.

Most of the circuits monitors line or neutral conductor to predict the state of one
appliance. Then, the load sensing is based on electrical load signature. To appoint
if the load is On/Off, these SSD uses transformer current (TCs) coupled to line to
measure the current flowing on conductor. Other possibility is to measure the current
flow based on differential voltage, using a shunt resistor in parallel to neutral [13].

Other specific load characteristics can be used to determine the appliances state.
A refrigerator, for example, produces noise that indicates the compressor operation.
So one can use acoustic signature to determine its state. One also can use RF signal
to identify household appliances on/off states [14].

According to Srivastana, the magnetic field can change near to a computer and so
it can infer whether the PC is activate or off, as presented in Fig. 3. In Srivastana’s
work magnetic field characteristics, aid electrical signatures to load identification
through a system called Viridi Scope [12].

Associated works with no-electric signatures can achieve good energy consump-
tion estimation around 10%. Some of them use the signatures to testify the true values
and waste falses values to aid the electrical signatures, as in the Viridi Scope project
[12], others works estimate energy directly with the same information, as present by
TinyEars [15].

So, besides so many procedures to identify appliances consumption, one of the
best approach per appliance is ILM technique since it is cheaper (depending the
devices quantify), easy to install and is able to obtain the real time feedback per load
helping end users to save energy to simple mode.

Fig. 3 The magnetic field near a PC. The noisy region indicates that PC is active—Ref. [12]
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3 NILM and ILM Assisted by State Sensors Devices

Associated works have been revealed electrical and no-electrical SSDs information
can be aid NILM and ILMmonitoringmethods. These states information can support
cheap solutions, optimize and reduce computational costs.

As described above to measure the building energy amount NILM need to carries
out Event Detection, Recognize and Consumption Estimation steps. The key of the
first and second step is the load identification and activate/deactivate instants, because
the total power signal draw acquired by the main meter is aggregated and laborious
to select each load.

To diminish NILM computational efforts, these steps can be mitigated due the
knowledge about states of appliances and a their identifiers (ID), [2]. It could be
indicated how appliance is in operation eliminating the Event Detection.

If a load is detected and associated with an ID, the supervised and clustering non-
supervised approaches from Recognize step is unnecessary. According to Azzini [6]
the first approach needs labeled events set trained earlier. It could be eliminated due
the load previously identified.

The non-supervised approach doesn’t require previously training but needs an-
others information as power factor (fp), real and reactive power as function time to
define an appliance. These information are important to clustering data where the
loads will be classified according the similar groups.

Moreover the supervised approach can be eliminated with SSDs and IDs informa-
tion. Just real power draw signal is considered (fp and reactive power are unnecessary)
to Recognize and Consumption Estimation steps.

Considering the whole NILM process, all adjustment made for Event Detection
and Recognition steps provide lower storage data and more soft systems. Although it
has numerous advantages as smaller computational efforts, the extras low costs sates
sensor (per appliance) in addition the main meter could be an expensive solution and
uncomfortable to regular consumers.

The ILM method monitoring can be aided by state sensors, supported by the
electrical load signatures. The SSDs and IDs per appliance information are gathered
on database and they are related with electrical load signature adjusting the time
operation indicated by SSDs.

Then, the energy consumption per appliances are estimated and the sum of their
energy values provide the amount of total energy consumption estimation of house.
According to Azzini [6], this method is named ACE (Aggregated Consumption
Estimation).

In addition, Azzini [6] formalized these new forms to gather energy amount by
state sensors. Their work has presented ILM− and NILM+ monitoring methods
devices. The first is the ACE presented techniques and the second, is SSDs usage
supported to electrical load signatures to avoid sames steps NILM the disaggragation
method as described above in this work (see Table1).

It is necessary to take into account that the described ACE measurement method
are applied to on/off load types. This loads doesn’t work with several switching
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Table 1 Brief taxonomic about energy monitoring concepts—according to Azzini [6]

Type of energy
monitoring

Device installed per appliance Device installed on
distribution panel

NILM No Energy meter

ILM Energy meter No

NILM+ State sensors devices (SSDs) Energy meter

ILM− State sensors devices (SSDs) No

states, hence switching states, hence the SSDs associated to signatures constant
models can be infer the energy consumption estimation. In addition, most of the
common household appliances are of this type.

According to Zeifmam and Roth [3], an house has four loads types: Permanent
ConsumerDevices, devices that remain active 24 h andwith constant real and reactive
power (as external power supplies), Finite State Machines (FSM), includes devices
that switching states on operation cycle (as washing machine), Continuous Variable
Consumer Devices, that includes devices with variable and aperiodic power draw
(dimmer lights) and, On/Off Appliances as described before (as toaster, light bulb
etc.).

Comparing NILM and ILM methods aided by SSDs, both of them use the load
signature with interesting purposes, more especially, the NILM to simplify compu-
tational effort and ILM to saving costs, because most of state sensors devices has
cheaper project and materials.

Note that, NILM is not an intrusive method but NILM+ needs SSDs to aid detect
and infer an load, then it needs to be also intrusiveness. Then, look at the intrusive-
ness concepts they have to turning inappropriated to classified a energy monitoring
methods, but it has been the best term to associated works as yet.

In spite of these advantages, in general they are not an accurate energy estimation
methods and also the exactly SSD depends depends on the communication network
stability and speed. And in most of the cases, the communication can also be a
limiting factor for energy estimation of a house.

4 Conclusion

There are many low cost ways to estimate energy consumption for a house. This
work has highlighted the NILM and ILM monitoring concepts to validate them and
also to have an overview of many associated works.

The key concept is the meters intrusiveness installation. If the meter device is
installed on each outlet, the embraced monitoring method can define ILM (Intrusive
LoadMonitoring). Usually, this method for each appliancemeasurement is a feasible
installation for end users.
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If only onemeter is installed on the distribution panel, themetering is calledNILM
(Non-Intrusive Load Monitoring). The total building energy is aggregated and one
uses a computational method to load disaggregation.

As described above, devices have used NILM and ILM methods to reduce the
computational data efforts. More especially, Azzini [6] summarized and formalized
these concepts in: NILM, NILM+, ILM and ILM−.

Associated works indicates that SSDs have presented another household appli-
ances characteristics beyond electrical signatures to indicate their states, as for ex-
ample, TinyEars with acoustic signatures.

The SSDs are able to inform loads activation/deactivation patterns using a simple
and lowcostway, but they are not able to detect the appliances power stages operation,
as washing machines for example. Then, SSDs should be employed only in solutions
that considers On/Off load’s type.

Although the assisted solutions by SSDs have good results in order to saving
energy and money, each energy monitoring method has its disadvantages. Therefore,
it is important to define how parameters are relevant for an specific usage and their
technical installation intrusiveness limitations, so to mitigate computational efforts,
to have good estimation values of energy consumption estimation per appliance and
a suitable solution for each scenario.
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Organizational Digital Transformation:
A Proposed Instrument for Digitalization
Management

Laís Santiago da Costa , Luciana Pereira
and Alessandra Cristina Santos Akkari

Abstract Nowadays the business environment is very dynamic and has been influ-
enced by the development of new technologies that affect from the factory floor to
the business model. This is a phenomenon that entails the digital transformation of
several spheres of the organization, such as leadership, strategy, operations, culture,
governance, among others. This work aimed to develop and validate (content and
semantics) an instrument to evaluate the maturity degree of organizational digi-
tal transformation. The process consisted of four main phases beginning with the
(i) establishment of the instrument; followed by (ii) initial validation and restruc-
turing; (iii) then a second evaluation, with representatives of the academic and
entrepreneurial spheres; (iv) and ending with layout and settings for digital research
platform. It was observed that the evaluators presented a high level of agreement in
each one of the questions, also considered relevant for the subject studied (>58%).
However, they disagreed onwhich question relates to each organizational dimension.
Therefore, new adjustments were made in order to leave the writing of the questions
clearer and more specific in relation to their respective organizational dimension.
The evaluation process resulted in a digitalization management instrument with 16
multiple-choice questions, two at each of the eight dimensions: strategy, leader-
ship, products, operations, culture, people, governance and technology. The devel-
oped instrument can be applied by any organizational profile and the simplified data
processing allows the manager to identify the digitalization maturity degree of the
company.
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1 Introduction

The interaction of consumers with tools, platforms and the digital market changes
the business performance scenarios in their entrepreneurial systems, which is a
phenomenon that stimulates an organizational digital transformation. About these
changes, some variables lead to this movement, for example the market expansion
that goes beyond physical barriers, due to constant digital evolution [1, 2]. Other
aspects refer to changes in the profile of the costumer, which reaches high levels of
interaction and exchange of experiences, as well as the high-digitalized performance
of the entire value chain, facilitating communication among stakeholders [3, 4].

In fact, business scenarios are changing with internet, communication technolo-
gies, connectivity and others devices that combine the most varied functions by
applying these resources at the company processes [5]. This new market scenario
affects all parts of the organization, which in turnmust evaluate the procedural, struc-
tural and functional changes, even go further and shift the business model adopted.
The company has to check what digital technologies become alternatives for them
and its consequences for the organization, considering specific strategies for each
phase of digital transformation [6].

The digital companies present different business models, in which the products,
distribution or workplace can have virtual configuration. Then, the more digital the
company is, the more international it is likely to become [7]. Therefore, business that
trade in the value chain using the digitalization as a base, have some returns in terms
of efficiency, lean stock, better customer relationships and sales, market introduction
and financial results [8].

It is therefore important to understand how companies can take advantage of the
opportunity to innovate, differentiate and grow, managing the digital transformation
changes. The purpose of this work was to present the development and validation
(content and semantics) of an instrument to evaluate the degree of maturity of orga-
nizational digital transformation, considering the applicability for any organization
profile.

2 Background

Nowadays the business environment is very dynamic and has been influenced by
the development of new technologies that affect from the factory floor to the busi-
ness model, emphasizing IoT, big data, intelligent robotics, industrial automation,
analytics, social media, cloud storage, 3D printing devices, among others [4].

The digitization of information enables the knowledge to be processed universally
and stored as data. These data are then available in different execution forms and are
disposable for processing, storage or filters, among other applications and utilities.
This cycle can happen innumerous times without wear, presenting high speed and
low costs. Through the internet, the cycle enters the global environment, reducing
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multiple barriers. Therefore, digitalization involves the deployment or increase of the
use of digital technologies by companies, organizations or any other component of an
entrepreneurial ecosystem, affecting its internal scenarios and the external relations
spheres [9].

The progressive development of digital technologies influences companies to
transform themselves and to reflect on the organizational digital transformation
management and innovation development [10]. The organization tries to discover
which technological innovations can be attributed in its structures aiming at differ-
entiation and growth in the market. Also, new practices are developed to improve
organizational processes at low cost and effectively to respond appropriately to new
technologies and customer demands. At that moment the company has the challenge
of applying the necessary changes in the business model to obtain the full digital
transformation of the organization [2].

That is when, the organization must select which strategy is appropriate to lead
to digital transformation. There is no simplified method for this, however it can
emerge a participatory process model that engages business leaders in four steps: to
identify points of view and interests; analyze agreements and disagreements; discuss
the consequences and create a replenishment strategy [11].

In addition to strategy and process management, is highly important that the
leader of the change management can lead the transition of knowledge. For that
a significant collaboration is required to understanding the new technologies, so
the leadership can surpass the role of facilitator inside the process. With the inser-
tion of digital technologies into personal and professional spheres, business leaders
require new sets of cognitive and emotional skills to deal with the dimensions of
digitalization [12].

Other relevant aspect to the occurrence of the digital transformation of a business
is the relationship between the various organizational dimensions. It is reported that
the application of technology, data integration, digital leadership, human resources
management and processes influence the digitalization cycle. These are converted
into the resources necessary for the organization to implement the digital transfor-
mation strategy, among them external collaboration; preparation of leadership for
the dynamism of the digital environment; and the formation of flexible and agile
operations. It is also important to present a consumer service unit that is digital, to
analyze the necessary changes in the value proposition and facilitate the adaptation
of products or services through digital devices [13].

3 Research Approach

The development of organizational digital transformation instrument based on a
framework of Azhari et al. [14] which was developed by Neuland consultancy in
cooperation with the Digital Business Research Center in Germany. The instrument
developed foresees a data collection to evaluate the degree of digitalization matu-
rity of companies (unconscious, conceptual, defined, integrated, and transformed)
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Table 1 Maturity in digital transformation of the organization

Score Percentage Degree of maturity

Up to 35 points Up to 20% Unconscious

Between 36 and 70 points Between 21 and 40% Conceptual

Between 71 and 105 points Between 41 and 60% Defined

Between 106 and 140 points Between 61 and 80% Integrated

Above 141 points Between 81 and 100% Transformed

Source Authors (2018)

according to organizational dimensions (strategy, leadership, products, operations,
culture, people, governance and technology) to ensure that digital transformation
occurs in the entire organization [14].

The study beganwith the translation of thematerial, once themodel was published
in German. Then, it was formulated multiple choice questions (closed-ended) using
the phrase completion scale which presents a continuous score from 0 to 10, in which
“0” corresponds to an association with the missing attribute, while “10” relates to the
maximum intensity of attribute presence. Thus, the ordinals 0, 1 and 2 are related to
the very low existence of the attribute, whereas, the numbers between 3 and 7 appear
moderate existence of the attribute. Finally, the values 8, 9 and 10 correspond to a
very high existence of the attribute [15].

The instrument allows the data processing to be performed by the company itself
through the execution of a simple average. Thus, according to the response inter-
val and the maximum score, it is possible to categorize the maturity level of the
organizational digital transformation, according to Table 1.

The instrument validation stages considered the content, application time, struc-
ture and semantics. A first phase occurred with university professors (3) and the
second step went with a different team, composed by entrepreneurs (4). An analysis
roadmap was developed in Microsoft Excel to guide specialists.

After the identification of the perception about the instrument, the consonance
among the evaluators was analyzed by numerical indicators represented by the Inter-
rater Agreement (IRA) and the Content Validation Index (CVI) [16]. IRA was used
for the purpose of estimating the agreement of the results of expert evaluations, con-
sidering the number of participants agreeing to the original item by total number of
participants. CVI was calculated by the proportion of the specialists that evaluated
the item with relevance in grade 3 or 4.

4 Results and Discussion

The process presented to develop and validate the digitalization management instru-
ment consisted of four main phases beginning with the establishment of the instru-
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Fig. 1 Validation of the digitalization management instrument

ment (I), followed by initial validation and restructuring (II), a second evaluation
(III) and ending with layout and settings for digital research platform (IV) (Fig. 1).

The first stage was composed of six phases, starting by assigning objectives to the
research and phenomena studied. Then, there is the identification of the framework
that can answer the question-problem and response to the objectives. At this point, the
framework of Degree of Maturity in Digital Transformation [14] was selected. This
framework was published in German, so it was necessary to translate the material,
which initially occurred through the Microsoft translation system in the Office 365.

Then, the formulation of 24 closed-ended questions for data collection occurred.
However, in order tomake the questionnaire applicable to different types of segments
and organizational sizes, it would be necessary to have a scale that would be easy to
understand and meet different profiles, reduce response time and possible doubts.

To meet these requirements, the “Phrase Completion” scale was chosen. It was
observed that the response procedure used in the instrument made the choice of the
respondent easier, assigning a numerical scale with 11 options, since there is usually
a natural familiarity of the individuals with that mention in other environments, such
as in organizational evaluations. Another motivating factor for choosing this scale
is that it represents a logical structure and better probabilistic results, promoting
an increase in the reliability of the questionnaire. Following the process of Fig. 1,
the first version of the questionnaire was finished, with the representation of eight
organizational dimensions and three questions each.

Then, the second stage was started, characterized by the evaluation of the instru-
ment by three professors in digital area, whose responsibility was to analyze the
content of the questionnaire versus the objectives defined for the study. After this
evaluation, it was indicated that the digitalization management instrument had a high
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Table 2 Validation
indicators of the instrument
for digitalization management

Question Organizational
dimension

Relevance IVC (%)

% IRA (%) %

1 25 67 75 67

2 13 33 100 100

3 13 33 100 100

4 25 67 83 100

5 25 68 67 33

6 13 30 100 100

7 13 33 100 100

8 13 33 83 100

9 13 33 92 100

10 40 100 75 67

11 25 67 83 67

12 25 67 83 67

13 13 33 75 67

14 13 33 92 100

15 30 67 83 67

16 25 67 58 33

17 25 30 83 67

Source Authors (2018)

number of questions which would cause a very high average response time and pos-
sibly decrease the interest of application by the organizational managers. Therefore,
the instrument was adjusted according to the observations of the specialists.

The third stage started with a new evaluation process, which was made by another
two university professors and two entrepreneurs, so the process was performed by
seven different people. It was considered four levels of relevance of the content
covered in the instrument, the number “1” was categorized as non-relevant or non-
representative item and the “4” as relevant or representative item. After identifying
the perception of the participants, the consonance among the evaluators was verified
by numerical indicators (Table 2).

Itwas observed that the assessors presented ahigh level of agreement on eachof the
issues, also judged relevant to the subject studied (>58%). However, they disagreed
on which question relates to each organizational dimension. This aspect is important
for respondents to be able to understand and classify maturity in digitalization of
their company. Therefore, new adjustments were made in order to leave the writing
of the questions clearer andmore specific in relation to their respective organizational
dimension.

Also, the evaluation criterionof the instrument resulted in the exclusionof question
number 17,which the teamwas about the implementation of newdigital technologies.
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Since the technology dimension already presented other two questions, the question
17 would only lengthen the questionnaire, increasing the average response time. It
was also necessary to improve other two questions 4 and 7, fixing the texts available in
the scale, because they had no words that quantified gradually the degree of existence
of that criterion in the company.

Another point of adjustment was the change in the introductory text of the instru-
ment, so that the respondent understands better how to make use of the management
tool. This was also an observation made by all participants in the validation process,
which also showed their interest in knowing how the instrument could be applied or
be useful in the digital transformation management.

The evaluation process resulted in a digitalization management instrument with
16 questions, two at each of the eight dimensions: strategy, leadership, products,
operations, culture, people, governance and technology.

5 Conclusion

The instrument was developed and validated, considering the content and the seman-
tics. Itwas verified that digitalizationmanagement instrumentmeets the identification
of the dimensions of the digital transformation as indicated in the literature, because
it presents questions to recognize the main organizational areas of the business.

It is also effective to visualize the interaction between the dimensions encompass-
ing digital transformation and the need to consider aspects of strategy, leadership,
products, operations, culture, people, governance and technology. Therefore, the
instrument directs the spheres that need to be managed in the process of digitization,
collaborating to reach the status of the digital company.

The developed instrument can be applied by any organizational profile and the
simplified data processing allows the manager to identify the digitalization maturity
degree of the company. Besides that, when analyzing the score obtained in each
organizational dimension, the manager can observe the weaknesses of the business
regarding the digital transformation. This finding allows directing efforts and opti-
mizing the digitization process in order to gain market competitiveness.
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Data Science Supporting Smart City
Management: A Predictive Analysis
Perspective

Giovanni Moura de Holanda , Cristina Y. K. Obata Adorni
and Jorge Moreira de Souza

Abstract This paper aims at presenting an R&D view on how Data Science may be
inter-related with smart city management, especially in terms of supporting predic-
tive analyses. Trends on this fast-growing scenario are pointed out as well as some
experiences and applications that the authors’ institution has built up or may come
to develop.

Keywords Data science · Smart city · Predictive analysis

1 Introduction

Technologies and solutions for smart cities generate large amount of data, requir-
ing special structure for dealing it. Digital technologies become present in various
sectors of a city, in fields of application such as mobility, transport, energy, security,
water supply, business and ambient intelligence [1–3]. The underlying technologies,
such as internet of things (IoT), sensor networks, image-based services, geographic
information systems and real time applications, among others, respond by a dizzy-
ing growth of data and contribute to leverage the complexity of digital world to an
unpreceded level [4, 5].

Application features that contribute to print a smart atmosphere in an urban con-
glomerate pose specific problems for engineers, statisticians, strategists and public
administrators [1, 6]. Beyond the challenge of dealing with a flood of data, the new
technologies and applications demand intelligent management support in order to
explore their full potential functionalities.
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In smart city initiatives, these issues are being addressed by means of big data
techniques (cf. [4, 7–9]). The large volume of data that began to emerge with this
evolving scenario has opened new fields of study and allowed new opportunities for
industry (products and services), society and public administration.Depending on the
context, the complexity becomes even greater, involving a multitude of applications
with different levels of criticality and requirements, and with data being generated
by diverse sources.

Increased complexity due to the combination of data collected frommany sources
may hinder the applicability of methods and techniques to classify them, in such a
way that by overcoming this first analytical obstacle can be a big step towardsmaking
smart use of big data [10]. Data Science (DS) has demonstrated potential to overcome
the new challenges and reveal alternatives to enable the opportunities arising with
the expanding data mass.

Data mining and artificial intelligence techniques have allowed machines to learn
what to do as well as analyses able to predict and prevent problems before they
happen. The results of this kind of analysis have been applied, for example, in traffic
prediction [8] and predictive maintenance [11]. Operational practices that anticipate
failures and enable to schedulemaintenancewithminimal impacts on service delivery
have met increasingly pressing needs, both in terms of reducing energy waste and
operating costs, as well as increasing the quality of services and the effectiveness of
public policies.

In this context, this paper present an R&Dview on howData Sciencemay be inter-
related with smart city management, especially in terms of supporting predictive
analyses. Some principles and analytical methods are shortly introduced in order to
provide a conceptual background and facilitate the visualization of predictive efforts.
Trends on this fast-growing scenario are pointed out as well as some experiences and
applications that the authors’ institution has built up or may come to develop.

2 A Brief on Smart City Concepts and Data Science
Principles

In order to clarify some underlying concepts and terminology that scientists, engi-
neers and implementers have been using to put data science into practice, this section
shows two descriptive items. The first discusses about the label “smart city” and the
second is related to the classification and short description of some methods that
make data science a discipline adequate for prediction analyses and able to support
the management of complex systems.
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2.1 When a City Is Considered Smart?

The idea of “smart city” has been widely used in recent years, initially by suppliers of
information systems and digital sensors, which can be integrated into urban services
and infrastructure. Since then, the label “smart city” is often used interchangeably
with other expressions, such as digital city, virtual city. Furthermore, it is associated
to a number of definitions in the literature and most of them is centered on the
technological dimension, specifically in terms of networked infrastructure. However,
for Caragliu et al. [12], the focus on the internet as the most significant smart city
identifier is insufficient.

Besides the industry, many institutions have adopted this label and, with the matu-
ration of the discussions and experiences, the “smart city” concept has been extended
and incorporated other dimensions. The European Commission, for example, has
aligned the use of new technologies with the objective of sustainable development of
cities, encouraging partnerships to promote progress in areas such as energy produc-
tion, transport and ICT, and thus improve services and contribute to reducing natural
resource consumption [13].

Even though it is widely disseminated, the concept of smart city is still not clearly
defined. Many efforts to define or describe it are observed in the literature (e.g., [3,
12–16]) and many of them highlight the role that digital technologies play in the
process of attributing intelligence to cities and urban conglomerates.

Among the technological characteristics that have contributed to designating cities
as smart, Harrison and Donnley [15] emphasize the widespread use of sensor net-
works and digital control systems in the operation of urban infrastructure, and the
development of computational power and new algorithms that allow analyzing the
flow of information and providing guidance to improve operational performance.
These authors also draw attention to the need of establishing a theoretical foundation
in order to guide the actions in smart cities, which are conducted by players in various
urban segments.

From a practical point of view, the presence of digital technologies supporting
services and applications in cities has been verified both in ad hoc implementa-
tions—focused on a specific segment of infrastructure—and in the level of service
integration, acting at amoremunicipal level. Irrespective ofmodel cases, where a city
experiences an integrated solution of intelligent services, coordinated by the munic-
ipality and covering various sectors of urban infrastructure (e.g., Stockholm [17],
Barcelona [17] and Singapore [18]), some cities start with more localized appli-
cations, and often the initiative comes from the very sectors that feel the need to
improve their services and operational processes.

In this sense, there is a growing demand for more efficient, effective and sustain-
able solutions [6], based on intelligence technologies that allow increasing prediction
and operational management capabilities—a condition often observed in utilities and
Industry 4.0, for instance. It is based on this demand that we highlight the potential
of data science applications and guide the analytical contextualization presented as
follows.
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2.2 Some Analytical Methods in Data Science

Data Science is a nascent field of science, requiring a multidisciplinary approach
and keeping a close relation with data driven technologies [19]. The term has been
adopted in several contexts although not in an established way. Regarding its main
objective, we share the vision presented by Hayahsi et al., i.e., this science aims to
reveal the hidden structure of complex phenomena with data from a different point of
view, which implies multidimensional, dynamic and flexible ways of thinking [20].

Data Science has been established as a discipline derived from the fusion of fields
of knowledge as Artificial Intelligence (AI), mathematics, statistics and, naturally,
computer science.Most of these disciplines are part of the daily lives ofmany analysts
and researchers, but what does AI really mean?

The definition of AI is field of controversy: for example, sometimes considered as
computational intelligence, sometimes the adjective “artificial” is questioned under
the argumentation that it may connote “simulated” leading to other misunderstand-
ings [21].

Several disciplines have contributed to background and evolving AI: philosophy,
mathematics, economics, neuroscience, psychology, control theory, computer sci-
ence, and linguistics (see [22]). It is interdisciplinary by nature and its origins goes
back to the beginnings of human civilization.

Amore recent historical trajectory can be shortly traversed fromCharles Babbage,
in the 19th century, with his idea of “analytical machine”, passing through some
researchers in the 30s and40s, until assuming amore current formatwith the influence
of the computational theory of Alan Turing in the early 50s (cf. [22, 23]). In his article
entitled “Computing Machinery and Intelligence”, Turing [24] inquiries about the
possibility of machines thinking and discusses the idea of digital computers.

This field of knowledge has grown tremendously since then, with the development
of many methods and techniques applied in a number of areas. Its rapid diffusion
and wide reach have also led to some conceptual inaccuracies—for example, there
is a certain ambiguity in the use of terms like AI and computational intelligence
(CI), on the one hand, and machine learning and data mining on other. Obviously,
such a polysemic trend does not compromise the effectiveness and potential of this
analytical body, but it hampers the initiation of new AI developers and does not favor
the consolidation of a common terminological basis between the various disciplinary
fields.

In the midst of the rich terminology and several techniques that have been char-
acterizing the discipline, Rutkowski [23] points out that the term “computational
intelligence”, which is currently used in English literature, is understood as com-
putational means to perform numerical calculations aimed at solving AI problems.
Among the techniques that allow this approach are, to name a few: neural networks,
fuzzy logic, evolutionary algorithms and probabilistic methods [23].

In an evolutionary line, it is possible to instantiate in three stages the escalating
of AI techniques. Such partitioning has only the intention of making clearer the
conceptualization and terminology underlying the Data Science. According to the
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Table 1 Methods and techniques for predictive modeling

Artificial intelligence (AI)

Decision tree Numeric calculation for
AI

Predictive modeling
↓Statistical tools

Probabilistic methods

Neural networks Computational
intelligence supporting AIFuzzy systems

Computational linguistics

Evolutionary algorithms

Machine learning Clustering Big data and
computational intelligence
for AI

Random forest

Markov models

Deep learning

Synoptic table based on Refs. [22, 23, 25]

historical perspective developed by Rutkowski [23], classical probabilistic methods
and induction methods, such as the decision tree, formed the initial basis for calcu-
lating AI problems. With neural networks and fuzzy logic, a new step was achieved.
And more recently, data mining and machine learning have promoted a further ana-
lytical and technological leap, makingmachines more “smart” and predictive models
more accurate. Table 1 presents a particular summary of this evolutionary process,
based on the view of some academics and adapted to our analytical practices.

An in-depth description of the entire set of methods and techniques listed in
Table 1 is beyond the scope of this paper, however it is possible to bring the focus
to the latter step and introduce some information on data mining and machine learn-
ing. Recalling that the objective is only to contextualize such techniques regarding
predictive analysis.

Big data is a phenomenon drivenmainly by the increase in computational capacity
observed in the last two decades, as well as in data storage capacity. Moreover, the
very characteristics of new technologies and applications (e.g., IoT, smart phones,
and a plethora of sensors—from commercial goods up to vehicles) have contributed
to shape big data era, as usually named in the literature.

In general, Big Data is characterized by 4 Vs: Volume, Variety, Velocity and
Veracity (some authors have included more Vs into the list). Data mining is therefore
an enormous challenge to be faced. In a first view, Roiger and Geatz [25] relate data
mining to a process in which computer learning techniques are applied to obtain
knowledge from large amount of data.

Machine Learning assumes an important role concerning such a challenge. For
Jordan and Mitchell [26], machine learning is not only a matter of computers able
to learn from data, but it is also related to laws that applies to learning systems in
general. For these authors, machine learning is in the core of artificial intelligence
and data science.
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Neural networks, clustering, decision trees, random forests (as an ensemble
method based on several decision trees) algorithms have been properly applied for
training and learning, elevating the computational intelligence to a higher floor. Even
before machine learning development, Markov modeling has been supported innu-
merous approaches in reliability prediction, significantly since 70s (cf. [27]), and
more recently it has also been used as machine learning technique for pattern recog-
nition.

With big data opportunities, some data representations result in high level of
abstraction, demanding automated mechanisms to be extracted. Deep Learning algo-
rithms arise as an effective method to deal with such a need [28–30].

In short, all these techniques and approachesmaybeused inmodels and algorithms
with the purpose of carrying out predictive analysis. The output generate by such
models may be either numeric or categorical, and the nature of data that analysts have
available does condition whether the model is adequate for predicting or simply for
classifying the inputs.

Many applications developed to attend urban needs may benefit from prediction
and control analysis. When combined, the aggregate effect can help not only the
operational management but also policy makers and managers in charge of smart
cities initiatives.

3 Predictive Applications to Urban Issues

Monitoring indicators, data integration and predictive analyses may be used for con-
trolling operations in strategic sectors of urban infrastructure. Figure 1 suggests
how an R&D cycle may run to help monitoring and control functions in such sec-
tors, developing, for example, applications to ambient intelligence, transportation
and mobility, industry, energy and water utilities. Anticipating failures and avoiding
service interruptions, reducing operational costs, improving service quality and sup-
porting decisions, are benefits that big data, computational intelligence and predictive
analysis may provide.

Such a scenario becomes more definite as computational intelligence techniques
advance and the demand for urban solutions and sustainable development grows con-
tinuously. In this section, we describe generically how data science is being applied
to some sectors and point out R&D alternatives that can be adopted in Brazilian
scenario.

3.1 A Fast-Growing Scenario

Newdemands and emerging technologies have shaped an ever-changing scenario that
meets the predictive potential of artificial intelligence and data science. Sectors of
urban infrastructuremaymake use of intelligent algorithms able to provide predictive
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Fig. 1 R&D supporting predictive analysis for urban issues

information and thus improve their operational performance. Sectors such as utilities,
transportation andmobility, industry and ambient intelligent systems are beneficiaries
of this potential, by using methods and techniques as described below.

Ambient intelligence. Smart algorithms acting on consumer electronic devices
has arisen the need for computational intelligence also in this field of application. An
intelligent environment has mechanisms to adapt itself to people live in it. In such an
environment people lives surrounded by networked devices that provide information
and digital media in accordance to individuals’ demand, and even anticipating their
needs.

This area introduces new challenges to R&D field, mainly by bringing together
qualitative aspects and computational intelligence [31, 32]. The models and algo-
rithms in this field of research have to consider the involvement of the user, learning
from the ambient and adapt it to user’s preferences.

Energy and water utilities. In power generation, transmission and distribution,
including renewable sources, machine learning and big data analytics are used to
monitor and analyze plant availability, weather and historical series in order to predict
future outcomes.Datamaybe in various format—image, audio, video and sensors, for
example—and after being extracted are integrated to mining and analysis process.
In general, analytics and artificial intelligence applies to prediction of outage and
power demand [33], fault detection and classification [34], corrective and preventive
actions [35], and asset management (see [36]), to mention a few field of applications.

In the operation of a water supply system, the inherent complexity of its net-
work imposes obstacles to obtaining real-time measures and even significant data in
order to monitor and control service quality. In this context, Artificial Intelligence
may be used to estimate the distribution network health in order to more quickly
detect anomalies. In contributions to this field, Izquierdo et al. [37], for example, use
neural network and Gamboa-Medina and Reis [38] use a genetic algorithm for leak
detection.

Industrial productivity. The transformations that have driven the so-called 4th
Generation Industrial Revolution (or Industry 4.0) are based mainly on IoT and
cyber-physical systems. As more automation, data exchange and embedded intel-



434 G. M. de Holanda et al.

ligence are integrated in industrial production, predictive technologies are further
necessary. Intelligent algorithms have been used to predict degradation in produc-
tion line, reduce losses and autonomously optimize production and product quality.
Statistical process control is now reinforced with data mining and machine learning,
giving more intelligence to production management, at a time in which self-aware
and self-maintenance machines arise in industrial big data environment (see [39]).

Transportation and mobility. Predictive maintenance in transportation, the
urban traffic planning and prediction of traffic conditions represent other aspects
equally important to economics and quality of life in modern cities. Transportation
and mobility are crucial to a healthy functioning of a city. Again, computational
intelligence is applicable to improve operation in a sector with such challenges. By
way of illustration, Li et al. [11] apply statistical methods and machine learning to
historical and real-time data to predict conditions of failure in rail networks.

Other domains. Education, public health and government may benefit from big
data and artificial intelligence as well. This data can be used for analysis and extract-
ing useful trends and using them to promote enhanced education bymeans of learning
analytics that can proportionate, for example, student’s performance prediction and
attrition risk detection [40]. Big data approaches can contribute to health sector by
providing insights into the causes of diseases, as well as by enhancing prediction and
prevention of epidemics [41]. Yet, the processing and integrated analysis of large
amount of data are helpful for evaluating public policies (see, e.g., [42]).

Obviously, the scenario is dynamic and other sectors not mentioned above may
make use of computational intelligence. Furthermore, intelligent algorithms can be
part of integrated solutions of monitoring and control, congregating two or more
urban infrastructures and services, for example, in public policy evaluation or in the
logistic domain.

3.2 Some R&D Experiences and Potential Applications:
An Own Vision

Several R&D projects applying Data Science in predictive analysis have been con-
ducted by the institution of the authors of this paper. The expertise thus built provides
a vision of how tomeet specific needs of sectors such as those presented and discussed
heretofore. The contextualization of the solution to attain such needs, which often
gain particular contours, not only gives originality to the projects, but also makes
it possible to introduce innovations of processes and products in the organization
demanding R&D activities.

Specific characteristics of the context in which these organizations operate—such
as climatic, topological and socioeconomic conditions—pose development chal-
lenges whose solutions require the exercise of adaptation and flexibility. Frequently,
the technological challenge requires a multidisciplinary composition of experiences,
resulting in partnerships with two or more research institutes, in addition to the orga-
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Table 2 Some R&D experiences applying data science

R&D Experience CI technique Institutions

Predictive system of fault
occurrence in electrical
networks [43]

Data mining and Laplace
trend chart

Celg D, FITec, Unicamp

Fuzzy system for defect point
identification in electric power
distribution systems [44]

Fuzzy Logic Celg D, FITec, PUC-Goiás

Remote monitoring of
transformers in self-healing
systems for substations and
electrical distribution
networks [45]

Data mining Energisa, FITec

Optimization methodology for
the allocation of automated
keys in the Celg electric
distribution network [46]

Genetic algorithms Celg D, FITec

Fault monitoring using data
mining and statistical analysis
[47]

Data mining, Control chart
and OLAP1

Eletrosul, FITec

Alarm management using
statistical analysis and data
mining [48]

Data mining, and OLAP CPFL, FITec

Method for correlating alarms
of electric power supply and
telecom networks [49]

Fuzzy logic AES Eletropaulo, FITec

Analysis of financial default
[50]

Data mining and clustering
(K-means)

AES Eletropaulo, FITec

Reference model for smart
grid applied to smart cities
deployment [51]

Decision tree [52], fuzzy
inference [53]

Elektro, FITec, USP-SC,
PUC-Rio, UNESP

OLAP On-line Analytical Processing

nization requesting the project itself. In this way, the sum of acquired knowledge
allows drawing an own view on the potential of application of the Data Science
to meet urban needs of a market with the endogenous characteristics of Brazil. To
illustrate the vision thus consolidated, some themes of projects already executed
are presented in Table 2, as well as a list of solutions being formatted for possible
application in this scenario of increasing demands is shown in Table 3.

Based on the experience built and on the prospection of sectors demanding solu-
tions to support their operational management, Table 3 lists some Data Science (DS)
applications already formatted as R&D project.

The short description presented inTable 3 is only an enumeration of computational
intelligence (CI) methods and techniques that have been identified as potentially
adequate to address the technological challenge of the proposed theme. This is to
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Table 3 Potential DS applications focusing Brazilian R&D scenario

Project’s theme CI technique

Stochastic models of reliability and availability
of wind generators: prediction of unscheduled
stops and optimization of preventive
maintenance

Laplace trend chart, data mining and
clustering

Machine Learning for real-time monitoring of
the transformer performance in the electrical
distribution network

Deep learning and clustering

Methods and techniques of AI for mapping of
vegetation near electrical distribution network,
in order to plan and guide pruning, according
to ecological principles and operational safety

Deep learning, data mining and clustering

Determination of the optimal number of
transformer meters in an electric power
network, for more precise location of faults and
greater efficiency of maintenance

Data mining, clustering and genetic
algorithms

Detection of “hidden disturbances” in electric
power network, providing information to avoid
disturbances that lead to the burning of
equipment or service interruption

Deep learning, clustering and recursive neural
network

Predictive algorithms for monitoring assets in
electric power networks

Clustering and recursive neural network

Analysis of large volumes of data in real time
to optimize the attendance of emergencies in
electric power networks

Machine learning with clustering and
recursive neural network

Intelligent systems to support operation and
decision making in municipal water supply
networks

Machine learning with neural networks

IoT based solutions for smart environments,
collecting data from distributed sensors and
providing support to smart city services and
applications

Pre-analysis: measurement, collection, data
integration and dashboard

illustrate artificial intelligence approaches for predictive purposes of problems faced
byBrazilian companies. Themethodological approacheswere designedwith basis on
the experience constructed and according to the taxonomy discussed at the beginning
of this paper (which is summarized in Table 1).

4 Discussion and Final Remarks

The fast-growing generation of data has posed some challenges to scientists, engi-
neers, managers and policy makers. At the same time that digitalization and compu-
tational features embedded in new equipment are reality in various sector of informa-
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tion society and open unprecedented opportunities to improve quality and efficiency
of processes, products and services, many stakeholders do not know exactly what to
do with the emergent data flood. Data mining, artificial intelligence, computational
intelligence—or whatever we use to name the possibility of learning from data and
supporting decisions—have surfaced as pillars to sustain a data science.

This new science fits like a glove to solve typical issues of problems that lead
cities to be considered as intelligent. Urban services and infrastructures can directly
benefit from intelligent algorithms and all analytical potential that data science may
provide to elevate operational management to an unparalleled level. As observed in
the literature and market indications, this is a worldwide trend.

In Brazilian scenario, there is a clear demand from sectors aiming at deploying
predictive management, in order to improvemaintenance and operational procedures
as well as quality of service or product. Solutions based on computation intelligence
can be developed to support specific segments of infrastructure or helpmanaging sev-
eral urban services. In the latter case, the solution can behave as a general monitoring
and control tool for a smart city.

Nevertheless, alongside the benefits data science may bring to management tasks,
new ethical issues arise from data science application. Privacy and personal security
are among the main aspects to be faced and preserved in this fast-growing scenario.
Big data and computational intelligence applied to fields like ambient intelligence,
advertising and fraud detection are pervasive in general. Public policies and ethical
codes are fundamental to balance potential business benefits and ethical principles.

In this sense, howBigData,Analytics andComputational Intelligencemay deliver
business and social value in a scenario demanding solutions to very particular needs?
How to meet all stakeholders’ interests and respect individual rights? The answer
is not obvious and must be consciously sought in order to accompany the techno-
scientific progress, foster sustainable development and assure societal and economics
gains.

In Brazilian scenario, there is a clear demand from sectors aiming at deploying
predictive resources, in order to improve maintenance and operational procedures as
well as quality of service or product.
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Hydrothermal Dispatch Considering
Natural Gas Restrictions

Jean Rodrigo dos Santos , Guilherme V. Vargas
and Juan Carlos Galvis Manso

Abstract Brazil is a country whose electrical energy generation comes mainly from
hydroelectric and thermoelectric power plants. In order to optimize thewater resource
andminimize the cost of electricity generation, the National SystemOperator—ONS
solves an optimization problem known as hydrothermal dispatch. In this way, the
hydrothermal dispatch problem was solved using the stochastic dual dynamic pro-
gramming, taking into account constraints imposed by hydroelectric plants and also
restrictions imposed by thermoelectric plants, such as transport and generation of
natural gas. For the implementation of the dispatch, we used real operation data of
the Brazilian National Integrated System of the year 2015, referring to three sub-
systems: North, Northeast and Southeast/Midwest. The results of the simulations
are presented for the different operating situations and explain how the restrictions
imposed by natural gas influence the operational cost and the mode of operation of
the electric power generating units.

Keywords Hydroelectric dispatch · Natural gas network · Electrical planning ·
Dynamic programming · Energy operation

1 Introduction

Electrical energy has characteristics that make it different from all other energy
sources, due to the fact that it has very small storage possibilities, occurring indirectly
through reserves of other energy sources, such as water, diesel, coal, natural gas, etc.
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Great amount of electricity generation in Brazil comes from hydroelectric plants,
61% of the total, and from thermoelectric plants, 26% [1], existing a specific pro-
duction cost for electric energy generation for each one. Therefore, it is necessary to
exist planning actions on the resources generation [2].

In order to optimize the resources that serve as raw material for hydroelectric and
thermoelectric plants, it is necessary to solve the hydrothermal generation dispatch
problem, determining the amount of energy to be generated [3]. However, the resolu-
tion of this problem is somewhat complex, since the amount of water available in the
reservoirs of hydroelectric plants in future periods is unknown, making the problem
of nature stochastic. In the thermoelectric plants, for example, there are restrictions
on the transport and availability of natural gas.

The objective of this work is to perform the hydrothermal dispatch with the inser-
tion of the natural gas restrictions, being possible to provide a greater representation
of the real situation of the system, and verify the influence of these restrictions on
the cost of operation.

2 Methodology

2.1 Dispatch Model

Given the high dependence of hydropower on power generation, planning actions
face a difficulty with respect to operation [4], since the rain factor is a stochastic
variable, that is, it is not 100% sure how much and when it will rain. Consequently,
the natural flow of the rivers that feed the hydroelectric dams are affected. Thus, it
creates a great doubt on when to use water for generation and when to stock it.

When defining how to use water, it is necessary to plan the use of thermoelectric
plants, since they are the largest source of complementary generation. In this sense,
an important factor to take into consideration is the availability of fuel, in order to
supply the requested demand.

2.2 Objective Function

The hydrothermal flow model used in this work is described in [5], with some adap-
tations. This model aims to minimize the marginal cost of operation, given by the
cost of generating thermoelectric plants, since the fact that for the generation in the
hydroelectric plants water is used and it has no cost of use, as opposed to gas, besides
the cost related to the Deficit, which is a way to supply the demand, if the generating
units fail, and this cost is adapted in the model. Thus, the dispatch model aims to
solve the following linear programming problem, where J is the number of thermo-
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electric power plants in the system and T is the number of stages that the problem
deals with:

z = min
T∑

t=1

⎛

⎝
j∑

j=1

(c j,t gter j,t + CDeft De ft )

⎞

⎠ (1)

In (1), the cost of immediate operation cj,t represents the thermal generation cost
required to meet the load in stage t. Part of this load is served by the hydroelectric
plants, and the remainder is supplied taking into account the operational decisions
gter j,t , by the thermoelectric plants of the system. Finally, there is the Deficit (Def t),
which aims to compensate for a probable lack on the part of the generation units,
which has a cost (CDeft) at each stage.

2.3 Generation-Demand Balance Sheet Equation

The generation-demand balance equation aims to establish a relation and limits for
the generation and Deficit according to the demand required in the analyzed period.

J∑

j=1

gter j,t +
I∑

i=1

piui,t + Deft = Dt (2)

Thus, in (2), the sum of all thermoelectric generation (gter) together with hydro-
electric generation (pu) and Deficit (Def ) must be equal to the demand (D) required
in the analysis.

2.4 Hydraulic Balance and Hydropower Equation

The relation on how the volume ofwater in the hydroelectric plants varies is described
in a function of several variables.

vi,t+1 −
∑

m∈M

[
um,t + sm,t

] = vi,t + ai,t − ui,t − si,t (3)

Thus, in (3) the volume present in the reservoir of a hydroelectric plant i at the
end of a stage t + 1, (vi t+1), must be equal to the volume at the beginning of stage t
(vi,t) to the volume of water received, denominated affluence (ai,t), plus the turbine
flow and the volume of the turbines immediately upstream (um,t+Sm, t), discounting
the turbine volume (ui,t) and pouring (si,t) at plant i.

Where: mεM: set of plants immediately upstream of plant i.
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The electric power generated by a hydroelectric plant is proportional to the gross
fall (Hb) of the dam and to the turbine flow (ui,t).

Peli,t = ρgkHbui,t (4)

where: ρ = density of water in kg/m3; g = acceleration of gravity in m/s2; k =
turbine-generator set efficiency and ui,t = turbine flow in plant i in stage t, in m3/s.

2.5 Thermoelectric Generation Equation

The natural gas consumption in a given thermoelectric plant is described in (5).

δi, j = ϕ j

H R
gE
t, j (5)

where: δi,j = Gas consumed by thermal j, in stage t, in Mm3/month; ϕj = Thermal
efficiency of production of plant j, in KW/J; HR = rate of heating of natural gas in
KJ/m3 and gE

t j =Generation of electric energy by thermal j, in stage t, inMW/month.
Since it is known that in a thermoelectric plant, the generation is related to the

gas consumed by it, then it is generally defined according to [5], that the gas that
is injected into the thermoelectric power plant j, (gGj,t) plus all gas transported from
the gas generating plant m to the thermoelectric plant j, through the gas pipeline s,
(f s,t,m,j), must be equal to the consumed demand of the thermal plant j, (δj,t).

∑

j∈Gm

gGj,t +
∑

j∈φm

fs,t,m, j =
∑

j∈Γm

δ j,t (6)

where: gGj,t = Gas injected at plant j, at stage t; f s,t,m,j = Gas transported by pipeline
s, from gas generating plant m to thermal plant j, in stage t; and δj,t = Demand for
gas consumed at plant j, at stage t.

3 Test Scenarios

Employing the Dual-Stochastic Dynamic Programming (PDDE), the dispatch model
was implemented in a computational environment. The data utilized by the simula-
tions were obtained from the official website [6] and from the official websites of
the other hydroelectric and thermoelectric administrators, as follows:

Data from the hydroelectric plants are: Influence values of all the plants in the year
2015; Installed power in each hydroelectric plant; Maximum and minimum volume
of hydroelectric reservoirs; Maximum and minimum turbine of each hydroelectric
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plant; Maximum amount of each hydroelectric plant; Gross fall of each hydroelectric
plant and Schematic of the positioning of each hydroelectric plant in the river basins.

The illustration of how the hydroelectric plants of the North subsystem are
arranged, in the study period, is shown in Fig. 1. It is possible to observe which
plants operate in cascade with others and also which operate in isolated rivers, con-
taining also the information about the type of each reservoir.

The data referring to thermoelectric, gas pipelines and natural gas generating units
are: Power installed in each thermoelectric plant; Cost of generation of each thermo-
electric plant; Gas consumption in each thermoelectric plant; Production capacity
in each gas generating unit; transport capacity in each pipeline and Schematic of
connection of the pipeline system.

Regarding the thermoelectric plants that use natural gas in the region, it is possible
to observe in Fig. 2 how they are distributed. In the same figure, it is also possible
to observe the representation of the pipelines that interconnect the natural gas and
thermoelectric processing units.

The detailed representation of all the subsystems and all the data used in the
problem, with respect to hydroelectric plants, the data relationship of thermoelectric,
gas and gas pipelines, and how the method of configuring the interconnection of
hydroelectric power plants in rivers and of the thermoelectric plantswith the pipelines
can be seen in [7].

Fig. 1 North region hydroelectric plants system
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Fig. 2 North region thermoelectric and pipelines system

4 Results and Discussion

The subsystems were then simulated in order to obtain an analysis on the insertion
of gas restrictions, evaluating how much energy was generated in the thermoelectric
plants and how the operation cost was varied. For all scenarios presented, the follow-
ing considerations were made: Test period—1 year (2015) discretized in monthly
stages; Initial reservoirs volumes such as those in January 2015, according to [6];
Subsystems analyzed—North, Northeast and Southeast/Midwest; Demand for sub-
systems equal to those recorded in 2015 (Table 1); Inflow scenarios of 10% in relation
to the inflow data recorded in the year 2015 and Values of production, transportation
and consumption of natural gas.

It was verified according to [6], that in 2015, the average monthly demand in each
subsystem varied according to Table 1.

4.1 Generation in Thermoelectric Power Plants

In Fig. 3, it is possible to observe the operation mode of the Tambaqui plant of the
North region. In this, when adding + 10% in the affluence, it is not necessary the
operation of the same from the 6th stage, this is due to the reduction of the demand
after this stage and the increase of the affluence in the hydroelectric plants, in case of
no increase in the affluence, Tambaqui operates at its maximum constant capacity,
and there is also no need to operate the Deficit.

By including the natural gas restriction, it is possible to observe howmuch it limits
the generation in the thermoelectric plants, Fig. 3. In the illustration, the generation
capacity of the Tambaqui plant is conditioned to the availability of gas; therefore, it
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Table 1 Monthly medium
demands (MW) of each
subsystem [6]

Stages Northeast North Southeast/Midwest

1 9757 7543 22,008

2 9251 8391 20,620

3 8987 9279 21,320

4 7929 10,160 21,205

5 8143 9812 20,781

6 8304 7910 19,797

7 8024 5652 19,319

8 8924 5968 18,872

9 9095 6919 19,934

10 9159 5184 22,461

11 8765 4508 23,241

12 8774 4353 22,266

Fig. 3 Generation at the Tambaqui thermal power plant: a Without gas restriction and b with gas
restriction

always operates at a capacity less than the maximum and constant, except the case
in the last stage, which with an optimistic affluence, does not operate.

4.2 Cost of Operation

The values used in relation to the operating cost of thermoelectric plants were taken
from the PMO (Monthly Operating Program) provided by [6]. In Fig. 4, it is possible
to observe the variation of this cost along the stages; it is perceived that the initial
cost is high and tends to decrease. This fact is due to the fact that the initial volume
of the reservoirs were low in the year evaluated. Thus, with the passing of the stages,
thermoelectric plants that are not fueled by natural gas and have a higher cost of
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Fig. 4 Cost of operation in each subsystem. a Northeast, b North and c Southeast/Midwest

operation, together with the Deficit, stop operating, reducing the cost at the end of
the analyzed period.

Another fact to be observed in Fig. 4 is that the gas restriction makes the operation
more expensive, since gas plants are limited in generation and other types of plants
are used, which have a higher cost of operation. The affluence is also an important
factor to consider, since when it is increased, the cost has reduced, and in the case of
the North region, by decreasing the affluence the cost has increased considerably.

A comparison on howmuch the gas restriction influences the cost, with respect to
annual values, has for the Northeast region, considering only the normal affluence,
are shown in Table 2.

Table 2 Annual operation
cost of the northeast region
for normal affluence

R$/year

Unrestricted cost of gas 9,757,102.365.225.517,60

Cost with gas restriction 130.819.612.492,80

Difference 28.454.386.975,20
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5 Conclusion

The execution of hydrothermal dispatch planning is of extreme importance in order to
have a continuous supply and quality of electrical energy.Managing how the system’s
electric power plants should operate avoidsmajor problems such as power failure and
minimizes the cost of operation. By including the restrictions imposed by natural gas,
there is a closer response to the real case, since generation in thermoelectric plants
is conditioned to the transportation and generation of natural gas.

The results obtained showed that the natural gas restriction influences the operat-
ing cost of the system, since the fact that the cost tended to rise when the restriction
was considered; in some cases the values were considerably high if compared to the
cases that not applied the restrictions. It was also noticed that the plants that have
the natural gas as fuel, always operated steadily throughout the stages when the gas
restriction was inserted, while the plants employing other fuels varied the mode of
operation, and the generation by gas thermoelectric was limited by the availability
of natural gas.
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Human Capital Measurement:
A Bibliometric Survey

Neusa Maria Bastos Fernandes dos Santos , Danilo Nunes ,
Fernanda Cardoso Romão Freitas , Igor Polezi Munhoz
and Adriana Caldana

Abstract Human capital is recognized as a pillar of the creation of intellectual
capital and is fundamental for the productivity and functioning of organizations.
From a contemporary perspective, human capital ceases to be considered only as
cost and is seen as an investment, once it is possible to measure it. The objective of
this article was to measure some existing approaches to capital human measurement,
using as amethodological tool a bibliometric research in the last 11 years of the papers
submitted and approved at EnAnpad, which is an event organized by the National
Association of PostGraduate Studies and Research in Administration (ANPAD).
The bibliometric research was elaborated by quantitative documentary analysis. The
results showed, among others, a great diversity of areas in relation to how this theme
is treated. This leads to reflections on how human capital has been gaining space for
discussions in various organizational environments. There is a sign that from this
subject, before, certainly, a discussion almost restricts the area of human resources,
now goes beyond the walls and departmental currencies.

Keywords Intangible asset · Human capital · Bibliometry

1 Introduction

In recent years, there has been a significant increase in the interest of companies in the
measurement of Human Capital, Intellectual Capital and all that is called Intangible
Assets.Many companies have joined andmade available to their investorsmanagerial
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reports such as integrated report, annual sustainability report, social report and others.
Regardless of the obligation, the companies began to show interest in these statements
due to the demands of the stakeholders and to recognize the added value to the brand
through the intangible assets.

Inmany companies, intellectual capital represents a significant portion of its value.
However, despite its importance, it is still not recognized in the financial statements,
since its conception does not meet the definition of assets according to accounting
standards [1].

According toMayo [2] the way in which companies are evaluated has been under-
going progressive changes since 1990, when it was assigned a greater value to intan-
gible assets, which are knowledge, skills and the brand itself. According to the author,
these assets are also called intellectual capital. Human Capital, object of study of
this research, are the people who construct this value.

The term Human Capital was coined by Schultz in 1962 and refers to the knowl-
edge andcompetenceof an individual.After Schultz, other authors such asEdvinsson,
Sveiby and Davenport discussed the topic that has gained increasing relevance in this
debate on the importance of intangible assets [2]. In this context, human capital is
recognized as a pillar of the creation of intellectual capital and its main characteristic
is that it can disappear with the exit of employees, and is thus a constant source of
strategic renewal [3].

In the period of 2015, 2016 and 2017, the analysis of the studies available in the
Spell database and the publications of the EnAnpad (Meeting of the National Associ-
ation of PostGraduate Studies and Research in Administration—ANPADBrazil) and
Semead (Business Administration Seminars of FEA USP—School of Economics,
Business Administration and Account/University of Sao Paulo) pointed out several
articles on the human capital theory in order to explain the problems related to educa-
tion and socioeconomic development and to the understanding of the responsibility
of Human Capital in this development process. It was possible to find in the current
literature the approach Human Capital versus Organizational Performance, but few
studies were found with focus on the measurement approach of Human Capital. It
was also found that there are considerable difficulties in converting the intangible
assets of the company into a projection of future cash flows that are capable of deter-
mining the value of a company based on its intangible assets and its human capital
[4].

The big question is how to measure intangible assets. Unlike the tangible assets
that can be measured by consolidated accounting instruments, it was necessary to
developnewmeans tomeasure intangible assets. Thus, this article raises the following
question: what studies exist to measure Human Capital and how has this issue been
addressed in the main Brazilian congresses of business administration over the last
11 years?

To answer this question, the next section will make a brief theoretical background
on the concepts of human capital, intellectual capital and intangible assets, then
will present existing studies to measure human capital. Finally, will be presented a
bibliometric analysis with the purpose of identifying the academic production of the
last 11 years on the subject and to verify how this discussion has evolved in the field
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of the science of the administration of companies in the last years in one of the main
national congresses.

2 Theoretical Background

2.1 Human Capital as an Intangible Asset

According to The Human Capital Reporter 2016, World Economic Forum report,
Human Capital is critical to the productivity and functioning of the political, social
and civic institutions of a society. Understanding their capability is valuable to a
wide variety of stakeholders. The Report also highlights that today’s economies
are increasingly knowledge-driven and technology-driven in a way that makes it
impossible to state how work on tomorrow’s market will work [5].

The Disclosure on Human Capital began with Professors Schultz and Becker,
Nobel Prize winners. These seminal studies emphasized the importance of the accu-
mulation of Human Capital through knowledge and skills. Schultz [6] argues that
human productive capacity outweighs all other forms of wealth and reinforces the
understanding that the development of some countries comes mainly because of the
country’s investment in people. The specialized Human Capital is seen as an invest-
ment made by the organization, which should have a return, although there was some
difficulty in calculating it [7].

From then on new researchers emerge with the purpose of developing models
and new ways of measuring human capital. A non-financial measurement method
is based on the fact that people are the real and only agents of the business. All
other tangible assets, as well as everything that corresponds to the intangible, are the
results of human action and depend on people for their existence, so one can note
the importance of this human capital [8].

Tangible assets are all those found in a company’s balance sheet, such as money,
buildings, and machinery in general. In contrast, intangibles are those that can not be
measured in the traditional accounting model, such as people and their knowledge
[9].

In the definition of Bontis [9], Human Capital is the level of knowledge of each
employee and is considered themain factor of the creation of the intellectual capital of
a company, being this source of innovation and strategic renewal. Thus it is possible
to say that people lend their human capital to the organizations, they make available
all their intellectual capacity, knowledge and commitment.

Thus, it is important to mention that the intangible asset is accompanied by risks
due to its vulnerability, since the company may lose part of it when employees leave.
Another five main risks that may be highlighted are: lack of fundamental skills in a
company’s staff; regulatory issues; succession planning issues; possible differences
between current talent resources and business objectives and, ultimately, the lack of
essential skills in the workforce [10].
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Deloitt, a leading business consulting firm in 2017, has launched the Deloitte
Global Rewriting the Rules for the Digital Age 2017 report in which it demonstrates
ten new trends for Human Capital and highlights the changes in the world of work.
In response to these changes, business leaders will no longer be able to operate on
the basis of the old paradigms, since they must adopt new ways of thinking about
their companies, their human capital and even their role in global society [11].

Therefore, it is necessary to overcome the old paradigm that the measurement
of the assets of an organization can only be done in concrete and tangible objects.
The challenge is to rewrite the rules and find ways to make Human Capital, so far
intangible, tangible.

2.2 Studies on Measuring Human Capital

Human Capital at Sysco Corporation
Cascio and Boudreau [10] make an important contribution to the creation of value
from Human Capital. Syscom Corporation is a world leader in food marketing and
distribution and has created a chain of logical connections to help leaders understand
how the company generates value from its Human Capital. This chain, according
to the authors, was structured and sustained in four stages: effective management
practices; employee satisfaction; customer satisfaction, and the latter, the fruit of this
sequence, profitability and long-term growth. The guiding focus of this methodology
is that processes, technologies and structures can have much similarity in the labor
market, but the skilled, committed and fully engaged workforce is typical of each
organization, so it is what can differentiate it.

The model has been termed as five stars being: ensuring that leaders provide
guidance and support; strengthen front-line supervisors; pay performance; address
the quality of life of employees and promote the inclusion of employees by engaging
them and taking advantage of diversity. Construction starts from an organizational
climate survey in which all members of the company, in a process of evaluation and
self-assessment, assign values to each of the five principles.

Cascio and Boudrean [10] elucidate several actions that arise as a consequence
of the application of the model proposed by the company, emphasizing the use of
the Balanced Scorecard as an instrument to leverage the best organizational practices
and finalize the study emphasizing how the practices and management processes that
human capital indicators influence financial results.

The Human Capital at Universal Weather
UniversalWeather and Aviation is a privately held company based in Houston, Texas
that provides products and services to the general aviation industry. Cascio and
Boudreau [10] portray the experience of this company based on three pillars: align-
ment, capacity building and engagement. It is the so-called ACEmodel that emerged
from a problematic scenario that seems to be a tonic of several companies, such as
the absence of HR policies and processes, including the issue of remuneration, lack
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of definition of succession issues, non-aligned and inadequate evaluation processes,
among others.

According to the authors, these pillars cover: in alignment, the workforce of
employees is linked directly to the objectives and strategies of the company; in the
training, it is sought tomeasure the strength of the talent in the HR systems implanted
and designed to add strategic value to the company’s business; in engagement, the
workforce of employees is measured at the minimum of what was offered to the
customer, or even reflect the company as a great place to work. For talent risk man-
agement, competitive remuneration, career advancement, leadership coaching, etc.
were developed [10].

The indicators for follow-up of the actions were structured taking into account HR
supervision and preparation of annual reports. In less than five years the company
could already see how positive the adoption of this model of human capital approach
was.

Intangible Assets Monitor Approach
This approach is an intangible asset monitor that reconciles the measurement of
human capital through skills. Tomeasure intellectual capital, this approach provides a
framework of indicators from three different perspectives: external structure, internal
structure, and individual competencies. Indicators are suggestions that need to be
adapted to the reality of each company. The idea is to select one or more indicators
by sub-heading in the table and display them in a coherent format [8].

Sveiby [8] explains that the external structure relates to relations with customers
and suppliers, trademarks, trademarks and the reputation or image of the company.
The internal structure includes patents, concepts, models and administrative and
computer systems. So individual competencies involve the ability of professionals
to act in diverse situations to create tangible and intangible assets. It also emphasizes
that people are the most valuable elements in an organization.

3 Methodology

The method of bibliometry sought to evaluate, in a predetermined space of time
and event, what is being produced related to the study proposal of this article. It
is understood that scientific production promotes the establishment and monitoring
of teaching and research policies, since it signals potentialities and paths taken by
researchers.

The present study considered the definition of bibliometrics as the study of the
quantitative aspects of the production, dissemination and use of registered informa-
tion [12]. In his study of bibliometrics, Araújo [13] draws the three dimensions of
this method, which are called Lotka’s Law, which objectively mentions -sure the
productivity of authors; the Bradford Law, which aims to measure the dispersion of
journals, and Zipf’s Law, which aims to measure the frequency of certain words or
themes.
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Themethodology closest to this study is theZipf Law,which consists inmeasuring
the frequency of the appearance of words in several texts, generating an ordered list
of terms of a particular discipline or subject.

In this bibliometric study, the option was quantitative documentary analysis based
on the last 11 years of the papers submitted and approved at EnAnpad. Thus, the
analysis considered the year 2007 (from which the event began to gain increasing
importance in a national and international context) until the last year of registration
(2017).

Barros and Lehfeld [14] emphasize that in quantitative research a statistical set of
data is used, and a descriptive analysis of the data collected and ordered according
to the order of interest of the researchers’ studies is performed.

The technique used was the analysis of content that, that allows the identification
of the data collected in the research for framing from the indicators generated by the
knowledge and perception of the messages [15].

4 Results and Discussion

The EnAnpad is traditionally divided into sections (in 2017, there were 11 sections)
according to the theme of the works. Thus, the total amount of papers in the period of
the survey (2007–2017) considering the section of people management was approx-
imately 600 articles. So, it was first researched which articles are related to the two
themes of this research, HumanCapital and Intangible Assets, as observed in Table 1.
According to Table 1, it was observed that about 70% of the articles refer to Human
Capital its measurement, demonstrating the importance of Human Capital and its
debate by the academy as a great asset capable of adding value to an organization.

In terms of percentage, these two themes may be insignificant in the subject of
people management, but an increase of articles related to human capital in the last
5 years has been observed.

It was also investigated which institutions of origin of the authors of the articles
(Table 2).

It was observed that there is no concentration in one or a few institutions, nor does
it present specific regional trends. Then all the works listed in the bibliographical
references of the productions were tabulated and stratified, considering the number

Table 1 Number of articles
submitted, period from 2007
to 2017

Focus theme Number of articles

Human capital 18

Intangible assets 08

Total 26

Source Developed by authors (2018)
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Table 2 Institutions of origin
of the researchers

Institutions Human capital Intangible assets

FGV/SP (Brazil) 1 0

MACKENZIE (Brazil) 2 0

UEM (Brazil) 1 0

UFAL (Brazil) 1 0

UFC (Brazil) 2 0

UFS (Brazil) 2 0

UFU (Brazil) 0 3

UNIGRANRIO (Brazil) 4 0

UNIOESTE (Brazil) 3 2

UNISINOS (Brazil) 4 0

USP (Brazil) 2 0

Not disclosed 31 16

Total 53 21

Source Developed by authors (2018)

of times the authors appear in the 26 articles surveyed, not being considered probable
repetitions in the same article (Table 3).

According to Table 3, it was found that another 39 researchers were cited in the
articles obtained in EnAnpad, in a universe of about 920 citations. Therefore, it is
observed that there is a network of knowledge being built by authors who are trying
to measure human capital through a tangible approach. There is no polarization
which signals an even greater possibility of productions that contribute to the theme
proposed in this study.

5 Conclusion

From the literature review it was possible to identify the main approaches to human
capital measurement and to verify that, although there are specific tools for this
intellectual capital niche in the composition of the intangible value, thismeasurement
is always accompanied by the measurement of intellectual capital as a whole.

After the bibliometric analysis of the 26 articles found in the EnAnpad of the last
eleven years, eighteen refer to Human Capital while eight of them have a focus on
Intangible Assets in general. This evidence reinforces the idea already mentioned
throughout this work of increasing appreciation and recognition of Human Capital
as a great asset capable of adding value to an organization.

As limitations of this work, we highlight the fact that bibliometric research was
carried out in the annals of only one congress. We suggest future research aimed at
broadening the field of research of publications.
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Table 3 Researchers cited in
the articles

Researcher Amount Researcher Amount

Stewart, Thomas
A.

10 Kayo, Eduardo
Kazuo

4

Sveiby, Karl Erik 9 Malhotra, Naresh 4

Edvinsson, Leif;
Malone, M. S.

8 Perez, M.
Monteiro; Famá,
Rubens

4

Becker, Gary S. 7 Brooking, Annie 3

Schultz, Theodore
W.

7 Dutra, J. S. 3

Schumpeter,
Joseph Alois

7 Hendriksen, E. S.;
Van B., Michael F.

3

Bontis, Nick 6 Hitt, Michael A. 3

Hair, Joseph R. 5 Iudícibus, Sérgio
De

3

Lev, Baruch 5 Norton, David P. 3

Bardin, Lourence 4 Mcclelland, D. C. 3

Barney, Jay B. 4 Mincer, Jacob 3

Gil, Antonio
Carlos

4 Porter, Michael E. 3

Kaplan, Robert S. 4 Prahalad, C. K. 3

Source Developed by authors (2018)

Finally, this article has the concern of showing to the academic community and
the organizational corporate context the need to always review the practices focused
on Human Capital.

Human resource strategies and policies permeate the environmental, institutional,
behavioral and human forces at the time of the adoption of their practices, andHuman
Capital is always the protagonist of the proposed actions, since they reside in the
group formed by the competencies and abilities of the people.

By integrating organizational objectiveswithHumanResources policies and prac-
tices, people are treated as a source of competitive advantage, with proactive stance
by all those involved. It is hoped, therefore, that the valuation of Human Capital
will be increasingly effective and grow so that all can reap those benefits; people as
personal goals and organizations as organizational goals.
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Project Knowledge Transfer: A Study
with Brazilian Project Managers

Neusa Maria Bastos Fernandes dos Santos , Nelson José Rosamilha ,
Alessandra Cristina Santos Akkari , Fernando de Almeida
and Renan Riedel

Abstract In a rapidly changing business environment, companies are continually
striving to increase productivity and maintain competitiveness. Projects become the
delivery mechanism for the products and services of these organizations, which use
more and more knowledge workers who benefit from accumulated knowledge and
learn from other projects. Thus, the transfer of knowledge, in the area of strategic
management, has an important role in the integration of knowledge to optimize the
delivery of products and services. This study aimed to identify the best practices of
knowledge transfer and evaluate if they are applicable in project management. For
this, a theoretical survey was carried out identifying the knowledge transfer practices
and, later, a instrument was developed, which was applied to the Brazilian project
management community. The data treatment involved the application of test of Equal
Variances and One Way ANOVA to prioritize results. There were 365 responses and
the dimensions Culture, Leadership and Communication were identified as the most
relevant for the transfer of knowledge in project management, being critical success
factors among the members of the project team.

Keywords Knowledge transfer · Project management · Knowledge management

1 Introduction

Currently, the business environment changes rapidly where knowledge and knowl-
edge management plays a critical role in increasing productivity and maintaining the
competitiveness of companies. Organizations that continually increase their knowl-
edge will be better prepared to face the uncertainties of the organizational environ-
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ment, market dynamics, economic cycles, technological escalations and social needs,
and will remain competitive and sustainable [1].

In this scenario, knowledge is the most important resource in the organization and
the most enduring competitive advantage being considered a strategic resource that,
when properlymanaged, allows organizations to create value through the exploitation
of production [2].

Given the relevance of knowledge sharing to maintain a competitive market, orga-
nizations strive to create conditions for employees to share their knowledge and the
ability to share this knowledge is positively associated with organizational perfor-
mance [3].

According to the Project Management Institute (PMI), more effective knowl-
edge transfer organizations improve project results by 35%. In addition, knowledge
transfer is a learning tool that can strengthen team performance, emphasizing collab-
oration, innovation. The challenge, then, is to identify knowledge transfer practices
that can impart introspections and valuable insights from one project to another,
regardless of where the professionals reside [4].

Thus, the aim of this study was to identify the best knowledge transfer practices
and then verify the applicability of these practices in the project knowledge transfer
among Brazilian project managers.

2 Background

Projects are becoming more complex, requiring the integration of diffuse partners,
often separated physically and from different cultural backgrounds. Accuracy, punc-
tuality, and effective communication become increasingly important. Organizations
increasingly use teams of knowledge workers to carry out projects and believe that
these teams can benefit from accumulated knowledge and learn from other projects
[5].

Due to the volatility of the projects, an informational problem occurs: they are
transient configurations, mostly using distributed resources, partially or totally virtu-
alized in relation to the interaction and intensive use of information flows with large
amounts of content to be managed [1].

Thus, in a project team, knowledge sharing is very important in order to reduce
project costs; increase team performance; increase the chances of delivery of the
project; and increase the team’s ability to develop new knowledge within the team
itself, being essential to the success of the project [6].

Zhao et al. [7], in an empirical study examining the factors that influence the
transfer of knowledge in information technology projects in China, reported that
the problem occurs in the dissolution of the members in the conclusion of a project,
generating the fragmentation of knowledge and loss of learning based on experience.

In addition, project teams face pressures of strict deadlines to complete their
activities and deliver them, making them heavily focused on tasks, so as not to
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consider the importance of knowledge transfer, leading to lack of learning, lack of
integration of critical knowledge and reduced skills training for complex jobs [5].

Knowledge management and knowledge transfer in the project management liter-
ature is a field of research that will receive great attention in the coming years. Once
the project is finished, the knowledge createdmust be transferred to the entire organi-
zation for the purpose of organizational learning and building a common knowledge
base among the projects [1].

Goyette et al. [8], in a case study, concludes that 50% of projects are delivered
with budget overflow and 60% of projects are delivered late. The authors discuss the
need for a formal knowledge transfer mechanism, since the knowledge produced by
the project team is essential to serve as a knowledge base for future projects.

Jafari Navimipuor and Charband [6] concluded that knowledge transfer practices
continue to be challenged as to the effective capacity to achieve effective results.
The biggest challenge is to get employees to participate, access and reuse knowledge
captured, and the main goal of using knowledge management in organizations is to
bring awareness of the individual and collective knowledge of the company and to
shape it [9, 10]

3 Methodology

It is an exploratory and descriptive work, so that the research strategy consisted of
the following steps: bibliographic research; mapping the best practices of knowl-
edge transfer; elaboration of a questionnaire with questions closed through Survey
Mokey; pre-test application; adjustments in the questionnaire; application of the
questionnaire; and data analysis.

Through the bibliographic research, made by theWeb of Science, the best knowl-
edge transfer practices were identified. Thus, the following keywords were taken
into account in this research: Project management, Knowledge exchange, Transfer
of knowledge, Knowledge transfer, Exchange of knowledge, Project management,
Knowledge dissemination and Dissemination of knowledge.

The research instrument was divided into three parts: (I) socio-demographic infor-
mation; (II) professional experience; (III) and best practices. In the first part of the
questionnaire, data were obtained on gender, age, schooling, company branch of
work, among others. In the second part, it was evaluated the time that the profes-
sional worked with project management, as well as the presence of certification in
the area. In the third part, the practices identified in this study were presented to the
respondents using a 5-point Likert scale (5. Strongly agree, 4. Agree, 3. Undecided,
2. Disagree; 1. Strongly disagree), in order for the respondent to indicate negative
and positive attitudes about each of the practices.

The tool was applied to the Brazilian project management community through
socialmedia networks and the tool usedwas SurveyMonkey.A total of 575 responses
were collected from Project Managers in May and June 2017, and data analysis was
performed using the Minitab® version program.
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The results were grouped in six dimensions (groups) and, in order to verify if
there was any type of trend in the sample, the Normality of Behavior was verified
through the statistical tools Summary Report and I-MRControl Chart. Subsequently,
hypothesis tests were developed, based on the p value, in order to obtain prioritization
of the results.

• Test for Equal Variances: in order to compare the standard deviation, checking if
at least one group has a different variation from the others.

Ho : σdimension1 = σdimension2 = σdimension3 = σdimension4

= σdimension5 = σdimension6 : p - value > 0.05

H1 : At least ON E dimension has Di f f erent Standard

Deviation : p - value < 0.05

• One Way ANOVA: to compare the average behavior between groups and, to verify
if at least one group is less important than the others.

Ho : µdimension1 = µdimension2 = µdimension3

= µdimension4 = µdimension5 = µdimension6 =: p - value > 0.05

H1 : At least ON E dimension has Di f f erent Mean : p - value < 0.05

4 Results and Discussion

During the verification of the instrument through behavior analysis, incomplete and
blank answers were identified; after the cleaning, the final number of 365 question-
naires answered.

In the characterization of the sample, 73 and 21% of the respondents were in
the service and industry sectors, respectively, and a male prevalence (74.3%) was
also observed in the projects area. About 28% of participants had at least 10 years
of professional experience in the field, while 55% of respondents claimed to have
project management certification.

4.1 Diagnosis of the Database and Data Transformation

The individual analysis of each question would make the study subjective because
the answers were on the Likert scale. Therefore, to facilitate the analysis of the data
and to carry out the necessary correlations and comparisons, the questions of the
questionnaires were grouped in dimensions: Communication, Technique, Leader-
ship, Tool, Procedure and Culture. Table 1 presents the mapping of best practices,
results of the bibliographic research, according to each dimension.
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Table 1 Best practices grouped in dimensions

Dimension Best practice Dimension Best practice

Technique Use of multifunctional teams Leadership Awards and recognitions

Technique Use of experts in technical
matters

Leadership Valuing the sense of trust
between team members

Technique Formal training Leadership Team autonomy

Technique Manuals and procedures Leadership Time available to share
knowledge

Technique Informal documents Leadership Objectives and vision of the
project

Technique Documents and guides Communication Dialogue within social
networks

Technique Use of offices Communication Adoption of the role of
facilitator

Technique Project office adoption Communication Frequent communication

Technique Narrative techniques Procedure Outbound interviews

Technique Communities of practice Culture Organizational culture

Technique Shared teams Tool Strategy for corporate
information management

Technique Lessons learned Tool Use of collaborative
technologies

Leadership Leadership support, support
and motivation

Source Developed by authors (2018)

Based on the participants’ responses, the relation between the total score of the
group according to respondents vs. maximum score of the dimension according to
the number of questions, generating a result in percentage, in order to transform the
data into index (continuous data). From this, it was possible to develop the analysis
and prioritization of the groups.

4.2 Analysis and Prioritization of Dimensions

The normality of the behavior of the sample was verified, concluding that there was
no type of trend or abnormal behavior of the sample according to the six dimensions.
Thus, to analyze which groups had the greatest impact to transfer knowledge in
project management, statistical tests were applied:

According to the hypothesis tests for each of the dimensions and by means of the
comparison of the results, it was possible tomake the prioritization of the dimensions,
according to Table 2. It was observed that the dimension Procedure had a larger
variation and the average relatively smaller than the other dimensions, demonstrating
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that this group was chosen by the respondents as the least important for the transfer
of knowledge in project management.

The Technical dimension had a relatively lower mean than the other four dimen-
sions, indicating this group as the second least important, according to the respon-
dents. In fact, Table 3 presents the knowledge transfer practices that the project
community pointed out as those with lower average scale (<3.5), being associated
with the Technique and Procedure dimensions.

The Culture dimension presented a mean and standard deviation relatively higher
than all the dimensions, being pointed out as the most important dimension for
the transfer of knowledge in project management. Mueller [3], in investigating the
cultural background of knowledge sharing among project teams, concluded that
knowledge management initiatives will only succeed if they are aligned with the
company’s cultural factors. Thus, the employees inserted in this culture of knowledge
see the sharing of knowledge as a natural activity.Wiewiora et al. [11] alsomention in
their research that the feeling of trust among team members facilitates and improves
the project knowledge transfer although the authors have recommended in this study
that the relationship between culture and trust needs further investigation.

Statistically, the Leadership and Communication group are equal in relation to
the mean and standard deviation, representing the most important dimensions after

Table 2 Dimensions prioritization order

Dimensions Mean value (%) Standard deviation (%)

1 Culture 90.9 11.4

2 Communication 86.7 8.9

3 Leadership 86.5 9.9

4 Tool 84.8 9.7

5 Technique 72.4 7.9

6 Procedure 63.5 23.1

Source Developed by authors (2018)

Table 3 Practices that presented the lowest averages according to the respondents

Question Average Practice Dimension

Informal exchange of
unstructured documents among
project team members

3.10 Informal tips, tricks and
documents

Technique

Formal exit interview of the
employee of the company to be
used by the employee who will
occupy the same position

3.06 Outbound interviews Procedure

Rotation of job roles among team
members

3.50 Shared support team Technique

Source Developed by authors (2018)
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Table 4 Practices that presented the highest averages according to the respondents

Question Avarage Pratice Dimension

Consistent and credible
communication increases the
effectiveness of knowledge
transfer among project team
members

4.64 Frequent communication Communication

Leadership values, encourages
and motivates the team to share
knowledge

4.55 Leadership support,
support and motivation

Leadership

The purpose and the scenario of
the project are shared with the
team

4.41 Purpose and vision of
the project

Leadership

Source Developed by authors (2018)

Culture. Table 4 presents the knowledge transfer practices that the project community
pointed out as those with the highest average scale (>4.4). It was observed that all
these practices are associated with the dimensions Leadership and Communication.

In fact, leadership and communication are skills that the project manager must
demonstrate in the execution of the project or the activities belonging to it. Thus, the
personal effectiveness of the project manager encompasses: attitude, fundamental
characteristics of personality and leadership. These skills are needed to guide the
project team during execution, to achieve project objectives, and to balance their
constraints [11]. In addition, the highest average score (4.64) for the practice of
knowledge transfer was also pointed out in Park and Lee [12] study of software
development projects, as a critical success factor amongmembers of the project team,
corroborating literature results. Donate and Sánchez de Pablo [9] add that the leader
should be the example to be followed where he encourages learning by challenging
workers and stimulating them intellectually and promoting an error-tolerant learning
culture.

It is observed, therefore, that knowledge transfer practices and research on the
subject continue to be challenged as to the effective capacity to achieve effective
results [11], presenting different bottlenecks in organizations. Therefore, the dif-
ferent dimensions obtained in the present study complement the view of Goyette
et al. [8] and point out a way to operationalize the transfer of knowledge as a sub-
component of knowledge management. Thus, for the transfer of knowledge, formal
and informal mechanisms (in Culture, Communication, Leadership, Tool, Technique
and Procedure perspectives) are needed that integrate, interpret and share anchored
knowledge in individuals or groups of individuals.

It is then valid to identify not only the practices internal to the organization but
also external transfer of knowledge that can transmit insights and valuable knowledge
from one project to another, so that the execution of knowledge transfer is successful
[13].
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5 Conclusion

It was obtained 375 responses fromBrazilian projectmanagers regarding the feasibil-
ity and importance of applying knowledge transfer practices in project management.
The present work identified 25 good practices of knowledge transfer, which were cat-
egorized in the dimensions of Culture, Communication, Leadership, Tool, Technique
and Procedure.

According to Brazilian project managers, the importance of factors linked to orga-
nizational culture, leadership and communication as essential for effective transfer
of knowledge in project management was verified. Differently, Technical and Pro-
cedural dimensions represented the lower averages, suggesting the less importance
of technical and procedural requirements for the transfer of knowledge in the area.
These results can guide organizational policies that favor the project knowledge
transfer, optimizing the performance of companies.
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The Use of Lyophilization
as a Technological Platform
in the Preservation of a Vaccine
of the National Immunization Program

Sérgio Luiz de Lima Assumpção and Celso de Farias Crespo

Abstract Facing the importance of knowing the correlation between the control-
lable variables of a lyophilization and their impact on quality parameters established
by regulatory agencies of health products the correlation between the freezing rate
and the speed of sublimation achieved during the lyophilization of an immunobi-
ological product. For this, performed in which the lyophilization parameters have
been set, the temperature and pressure cycles were identical, with the exception of
the two freezing rates which in the first experiment (batch A) was −0.22 °C/min and
second experiment (batch B) was −1.77 °C/min. For these experiments, the mass
reduction velocity was measure during the sublimation step in the lyophilization
process. 1. The effects of freezing stability of the proteins vary significantly. 2. The
immunobiological product evaluated was sensitive to the two freezing rates applied.
With the control of parameters of the lyophilization process, in particular nucleation,
is reduce the drying time and consequently the process. 3. The freezing rate of −
0.22 °C/min can be used as a freezing rate appropriate to the lyophilization process
of the immunobiological product studied since this condition optimized the mass
reduction time during the sublimation stage and above all preserved the require-
ments of the final product quality. 4. With this, it becomes possible to rationalize
the costs of inputs and energy related to the production of this immunobiological, as
well as conscious maintenance of natural and ecological resources available for this
purpose.

Keywords Lyophilization · Preservation · Nucleation · Vaccines

1 Introduction

Lyophilization is a preservation technique that removes water from a solution at
very low levels in which biological activities or chemical reactions are inhibited. In a
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simpleway,we can dismantle the lyophilization process in three basic steps: freezing,
sublimation (primary drying) and desorption (secondary drying). Lyophilization is a
preservation technique that stabilizes the product for long periods. Several areas of
the food industry as well as different pharmaceutical industries use this technology
to increase the stability of their products.

The lyophilization process only be performed when the vapor pressure of the ice
and the system temperature are below the triple point. In order to obtain themaximum
lyophilization speed, it is essential that the heat supply and sublimation conditions
are favored under the high vacuum conditions considered [1].

With the control of physical and chemical parameters, it is possible to inhibit or
foster the nucleation step and thus the growth of any system. The freezing velocity
influences both the location where the ice crystal is formed and can be in intracellular
or extracellular regions as a function of solutes concentration, as well as in the size
and quantity of ice crystals [2].

For this work, it was propose to study the correlation between the effect of nucle-
ation evaluated with two different freezing rates and the respective gains in the
sublimation rate during the lyophilization of an immunobiological product used in
public health.

2 Objective

2.1 General Objective

Check the sensitivity of the formulation of a specific immunobiological product at
two different freezing rates and evaluate the correlation between these rates and
the rate of sublimation achieved during the lyophilization process for a possible
optimization of the mass reduction time during the sublimation step.

Evaluate the final product quality requirements: residual moisture, potency, ther-
mostability, appearance and solubility for batches of a specific immunobiological
product at two different freezing rates.

Rationalize the costs of inputs and energy related to the production of this spe-
cific immunobiological by developing the conscious use of natural and ecological
resources available for this purpose.

3 Methodology

3.1 Temporal Evolution of Mass Reduction

In the evaluation of the mass reduction during the sublimation of the formulation,
a systematized methodology of weighing of samples was use. For this, a set of
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50 vials-samples was prepare initially with the identification of the vials. The vials
were weigh empty, and these values were record in an experiment control worksheet.
Then these vials-samples were fill, re-weighed and had these values recorded in the
worksheet. Thus, the initial mass of the product that was fill in each vial was obtain
by subtracting the values of the mass of the vial filled from the mass of the empty
vial.

3.2 Residual Moisture Analyzes by Coulometric Titration

Preceding the analysis, the moisture present in the vessel containing the Karl Fischer
reagent was reduce, so that it reached values approximately 5%. Then, with the
macerated cake, the mass of the product that was dispense in the titration cell of the
equipment was determine, with the use of Sartorius analytical balance, until, after a
time interval, it presented in its screen the percentage value of the residual moisture
present in the sample.

3.3 Determination of Potency and Thermostability

Six wells of the dish were inoculate 0.1 mL of each dilution, splitted from the highest
to the lowest dilution. 0.1 mL of medium 199 was inoculate into all wells into the cell
control dish. Dishes were incubate for 1 h in a 37 °C in 5% CO2 oven for adsorption
of the virus. The dishes were shake every 20 min so that the inoculum covered the
entire surface of thewells. After the incubation period, it was aspirate to the inoculum
of each well and 1.0 mL of the Overlay, prepared at the time of use, was distribute,
consisting of: (90 mL 3% Carboxymethylcellulose (CMC), 10 mL Eagle Medium
199 Earle’s [10×], 10mLFBS, 5.0mL 4.4% sodium bicarbonate, 0.1mLGaramycin
and 0.1 mL Fungizone). Again, the dishes were incubate in a 38 °C incubator.

3.4 Review by Visual Inspection and Solubility Test

The visual inspection review was perform to evaluate the appearance of the
lyophilized product of the two batch, A and B after their respective processing.
The inspection was perform by two operators certified internally and with visual
acuity test in day. The vials were shake and subjected to rolling movements on the
display stand, thus verifying the final volume of the product, the appearance of the
cake as well as its structure and coloration.

Water for injections (WFI) was use as the diluent for the test. The 2.5 mL volume
was fill slowly into the vials containing the cake with the aid of a needle and syringe
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for ten seconds. The vials was shake gently without allowing foaming to obtain a
uniform suspension. The time was time until complete reconstitution of the product.

4 Results and Discussion

The study demonstrated through the results of the behavior of the average temperature
of the products, the time evolution of themass reduction of residualmoisture analysis,
potency tests, thermostability, and solubility parameters quality remains preserved in
function of the use of two different freezing rates. For each processing, was measure
the time course of mass reduction during the sublimation where they observe two
curves adjusted on the processing conditions as shown in Fig. 1.

The value of the average set of registered bottles on the worksheet to control the
experience generated a worksheet in Origin, plotted Software 8.6 the experimental
points and makes the best curve adjustment according to the mathematical function.
It has been show in Tables 1 and 2.

Residual moisture values for batches approved of immunobiological products
are typically below 3%. The results of the assessment of the percentage of residual
moisture of the batches A and B after their respective process are present in Table 3
and in Fig. 2. The evaluation of Student’s t statistic test applied to the average of the
residual moisture of the two batches, presented the value ∼= 0.8735 < 2.101 (limit

Fig. 1 Time evolution of mass reduction during sublimation
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Table 1 Course of mass reduction during the sublimation

Vial
(n)

Time
(min)

Empty
vial (g)

Filled
vial (g)

Lyophilized
vial (g)

Initial
mass (g)

Final
mass
(g)

Mred (%) Average
Mred (%)

1 0 5.962 6.468 6.460 0.506 0.498 −1.58103 −1.5044

2 0 5.874 6.378 6.370 0.504 0.496 −1.58730

3 0 5.942 6.425 6.418 0.483 0.476 −1.44928

4 0 5.989 6.489 6.482 0.500 0.493 −1.40000

1 178 5.951 6.449 6.116 0.498 0.165 −66.86747 −84.4812

2 178 5.911 6.420 5.946 0.509 0.035 −93.12377

3 178 6.024 6.528 6.057 0.504 0.033 −93.45238

4 178 6.002 6.499 6.035 0.497 0.033 −93.36016

1 358 6.028 6.533 6.061 0.505 0.033 −93.46535 −93.2096

2 358 5.872 6.373 5.907 0.501 0.035 −93.01397

3 358 6.015 6.513 6.049 0.498 0.034 −93.17269

4 358 6.063 6.562 6.097 0.499 0.034 −93.18637

1 564 5.925 6.431 5.958 0.506 0.033 −93.47826 −93.5073

2 564 5.938 6.444 5.971 0.506 0.033 −93.47826

3 564 5.943 6.417 5.974 0.474 0.031 −93.45992

4 564 5.944 6.445 5.976 0.501 0.032 −93.61277

1 750 6.039 6.543 6.072 0.504 0.033 −93.45238 −93.2265

2 750 5.948 6.453 5.980 0.505 0.032 −93.66337

3 750 6.056 6.549 6.088 0.493 0.032 −93.50913

4 750 5.979 6.480 6.011 0.501 0.032 −93.61277

Batch A

value table t). Thus, to the level of significance of 5%, the average residual moisture
of two batches do not have significant fluctuation.

The potency test to determine the concentration of viral particles contained in the
final product after the lyophilization process. The results of the tests of potency and
thermostability of the batches A and B after their respective processes are present in
Table 4. The result was express in 10 Log PFU/mL. Considered values between 10
and 60 PFU, the criterion for approval of tests is when this present value≥ the Log10
PFU/mL 106 and disapproval when present value less than 106 Log10 PFU/mL. The
evaluation of Student’s t statistic test applied to the averages of the two batches
presented the value ∼= 0.0453 < 2.101 (limit value table t). Therefore, conclude at
a significance level of 5%, that average the potency of two batches do not have
significant fluctuation. The evaluation of Student’s t statistic test applied to averages
of thermostability of two batches presented the value ∼= 1.9685 < 2.101 (limit value
table t). Thus, to the level of significance of 5%, that average the two batches not
have significant fluctuation.



474 S. L. de Lima Assumpção and C. de Farias Crespo

Table 2 Course of mass reduction during the sublimation

Vial
(n)

Time
(min)

Empty
vial (g)

Filled
vial (g)

Lyophilized
vial (g)

Initial
mass (g)

Final
mass
(g)

Mred (%) Average
Mred (%)

1 0 6.070 6.573 6.562 0.503 0.492 −2.18688 −1.06031

2 0 6.000 6.509 6.507 0.509 0.507 −0.39293

3 0 5.985 6.458 6.452 0.473 0.467 −1.26850

4 0 5.996 6.505 6.503 0.509 0.507 −0.39293

1 178 5.975 6.481 6.279 0.506 0.304 −39.92095 −43.2646

2 178 6.071 6.575 6.297 0.504 0.226 −55.15873

3 178 6.056 6.563 6.387 0.507 0.331 −34.7140

1 358 5.960 6.471 5.997 0.511 0.037 −92.7593 −87.6435

2 358 5.957 6.467 5.995 0.510 0.038 −92.54902

3 358 6.014 6.501 6.119 0.487 0.105 −78.43943

4 358 5.969 6.470 6.035 0.501 0.066 −86.82635

1 564 5.931 6.440 5.966 0.509 0.035 −93.12377 −93.1828

2 564 5.975 6.480 6.009 0.505 0.034 −93.26733

3 564 5.897 6.405 5.932 0.508 0.035 −93.11024

4 564 5.978 6.495 6.013 0.517 0.035 −93.23017

1 750 5.999 6.503 6.033 0.504 0.034 −93.25397 −93.2311

2 750 6.013 6.515 6.047 0.502 0.034 −93.22709

3 750 5.958 6.466 5.993 0.508 0.035 −93.11024

4 750 6.015 6.525 6.049 0.510 0.034 −93.33333

Batch B

Fig. 2 Residual moisture analysis
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Table 3 Residual moisture analyzes

Sample Batch A Batch B

Mass (g) Residual moisture (%) Mass (g) Residual moisture (%)

01 0.082 0.628 0.089 0.869

02 0.084 0.735 0.087 0.862

03 0.084 0.845 0.088 0.908

04 0.084 0.742 0.089 1.148

05 0.084 0.987 0.087 1.039

06 0.087 0.954 0.087 0.771

07 0.084 0.943 0.088 0.869

08 0.087 0.802 0.086 0.842

09 0.085 0.766 0.087 0.878

10 0.083 1.009 0.089 0.718

m 0.841 0.890

s2 0.01625344 0.01521644

s 0.127 0.123

Table 4 Determination of potency and thermostability

Sample Dish Dilution Rectification Title PFU/mL Title average

�A de 2 a 8 °C 58/54/35 3.0 0.7 5.39 5.345

�A de 2 a 8 °C 36/46/38 3.0 0.7 5.30

�B de 2 a 8 °C 49/37/33 3.0 0.7 5.30 5.305

�B de 2 a 8 °C 42/47/33 3.0 0.7 5.31

�A a 37 °C 17/17/23 3.0 0.7 4.98 5.005

�A a 37 °C 20/23/22 3.0 0.7 5.03

�B a 37 °C 22/28/19 3.0 0.7 5.06 5.055

�B a 37 °C 26/22/19 3.0 0.7 5.05

Bulk 28/33/40 3.0 0.7 5.83

The results of the review by visual inspection of batches A and B after their
respective productions are present in Fig. 3. The review by visual inspection of the
lyophilized product held of two batches presented the final volume as the initial
volume of the product, the aspect of the healthy cake and loose from the bottom
of the bottle, homogeneous structure and white. Thus, it was conclude that the two
batches do not have significant difference in relation to the appearance of the final
product.

The test results of solubility of batches A and B after their respective productions
are present in Fig. 4. The images were record on 2, 4, 6, 10, 20, 30 and 120 s and are
in the order of their respective times. The solubility of lyophilized product testing
of the two batches presented a obtaining a uniform suspension without formation
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Fig. 3 Review by visual inspection

Fig. 4 Solubility test

of lumps or filaments. The complete reconstitution of the product lasted about two
minutes. Thus, it was conclude that the two batches have no significant difference
regarding the solubility of the final product.

5 Conclusion

The immunobiological product evaluated proved sensitive in front of two freezing
rates applied,which opened doors to the optimization of the time required to complete
the phase of sublimation in lyophilization cycle.

According to [2], when evaluated the influence of freezing rate on physical-
chemical and structural behavior during lyophilization of native bovine albumin
concluded that the slow freezing favored the elimination of structural water of this
protein and thus reducing the drying time for lyophilization. Drying time ofmeasured
immunobiological product has been reduced nearly in half to reach stable levels of
mass reduction using the freezing rate of −0.22 °C/min.

The study demonstrated through the analysis of residual moisture, potency tests,
thermostability, and solubility that the final product quality requirements established
by regulatory agencies remained preserved in the function use of two different freez-
ing rates.

The use of−0.22 freezing rate °C/min proved favorited, since the rate of sublima-
tion for this freezing condition performed more accelerated. Therefore, the rational-
izing costs with inputs and energy related to the production of this specific immuno-
biological can be implement in the optimization of processes.
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Adaptation of the Raise Borer
Elaboration Method to a Short Ore Pass
by Evaluating Its Efficiency
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Abstract The recent climate change has forced people to live in extreme condi-
tions, either excessive heat or cold, implying that they must adapt to survive in these
situations. However, there are people who, because of their geographical condition
and lack of resources, lack the means and tools to combat these climate changes.
The context of this study is provided in a rural town located in the Arequipa region
(Peru), whose inhabitants have to fight against frosts of up to −20 °C in an area
without electricity. A viable solution to this problem is found through the design
and implementation of a heating system using geothermal and photovoltaic energy,
which are resources found in the area, according to a report of theMinistry of Energy
and Mines. This study analyzes and researches the geographical and meteorological
conditions of the region, for validating, through theory and simulations, whether the
proposed system can supply the thermal energy required to maintain the indoor tem-
perature at a minimum of 15 °C under extreme conditions. The system is designed
after analyzing the best technological options and techniques currently available in
the context studied for its ultimate financing and establishing guidelines and indica-
tors for monitoring results.
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1 Introduction

For many years in Peru, shafts have been implemented in short-length sections; all
mining companies with underground works need to excavate shafts for constructing
ore passes or sub-shafts to access the mineral to be extracted. Mining companies
invest large sums of money in the elaboration and implementation of shafts because
shafts are of great importance in the extraction process of minerals. In general, the
time required to excavate a shaft is an issue, because traditional methods that use
Stoper drills only advance 1.2 m, which delay the time of implementation and elabo-
ration. That time is acceptedwithin themining and design plans.However, an adapted
method is proposed, which can increase the effectiveness of the method by 100%
and reduce the time required to implement and elaborate shafts by 80%. Further-
more, methods of support and self-support of conventional shafts are not functional
because of the shape and the geomechanical characteristics of shafts. Therefore,
bolts adjusted by wooden wedges are implemented, which generate a compression
between boxes or side walls of a shaft for permanent support. Nevertheless, it is
expensive and lacks instantaneous effectiveness.

The implementation of the Raise Borer (RB) method is a very effective way to
build a shaft in a circular waywith effective self-support. However, indirect results on
the adaptation of the RBmethodwould be elimination of the use of bolts andwedges,
which have a limited shelf life. To avoid that, the support method is improved with
a 3-inch wet Shotchere method in order to provide permanent support.

The direct benefit and purpose of the research are reduction of time of implemen-
tation of a shaft, whichwill provide considerable improvement in themining plan and
reduction of unit costs for the construction of shafts. In this article, the development
of the proposal and the validation and adaptation of the method will be presented
in order to arrive at the results and the validation of the method compared with the
results of the traditional method. For the following article, we used the results of
a theoretical validation research conducted previously with similar adaptations in
order to perform experimental validation and verify the data in the field.

The article consists of the following parts: first, the state of the art will present
the details of previous related investigations that will support our results. The sec-
ond part, contribution, will detail a new alternative method to provide a solution
to the problem previously raised; the third, validation, will present the implemen-
tation of the proposed contribution and demonstrate the efficiency of the proposed
contribution.

2 State of the Art

For the elaboration of this article to depict greater academic consistency, we present
previous investigation of different authors and reviews. Natural ventilation has been
used for many years in the exploitation of minerals by underground methods. In the
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middle of the 19th century, the use of mechanical fans began in the various galleries
of mines. These fans were an exclusively centrifugal type with large diameters and
reduced velocities,moving bymeans ofwindmill hydraulicwheels [1] and [2]. Under
this premise, ventilation was a point of great importance inmining facilities.With the
deepening of the mines, as the author stated, the centrifugal fans that currently work
with air extractors to expel toxic gases have gained interest. At present, fans have
been improved substantially according to the increase in the production and depth
of mines. The necessity of airflows has grown enormously, surpassing the 1000 m3/s
of circulating air [3].

Airflow is an important factor in ventilation because the balance of gases has to
compensate for the air that enters with the one that leaves. In this case, the outgoing
air contains polluting gases that are highly harmful to workers’ health. The flow of
air that enters has to be efficient and clean so that the regulation proposed by the
Peruvian law, is complied, which states that a flow of 20 m per minute is the optimal
flow for an adequate temperature in mining facilities [4].

In contrast, somemines currently do not have good air intake and exhaust through
fans, resulting in lowefficiency and lowpossibility ofmaintaininggood andnecessary
environmental conditions for the protection of workers. The general reason for this
may be an inadequate distribution of air inside the mine or a regulation of wrong
circuits, because the geometry of the shaft directly impacts the airflow [5].

The Raise Borer (RB) method is evaluated to achieve the required efficiency and
reduction in costs because it allows a continuous advance in the elaboration of shafts.
The RB method was developed to meet the demands of the mining industry but has
also given numerous applications in the construction of tunnels or infrastructure
projects for ventilation, even in very hard rock formations or in the opening of deep
wells [4].

The machine used with the RB method is one of the most important factors in
determining the efficiency and economy of the excavation since daily advance rates
are directly related to these factors. Therefore, a daily control of unit costs and
economic comparison with other methods is necessary.

The implementation of the RB machine incurs a high cost at the beginning. How-
ever, the long-term benefits are enormous so it is recommended that the relevant
investment bemade.On the other hand, it is expected that the return on investmentwill
be approximately in 3 years; the machine would devaluate 50%. However, the shelf
life or use can exceed 10 years depending on the maintenance and drilling used [6].

The efficiency of shaft elaboration using this method as well as the economic
advantages is evaluated in all cases. However, the most important aspect would be
a new system that considerably reduces the concentration of gases. As mentioned
previously by the author [7], an adequate flow of air inside the mine means more
optimal working conditions and reduction of the costs of mechanical ventilation.

In the present work, the objective is to optimize the natural ventilation of deep
mines by implementing the RB system such that the costs of processing and ven-
tilation will be reduced with the improvement in the quality of the tunnel and the
continuity of the hole.
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Fig. 1 Suggested
methodology

3 Contribution

The following procedure was followed for the method proposed, as described in
Fig. 1. It details the process and the implementation of the system, developing it
as a work methodology that is based on clear experimental data with quantitative
variables presented in tables for comparison.

3.1 RB Method Adaptation Implementation

The implementation of the adaptation of the RBmethod is new because past methods
have not been done this; reference is made to the adaptation of the method and in a
specific type of condition because, as it is generally known, not all mining units have
the same design and the same dimensions. Therefore, during this implementation,
an adaptation of the RB method will be made for the new galleries of the company
in which the design and validation of the experiment will be performed.

Proper elaboration on the adaptation of the method will be key to the investigation
because it will be possible to evaluate the efficiency of the elaboration of the RB
method.

To validate the implementation, a list of documents will be used to compile the
data and the most appropriate way to use the RB machine for its implementation, as
shown in Table 1.
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Table 1 Necessary hours to
install equipment

Hours

Reamer installation Work time

8 8

3.45 3.45

Fig. 2 Perforation of the
pilot hole (Atlas Copco.
Product 30 catalogue—raise
boring equipment”, Secoroc
Rock Drilling Tools Pag. 56)

For this adaptation, the size of the gallery and its access was controlled, since the
entrance of the gallery was reduced to 2.7 m high, 3 m wide, and 4 m deep, resulting
in a new configuration. There was a separation of 1.2 m between the three elements
and a new dimension of hydraulic hoses was applied. Table 2 presents the average
installation time. In the same way, control of the installation time of the equipment
has to be recorded, since it will help to know the number of hours worked.

3.2 Drilling of the Pilot Hole

The importance of this stage is that the principle of the RBmethod is to communicate
two sub-levels through a pilot hole of diameter 2–5 inches. The sub-levels have access
cameras to excavate the shaft. This drilling starts from the need to create a guide so
that the reamer rises vertically for the shaft to be elaborated in a constant manner.

The pilot hole is made in the following way, as shown in Fig. 2.

3.3 Installation of the Reamer Drill

Once the pilot hole is properly communicated, it will be free and will have to extend
to the floor of the gallery in which the reamer drill will be placed.

The process of disassembling the drill bit of the pilot drill must be done anti-
clockwise by removing the main thread and releasing the coupling for the reamer
drill. The reamer drill couples with a splined shaft with 8 teeth, which is fastened to
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Fig. 3 Reamer drill
(Palmieri reamer drill)

the base of the reamer column or the pilot drill initially developed. A reamer drill is
shown in Fig. 3.

3.4 RB Vertical Reaming Excavating the Shaft

With the start of vertical reaming, the shaft will be excavated with an efficiency of
3–5 m per 8-h shift. The 8-h guards are considered according to the standard work
schedule. In the same way, only 2 shifts per day of work will be considered so that
there is time for change of staff, resting of the machine, and checking of the basic
functions, such as hydraulic pressure, reaming, and advance.

4 Validity

For the validation phase, the results obtained were presented first, and later, a matrix
was generated using the scenarios that were generated. They were then compared
with the results obtained for analyzing in a quantitative way and to validate the next
stage of discussions to reach the final results.

The validation of the variables and the studies in planning as the elaboration of
the design in AutoCAD. Regarding experimental validation, it was implemented in
a mining company that already has the equipment and was interested in doing the
study for the improvement and determining the viability of this equipment.

The pilot hole was drilled once the machine was installed so as to implement the
first stage of the shaft. A summary chart of the implementation times of themachine is
published once it wasmoved, and its service connections have been already installed.
The above chart shows that the installation time is 11.45 effective hours of work.
Once the equipment is installed and with corresponding verifications, it is possible to
start drilling the pilot hole to communicate the two galleries or sub-levels. The table
in which the drilling times are determined is attached. The drilling advance varied
between 4 and 6 m for each effective shift of 8–9 h of work, which indicates that the
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initial drilling showed a better than expected estimate by applying the same reaming
and speed of reaming. It was tested in the shaft. Previously, there was a minor touch
and advance due to the requirements of the manual. However, the new configuration
of the implementation with a hydraulic motor that provided greater pressure allowed
the continuous advance, as presented in the following table. Perforation remained
between 80 and 90 KN in some cases, increasing due to the hardness of the rock and
the geology of the area.

It can be observed that the reaming is more oscillating than the perforation of the
pilot hole. This is due to the hardness of the terrain and the faults or discontinuities
present in the terrain. This type of clay material that was found in some areas caused
a delay of the reamer since it had to lower the reamer drill so that it could raise with a
greater torque. That is controlled by the operator of the equipment, who has to have
the basic knowledge of the geology of the land and a previous qualification so as
not to affect the equipment. Results show that no material blockage was presented
during reaming. That benefitted from the study. Blockages can be present in longer
lengths and in situationswhere the dip angle of the shaft is less than 45°.AnAutoCAD
graphwas created to determine the angle and length of the shaft between the galleries.
Comparative table between the flow rate of air between shaft VR150 excavated by
the RB method and the VR80 excavated by the Alimak method shows that the RB
system has a higher flow rate, as shown in Table 4, in which all the calculations were
made by taking into account all the variables that were previously established.

It was possible to determine that between the drilling of the pilot hole and the
reaming, a working time of 43 days resulted necessarily to excavate a shaft of 182 m.
That is optimal for the elaboration of a shaftwhich, in comparisonwith othermethods,
would have taken longer. This analysis will be done on the following pages.

5 Conclusion

To conclude the present article, the elaboration time required when the proposed RB
method is used is less than that of a conventional method. In addition, the advance
distances are more effective and the speed of reaming and perforation is related to
the type of rock. In this study case it can be determined that, as there were no failures
nor blockages, the advance was related to the type of rock. Therefore, the following
conclusions are presented:

• The airflow is higher because variables such as the friction coefficientwere reduced
by 20% and the airflow became more continuous during the investigation. The use
of mechanical fans was rejected due to the existence of logistical problems in the
mining unit.

• The advance was 178.4 m, which allowed to leave a bridge for the uninstallation
of the equipment, and later, to use the blast to release that face from the shaft. The
total time used for excavating the shaft was 465.03 effective hours of work of the
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machine, which showed us that the advance was of 25 days taking into account
the 2 shifts per day.

• Drilling remained between 80 and 90 KN, in some cases, increasing due to the
hardness of the rock and the geology of the area.

• This shows that those values can be taken as constants in a terrain of rock type 3A
or 2A and 3B.

• The adaptation method can still be improved by reducing the size of the equipment
with more efficient ones, such as the hydraulic pump. A smaller pump with a
hydraulic pressure could reduce the gallery and allow for the implementation of
the equipment in places of short accessibility.By contrast, it is necessary to improve
the drilling force because, in practice, it is a determining factor in advance. It has
to be evaluated to determine it according to the geology and geotechnics of the
rock mass.
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Abstract In recent years, project management in consulting firms has grown due to
greater demands for goods and services. However, this growth has meant that due to
inefficiencies in the management, delays in project delivery times are generated. In
addition, the same situation occurs for performance of personnel’s competences, as
well as in defining the scope of the project. Therefore, this article proposes a model
for the application of Project Management Body of Knowledge (PMBOK) based on
knowledge management, which consists of the following areas: stakeholder man-
agement, risk management, cost management, time management, human resources
management, qualitymanagement, integrationmanagement, and scopemanagement.
To show the ease of use of this model, a case study was conducted in an engineering
consulting firm. The results of the application of themodel were successful: the delay
in project delivery times was reduced by 70% and the risks that may exist during
execution were reduced by 67%. In addition, the company highlighted the success of
the application of knowledge management because it improved the interaction and
skills of staff by facilitating the implementation of the model.
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1 Introduction

Project management is defined as “the application of knowledge, skills, tools, and
techniques to satisfy one or several requirements” [1]. According to Chaos Report
[2], in 2015, 50,000 projects, both small and large, were globally analyzed, of which
6%were very large andmore than 62%of successful projects were small. In addition,
29% were successful and 19% failed due to various factors affecting their develop-
ment.

Several researches show how the guide of Project Management Body of Knowl-
edge (PMBOK) generates benefits in different organizations conducting construc-
tion projects [3] or in different areas; however, medium and small Latin American
(MYPES) engineering consultancies denote a lower percentage of application [4].
This is because of various factors that are creating problems in project development
activities, such as the lack of coordination, low budget, limited resources, and the
lack of trained professionals or inadequate planning [5].

This research proposes the implementation of PMBOK in MYPES so companies
can improve on project management, the lack of procedures, and avoid delays in
delivery. Therefore, the article consists of five sections: Section 1 covers a brief
introduction; Section 2 contains a bibliographic review of the model implementing
knowledge in the areas of PMBOK in MYPES; Section 3 displays the proposed
model; Section 4 explains the validated model in an engineering consulting MYPE
to expand drinking water and sewer system projects and the results thus obtained;
and Section 5, concludes the paper.

2 State of the Art

In the literature, there are several methods used to apply the PMBOK for reducing
the delay in project delivery [6]. In [1], PMBOK mathematical methods are used to
determine the degree of risk that may exist and thus corrective measures to consider
the impact of real performance on the project are adopted. The model in [7] relates
to best practices and managing the scope of the project through the structure of the
scope, defining the scope, continuously evaluating, balancing execution, and evalu-
ating the project. In addition, through change management [8], one can include the
scope of the project, size, and duration, as well as the expectations of the organization
on the speed of its implementation. In contrast, there is knowledge management [9],
which provides better results with an innovative organization that achieves selec-
tive integration of business and activities based on intellectual capital. This allows
processes to improve their technical performance. In model [10], open innovation is
considered a way to improve the acquisition of knowledge from external sources. In
[11], it was used to overcome critical factors: opportunity recognition, business com-
mitment, credibility, and sustainability, all of which relate to the internal knowledge
of the company [12].
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Table 1 Benchmarking of the proposed model and existing models

Authors criteria [1] [13] [3] [4] Proposed model

Organizational leadership x x

Expert opinion x x x

Statement of project scope x x

Implementing risk response plan x x

Validating scope x

The implementation of the PMBOK Guide in small projects can generate both
benefits and limitations. The main benefits according to [8] are better team perfor-
mance and project management, in addition to establishing better solutions. PMBOK
also helps improve customer satisfaction and determines time, quality, and cost for
the benefit of the organization. [13] agrees with [8] that the PMBOK collaborates
with any project, small or large, to develop best practices in the organization. In
[6], there are some limitations such as a lack of understanding in all areas required
knowledge about how to obtain best practices from lessons learned.

3 Contribution

Compared to other models, this proposal includes managing the project’s scope
as well as the knowledge to improve implementation of the PMBOK. Managing
the scope is important when companies need to validate and measure the scope,
and knowledge in this area is required for the project to be successful [8]. Besides
improving business knowledge, acquiring value and enabling an organization to
share intellectual capital, both explicit and implicit as well as people, experiences,
and diverse perspectives of the same problem for promoting collaboration among
workers is required. This is needed to achieve change in culture and to strengthen
the identity of the company and staff.

According to Table 1, it can be seen that the models of other authors did not
consider organizational leadership as part of their research. In addition, they did not
take into account scope validation because most of them did not consider project
scope.

3.1 Vision. General

The proposed model (Fig. 1) is based on the PMBOK guide, five pillars that together
represent an improvement process (stakeholder management, risk management, cost
management, quality management, and integration management), a pillar that sup-
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Fig. 1 Model proposed PMBOK

ports the whole model transversally is scope management, which helps to compile
the requirements to establish a scope plan for managing the scope of the project.

The contribution considered in the model is Knowledge Management as a rein-
forcement of the Project’s Scope Management because the workers involved in this
areamust have the necessary skills to resolve conflicts effectively, achieve objectives,
project restrictions, and the time scheduled for each activity. Therefore, it is neces-
sary that prior to implementation of the knowledge areas, the staff brings together
the organizational leadership and the required competencies.

The model in (Fig. 1) consists of four stages: the first stage involves implementing
knowledge management, which requires an organizational leader for meetings held
with the project team. In the second stage, scope management will be implemented,
along with the development of a scope statement, the compilation of requirements,
the management of stakeholders, and risks. The third stage consists of cost and time
management, where cost planning will be conducted and the project schedule as well
as human resources matrix will be developed. In the fourth stage, there is quality
management; quality will be managed and a risk response plan will be implemented.
Finally, stakeholder and integration management will be performed by monitoring
interested parties and comprehensive change control.
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4 Result Analysis and Discussion

The model was implemented in the project “Expansion of drinking water and sewer
system in the center of Machu Picchu” by the company Consultores Paccha SAC.
This was conducted in January 2018 with a 60-day standstill that ended in August
2018, having duration in accordance with the 150-day contract. The results obtained
from each component of the PMBOK guide, as well as the knowledge management
are shown below:

4.1 Knowledge Management

Organizational leadership, open innovation, and training were used. This resulted in
an improvement in staff satisfaction to 100%, which was suitable for the company
(Table 2).

4.2 Risk Management

Identifying risks and the risk response plans caused a decrease in risks for this project
as compared to those conducted between 2015 and 2017 (Table 3).

4.3 Quality Management

Better quality control and continuous supervision from before the start of the project
until the finalized project was delivered resulted in a reduction in resource costs to
be used for the project procedures by S/. 148,890.00 soles (Table 4), which provided
better performance and productivity.

Table 2 Indicators obtained from knowledge management

Indicators Objective Initial situation ImplementationVariation

Projects from
2015–2017

2018 project

Staff satisfaction (%) 100 75 100 25

Category

Critical Less than 40%

At risk 40–70%

Suitable Greater than 70%
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Table 3 Indicators obtained from risk management

Indicators Objective Initial situation Implementation Variation (%)

Projects from
2015–2017

2018 project

Internal risks 0 7 3 57.14

External risks 1 9 3 66.67

Risks that cause
delays

1 12 4 66.67

Table 4 Indicators obtained from quality management

Indicators Objective Initial situation Implementation Variation (%)

Projects from
2015–2017

2018 project

Procedures
performed by
contract time

10 32 13 59.38

Resource costs
for procedures
executed

S/. 70,000 S/. 235,000 S/. 86,110 63.40

Risks that
caused delays

1 month 3 months 1 month 66.67

Table 5 Indicators obtained from integration management

Indicators Objective Initial situation Implementation Variation (%)

Projects from
2015–2017

2018 project

Cost of the changes S/. 40,000 S/. 133,183 S/. 45,920 52.38

Total changes 5 15 6 60.00

4.4 Integration Management

More frequent monitoring and control of the project resulted in a decrease in requests
for a change of project because good compilation of requirements was put together,
and validation of the scope and control of the risks prevented changes that could have
existed. Additionally, approximately S/. 87,263.00 soles were saved due to changes
that existed during execution (Table 5).
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Table 6 Indicators obtained from scope management

Indicators Objective Initial situation Implementation Variation (%)

Projects from
2015–2017

2018 project

Time to put
scope into
practice

10 days 30 days 15 days 50.00

Cost of
validating the
scope

9000 3650 9650 66.67

Table 7 Indicators obtained
from time and cost
management

Indicator ≥90% <90%

CPI 2 10

17% 83%

SPI 8 4

67% 33%

4.5 Scope Management

Knowledge was provided to the team regarding project objectives, making its man-
agement possible during the execution (Table 6).

4.6 Time Management and Costs

The activity schedule and cost planning was carried out, calculating the planned
value and cost variation of the project (Table 7).

5 Conclusion

From this research study, it can be concluded that the project was good at time
management, since 83% met the dates set during the project’s schedule. However,
the project performed average in cost management, since 67% of the projected costs
were improved; although, it was not possible to exceed the projected costs. Finally,
the project was successful regarding scope management, since it delivered 100% of
the project. Likewise, implementing knowledge management is beneficial for the
company since these professionals can be considered for future projects as they
demonstrate the necessary skills.
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Abstract The logistics processes of companies seek an adequate supply of mer-
chandize, streamline processes, reduce costs, and distribution of their products to
the customer in an efficient manner and allow them to develop corrective planning
in order to be competitive in the market. However, these processes are less effi-
cient in importing companies of the SME sector. Therefore, this article proposes
the application of a change management model to improve the logistics process that
generates a real transformation. This model is structured in three phases: first, pre-
Implementation, which refers to participatory leadership and resistance to change;
second, implementation of logistics management; and third, sustainability of the
model over time. The model was validated in a Peruvian SME importer of household
goods, whose satisfactory results implied an increase in available storage capacity,
reduction of logistics costs, satisfaction of change, and organizational culture.
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1 Introduction

An important element of economic transformation in any growing country is the
strengthening of SMEs because they create employment, boost competitiveness, and
spur entrepreneurship and innovation [1]. Among theOrganisation for EconomicCo-
operation and Development (OECD) member countries, SMEs account for 60–70%
of employment [2].

This sector is becoming an attractive alternative for the Peruvian market, con-
sidering trade brings together the highest number of SMEs [3]. According to the
Peruvian Ministry of Production, SMEs account for 4.4% of all companies across
the country, and, from that percentage, the enterprises engaged in imports (40%)
collected USD 6.685 billion from January to February 2018. The good performance
of imports during the period was mainly fueled by purchases from China (24%) [4].

Although imports from Peruvian SMEs reflect an upward trend, several issues
hinder competitiveness. According to [5], SMEs struggle internally to boost com-
petitiveness because of administrative issues (43%), legal issues (16%), failure to
comply with requirements (15%), deficient release to the market (11%), input and
production errors (8%), and financing (7%).

In 2014, Peruvian logistics performed as expected for an upper-middle income
economy. However, due to its logistics performance index, Peru is far behind leading
countries such as Chile, Panama, and Mexico [6]. Streamlined logistics and proper
management are key in ensuringSMEsuccessful competition [7].Within this context,
other authors proposedmodels that focused on the characteristics of SMEs; however,
the internal information flow remains unheeded, preventing proper implementation
[8].

Therefore, the purpose of this article is to develop proper supply planning, increase
storage capacity, cut costs, build awareness, and gain the understanding required to
become more competitive. The article is divided into the following section: Sect. 1
is the introduction; Sect. 2 contains a review of existing articles; Sect. 3 provides
a description and examination of the proposed model; Sect. 4 includes the results
obtained from validating the model by an importing company; and Sect. 5 concludes
and summarizes the paper.

2 State of the Art

The research conducted in [9] discloses a logistics management methodology aimed
at enhancing SME supply, storage, distribution, cost planning, and customer service,
but this procedure is not comprehensive. The model proposed by [10] identifies a
first cycle related to supply, a second cycle concerning storage, and a third cycle
related to the sales plan; however, the model falls flat upon identifying the indicators
to be met by a SME. The model designed by [11] relies on the SCOR model and
is targeted to SMEs; however, this research was based on a logistics best practices
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manual. These models highlight the importance of logistics management, but fail to
describe how organizations should transmit knowledge and sustain the model [12].
Consequently, the relationship between each logistics process is weak, leading to
disintegration and posing a challenge for SMEs [8].

The purpose of lean production is to streamline logistics by minimizing waste in
the chain value, cutting costs, and focusing on the customer in order to deliver top
quality services [13]. Although the companies have implemented lean tools to drive
their business results, they still encounter several implementation barriers [14]. Some
of these challenges are poor personnel training and experience, lack of knowledge,
and cultural resistance to change [15]. In [16], the authors propose a staircase road
map, which identifies four main topics: the type of lean being adopted, how lean is
used in SMEs, the impact of lean implementation and the critical success factors.

Change management arises from the need to perform some type of change within
the organization; it may exert a positive or negative effect in personnel performance.
In [14] it is asserted that managing employee commitment and resistance is essential
to embrace change. Besides, the research performed in [17] implies that acceptance
of change converts unease into positive energy to boost performance. In prior stud-
ies on knowledge management, the model proposed in [18] states that leadership is
the cornerstone of high trust for achieving successful knowledge management and
organizational performance. Moreover, the model described in [19] reveals that the
characteristics of the culture should be borne in mind to plan and make decisions.
Thus, in [20], the author proposes integrating existing knowledge management mod-
els based on the characteristics of culture.

3 Contribution

A management model aimed at streamlining the logistics process of importing
SMEs should differ from that adopted by large enterprises due to the technologi-
cal resources, structure, language, and culture in which they operate [21]. In this
context, other authors presented models focused on the characteristics of SMEs and
logistics; however, the implementation flow remains neglected. Table 1 includes a
review of the most relevant articles for the purposes of our proposal.

For the proposal included herein, [6] is used as a basis because it combines ele-
ments from Lewin, Kotter, and Prosci change models.

This proposal consists of developing a change management model that considers
the logistics tools, personnel awareness, and knowledge sharing that allows improv-
ing the competitiveness across the sector. The chart below includes the proposed
change management model.

The method is implemented in three stages: (1) pre-implementation is related to
leadership development and resistance to change; (2) implementation is the devel-
opment of change management and the skills required for the logistics processes, as
well as change monitoring; and (3) post-implementation deals with the sustainability
of the organizational culture satisfaction (Fig. 1).
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Fig. 1 Change management model proposed

4 Validity

This proposal was developed in a Peruvian SME that was engaged in the import of
household items fromChina to Peru. The research surveyed 10workers, including the
GeneralManager, inMay 2018. Although the company has just started implementing
change management, knowledge, lean, and logistics processes, the outcomes have
been favorable. Table 2 compares the Baseline and Endpoint regarding the change
management model proposed for 2018.

Upon implementing the model proposed, group work was encouraged and aware-
ness was raised on the importance of a proper logistics process. The 5s methodology
reduced the occupied capacity in the pilot warehouse; therefore, an appropriate lay-
out was designed based on inventory turnover that decreased dispatch time despite
the great demand.

The costs incurred due to the orders requested changed within the same period;
hence, a purchase order plan was proposed for the rest of the year.

Finally, organizational knowledge and culture satisfaction also increased. This
was driven by the scheduling of meetings, transferring knowledge acquired about
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the ongoing campaign and the relevant information about current inventory, among
other organizational considerations.

5 Conclusion

It can be determined that leadership, diagonal communication, organizational cul-
ture assessment, employee commitment, and change acceptance drive organizational
performance.

The development of the logistics process is closely associated with the human
factor, which, with proper leadership and training, could lead to expected results.

The pre-implementation stage favors the creation of an organization and leaders
for proper organizational development.At the implementation stage, changemanage-
ment and monitoring ensure training in order to design the proper tools and methods
for a logistics process.

Themodel suggested promotes the development of soft andhard skills. In addition,
the implementation of this model is considered successful since it was adopted and
improved using the criteria detailed under Baseline in Table 2.

Unlike other studies, this model incorporates components that crush resistance to
change and promote the engagement of all the parties involved in implementing new
tools.

Table 2 Comparison between the baseline and endpoint regarding the change management model

Baseline Endpoint

Personnel comprising the operations team 10 people 10 people

Meetings and/or training sessions in 2018 1 made 10 made

2 scheduled 17 scheduled

(Holidays)

% training sessions delivered 0.00 0.59

Supplier assessment No In process

Total cost of orders requested (Jan 2018–May 2018) PEN 628,000 PEN 523,000

Storage capacity 0.08 0.21

Average supply time to store 54 min 38 min

2018 annual budget for purchase orders PEN 1,292,000 PEN 765,000

Organizational culture satisfaction 0.76 0.93

Acquired/transferred knowledge satisfaction 0.83 0.91
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Circulino: An IoT Solution Applied
in the University Transport Service

R. A. Barbosa , R. P. Sousa , F. A. Oliveira , H. C. Oliveira ,
P. D. G. Luz and Leandro T. Manera

Abstract Smart bus monitoring systems are used to provide real-time information
about vehicles such as location, arrivals, average speed, journey time, and so on.
These systems add values to the transportation service and bring benefits to both
users and managers. This paper presents Circulino, an IoT solution for monitoring a
University campus public transportation system. This solution was developed within
the University’s Smart Campus project and includes collecting geolocation data from
the public transportation vehicles and generating useful information for the univer-
sity community. The solution developed provides information that allows service
managers to automatically monitor in real time the bus schedule accomplishment.
In addition, the IoT Circulino solution allows the university community to monitor
in real time the bus arrival at a specific bus stop, and other information that aid in
planning the use of the transportation system. The solution implements the smart
mobility concept and can be used in smart cities as well.
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1 Introduction

Intelligent Vehicle Monitoring Systems (IVMS) are used to improve the delivery
and management of transportation services by using different types of information,
such as the geolocation. These systemswork with the smart mobility concept making
transportation more connected, efficient and flexible. Smart mobility is therefore a
multifaceted topic, involving all the smart city paradigms and generating a set of
heterogeneous benefits for all the smart city stakeholders [1]. The IVMS add values
to transportation services and aid managers to maintain customer satisfaction levels,
optimize vehicle use, and control costs.

IVMS are made up of electronic devices for data transmission and computer-
ized vehicle management and monitoring systems. The electronic devices are based
on GNSS (Global Navigation Satellite System), popularly known as GPS, for geo-
positioning data and GSM/GPRS (Global System for Mobile/General Packet Radio
Services), radio or Wifi for data transmission. The monitoring systems have instru-
ments that allow a data analysis and the verification of the behavior related to the
vehicle movement. These systems have an interface based on map visualization and
real-time monitoring of vehicles location.

IVMSs can be used in different areas and platforms, such as in cargo transport,
security, fire trucks, ambulances, etc. In the area of passenger transportation, these
systems have been used to provide information on schedules and information in
real time about the current location and the expected time for the bus arrival. These
information help the transportation system users to plan their own routes and time.
In addition, this possibility brings comfort and security to users while they wait the
bus arrival since they can follow their approximation in real time. IVMS have been a
useful tool for identifying travel patterns, traffic jams, delays and advances on arrival
of boarding stops, etc.

The Internet of Things (IoT) is a new technological paradigm conceived as a
global network of machines and devices capable of interacting with one another [2].
According to Minerva et al. [3], IoT is a network that connects “Things” exclusively
identifiable on the internet. This paper presents the IoT Circulino solution for intel-
ligent monitoring of an internal passenger transportation system of the University of
Campinas—Unicamp. The content of this work is structured as follows: Section 2
presents the related works. The Circulino solution is described in Sect. 3. Section 4
highlights the study case followed by the results obtained (Sect. 5).

2 Related Works

In this section we present some works related to the use of bus monitoring devices
as well as researches regarding the usage of microcontrollers and IoT modules.

According to Miranda et al. [4], the creation of a bus localization system using
Internet of Things, nowadays, can be done at affordable cost. According to the authors
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the use of this kind of system can help increase the public transportation quality. The
device proposed by the authors is assembled with a RaspBerry Pi microcomputer,
Ublox Neo GPS and the Telit HSPDA module for data transmission. Fleischer et al.
[5] describes the need to monitor the real-time location of intercity buses in order
to increase passenger safety. The authors proposed a device that includes a panic
button to be used in case of robbery and for accident alerts. The device proposed by
the authors uses a Olimex AVR-GSM card with ATMega32 microcontroller and a
PMB-648 GPS module.

For Elmedany et al. [6], it is possible to develop real-time low cost GPS/GPRS
tracking devices as these technologies become more accessible and functional. The
device proposed by the authors uses a PICmicrocontroller and a GM862 GPS/GPRS
module. Ibrahim and Audah [7] present a real-time bus monitoring system using the
Arduino Uno board and a Adafruit GPS card. The authors send latitude and longitude
data to the Google Earth software and use the ManyCam software and Google+
Hangouts as a way to broadcast live video of bus routes.

Kassé et al. [8] developed an IoT solution to deal with problems of delays in the
public transport system in Dakar, Senegal. The authors have developed a system that
makes use of GPS data, Web service and SMS messages. The user sends an SMS
message as the bus number and the address and receives in response, also via SMS,
the number of stops remaining for the arrival and the distance between the bus and
the bus stop. The system proposed by the authors use the Arduino Uno board and
shield GPS and GSM. As the user interface is based on the use of SMS the solution
does not allow the real-time monitoring of the position of the bus.

The IoT solution proposed by Saad et al. [9] shows the real-time location of
the buses, the number of seats available and the time of arrival at the bus stop. The
solution makes use of Espresso Lite V2.0 based on Arduino and ESP8266 and a GPS
module. Unlike the solution proposed in this paper, the authors’ solution requires
a Wi-Fi network infrastructure with high availability in addition to the requirement
of authentication by the devices. The solution has no monitoring and management
system. Eken and Sayar [10] present a system to follow the position of the bus through
Google Maps and receive alerts by SMS and e-mail regarding the estimated time of
arrival of the bus to the bus stop. The system proposed by the authors uses Machine
Learning algorithms to estimate the arrival time of buses. The solution proposed by
the authors depends on the availability of the SMS service to the end users.

Jisha et al. [11] present a bus monitoring solution that allows you to visualize
the position and route of the bus as well as monitor students’ entry and exit using
RFID technology. The system alerts parents when the vehicle changes course or
when a student enters or exits the bus. The solution is composed of RFID, GPS and
GSM/GPRSmodules and by anArduinoMega board, besidesmaking use ofmachine
learning algorithms to predict the arrival of buses. The Arduino Mega board used by
the authors is a plate with unfavorable dimensions for commercial application.

The works cited in this section present solutions focused on the visualization and
monitoring of the buses in real time. In a different way, the IoT solution presented
in this paper deals with the visualization and availability of the data in real time, as
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well as making use of instruments for data analysis to support managers in decision
making, as a post-processing step, and in some cases in real time.

3 IoT Solution for a Campus Public Transportation System

Unicamp has the free internal transportation service to facilitate the movement of
the university community within the perimeter of Barão Geraldo campus. This trans-
portation service is knownas internal circular and consists of three routes being served
by 5 buses in enclosed routes (start and begin at the same bus stop) during the entire
period of campus activities.

Each bus is monitored by a tracking device which sends data about its location for
the system control. Once processed, the data ismade available to the transport service
users through a mobile application and a website (in real time). The geolocation data
reported by each device is also visualized by a computerized management system
that allows the executed routes to be controlled and monitored.

3.1 IoT Device

The IoT device is an electronic equipment designed to send data about geolocation.
It collects data such as geographic coordinates (latitude, longitude and altitude)
and average speed, as well as adding them to a database for future processing and
availability. It is composed by GSM and GPS antennas for mobile and satellite
navigation usage, respectively, as well as indicative LEDs and route switch buttons.
Figure 1 shows the developed IoT device.

The IoT device was built using low cost electronic components and microcon-
trollers and it was customized to meet existing demand. It includes an Arduino
Pro Mini microcontroller [12] based on the ATmega328P and a SIM808 shield
[13] with the features of reading GPS signals and sending data via mobile network
(GSM/GPRS).

An interface card has been developed to interconnect theArduino ProMini and the
shield SIM808. This board has a button for the bus route selection (which is indicated
by four LEDs) and one device status LED. The selection button allows the driver to
enter the route that will be made by the bus. The LEDs show the current route that
the bus is performing. The status LED indicates the device’s operation by color: blue
for GPS reading, green for GSM/GPRS transmission and red for communication
failure. The code was done by using C programming language. The communication
between Arduino board and the SIM808 shield is done via serial by AT commands.
The Arduino IDE was used to compile and write the code on the microcontroller.
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Fig. 1 IoT Device

3.2 IoT Solution Architecture

The solution proposed in this work consists of tracking devices installed on the buses
that send geolocation data to the servers for storage and processing. Figure 2 shows
the layers and components that are part of the IoT Circulino solution, as well as the
interaction among them.

The “Data Acquisition” layer acts in the capturing and sending the buses’ geolo-
cation data. From this layer the IoT devices send the data to the “Data Storage” layer.
Devices pick up and send data every 5 s via GSM/GPRS to the virtual gateway.
The virtual gateway validates the source of the data to prevent attacks and the use
of corrupted or incorrect data. During the receiving data step, the virtual gateway
performs a security check to ensure that only valid data is transmitted to the database
server and to the IoT platform. Table 1 describes the data sent by the devices.

The “Data Storage” layer stores and make available the collected data by the IoT
devices. In this layer the data is processed to obtain useful information such as average
speed per segment, average value of the mobile signal quality, GPS signal quality,
start time of the route, and others. The PostgreSQL is used as database server. In
the IoT platform [14] the equipment installed in the vehicles become virtual devices.
All data sent by IoT devices are in the cloud and can be accessed over the internet
using the Rest API on the IoT platform. This API facilitates data access and analysis,
as well as providing security and standardization of data collect. The data available
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Fig. 2 Circulino architecture

Table 1 Data sent by device

Field Type Range Length (max)

Device ID int [1, n] 2

Collect date char yyyy: [1980,2039]
MM: [1, 12]
dd: [1,31]
hh: [0,23]
mm: [0,59]
ss.sss: [0.000,60.999]

18

Latitude float [−90.000000,90.000000] 10

Longitude float [−180.000000,180.000000] 11

Altitude float 8

Satellites Used int [0, 99] 2

Route Number int [1, 4] 1

Temperature (Celsius) float [−55, 150] 6

GSM Signal quality int [2, 30] 2

PDOP float [0,99.9] 4
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in the IoT platform can be analyzed using data mining techniques, deep learning,
statistical tools, etc.

The “Visualization” layer is intended to present information to the users and to
the transport service managers. This layer has a Web Service responsible for mak-
ing the data accessible to the viewing channels. The Web Service also makes the
data available to the Zabbix monitoring system [15] for verifying the operation of
the IoT devices. Device information can be obtained by the university community
and managers through a mobile application and a website. The visualization layer
has a feature to estimate the current position of the bus in case of a momentary
communication failure. This feature uses the saved data history to predict the cur-
rent location and simulate bus movement until communication is reestablished. The
simulation can be monitored by the communication status displayed in three colors:
yellow showing the position in real time, purple showing estimated position due to
momentary loss of signal and black showing prolonged signal loss. Java (Android),
Swift (IoS), PHP (website), JSON, HTML + CSS, Javascript and AJAX were used
in the “Visualization” layer.

In the “Monitoring” layer, actions are carried out to monitor and supervise the
schedules compliance. This layer is composed of a automated service management
system that has a module for monitoring and managing the travels performed by the
buses. Thismodule allowsmanagers to verify compliances andnon-compliances over
arrival times at bus stops, in addition to highlighting behaviors or particularities of the
travelsmade. Thismodule processes all the data received considering the comparison
between the expected and current schedules and generates new summarized data
referring to the bus pass in each bus stop for passengers boarding.

The “Application Intelligence” layer gives to managers an environment for ana-
lyzing information for a specific purpose. This layer allows the use of data analysis
tools such as data mining techniques for pattern discovery, statistical tools for ana-
lyzing indicators or even the use of dashboards to track results and targets. This layer
provides relevant information to managers, helping them to make strategic deci-
sions such as changes in schedules and optimization in bus routes. The information
extracted from this layer can be used to analyze indicators of the campus public
transportation usage.

4 Case Study

The university transportation system provides 4 different routes within the perimeter
of the campus, being three routes for the daytime period and one route for the night
period. For daytime routes the service starts at 6:30 a.m. and ends at 7:00 p.m.,
while the night line monitoring starts at 6:00 p.m. and ends at 11 p.m. The service is
provided by two companies and it does not work on Saturdays, Sundays and holidays,
due to the low passenger request.

The data related to the real-time location of the buses is shared with to the uni-
versity community through a mobile application called Unicamp Serviços [16] and
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a website [17]. The data collected by the devices is available to the service managers
through theWeb application called SGF, acronym for the Sistema de Gerenciamento
de Fretados (or Management of Bus Chartered System). By using the SGF, the man-
agers not only check the data acquired by the IoT devices, but also supervise the
timing of the buses arrival at the bus stops. At the beginning of the solution imple-
mentation, meetings were held with bus drivers, inspectors and transport service
managers to present the IoT solution.

Information regarding compliance with bus schedules was extracted from the
“Application Intelligence” layer. For this case study, it was considered scheduling
compliance when the bus arrives at the bus stop with maximum discrepancy of
3 min (for being late or early when compared to the schedule time). Non-compliance
is considered when the bus arrives at the bus stop with an discrepancy more than
3–10 min (early or late) when compared to the scheduled time. Equations 1 and 2
mathematically expresses compliance and non-compliance on schedule.

Compliance = 0 ≤ |(arrivaltime−scheduledtime)| ≤ 3 (1)

Non-compliance = 3 < |(arrivaltime− scheduledtime)| ≤ 10 (2)

To use these formulations the geolocation data were used from the time that the
buses passed by each bus stop. Some coordinates collected by the IoT devices may
represent a location distant from the bus stop, due to sending intervals and lack of
network signal. For this study, data where the bus is in a distance greater than 30 m
from the bus stop were not considered. The removal of this information avoids any
influence on the results since such location data may not truly represent an arrival to
a bus stop.

5 Results

After 8 months of operation implementation and monitoring using the IoT Circulino
solution, it was possible to verify the number of compliances and non-compliances
regarding the schedule observance of the transportation system. Table 2 presents the
absolute values for compliance and non-compliances identified by the IoT Circulino
solution during this period. InAugust a greater number of conformitieswere observed
when compared with previous months. The greater number of compliance data for
the August is justified due to the increase of data collected during that month. The
same data collection criterion was used in all the months surveyed.

Figure 3 shows the monthly rate of non-compliance with schedules identified by
the IoT Circulino solution. The chart shows a growth in the non-compliance rate
between the months of January and April. In the holiday period, which comprises
the months of June and July, lower rates of non-compliance are noted. In this period
there is a reduction of academic activities which causes a decrease in the number
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Table 2 Compliance
numbers

Months Compliance Non-compliance

January 7822 (82%) 1704 (18%)

February 7034 (79%) 1903 (21%)

March 5567 (75%) 1798 (25%)

April 1845 (69%) 822 (31%)

May 2669 (81%) 567 (19%)

June 4170 (89%) 503 (11%)

July 4429 (84%) 814 (16%)

August 26,437 (75%) 8757 (25%)

Fig. 3 Monthly non-compliance rate

of people that circulate in the university and consequently less flow of vehicles and
passengers. The information about the time of arrival at the bus stop is important for
the managers of the transport services for quality evaluation. With a longer period
of information it will be possible for managers to create an action plan to decrease
these rates.

Figure 4 shows the number of occurrences of non-compliances in the time-by-hour
compliance.

Figure 4 shows a greater number of non-compliance occurrences in the hours
between midday and 1 p.m. This concentration of non-compliances occurs because
it is a period in which there is an increase in the traffic of vehicles due to exits
for lunch. The same phenomenon is observed at 9 a.m. when vehicles arrive at the
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Fig. 4 Number of non-compliance per period of time

Fig. 5 Rates of compliances and non-compliances occurrences
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University and at 6, 7, and 10 p.m., when there are vehicles leaving due to the end
of activities at the university.

Figure 5 shows the rates of compliance and non-compliance occurrences between
1 and 10 min collected in 8 months. The columns in the blue color represent the
compliance and the red columns non-compliance. Figure 5 shows a concentration
of occurrences of compliance between 1 and 2 min (27 and 24%), which indicates
that more than half of the occurrences happen around 2 min. It is also noted that
non-compliance rates are decreasing as minutes increase. There is a non-compliance
concentration in the range of 4–6 min which corresponds to 24% of occurrences.

6 Conclusion and Discussion

This work presented the IoT Circulino solution for monitoring the Unicamp buses
responsible for internal passenger transportation. After 8 months of evaluation, the
IoTCirculino solutionwas presented as a feasible and accessible tool since it provides
useful information for the users of the transport system and for the managers of these
services. IVMS that use geolocation technologies, automated management systems,
together with the Internet of Things concept can be considered a great tool and it can
help improving the quality of public transportation.

The IoT Circulino solution provided benefits to the university community. It is
believed that now the transportation service provided is better planned due to the
visualization and quantitative indexes regarding the bus arrivals time related to the
schedule. With the information in real time the users save time of waiting in the bus
stops, since there is no need to go to bus stop in advance.

Itwas found that the data providedby the solution support themanagers in strategic
decision making. The IoT Circulino solution enables managers to identify missed
schedules, optimize the timesheet and identify delays and advances. The use of a
automated management and monitoring system allowed managers to automatically
check the number of travels actually performed by contracted bus companies. This
verification facilitated the inspection task and reduced the handworkby transportation
inspectors.

The information bases generated by bus geolocation solutions have been shown
to be sources for academic and business interest. Considering their great volume,
and because they are a source of exploration and generation of knowledge, such
information bases are attractive for researchers and companies that work in the areas
of statistical sciences, cartography, data mining, artificial intelligence and others.

It is intended in the future to add new features to the IoT device. One of them is
the use of SMS communication channel which will allow remotely to make devices
settings update. It is also intended to create mechanisms for automatic identification
of the bus route. At first, the computerized monitoring system will analyze the data
sent by the devices and compare them with unique coordinates of each route. It is
also intended to create a repository with the collected data to make it available to
researchers and interested companies.
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Optimized Ventilation Model to Improve
Operations in Polymetallic Mines in Peru

Vladimir Flores , Luis Arauzo , Juan Jara and Carlos Raymundo

Abstract Currently, deficient ventilation systems are a frequently observed problem
in mining. Such deficient ventilation systems lead to the recirculation of stale air or
air with toxic gases. This translates into an increase in the costs of ventilation and
electrical consumption for the mining organizations as conventional and practical
solutions simply include options such as buying a greater number of fans. Moreover,
this problem also exposes the mine workers to an unsafe work environment with
unfavorable conditions that could end in minor, incapacitating, or fatal accidents.
Therefore, this research seeks to optimize ventilation systems by introducing the
Ventsim software tool to develop efficient coverage, addressing, flow, circuit or net-
work characterization, and air balancing in conjunction with avoiding the stagnation
of toxic gases in underground work. The primary result of the proposed model’s
application in this study was the reduction in ventilation costs related to electricity
consumption.

Keywords Underground mining · Ventilation system · VENTSIM software ·
Optimization

V. Flores (B) · L. Arauzo · J. Jara
Escuela de Ingeniería de Gestión Minera, Universidad Peruana de Ciencas Aplicadas (UPC),
Lima, Peru
e-mail: u201319424@upc.edu.pe

L. Arauzo
e-mail: pccilara@upc.edu.pe

J. Jara
e-mail: juan.jara@upc.pe

C. Raymundo
Dirección de Investigación, Universidad Peruana de Ciencas Aplicadas (UPC), Lima, Peru
e-mail: Carlos.raymundo@upc.edu.pe

© Springer Nature Switzerland AG 2019
Y. Iano et al. (eds.), Proceedings of the 4th Brazilian Technology
Symposium (BTSym’18), Smart Innovation, Systems and Technologies 140,
https://doi.org/10.1007/978-3-030-16053-1_50

515

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-16053-1_50&domain=pdf
http://orcid.org/0000-0003-0197-0714
http://orcid.org/0000-0003-2807-6245
http://orcid.org/0000-0003-0165-8851
http://orcid.org/0000-0001-9615-0991
mailto:u201319424@upc.edu.pe
mailto:pccilara@upc.edu.pe
mailto:juan.jara@upc.pe
mailto:Carlos.raymundo@upc.edu.pe
https://doi.org/10.1007/978-3-030-16053-1_50


516 V. Flores et al.

1 Introduction

Currently, the mining sector has become one of the most important industries in
Peru. However, the Peruvian Ministry of Energy and Mines [1] reported 13 fatal
accidents due to gassing and poisoning in underground work environments from
2000 to 2018, which is equivalent to 5% of the total number of accidents in the said
period. Therefore, mining organizations currently consider that, for the development
of operations activities, minimum working conditions must be guaranteed within
their work. Although mining operations include water pumping, hydraulic filling,
compressed air, electric power, and ventilation as part of the general services pro-
vided to mining sites, several mining companies focus their efforts on guaranteeing
adequate underground ventilation. According to Supreme Decree 024-2016-EM [2],
the main purpose of mine ventilation is to supply the amount of clean air required by
the number of workers, the equipment used, wood consumption, high temperatures,
and dilution of gases and leaks, to guarantee favorable heat-environmental conditions
for the workers, and, consequently, favorable conditions for ore extraction from the
mine to the surface. To this end, as the depth at which undergroundwork is conducted
deepens every day, mining companies require new or better ventilation systems that
may comply with the application criteria of the Peruvian mining regulations.

This paper proposes a ventilation model optimized through the Ventsim tool to
prevent stale air recirculation and reduce mining ventilation costs. This research
study is divided into six Sections: Sect. 2 contains the state of the art regarding the
research topic; Sect. 3 covers the development of the proposed model; the validation
of the results is presented in Sect. 4. Finally, Sects. 5 and 6 present the discussion
and conclusion respectively.

2 State of the Art

Mechanized ventilation in underground mining means using ducts and auxiliary fans
to transport air flows from the surface to the work inside the mine, for which fresh air
supply and stale air evacuation circuits are also used [3]. Because this ventilation is
forced, it works differently from natural ventilation. There are three types of forced
ventilation: vacuum, in which polluted air is sucked from the front through the duct
owing to the depression created by fans located at both end points [4]; pressure,
which is characterized by the fact that air enters the front of the bottom through the
pipe, is driven by fans, and displaces the mass of stale air into the main air stream
through the gallery [5]; and the third type is called the “balanced” type, in which
both of the abovementioned types are used [6].

In recent years, the first mechanical fans, known as centrifugal fans, were built.
These fans offer high static pressure and medium flow and can work at high speeds
with their efficiency ranging from 60 to 80% [7]. Next, the first axial flow fans were
developed, which are the most commonly used fans today. These fans offer higher air
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flow as their efficiency ranges between 70 and 80%, and they are capable of working
at the highest possible speeds. Noticing the most outstanding differences between
the two types of mechanized fans, axial fans produce high noise levels; they are also
versatile and cheap. In contrast, centrifuge fans produce less noise and are rigid but
much more expensive.

Information technologies serve as support to elaborate and develop an adequate
ventilation system plan. Among them, South African software leads the ventilation
system improvement market owing to its characteristics. In the studies conducted
by Suvar et al. [5], it is evident that using Visual Advanced Ventsim provides solid
three-dimensional (3D)-graphics or precise ventilation system layouts for the detailed
analysis of the givenmining network. Furthermore, this software is an extremely use-
ful tool for technicians, and it fundamentally demonstrates that any type of ventilation
network may be modeled, simulated and solved, regardless of its complexity.

Therefore, according to the studies performed by Jing and Cheng [8] in the Maji-
agou coal mine using the Ventsim software, with air strength being used as the study
parameter, the consumption of electric power was reduced almost in half in all venti-
lation branches. In addition, the authors argue that Ventsim may not only be used for
ventilation network calculations, simulations, and air flow dynamics but may also be
used to help in short and long term ventilation system planning. Finally, the study
performed by Chambergo [3] shows a way to reduce energy costs in the ventilation
system, emphasizing that this may directly or negatively affect mine production.

3 Contribution

Ventilation designs are based on the Hardy Cross theory, which is a method of suc-
cessive approximations that determines the flow running through each pipeline and
its direction. This theory is based on Kirchhoff’s laws for the conservation of energy
and charges in electrical circuits. In this manner, the model proposed herein supports
the analysis of the characteristics and behavior of existing ventilation systems [9].
Furthermore, based on the review of previous research studies wherein scenarios are
presented in which the use of software in industrial companies has been productive,
software implementation in mining planning areas may solve different issues that
the mining sector currently faces. Therefore, this study proposes a ventilation design
optimization model for an underground mining company.

The methodology focuses on the key exploitation process, which covers mine
ventilation. The model presents three components: mine analysis, tests, and com-
putational simulation together with benefits and indicators (Fig. 1). In this manner,
the management of ventilation systems in underground mines is comprehensive as it
combines advanced computational simulation tools with theoretical and experimen-
tal analysis.
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Fig. 1 Flow chart for the optimization of an underground ventilation system

4 Validity

CompañiaMinera Condestable (CMC) S.A. owns and operates itsMina Condestable
and Mina Raúl underground operations near the town of Mala, Department of Lima,
Peru. This organization commercializes copper concentrates as its main product,
with concentrations of gold and silver.

4.1 Compañia Minera Condestable (CMC) Mine Analysis

Total Operation Flow CMC employs a total of 408 workers within the mine and
the ratio per worker, according to the regulations, is 3/m3 of air. Thus, the work crew
air requirements (QTr) are 1224 m3/min. Further, CMC has 94 pieces of equipment
within the mine, which total 10,755 HP. Therefore, the equipment air requirements
(Qeq) are 32,264 m3/min.

As CMC does not use wood in its operations processes, in this particular case,
a zero-flow due to wood consumption (QMa) was considered. With respect to the
flow required owing to work temperatures (Qte), a minimum speed of 6.7 m/min was
found in the mine (Table 1). The average work area was 16 m2 and the number of
levels inwhich the temperature exceeds 23 °Cwas five. The levels that presented high
temperatures were NV.-350, NV.-460, NV.-490, NV.-520, and NV.-550. Therefore,
the flow required by high temperatures is 536 m3/min.

The flow rate required to dilute the gases produced by blasting (Qexp) is approx-
imately 7265.25 m3/min (Table 2).



Optimized Ventilation Model to Improve … 519

Table 1 Air requirements due to high temperatures

QTe 536 m3/min

Vm 6.7 m/min

A 16 m2

N 5 Levels

Table 2 Air Requirement due to Consumption of Explosives

Method Explosive Area (m2) Air speed
(m/s)

No. of levels

D.S_024_2016_EM ANFO 15 25 17

Emulsion 15 20 2

Novitsky ANFO and emulsion

Table 3 Flow required
owing to leaks

QFu 5103.6 m3/min

Qtr 1224 m3/min

QTe 536 m3/min

Qma 0 m3/min

Qeq 32,264 m3/min

Qexpl 6975 m3/min

Table 4 Total air flow
required for operations

QFu 39,127.6 m3/min

Qtr 1224 m3/min

QTe 536 m3/min

Qma 0 m3/min

Qeq 32,264 m3/min

QFu 5103.6 m3/min

As per Table 3, the air flow required owing to leaks (QFu) is equivalent to
5103.6 m3/min.

Then, the air flow required for operations (Table 4) is 39,127.6 m3/min.
Finally, based on the previous analysis, the total air coverage in themine is 92.07%,

which means that there is a deficit of 7.93% or 3105 m3/min.
General Balance On the one hand, the entry of air into the mine, as recorded by

the stations, was 36,023 m3/min, which is equivalent to 1,265,488 cfm. On the other
hand, the total stale air extracted to the surface is 36,674 m3/min, which is equivalent
to 1,294,945 cfm. Therefore, the balance between air income and air outflow was
102%.

Geometric Study CMC has two Administrative Economic Units: Mina Con-
destable andMina Raúl. The work dimensions are, mostly, 4× 4 m. These works are
classified into GL-Galleries, XC-Cruisers, RP-Ramps, PQ-Pits, and CH-Chimneys.
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Fig. 2 Compañia Minera Condestable (CMC) characteristic curve

The rock mass presents an RMR classification of 61–80, which means that it is
a “good rock”. This mine has a depth of approximately 580 m. The exploitation
methods used are long-hole drilling, room and pillars, and shrinkage.

4.2 Tests and Characterization

The Condestable Mining Company has a strength of 0.093 Ns2/m8 owing to the loss
of pressure (Fig. 2).

4.3 Fan Characterization

CMC has one main fan of 300 thousand cfm, four secondary fans of 120 thousand
cfm each, and 43 auxiliary fans. Their costs are $5542, $11,816, and $34,823 per
month, respectively. This results in a total cost of $52,181/month and, therefore
$626,172/year. The power of the main fan is 350 Kw, its pressure is 1865.92 Pa, and
its air flow is 141.6 m3/s.
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4.4 Measurement of Physical and Chemical Agents

For the diagnosis of physical and chemical agents, the deepest mine levels were
emphasized upon, which are NV.-350, NV.-460, NV.-490, NV.-520, and NV.-550 at
the Raúl Economic Unit of the Condestable Mining Company. On the one hand,
within the physical agents, the temperature varies from 22.5 to 33.8 °C, the relative
humidity presents a range of 68.9–89.6%, and work speed ranges between 19.3 and
34 m/min. On the other hand, within the chemical agents, oxygen (O2) ranges from
19.8 to 20.8%, carbon monoxide (CO) varies from 3 to 38 ppm, carbon dioxide
(CO2) is within the maximum permissible limits, and nitrous gases are in a range of
0.4–4 ppm.

Computational Simulation. The AutoCAD files were imported to achieve a 3D
mine design with flow directions. Then, a simulation of the current CMC systemwas
prepared based on the imported data.

For the simulation, the following parameters were considered:

• Level Reference Surface Elevation: 105 m above sea level
• Strength: 0.093 Ns2/m8

• Air Density: 1.2 kg/m3

• Wet Bulb Temperature: 14 °C
• Dry Bulb Temperature: 19 °C
• Barometric Pressure at Surface: 601 hPa
• Method: Total Pressure
• Air Flow: Compressible
• Energy Costs: 0.022 US$/Kw-h.

In this scenario, the execution of a 45-m conventional chimney, with an inclination
of 45°, connecting the RB-4167 chimney with the XC-4357 cruiser was considered.
This chimney has a diameter of 8.20 ft, a perimeter of 25.76 ft, an area of 52.81 ft2

(long term). The purpose of this chimney is to reduce shock losses in the elbow and
increase stale air flow to the surface.

Therefore, with this chimney, the new air flow was 521.03 m3/min, which means
that this flow has increased by 28.67% with respect to the flow of 404.93 m3/min
recorded before the simulation of the CH-2507 project. This is also due to the fact
that work strength was reduced from 7.5 × 10e−9 lb * min2/ft4 to 1.7 × 10e−9 lb *
min2/ft4. Similarly, the loss of pressure was reduced from 0.78 to 0.16 “H2O. The
cost of this conventional chimney is $18,000US dollars, considering a linear advance
of $400 per meter.

CMC has one main fan of 8495.05 thousand m3/min, four secondary fans of
3398.02 thousand m3/min each, and forty-three auxiliary fans. Their costs are
$5542, $11,816, and $34,823 per month, respectively. This results in a total cost
of $52,181/month and, therefore $626,172/year. With the execution of the new CH-
2507 chimney, main ventilation costs were reduced to $2431/month.

Therefore, VENTSIM predicts that the annual fan operation costs for Option 1
will be approximately US $588,840.
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5 Conclusions

The use of the Ventsim software tool optimized the ventilation system of the Con-
destable S.A. mine, considering the use of fans and energy costs, and presenting a
clean air deficiency of 7.93%with respect to the income flow. To improve ventilation
conditions in the area, a conventional 45-m-long and 2.4-m-diameter chimney must
be developed, intercepting levels NV.-520 and NV.-430, with an approximate cost of
US $18,000. These costs are beneficial to the mine as its life span is approximately
9 years. The current energy consumption due to ventilation is 3294.336 Kw, repre-
senting 10.62% in main, 22.64% in secondary, and 66.74% in auxiliary ventilation.
The monthly cost is US $52,181, and the annual cost is US $626,172. The ventilation
ratio of the Condestable S.A. mine is 0.076 S/./Kw-h, with an energy cost of 0.022
US $/Kw-h. The mine requires a total air flow of 39,089 m3/min, and the air intake to
the internal mine is 36,023 m3/min, the air outlet is 36,674 m3/min, with a coverage
of 102%.

The methodology used for this research is applicable and recommendable for
mining companies where the long-hole drilling and room and pillars exploitation
methods are applied. In addition, this technique may be improved because the design
does not consider the heat of the rock mass found in the mine.
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Six Sigma Model Optimized for Reducing
Downtime in an Open-Pit Mine

Josemaria Gargate , Sian A. Fung , Juan Jara and Carlos Raymundo

Abstract Currently, in open-pit mining operations, the highest cost among all pro-
cesses is that of transporting trucks,whether in fuel, roads, tires, or spare parts, among
other factors. Therefore, this article proposes the use of the Six Sigma methodology
of continuous improvement as a quality management tool to reduce the downtime of
the truck fleet to obtain better productivity in operations. The results of the investi-
gation in the case study allowed to visualize that with the election of an optimal fleet
appropriate for the conditions given in a mining project, the values of productivity
and efficiency improve considerably. This is reflected in a better use of themachinery
and in the reduction of unproductive times.

Keywords Haulage · Dead times · Six sigma · Open-pit mine

1 Introduction

Medium and small open-pit mines operations processes such as drilling, blasting,
loading, hauling and unloading must be efficient to render mining activities as prof-
itable, with the aim of reducing downtime and increasing the amount of material
moved.
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In Peru,mediumand smallmining accounts for 35%of the total number of existing
mines, between formal and informal open-pit mines. One of the important activities
of the productive process is loading and haulage. Currently, the highest costs in
open-pit mining operations are the costs represented by these processes. In [1], it is
referenced that these costs account for 45–65% of the total mining cost, over which
they have direct impact. However, inmany open-pitmines the use of giant trucks does
not exceed 55–75% due to factors such as: incorrect selection of haulage equipment,
crusher delays, improper fleet distribution, roads in bad condition or dead times.
Here, the match factor presented as the main solution is the use of bypass conveyor
belts to accelerate and increase production. Also, truck management software such
as Dispatch or Mining Star is used. This software monitors the loading and hauling
processes in real time through a screen room where decisions are made regarding
each truck and each bulldozer.

The Six Sigma method is a Quality Management tool used for process improve-
ment in combination with statistical tool. This process is known as DMAIC (Define,
Measure, Analyze, Improve, Control) and its purpose is improving the performance
level of a process through successful decisions to allow the organization to better
understand the needs of its customers.

For this reason, this research study seeks to detect critical points in the transporta-
tion of ore in an open-pit mine, which are likely to generate significant production
losses. This article consists of an Introduction in Section I, the Review of Existing
Literature in Section II, and the Proposed Model Description in Section III. Finally,
Validation Results from an Importing Company are discussed in Section IV and
Conclusions are presented in Section V.

2 State of the Art

Most Open-Pit Mining Units employ between 100 and 150 trucks approximately to
move hundreds of thousands of tons per day. However, when entering and performing
the spotting process, long queues are generated, causing a congestion of trucks in the
crushing zone. Therefore, to reduce the long waiting times, which are often caused
by system overload, for trucks in the loading or dumping areas, in [2], the authors
seek to implement a discrete event simulation model in a mine to help calculate the
ideal number of trucks required to make the haulage cycle more efficient.

On the other hand, in [3], they seek to determine the optimal number of trucks in
each pit in order to increase the operational use percentage, increase clearing pro-
duction and infer achievements in terms of reducing environmental impact through
simulations using GPSS/H. In addition, the research performed [4] is linked to the
previous one because the authors seek to improve and streamline the open-pit ore
transportation system by implementing a stochastic simulation model to help solve
truck and bulldozer selection and sizing issues, and finding the right number of pieces
of equipment that the mining unit should have to maximize production while reduc-
ing the operational costs which are often generated by idle equipment due to long
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queues in the loading and crusher areas. Finally, [5] states that the increase in the
number of dump trucks is not able to keep up with the high demand for productiv-
ity, which is why the best operational fleet management solution must be found for
open-pit mines.

3 Six Sigma Methodology

To better understand Six Sigma methodology and how it behaves in an Open-Pit
Mining Unit, Levano [6] developed the phases that comprise the methodology and
mentions that there are no previous works in this field where Six Sigma is applied to
increase productivity. The methodology includes the following (Fig. 1).

3.1 Define

Fieldwork is performed, where the problemmust be defined through planning which
considers client expectations and needs. Likewise, the Dispatch or Mine Star large-
scale miningmanagement software is used to collect times and formulas for the truck
processes, such as:

Theoretical Cycle Time = Loading Time + Loaded Travel Time + Unloading Time
+ Unloaded Travel Time
Practical Cycle Time = Waiting Time at Bank + Spotting Time + Balancing Time
+ Loading Time + Loaded Travel Time + Waiting Time at Pad + Unloading Time
+ Unloaded Travel Time.

Fig. 1 Six sigma
methodology
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3.2 Measure

This phase consists of better understanding current trouble operations. That is, mak-
ing general open-pit mining process charts and detailing hauling activities for further
study and measurement.

3.3 Analyze

The aim is to find out the root causes that affect the good performance of the opera-
tional process and the error rate generated in order to later propose an improvement
using the cause-effect diagram. To find the loading times, loaded travel times to the
Pad, unloading times and unloaded travel time to the bank, theMSEXCELworksheet
will be used for the following formulas:

• Loading Time
• No. of Shovelfuls
• Loading and Unloading time.

Likewise, average times are managed to assess the performance of said activity
in terms of ore transportation according to operating conditions (Table 1).

Once all the information requested above is obtained, statistical tools, such as
IBM SPSS, will be used to create Histograms and Dispersion Charts, allowing an
analysis of the different times and determining upper and lower limits in an attempt
to identify the cause with greater incidence in dead truck times.

3.4 Improve

This stage consists of determining the Cause-Effect relationship and identifying the
possible characteristics that can be improved within the process, as well as proposing
solutions to mitigate or eliminate the causes and thus meet client expectations and
needs. Finally, the operational range of the process parameters or input variables is
determined.

During the collection of the times demanded by dump trucks, situations which
presented excess or lack of dump trucks were observed. For this reason, in this

Table 1 Average unloading
time

Operation conditions Average time (min)

Favorable 0.5–0.8

Average 1.0–1.4

Unfavorable 1.6–2.3
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Table 2 MF interpretation Match factor Complies Interpretation

MF = 1 PBulldozer = N * Ptruck Perfect match

MF < 1 PBulldozer > N * Ptruck Insufficient number
of trucks

MF > 1 PBulldozer < N * Ptruck Excess number of
trucks

Improve phase, the Match Factor (MF) will be applied to improve dump truck allo-
cation to the loading equipment in order to reduce dead times and bottlenecks during
ore transportation (Table 2).

3.5 Control

Finally, after the Improve stage is implemented to optimize the haulage cycle, infor-
mationwill be collected oncemore through theDispatch software in order to perform
a comparative analysis of times using Office tools such as MS Excel.

4 Results Analysis and Discussion

The case study was defined as the mine located in the department of Puno, province
of Lampa, district of Ocuviri, 20 km from the town center of Parina and 90 km NW
from the city of Juliaca. At an altitude between 4500 and 5100 m above sea level.
Where the following results were obtained.

4.1 Define

Theoretical Cycle and Practical Cycle times were taken to determine the number
of unproductive hours, minutes or seconds. Only 4 times were considered for the
Theoretical Cycle because they are the fixed haulage variables. On the other hand,
for the Field cycle, the variables which depend on dump truck, bulldozer or front
loader operators were taken into account. These variables are not often considered
when calculating dump truck round trips from and to the bank.
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4.2 Measure

Fleet times for 23 trucks were compiled for completing a cycle from the different
banks to the Pad. It should be mentioned that a total of 3928 ore transportation trips
were recorded to the Jessica Pad. Trip data include truck number, bulldozer or loader
type, distance, density and time of arrival at the Bank.

4.3 Analyze

The result was that the most relevant times are those generated by the truck loaded
with ore on the tracks. The sums of the four times (loading times, loaded travel time
towards the Pad, unloading times and unloaded travel time to the bank) formed the
Total Theoretical Cycle that the trucks take to complete a round trip loaded with gold
ore.

Total Cycle Time+VL103 = 00 : 04 : 26 + 00 : 18 : 27
+ 00 : 01 : 41 + 00 : 12 : 06 = 00 : 36 : 40

However, when analyzing the arrival times at the banks of each truck per day, it
was found that the actual cycle time is longer than estimated. That is, there are dead
times in the process of transferring ore to the Leach Pad.

4.4 Improve

In the previous step, it was possible to verify that there are currently idle times during
the transfer of ore from the different exploitation banks to the Leach Pad.

Assessment of Volvo Trucks (a&b sac) with Front Loader 992. To determine
the production per Volvo truck (t/h), the following parameters must be considered
(Table 3).

The coordination between the Loading and Transportation teams is extremely
important, with truck number and sizes being the basic factors to be determined
in any haulage optimization process in an open-pit mine. Therefore, the number of
Volvo trucks was determined in relation to Front Loader 992.

N = (Tc + Tt)/Tc = (1.6 + 22.1)/1.6 = 14.81 trucks

Front Loader − 992 Production = 14.81 ∗ 80 = 1184.8 t/h

One way to verify that the number of trucks required in correct for the model and
characteristics of the loading equipment would be as follows:
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Table 3 Parameters Parameters Volvo trucks

Outbound speed (Km/h) 18.23 km/h

Inbound speed (Km/h) 27.79 km/h

Total loading cycle 1.6 min

Total transportation cycle 22.1 min

Efficiency factor 0.92

Tons per cycle (t/cycle) 32 t/cycle

Cycles per hour (cycles/h) 2.50 cycles/h

Production per truck (t/h) 80 t/h

N = P_(Front Loader)/P_Truck = 1184.8/80 = 14.81 trucks

It should be noted that if the 14.81 trucks are used to determine the Match Factor,
the results will be MF = 1, as shown below:

MF = (14.81 ∗ 80)/1184.8 = 1

However, we have to work with the total number of trucks, with two possibilities:
Round off the number of trucks to the highest next integer, where 15 trucks would be
required. In this case, MF > 1, which means that the system is overloaded, causing
the trucks to wait to be loaded by the front loader.

MF = (15 ∗ 80)/1184.8 = 1.013

To verify that the 15-truck ore haulage system is overloaded, the truck waiting
time was calculated for each of the ore transfer cycles.

E_t = (N − 1) ∗ T_c − T_t

E_t = (15 − 1) ∗ 1.6 − 22.1 = 0.3min

However, when estimating the total time of the truck to complete a cycle from the
bank to the Leach Pad, the calculated waiting time was not included and instead it
was added to the total time:

T_(truck − Volvo) = T_c + T_t + E_t = 1.6 + 22.1 + 0.3 = 24min

These minutes added to truck time will directly affect the production they make
in 60 min, since the number of trips per hour estimated above is not correct. For this
reason, to determine the production and number of correct cycles, the truck waiting
time (E_t) was then considered:
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N
◦
Cycles per Hour = (60 ∗ 0.92)/(1.6 + 22.1 + 0.3) = 2.3

Production per Truck = 2.3 ∗ 32 = 73.6 t/h

In conclusion, when considering the waiting time, production decreases by 8%
with respect to previous estimates. On the other hand, if truck waiting time had
not been taken into account, the calculation would be off by 8% for the haulage
equipment. If the new production value is replaced per each truck in theMF equation,
the following results are obtained:

MF = (15 ∗ 73.6)/1104 = 1

4.5 Control

It was evidenced that with the results obtained, dead times decreased in a great
percentage. In addition, production in some cases increased and in others decreased,
with respect to the current production.

Figure 2 displays a control performed for Frontal Loader 992 using an optimal
number of 15 trucks based on simulated haulage process times. The loading time is
1.6 min and the ore transfer time is 22.1 min and the dead time is 0.3 min for trucks
waiting to be loaded.

Now, Fig. 3 displays a control performed for Frontal Loader 992 using an optimal
number of 14 trucks based on simulated haulage process times. The loading time is
1.6 min and the ore transfer time is 22.1 min and the dead time is 1.3 min for the
loader waiting for trucks. Here it is observed that no dead time is generated by the
trucks.

Fig. 2 Front loader 992 control—15 trucks
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Fig. 3 Front loader 992 control—14 trucks

5 Conclusions

The results of the research study evidence that with the election of an optimal fleet
based on the given mining project conditions, the productivity and efficiency values
may improve considerably. This is reflected in a better use of machinery and in the
reduction of non-productive times.

Therefore, the Six Sigmamethodology must be used as a valuable tool for achiev-
ing the vision and strategy of the company, aswell as for continuous process improve-
ment, but, above all, to improve company competitiveness in these times of constant
economic changes at worldwide level.
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Improvement of Chemical Processes
for the Analysis of Mineral Concentrates
Using Lean Six Sigma

Alejandro Arone , Miguel Pariona , Ángel Hurtado ,
Victor Chichizola and José C. Alvarez

Abstract In a chemical laboratory of analysis of concentrates of minerals there are
delays in the delivery of results report to the clients, failing to meet the deadlines;
so this research aims to solve the problem through the 5 Lean Six Sigma steps that
consists in: Defining, Measuring, Analyzing, Improving and Controlling (DMAIC).
The findings suggested that the focus on the data collection, by the technical analyst,
of the following values: the molar mass in the EDTA solution and the volumetric
expense of the chemical reaction of the sample would have the greatest impact on
the decrease of the retests.

Keywords Lean six sigma · Continuous improvement · Design of experiments ·
Process capacity ·Mineral concentrate tests

1 Introduction

In This research is carried out in the laboratoryM3Q53 that offers the service of min-
eral analysis through commercial chemical tests of non-ferrous mineral concentrates
that are classified according to [1]. In these tests the percentages of Pb, Cu, Zn, Fe
and Mn are determined in a sample of mineral concentrate. This chemical analysis
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laboratory has been registering delays in delivering reports, exceeding five days in
most cases, causing customer dissatisfaction. One of the main causes of the delay in
the delivery of results reports is due to the retesting of samples that have a monthly
economic impact higher than 2000 US dollars on the tests of copper (Cu), lead (Pb),
zinc (Zn), manganese (Mn), and iron (Fe). A retest occurs when the difference of
results between analyst A and B differ by 0.20%, so the number of retests is greater
than 5% of the number analyzed since January 2018.

There is a previous work [2] about the improvement of an ARD chemical labora-
tory using the Lean Six Sigma methodology, that applied served to address different
problems from shortening distance traveled using the Spaghetti diagram tool, reduc-
ing activities that do not generate value and reducing costs thanks to a good supply
logistics plan. There is another research work [3], which addresses the same problem
with a delay of 17 working days and explains the improvement of the processes by
applying lean manufacturing tools. Inal [4] analyze the adoption of lean six sigma
methodologies to identify and solve problems in a clinical laboratory.

Really the lean methodologies and its integration with others production method-
ologies, as suggest authors as [5] and [6], are an opportunity for its use in small and
medium enterprises as chemical laboratories.

2 Method

The research method started with the collection of primary data following this steps:
(i) Determination of the frequency and object of customer complaints; (ii) Determi-
nation of the amount of analysis of retests by the type of analysis was recorded in an
Excel format; (iii) Determination of the various causes of delays in the delivery of
results; (iv) A questionnaire was given to laboratory collaborators to capture other
factors that might cause the delay in the delivery of reports; (v) A SIPOC diagram
was used to know the input and output elements of the laboratory processes; (vi)
The characterization of processes and product quality was carried out to determinate
critical factors in each laboratory process.

After that, it is proposal the implementation of 5LeanSix Sigma steps that consists
in: Defining, Measuring, Analyzing, Improving and Controlling (DMAIC). So at the
improve phase an experimental research design was carried out, in which certain
variables were subjected to experimental conditions, to know the effects this would
cause. For this, it was necessary to carry out the following operations:

First, with the collected data, it was used statistics to find out the following points: (i)
The existence of normal or abnormal distribution; (ii) The variability of the results
Second, a process capacity report was made with the data collected, with
the help of the MINITAB program, to know if the process was capable and
statistically competent.
Third, an experimental DOE design was carried out to know the critical factors that
affect the dispersion of results.
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Finally the technical solution proposal is simulated with the Bizagi software and
the results obtained are comparedwith the preliminary results before the intervention.

3 Results

3.1 Results Before

A general diagnosis was performed of the operative processes involved in the lab-
oratory, to determinate the causes that could originate the delay in delivery of final
reports to the client, that in the last 12 months, the trend in the delivery of results
reports to the client has mostly been greater than five days after receiving the client’s
sample. So, the percentages of retests are above 5% between the months of January
to May 2018.

3.2 Innovative Proposal

The Lean Six Sigma methodology that follows the DMAIC phases is mentioned
below:

1st phase: Define

The processes involved are analyzed for the analysis of technical tests in the labora-
tory. It begins with the development of a project charter, the definition of a high-level
map using the SIPOC diagram, then the process parameters and product character-
istics are identified.

2nd phase: Measure

The measurement allows us to obtain real data on the technical characteristics that
are closely related to the client’s requirements; the decisions taken will be based on
real and accurate information.

According the visual flow mapping (VSM), the takt time of 262 s per analysis is
determinated; this is the maximum time limit for reporting to customers and meeting
their demands.

For the Cu-Fe-Mn-Pb and Zn analyses has the following tolerance. For example,
for the range of 13–30%, the maximum difference accepted is 0.2%, as appear in
Table 1.

It is considered a retest when the maximum tolerance limit is exceeded. Next, we
compare results between two analysts where the lack of precision is presented. Zinc
results differ significantly. In the 0–40% range, the tests of analyst B to the greater
than A. Between 40–60% the test of analyst A is greater than B.
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Table 1 Permissible range
and limits

Element Range Maximum limit

% ± (%)

Cu-Pb-Zn-Mn-Fe 13–30 0.20

Cu-Pb-Zn-Mn-Fe 30–50 0.25

Cu-Pb-Zn-Mn-Fe 50–68 0.30

Table 2 Process capacity in
copper, lead and zinc pattern

Cooper Lead Zinc

Six Sigma 3.10 2.07 3.16

Cpk 0.43 0.36 0.43

Ppm 55,129 282,836 48,305

The sigma classification is equal to 6 which is the optimum since only 3.4 defects
per million results will be obtained when the capacity of the process (Cpk) is 2. With
this classification, our process will be evaluated. So, the Cpk is 0.43 < 1.33.

The zinc pattern analysis process shows high variability with a PPM of 48 305.17
defective results permillion results. Under probabilities, the capacity analysis of the 3
chemical elements is between 48,305 and 282,836 defects per million opportunities.
(Table 2).

3rd phase: Analyze

In this phase, the potential causes are identified and validated through statistical
methods using hypothesis tests.

The Zn results do not have a normal distribution because of p < 0.05. The com-
parison of couples with equal medians is evaluated. The Normal Distribution test is
performed on the results of the other elements: Pb, Cu, Fe and Mn, having the same
results that they don’t present a normal distribution and that must be evaluated by
comparing couples with equal medians.

The laboratory has two senior analysts and one practitioner, who has one year of
experience in this company and performs the analysis of elements of Cu, Pb, Zn, Mn,
and Fe. From this, the following analysis is performed. The analyst’s zinc tests have
different averages for the same test pattern. This leads to retests due to the variability
that it presents. The variable Zn presents greater difference.

The Analysis of Variance test (ANOVA), tests the hypothesis that the means of
two or more populations are equal. The ANOVA evaluates the importance of one
or more factors by comparing the means of the response variable in different levels
of factors. The ANOVA test of a factor is applied to show if there is a significant
difference between the testing methods of different analysts. The graph shows that
there is no apparent difference because the means are equal to the value of 63.15%
concentration in lead patterns.
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4th phase: Improve

In this phase, the actions or proposals for improvement that contribute to mitigate
or eliminate the root causes that generate problems and defects in the process are
defined.

Design of experiments (DOE)

The factors that influence the final results of the analysts are the BD set that is related
to the weight factors of the sample and the molar mass of standardization of the
EDTA (ethylenediaminetetraacetic acid) solution.

Improvement plans

For the weight of the sample, the variable of pattern dryness is considered. The
procedure would be as follows, the standard is weighed under normal conditions
presenting humidity, and then it’s placed in the desiccator for a period of 60 min and
then allowed to warm to 60 min. Finally, the sample is weighed and if the value is
not less than 0.1% this weight is taken as the initial weight of the sample and it is
followed by the other activities.

For the determination of the molar mass of the standardization of a chemical
element, the acquisition of a potentiometric automatic titrator was considered to
determine the concentration of a chemical element with greater precision and accu-
racy when it reached its point of equilibrium of the chemical reaction, previously a
digital burette was used and the color change of the reaction was visualized, which
could generate variation in the volume of expenditure recorded.

A final improvement plan is the simple average forecast of reagent consumption,
to show the logistics area the important reagents that are required month by month.

Reduction waiting times in the VSM

Through amathematical analysis, considering the cycle times of each typeof analysis,
we proceed to the application of Little’s Law known as “WIP Cap” method, to put a
cap on the amount Work In Process (WIP) and in this way reduce the waiting time
through improvement actions.

Modal Analysis Failure Effect (AMFE)

A modal failure and effect analysis is developed to identify and prevent potential
failuremodes. The resulting value known as the acronymRPN (Risk Priority number)
determines the variables with important critical risk values.
5th phase: Control
This phase consists of designing control mechanisms and documentation of the pro-
cesses or procedures modified in order to maintain the sigma level achieved.
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Fig. 1 I-MR graph for copper pattern

Statistical control graphs

– Graph I-MR, to monitor the mean and the variation of the process when it has
continuous data that are individual observations which can’t be grouped. This
control chart (Fig. 1) is used to monitor the stability of the process over time so
that it can identify and correct instabilities in a process.

In the previous Fig. 1, the I-MR control chart is shown for the copper pattern
results, according to the characteristics of the pattern, this should not exceed the
optimum value of 23.975 by ±0.05.

Standard operating procedures (SOP)

The documents contain step-by-step written instructions that laboratory personnel
must follow meticulously when performing a procedure.

3.3 Improvement Results with Partial Implementation
of the Proposal

The partial implementation is taking place in the volumetric area for Cu, Pb and Zn
analysis. So, since May 2018, the number of re-essays from Zn has decreased from
13% to less than 5% as is shown in Fig. 2.

Improvement results with simulation

With the use of the Bizagi software, two scenarios are simulated, in the first scenario
the current laboratory re-tests are simulated, and in the second scenario with the
acquisition of an automatic titrator and a chiller.
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Fig. 2 Evaluation of Zinc re-essays

4 Analysis of Results

The retests have decreased notably since May from 10 to 5% or less. This is due to
the requirement in control of the dryness pattern and to the talk with the personnel
involved in the retests about the costs associated with this reprocessing.

Wet track patterns do not yet exceed sigma 3, since the value Cpk < 1. To improve
this process, it is necessary to have greater control over the processes and reduce the
participation of the human factor in order to reduce errors. In the simulation with
bizagi a test was carried out for 40 samples.

In scenario 1 the retests are simulated with probability greater than 10%, which
results in 27 analyzes that passed quality control and 13 that were retested. These
13 retesayos would have a sale price of loss of 325 dollars. In scenario 2 retests
are simulated with probability less than or equal to 5% with which 35 analyzes that
passed the quality control and 5 retested trials are obtained. These 5 retested would
have a sale price of loss of 125 dollars.
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5 Conclusions

The DOE allows the demonstration of optimization models to control the X (inde-
pendent variable) factors that affect the Y objective (dependent variable). We have
worked with a model 2 raised to 5.

To eliminate or reduce the error variables in the technical test, the acquisition of
an automatic titrator is proposed; additionally to controlling the moisture level of the
pattern used for each test.

To evaluate the accuracy and the certainty of the capacity analysis, a control chart
is used, this way the quality of the results is assure. If retests are reduced by 5%, then
at least 200 dollars are saved for every 40 trials.
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Energy Disaggregation via Data Mining

Pierre Dantas , Waldir Sabino and Maryana Batalha

Abstract Electrical energy consumption of a residence is usually monitored by a
meter installed at its entrance and it is composed by the sum of consumptions of
installed devices. Energy disaggregation estimates the consumption of each device
at each instant of time. This paper presents two main contributions. First, we address
disaggregation using data mining techniques by clustering methods, that is, k-Means
and Expectation and Maximization (EM). We demonstrate that we can obtain supe-
rior disaggregation accuracy from more complex methods. The second contribution,
we elaborate clusters (dictionaries) considering that the states of operation of the
devices and the signal of total consumption are dependent instances. We use Refer-
ence EnergyDisaggregationData Set (REDD),Waikato Environment forKnowledge
Analysis (WEKA) and MATLAB.

Keywords Energy disaggregation · Data mining · Dictionaries ·
Representativeness ·WEKA

1 Introduction

Non-intrusive load monitoring (NILM) consists of inferring the individual consump-
tion of equipment that compose a total energy consumption, knowing only the latter
[1]. In this approach it’s need only a meter installed at the entrance of the installation
and this can lead to energy savings. It is also important for smart grids and Inter-
net of Things (IoT). Transitions of energy consumption signals in the time domain
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were analyzed [1] as well as in the frequency domain analysis [2], PCA, [3], hidden
models of Markov [4], neural networks [5] and machine learning algorithms [6]. In
this work, we will approach disaggregation using data mining techniques by two
clustering methods, k-Means and Expectation and Maximization (EM), demonstrat-
ing that we can obtain equivalent disaggregation accuracy from complex methods.
We will use Reference Energy Disaggregation Data Set public database (REDD)
[7] in which we will apply pre-processing and data transformation procedures using
Waikato Environment for Knowledge Analysis software (WEKA) [8]. In a last stage,
we use MATLAB.

2 Data Mining Algorithms

Data mining is a process of analysis of large data sets that seeks to identify patterns,
associations, groupings, noise, among others, generating new data sets. Statistical
classification and clustering algorithms are used.

The k-Means method partitions a set of N observations into k groups where each
observation belongs to the group with the nearest mean. Initially, the centroids of the
groups are assigned randomly and, iteratively, they are recalculated as the midpoint
of the instances of each group. This is done until the assignments do not change.

The Expectation andMaximization (EM) method uses statistics to iteratively find
maximum likelihood estimators of the parameters of a probability distribution. First,
we calculate the expected value of the logarithm of the likelihood and, then, we find
its maximum. These steps are repeated until reaching a convergence.

3 Data Processing

Fig. 1 An overview of the steps that compose the KDD process
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Data processing consists of performing operations and transformation procedures
on a database. Raw databases often have missing data, noise, redundancies, incon-
sistencies, among others. We seek better representations of the data. For this, we can
use an approach called Knowledge Discovery in Database (KDD) [9], illustrated in
Fig. 1.

We initially have a raw database, from which we select a subgroup of data. Then,
we apply pre-processing in order to “filter” the data set, where we eliminate noise,
outliers and treat missing data, for example.

4 Methodology

Initially,we construct clusters (dictionaries)with the states of operation of the devices
and the total signal. We expect to obtain a dictionary of less complexity and preserve
the representativeness of the data set [10]. In the second step, we elaborate the
dictionaries. Finally, we look in REDD by the solution of the disaggregation. We use
Waikato Environment for Knowledge Analysis (WEKA), an open source tool widely
used in data mining [8]. We initially identify and attenuate noises and outliers in
REDD, keeping the redundancies. For data transformation, we analyze the attributes
of the database and apply transformations that allow us to obtain more knowledge
than to analyze the raw database. In the end, we use MATLAB to find the solution
of the disaggregation.

We analyze the results of this work in terms of complexity in obtaining the group-
ings (dictionaries), number of iterations of the chosen algorithms, processing time
and accuracy of disaggregation. The measure of performance of the disaggregation
adopted will be the accuracy. This is defined, for a quantity of n instances, as the rela-
tion between the total electric energy consumption x̄(t) and the sum of the estimated
electric energy consumption signals x̂i (t) of the L devices, represented by Eq. (1).

Accuracy = 1−
∑

n,L

∣
∣xi (t)− x̂i (t)

∣
∣

2
∑

n x̄(t)
(1)

5 Experiments

We used a desktop computer 1.7 GHz Intel Core i5 processor, 2 cores, 4 GBmemory,
1600 MHz DDR3, MacOS Sierra version 10.12.5. We use WEKA version 3.8.1 and
MATLAB version R2016b (9.1.0.441655), 64 bits.

We use the public database of energy consumption data Reference Energy Disag-
gregation Data Set (REDD) [7]. This database contains records of the total (aggre-
gated) electrical consumption of 6 residences and the devices that compose them.
We will use data from residence 2 that has 9 devices.
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After importing the REDD database into WEKA, we apply a filter called unsu-
pervised.instance.Resamplewith noReplacement= true and sampleSizePercent
= 10.0. This means that we re-sampled the database at 10% without replacement.
The purpose of this procedure is to minimize noises and outliers, in addition to low-
ering the database to 10% of the original, making the cost of processing less. After
pre-processing, we apply the normalization transformation, standardizing them in
the [0, 1] range. We do not standardize or reduce the dimensionality of the data. In
WEKA, we perform this procedure by applying unsupervised.attribute.Normalize
filter, with default parameters. We use two methods of data mining to get the clusters
(dictionaries), k-Means and Expectation and Maximization (EM). We used cross-
validation holdout with 66% of the database for training and 34% for test. In the
training, we execute the two configured methods in order to obtain 10, 20 and 30
clusters. In addition, we performed the EM method with the number of groups cal-
culated automatically by WEKA.

Finally, we designate a disaggregation solution for each sample from the test set.
We import the results from WEKA into MATLAB, and then, for each sample of
the test set, we look for the closest clustering, using total consumption as the search
index. This instance will be referred as disaggregation solution.

Table 1 Result of the execution of the methods k-Means and EM by WEKA

Execution Method Groups
declared

Groups
obtained

Processing
time (s)

Iterations

1 k-Means 10 10 0.24 6

2 k-Means 20 20 1.09 17

3 k-Means 30 24 0.90 12

4 EM 10 10 3.88 0

5 EM 20 19 8.21 0

6 EM 30 28 16.16 0

7 EM – 9 322.99 0

Table 2 Results of the disaggregation accuracy

Execution Method Accuracy (%)

1 k-Means 76.47

2 k-Means 84.34

3 k-Means 50.12

4 EM 80.73

5 EM 82.67

6 EM 78.03

7 EM 77.71
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6 Results

In the data mining stage, we applied the k-Means and EM methods separately to the
REDD re-standardized and normalized database. In Table 1 we present the number
of parameterized groups in WEKA, the generated groups, the processing time and
the number of iterations for the algorithm k-Means. In Table 2, we present the results
of the disaggregation accuracy for each case.

7 Conclusions

Initially, even though we created a new dataset with 10% of the raw dataset size
we have noted that the statistical information of minimum value (Min), maximum
value (Max), number of unique samples, number of distinct samples, (Unique), mean
(Mean) and standard deviation (StdDev) were very similar. We conclude that we can,
through resampling, select a reduced subset of the raw data set and at the same time
maintain its statistical properties. On normalization, we find that all instances have
been standardized in the range [0, 1].

The transformation step of the data, we observe in Table 1 that the number of
clusters generated by WEKA are close to the parameterized quantities. The process-
ing time of the EM method is greater than that of the k-Means, which was already
expected. Note that the EM algorithm, once parameterized to self-determine the
number of clusters, was the most time-consuming execution and generated fewer
clusters.

In Table 2, we checked the results of the disaggregation accuracy for each execu-
tion. Note, in the k-Means method, that the accuracy does not necessarily increase
with the number of generated clusters (dictionary size). For 20 clusters, the value
of accuracy was the highest observed. For the EM method, observe that the accu-
racy showed smaller variation due to the modification of the number of clusters
formed. Also note that execution 7, containing 9 clusters (or a dictionary of size 9),
showed accuracy of disaggregation close to that of the other executions. In Table 3
we present the disaggregation accuracy obtained by other methodologies. Note that
we have outperformed these, using the k-Means and EM methods.

In general, we observe that the disaggregation of a signal of energy consumption
by data mining, as presented in this paper, depends on several parameters. One of
them is a priori knowledge about the nature of the data. This allows you to choose

Table 3 Results of accuracy
of others disaggregation
methods

Method Accuracy (%)

Simple Mean [11] 39.00

FHMM [7] 59.60

Powerlets [11] 79.00
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more appropriate approaches which leads to better results. The parametrization of
the methods is also another relevant point. As seen, the accuracymay vary depending
on the number of groups chosen, especially in the k-Means method.

To conclude, we observe that through data mining techniques, we can obtain
better accuracy than those obtained by other complex techniques. Notice in Table 1
that both the processing times and the number of iterations of the algorithms can be
considered low.

For future work, we suggest exploring other data mining techniques. We also sug-
gest using other databases. We suggest applying other techniques of pre-processing
and transformation of energy consumption signals, verifying to what extent we can
reduce the databasewithout reducing the accuracy of the disaggregation. Othermeth-
ods of data mining can also be investigated.
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Bamboo: A Great Ally of the Civil
Construction

Caroline Mayumi Yamaguchi , Márcia Milena Pivatto Serra
and Adriana Volpon Diogo Righetto

Abstract Sustainability adoption at the civil construction has been increasing over
the years in a search for sustainable alternatives to reduce pollution and waste. One
of those sustainable practices which has received great attention in the last few years
is the application of bamboo as a raw material. In fact, bamboo has been employed
in different areas, such as in the food industry, handicrafts, housewares, and furni-
ture. Its main features are flexibility, durability, lightweight, strength, low cost and
versatility, which enable its application at the construction industry. However, its use
requires specific treatments, such as fungicide and insecticide, along with careful
procedures for harvesting, curing and drying. Therefore, the aim of this research is
to evaluate the potential use of bamboo as a building material for the construction
industry by means of mechanical tests. Measurements were performed at theMateri-
als Laboratory, School of Engineering from the Mackenzie Presbyterian University,
Campus Higienópolis. The analysis was based on two bamboo species, which were
chosen after interviewing experts in the field and searching the literature. For com-
parison purposes, two bamboo species were studied: Dendrocalamus aesper and
Phyllostachys pubescens, which were chosen according to suggestions from experts
in the field and by searching the literature, especially those contributions based on
physico-chemical tests with other bamboo species. Based on the analyzed experi-
mental data, the results evidenced the bamboo species studied herein could be applied
to civil contruction. Both species chosen for this work provided suitable mechanical
characteristics, since the average compressive strength for theDendrocalamus aesper
species was 83.14 MPa and for the Phyllostachys pubescens species was 97.67 MPa.
The tensile strength for the Dendrocalamus aesper was 180.71 Mpa, whereas for
Phyllostachys pubescens was 121.88 MPa. These results are in good agreement to
the literature, which makes these bamboo species suitable as a sustainable alternative
for the construction industry.
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Keywords Civil construction · Bamboo ·Mechanical properties

1 Introduction

Bamboo comes from the family Poaceae (formerly called Graminae), which has
over 1250 species. They are adaptable to tropical, sub-tropical and mild climates
[1]. Bamboo may be found in diverse regions of the world, such as in the American,
African and Asian continents [2].

Even though the biggest native bamboo forest is in the Brazilian territory, particu-
larly at the State of Acre [3], there is some preconception about the use of bamboo. It
was formerly employed as a building material by indigenous communities, followed
by the slaves, which conceived the meaning of poverty and misery by the society.
Moreover, bamboo may be associated to the lack of salubrity and subhuman living
conditions. The image of social status, from the antiquity up to nowadays, is taken
according to the type of housing. This type of construction was called wattle and
daub (pau a pique, in Portuguese) [4].

On the other hand, bamboo has a broad range of applications in some countries
from Asia, such as Japan and China, which comes from spiritual/religious reasons
up to a myriad of others. Over 5000 uses for bamboo have been found all over the
world [2]. Its versatility ranges from handicrafts, landscape design, paper fabrica-
tion, fabrics, musical instruments, reforestation of Riverside vegetation, recovery of
eroded areas, control of steep slopes and a raw material for civil construction [5].

Some countries next to Brazil, such as Costa Rica, Ecuador and Colombia, have a
higher acceptance to the use of bamboo as the rawmaterial for construction, wherein
it is employed for low-cost housing, as well as in large construction projects, such as
bridges and pavilions. Therefore, it is well known that bamboo is not only a potential
building material, but also a low-cost, eco-friendly and easy to handle alternative [6].

Even though the use of bamboo as a raw material in construction dates back
to ancient times, it has become a sustainable alternative when the use of natural
resources tend to decrease environmental pollution by giving priority to the natu-
ral environment, especially at the civil construction industry, since its residues are
amongst the main sources of pollution to the environment. Moreover, bamboo has
suitable physico-chemical properties, great durability, workability and versatility. It
also serves as a tool for land restoration and erosion control [3].

Based on the suitable features cited above, the study of bamboo was proposed
by considering its plantation, harvesting, drying, treatment and application in the
housing industry, as well as the investigation of its mechanical properties.

A stable bamboo production takes about five to seven years, whereas its ripening
takes place within three to four years. During this period culms and shoots are
harvested to continue the cultivation and production. Bamboo irrigation is required,
whereas no pesticide is needed. Manual harvesting may be carried out by using axes
or jigsaw, which might help fortify the bamboo crop [7].
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During bamboo growth, its fibers may become more resistant and harder. Its
application in housing is recommended when it has the age of three to five years,
since it acquires the maximum resistance [8]. Harvesting depends on the location:
in tropical regions it is recommended to be carried out at the end of the dry season.
In subtropical regions it should be performed during the winter season due to the
smaller amount of water and starch in bamboo culms, since they store its reserves
within the rhizome, which decreases the chances of fungi and insect attacks [9].
Moon phase and harvest time are also taken into account. Optimum harvest time
would be on waning moon and before sunrise [7].

In order to increase durability and decrease the chance of fungi and insect attacks,
harvested bamboo must undergo curing and treatment processes. Curing is highly
recommended to be carried out inside the forest, since bamboo poles will still have
its leaves and branches. They should be kept in a vertical position at the harvest site
for four weeks over neighboring bamboo poles and rocks to avoid humidity. It should
be done at the end of the dry season, but in the time, local pressure and humidity
it was developed [7]. The treatment process occurs mostly by substituting starch
by chemical substances. In Brazil, the most frequently used method is treating with
boric acid and borax. The treatment occurs by dipping bamboo poles into a solution,
which lowers starch concentration by trapping it into the tank water. Cleaning the
tank from time to time helps avoid accumulation of reagents. Salts are absorbed and
adhered to the bamboo walls, which hinders the growth of xylophagous organisms.
The use of varnish and sealants is recommended for preserving bamboo [10].

Bamboo drying is an important step to provide suitable resistance and durability.
If it were not done properly, bamboo pieces may suffer shrinkage, which will cause
structural failure. It is highly recommended to dry bamboo inside greenhouses, since
they are more efficient by harvesting sunlight during the day, without direct light
illumination, and yet keeping it warm at night [7].

Storage should be done indoors, protected from the rain and sunlight, with the
poles arranged in layers with some room for air ventilation. Bamboo poles should
be kept 15 cm off the ground to avoid moisture. [9].

Bamboo has a high structural performance in terms of compression, torsion and
bending. It is known to have good bending properties in light of its tubular volumetry
and the longitudinally-oriented fibers, which create micro-tube bundles [10]. Nev-
ertheless, the mechanical properties of bamboo are mainly influenced by its age,
weather conditions, harvest time, species and moisture content [10].

Bamboo is a sustainable, low-cost, eco-friendlymaterial with a large scale produc-
tion. It provides less damage to the environment, both in its production and application
in the housing industry, which decreases the amount of polluting residues generated
there from. It is a environmentally friendly material with a myriad of applications in
construction [11]. It is an efficient substitute for certain wood species in many con-
struction types [12], besides being affordable to most social classes [13]. Therefore,
the aim of this work is to show the mechanical properties of bamboo by carrying out
tests for two bamboo species: Dendrocalamus aesper and Phyllostachys pubescens.
Compressive and tensile strength were measured for both bamboo species and its
technical viability studied for the housing industry.
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2 Methodology

This research was carried out at the Materials Laboratory, School of Engineering
from Mackenzie Presbyterian University—Campus Higienópolis, Brazil. The aim
of this work was the study of mechanical and structural properties from bamboo
culm from two species:Dendrocalamus aesper and Phyllostachys pubescens, which
are native bamboo species from Atibaia, State of São Paulo, Brazil.

Due to the lack of specific standardization, the tests carried out in this work were
based on the usually adopted standards and processes from the literature for the same
analyses [14, 15].

2.1 Compressive Strength

According to suggestions from the literature, each sample was cut at a height of
approximately two times its external diameter, as shown in Figs. 1 and 2. Those
samples were polished from both sides in order to make them uniform, as well as to
allow the uniform distribution of tension during compressive tests.

The height and inner diameter of each sample were measured by using a digital
calliper with a resolution of 0.01 mm, which is similar to the universal calliper with
the same resolution. Since throughout the bamboo sample the cross-sectional areas
are not totally circular and there are changes in thickness, three measurements from
the diameters were performed herein in different positions: top, center and bottom.

Tests were performed in a Universal Testing Machine, as shown in Fig. 3, with a
maximum load of 60 tf and a loading rate of 10 mm/s.

The sample was placed in such away that themovable cross headwouldmatch the
cross-sectional area of the specimen. The compressive strength was calculated from

Fig. 1 Bamboo samples for
compressive strength tests
from the Dendrocalamus
aesper species. Source
Author’s own figure
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Fig. 2 Bamboo samples for
compressive strength tests
for Phyllostachys pubescens
species. Source Author’s
own figure

Fig. 3 Universal Testing
Machine for the compressive
strength tests. Source
Author’s own figure

the relationship between the maximum supported load of each bamboo specimen
and the external area (the average sample internal diameter was taken into account),
as shown in Fig. 3.

Themaximum compressive strength was achieved when bamboo failed. Figures 4
and 5 show two broken bamboo samples, just after tensile measurements. Twenty
samples were measured: 10 fromDendrocalamus aesper and other 10 Phyllostachys
pubescens species.
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Fig. 4 Fractured bamboo
samples from the
Dendrocalamus aesper
species. Source Author’s
own figure

Fig. 5 Fractured bamboo
samples from the
Phyllostachys pubescens
species. Source Author’s
own figure

2.2 Tensile Strength

Bamboo samples for the axial tensile strength tests were molded as shown in Figs. 6,
7 and 8. Strips were taken from culms with a height ranging from 20 to 29 cm and a
thickness depending on the culm wall.

Bamboo strips were labeled sequentially from the edges (approximately 5 cm
from the table length) in order to hold them tightly to the press. The central part of
the specimen measured approximately 5 cm in length and 5 mm in width. Within the
transition zone the width ranged from 5 up to 6 mm.

After the templates were ready and bamboo samples were properly labeled, the
next step was to polish them to guarantee constant uniformity within the cross-
sectional area to be fractured, making sure no error could happen. It is recommended,
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Fig. 6 Model for conducting the bamboo strip samples for tensile strength tests. Source Author’s
own figure

Fig. 7 Bamboo strip
samples for tensile strength
tests for the Dendrocalamus
aesper species. Source
Author’s own figure
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Fig. 8 Bamboo strip
samples for the tensile
strength tests for the
Phyllostachys pubescens.
Source Author’s own figure

if fracture occurs away from the central region of the bamboo sample, that this result
should not be analyzed. The reason for this fracture is usually shear stress.

In order to improve the adherence between the sample holder and the specimen a
piece of sandpaper was inserted on each edge. This procedure aimed at minimizing
sample slippage during tests, as shown in Fig. 9.

Width and thickness measurements were performed at the fracture zone of the
specimen in order to determine the cross-sectional area before the tests were per-
formed, exactly where it would occur.

The tensile strength tests were performed at a Universal Testing Machine with a
load of 60 tf, as shown in Fig. 10. A total of 7 samples were analyzed: 3 fromDendro-
calamus aesper and4 fromPhyllostachys pubescens. One sample fromPhyllostachys
pubescens species was used as an experimental run to specify test requirements for
the other samples.

The tensile maximum load is found when there is a failure of the specimen.
Figure 11 shows the failure for both bamboo species.
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Fig. 9 Specimen for tensile
strength tests. Source
Author’s own figure

Fig. 10 Universal Testing
Machine used for tensile
strength measurements.
Source Author’s own figure
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Fig. 11 Samples from both bamboo species:Dendrocalamus aesper and Phyllostachys pubescens.
Source Author’s own figure

3 Results and Discussion

Measured data was analyzed by using a statistical software (Statistical Package for
Social Sciences—SPSS, IBM, EUA). Both descriptive (especially those measured)
and inferential analyses were performed at a significance level of 5%.

The first step was to check normality from the results by means of the Shapiro
Wilk statistical test. Most of the results did not show normal distribution. Both non-
normal, non-parametric analyses were associated in order to compare the results
from the bamboo species, as recommended by the Mann-Whitney test.

The data from the statistical analyses for compressive and tensile strength are
summarized in Tables 1 and 2.
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Table 1 Statistical data from the variables of compressive stress (tf) and compressive strength
(MPa) from two bamboo species, 2018

Statistics Species Compressive stress Area Compressive strength

Medium Dendrocalamus
aesper

24.56 29.10 83.14

Phyllostachys
pubescens

15.20 15.31 97.67

Minimum Dendrocalamus
aesper

19.80 24.72 59.95

Phyllostachys
pubescens

13.60 13.30 88.62

Maximum Dendrocalamus
aesper

31.40 36.09 98.24

Phyllostachys
pubescens

18.10 17.49 124.43

Table 2 Mann-Whitney test for comparison of species, variables: length (mm), external diameter
(cm), weight (g), thickness (mm), internal diameter (cm) compressive stress (tf), area (cm2) e
compressive strength (MPa) de duas espécies de bambu, 2018

Variable Specie Median p-valor

Length Dendrocalamus aesper 304.65 0.0001*

Phyllostachys pubescens 237.93

Extern Diameter Dendrocalamus aesper 14.19 0.0001

Phyllostachys pubescens 10.69

Weight Dendrocalamus aesper 1145.60 1.0000**

Phyllostachys pubescens 1145.60

Thickness Dendrocalamus aesper 13.24 0.0001

Phyllostachys pubescens 9.84

Internal Diameter Dendrocalamus aesper 12.90 0.0001

Phyllostachys pubescens 9.69

Compressive Stress Dendrocalamus aesper 23.70 0.0001

Phyllostachys pubescens 14.73

Area Dendrocalamus aesper 28.21 0.0001

Phyllostachys pubescens 15.16

Compressive Strength Dendrocalamus aesper 83.3750 0.0111***

Phyllostachys pubescens 94.8445

*Significant a 1%; **Equivalent; ***Significant a 5%
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3.1 Compressive Strength Tests

Statistical data from Table 1 were achieved from compressive strength tests for 20
samples, 10 from each species. The average, maximum and minimum compressive
strength supported by each sample in the test was determined from a general data
analysis for each species.

Tensile data, as described earlier, was measured from sample failure. The area
was calculated by subtracting two area values: the external and internal areas of
bamboo samples. The outer and inner diameters were measured by using a digital
caliper. A circular area was considered for bamboo. The corresponding areas were
determined and the final area was calculated by subtracting the two values. Then
the average, minimum and maximum data were determined for each species. Com-
pressive strength was then determined from the relationship between tension and
area.

According to Table 1, both bamboo species were within the reported parameter
for the uniaxial compressive strength [16]. Samples from theDendrocalamus aesper
species provided a compressive strength of 83.14 MPa and those from Phyllostachys
pubescens species 97.67 MPa.

Table 1 shows that the Dendrocalamus aesper species is able to withstand a
higher load than Phyllostachys pubescens, since it has a higher cross-sectional area
deriving from its structure and diameter. Nevertheless, when comparing both species
by means of the average statistics, it is noticed that the Phyllostachys pubescens
has a better compressive strength compared to Dendrocalamus aesper, which is ca.
17.48% higher, despite having a smaller structure, i.e., a smaller cross section to
withstand the load.

The average,maximumandminimumdata from each species described in Table 2,
were achieved by a general analysis from 6 samples, 3 from each species, starting
from tensile strength tests for each sample after their failure. Then the cross-sectional
area was calculated from the failure location. Data were measured by using a caliper
before failure. Tensile strength was derived from the relationship between tension
and area.

Although most of the variables used in the Shapiro-Wilk test could be considered
normal, nonparametric tests were chosen because of the small number of samples.

For Table 2,most of the variables were significant at 1%, except themass, between
the two species studied. However, when the medians such as length, internal and
external diameter, thickness, compression stress, and area and between the species
Dendrocalamus aesper and Phyllostachys pubescens are different, it is observed that
the one of thefirst species cited is superior to of the second. Excluding themass,which
has a similar behavior between both species, and the exception appears in the variable
resistance to compression, where the one of the species Phyllostachys pubescens is
larger than the one ofDendrocalamus aesper. Therefore, it was concluded that in the
majority of the measures evaluated the species Dendrocalamus aesper had higher
values.
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3.2 Tensile Strength

Table 3 shows data from tensile tests for parallel fibres from the bamboo sample. The
tensile strength from the bamboo samples, in general, ranges from 40 to 215 MPa,
with or without the presence of nodes [16]. Therefore, the average of tensile strength
for both bamboo sample species was within the required parameter: 180.71 Mpa
forDendrocalamus aesper species and 121.88 MPa for the Phyllostachys pubescens
species.

The analysis of Table 3 shows that the tensile strength forDendrocalamus aesper
species is higher than for Phyllostachys pubescens, i.e., 87.46% higher, which is able
to withstand a higher load.

When comparingboth species for their tensile strength, theDendrocalamus aesper
species had a better performance than Phyllostachys pubescens, since it provided a
ca. two-fold increase for this parameter.

Both bamboo species chosen in thiswork provided suitablemechanical properties,
which serve as a motivation for the use of bamboo as a substitute for steel [16], as
well as a driving force for its use in association with other building materials such
as concrete, in order to increase its mechanical resistance.

Compressive strength data was, on average, three times lower than tensile strength
[14]. Then it was concluded that both Dendrocalamus aesper and Phyllostachys
pubescens species have a higher tensile strength than compressive strength.

Here, also, non-parametric tests were chosen because of the small number of sam-
ples. although most of the variants used in the Shapiro-Wilk test can be considered
normal. According to Table 4, although no test is significant at 5%, since a small
sample has been used and non-parametric tests have been used, it can be considered
that at 10% there is a significant difference between the medians for the measured
variables c, height, tensile stress, area and tensile strength. Another important obser-
vation in Table 4 is that for all the significant measures the species Dendrocalamus
asper has higher values than the species Phyllostachys pubescens.

Table 3 Statistical data from variables of tensile stress (tf) and tensile strength (MPa) from two
bamboo species, 2018

Statistics Species Tensile stress Area Tensile
strength

Medium Dendrocalamus aesper 1256.67 0.68 180.71

Phyllostachys pubescens 670.00 0.50 131.88

Minimum Dendrocalamus aesper 990.00 0.64 151.22

Phyllostachys pubescens 640.00 0.48 125.88

Maximum Dendrocalamus aesper 1420.00 0.71 202.52

Phyllostachys pubescens 720.00 0.52 136.44
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Table 4 Mann-Whitney test for comparison of variable species: height (mm), mesure a (mm),
mesure b (mm), mesure c (mm), tensile stress (tf), área (cm2) e tensile strength (MPa) of two
species of bamboo, 2018

Variable Specie Median p-valor

Mesure a and b Dendrocalamus aesper 11.47 0.2291

Phyllostachys pubescens 11.87

Mesure d and e Dendrocalamus aesper 6.12 0.6291

Phyllostachys pubescens 5.96

Mesure c Dendrocalamus aesper 5.73 0.0571*

Phyllostachys pubescens 5.53

Height Dendrocalamus aesper 299.10 0.0571

Phyllostachys pubescens 200.61

Tensile Stress Dendrocalamus aesper 1360.00 0.0571

Phyllostachys pubescens 660.00

Area Dendrocalamus aesper 0.69 0.0571

Phyllostachys pubescens 0.50

Tensile Strength Dendrocalamus aesper 188.38 0.0571

Phyllostachys pubescens 132.60

*Significant a 10%

4 Conclusion

The supply chain of the construction industry generates an enormous amount of pol-
lutants to the environment. The main reason is associated to the chosen materials,
which might be rather expensive in most cases. Therefore, thinking about sustain-
able and low-cost materials means to search for alternatives to comply with global
environmental requirements, population growth and housing shortage.

Bamboo is a versatile material, which may be found in most of the Brazilian
territory. However, there is some prejudice against its usage in Brazil since it is
usually associated with poor houses, whereas in some other countries, especially in
Asia, its use is encouraged since it is a highly resistant material.

The world has been changing and it is open to new cultures. In Brazil, the scenario
is not different. Nevertheless, there is a lack of specific technical criteria for Engineers
and Architects when they want to apply bamboo in their projects. The Brazilian
standard for thismaterial is yet under discussion and research studies could contribute
for broadening its applications, corroborating its relatively high compressive and
tensile strength, as well as in destroying the prejudice of “poor” housing. High
complex structures endowed with strong aesthetics may be created by using this
material.
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The data from mechanical tests from Dendrocalamus aesper and Phyllostachys
pubescens species showed that bamboo is a viable raw material for application in
small and big construction projects.

According to the statistical studies carried out in the research, it was observed that
the species Dendrocalamus aesper has characteristics superior to that of the species
Phyllostachys pubescens. Suggesting that the geometry ofDendrocalamus aesper is
best for use in construction.

Therefore, since bamboo is a sustainable material with large scale production,
a low-cost and eco-friendly material, its use in housing projects can decrease the
generation of polluting residues. Since it is a renewable resource, has a broad range
of applications and is affordable tomost social classes, it is considered a greatmaterial
candidate for use in the housing industry.
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Fingerspelling Recognition Using
Histogram of Oriented Point Cloud
Vectors from Depth Data

José Elías Yauri Vidalón and José Mario De Martino

Abstract The high degree of freedom of hand movements produces a high variabil-
ity of shapes and hand appearances that still challenges hand gesture recognition al-
gorithms. This paper presents an approach to recognize sign language fingerspelling.
Our approach, named histogram of oriented point cloud vectors (HOPC), is based on
a new descriptor computed only from depth images. The segmented depth image is
mapped into a 3D point cloud and divided into subspaces. In each subspace, 3D point
vectors are mapped into their spherical coordinates around its centroid. Next, it is
computed their orientations anglesHϕ andHθ onto two cumulative histograms. Nor-
malized histograms are concatenated to form the image descriptor and used to train a
Support Vector Machine classifier (SVM). To assess the feasibility of our approach,
we evaluated it on a public data-set of American Sign Language (ASL) composed of
more than 60,000 images. Our experiments showed a recognition accuracy average
of 99.46%, achieving the state of the art.

Keywords Sign language recognition · Fingerspelling recognition · Handshape
recognition

1 Introduction

Sign language is a visual-spatial language, which is used by deaf people as a natural
communication system [17]. Instead of using sound patterns, sign language uses
gestures to convey meaning. A gesture can be manual or non-manual, and has a
conventional meaning to the deaf community. A manual gesture is performed by the
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arms, hands and fingers, while a non-manual gesture is carried out by movements of
the body, head and facial expressions.

Sign language has a rich lexicon to express concepts, ideas, feelings, etc. Thus,
for spelling out names for which there are no signs, e.g., names of people, countries,
places, movies, sign language uses fingerspelling. To fingerspell a word, the signer
spells out the letters of the word by using its respective representation in the manual
sign language alphabet. For example, the wordMontreal should be fingerspelled by
the sequence of signsM+O+N+T +R+E+A +L. The importance of fingerspelling
lies on the regular presence of fingerspelled words during communication between
deaf people. According to Padden [12], fingerspelling represents almost 18% of
a typical dialog. Figure 1 illustrates the American Sign Language (ASL) alphabet
which consists of 26 handshapes, two of which have motion.

Since deaf people interact dailywith hearing people, misunderstandingsmay arise
because deaf people usually do not learn to speak given their hearing limitations;
moreover, hearing people usually do not learn sign language. Aiming to improve the
quality of life of deaf people, sign language recognition (SLR) has gained increased
attentionof the research community over the past decades [1, 6, 16, 23].Nevertheless,
despite the advances, automatic recognition of sign language gestures remains a yet
unsolved problem, being a reason for much effort in the computer vision community.

This work presents an approach to recognize fingerspelling of the American sign
language alphabet. Inspired by recent studies showing that depth images lead to
more promising results than traditional RGB image approaches [18, 22], the new
approach is based on a new descriptor named Histogram of Oriented Point Cloud
Vectors (HOPC) computed only from depth images. In our approach, assuming that
the hand is the most foreground object in the image, the hand region is first cropped

Fig. 1 American sign language alphabet. Adapted from Peach [13]
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and segmented. Next, to be robust against rotation variances, the hand is aligned
vertically with theY vertical axis using themajor axis of the hand region as reference.

After, the hand region is mapped into a 3D point cloud and divided into subspaces.
In each subspace, 3D points are converted to vectors around the centroid of the cloud
and projected to their spherical coordinates. Then, two cumulative histograms Hϕ

and Hθ are computed with each point contributing to a histogram bin according to
its orientation angles in the 3D spherical coordinate system. Both histograms are
concatenated and normalized. The final descriptor consists of the concatenation of
all the subspace histograms in which the image was divided. For recognition, we use
a Support Vector Machine (SVM) classifier. Our proposal was assessed on a public
available data-set of 24 signs—each sign has 500 samples, and altogether 60,000
depth images—of the ASL alphabet [14]. The remainder of this paper is organized
as follows: Sect. 2 provides a brief overview of related work; Sect. 3 details our
proposal; Sect. 4 presents the experimental results; and finally, Sect. 5 outlines the
conclusions and future work.

2 Related Work

2.1 Depth Sensing

Recent advances in depth sensing technologies have made possible consumer sen-
sors at low cost with capabilities to capture depth images in real time. The depth
sensor improvements have motivated real-world applications beyond traditional en-
tertainment, and have boosted research on gesture recognition for human computer
interactions and well as sign language recognition [3, 22].

Although depth data generated by the current low cost sensors still have low
resolution and are noisy, they have the advantage of being robust against illumination
and signer appearance (e.g., lighting conditions, skin color and signer’s clothing).
Therefore, methods have been developed to segment objects, background subtraction
and to calculate image features directly from depth images [18].

2.2 Hand Gesture Recognition Methods

Many approaches in gesture recognition extract features from RGB images. For
instance, Isaacs and Foo [5] recognized 24 static gestures of the ASL alphabet by
using wavelet features from edge detected images and Artificial Neural Network
(ANN), achieving a recognition rate of 99.90%. In this work, the user’s hand is the
only foreground object against a color flat background.

Otiniano-Rodríguez et al. [11] proposed the use of invariant geometric moment
features to train a Support Vector Machine (SVM) classifier in order to recognize
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24 static gestures of the ASL alphabet, achieving a recognition rate of 96%. In this
work, the user’s hand is the only object in the controlled scene, presenting only slight
scale variations.

Approaches that use RGB cameras are strongly dependent on illumination and
background conditions and require setup conditions and assumptions to reduce the
complexity of the hand location and segmentation, which ultimately restrict their
application to real life gesture recognition systems.

Recently, Pugeault and Bowden [14] used both RGB and depth images to recog-
nize the 24 static gestures of the ASL alphabet. They used Gabor filters to extract
features from both images and trained with a Random Forest (RF) classifier. In the
case of using half of the data for testing and half for training, they reported recognition
rates of 73, 69, and 75% using only color features, depth features, and combined fea-
tures, respectively. They also presented a public dataset where five subjects perform
the gesture while moving the hand in front of a Kinect camera.

Xiaolong and Wong [21] used both RGB and depth images to recognize the 24
static gestures of ASL [14]. They used Scale Invariant Feature Transform (SIFT)
on color images and Local Binary Pattern (LBP) on depth images, then fused these
features by means of a kernel descriptors, and finally, constructed a bag-of-visual-
words model which was trained using SVM. They achieved a recognition rate of
88.94%. SIFT points vary widely between frames due to lighting changes, and not
addressing the LPB scale variations reduces performance.

Keskin et al. [7] presented a Shape Classification Forest aiming to recognize
hand poses from depth images. They achieved a recognition rate of 97.8% in the
dataset [14]. Hand poses are 3D models which are matched with depth shapes dur-
ing classification. Since different 3D hand configurations can produce the same 2D
appearance, it has a high computational cost for training and testing.

Recently, Rioux-Maldague and Giguere [15] explored the Deep Belief Networks
to recognize the static signs of the ASL alphabet [14], achieving a rate of 99.00%.
Also, Li et al. [9] combined a feature learning approach based on Sparse Auto-
Encoder (SAE) with Convolutional Neural Network (CNN), achieving a rate of
99.05% in the dataset [14]. These approaches use both color and depth images, and
due to the nature of the feature learning approach presented in [9, 15], they are high
dimensional and computationally expensive when compared to our proposal.

Our proposal aims to recognize static hand gestures of the ASL alphabet by us-
ing only depth images classified using SVM. The proposed descriptor, histogram of
oriented point cloud vectors (HOPC), is less complex than other methods, whilst pre-
serving the spatial and geometric information of the hand that allow to discriminate
between hand shapes of similar 2D appearances but with different 3D configuration.

It is worth mentioning that a similar descriptor was proposed by Tang et al. [19],
but the source and meaning of the vectors are different. They computed normal
vectors from the gradients of the depth image in the spatial domain. In that domain,
the image only contains the relative distance to the sensor. Unlike them, working
in the point cloud space, our approach takes into account the true 3D real world
structure of the object in the scene, which is a great advantage for modern computer
vision applications.
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3 Our Proposal

This section describes our approach to recognize hand gestures of the ASL alphabet
(Fig. 1). The proposal is shown in Fig. 2, which consists of three stages: depth image
processing, feature extraction, and classification.

3.1 Dataset

We used the public dataset of ASL presented by Pugeault and Bowden [14]. The
dataset was recorded with a Kinect v1 and comprises 24 static signs of the ASL
alphabet (excluding letters J and Z because they involve motion). It contains 500
samples per sign performed by five signers, and altogether 60,000 images. A illus-
trations of samples from the dataset is shown in Fig. 3.

Since signer changes freely their hand location while recording, the shape of the
handshape changes and even may be overlapped with body parts. To add complexity,
some signs of ASL alphabet share similarities. For example, signs for A, E,M,N, S,
and T have almost the same handshape, which can lead to misrecognition. Figure 4
presents some instances of such similarities between signs.

Fig. 2 The proposed recognition system

Fig. 3 Illustration of samples from the dataset [14]
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Fig. 4 Illustration of similarities between signs in the ASL alphabet [14]. Signs are configured by
a fist with a subtle change of the thumb finger

3.2 Image Processing

This stage aims to segment the hand from the depth image, to align the hand, and to
map it into a 3D point cloud using the intrinsic parameters of the Kinect sensor.

Being depth = I(x, y) the depth image of the hand, we proceed as follows:

– Hand segmentation: Assuming that the hand is the most foreground object in
depth, we segment the hand region using a depth threshold. Pixels with depth
greater than the threshold are zeroed. The obtained depth mask is used to extract
the pixels of the hand.

– Hand alignment: To be robust against rotation changes, we compute the angle
α between the horizontal X axis and the major axis of the segmented hand—the
major axis is computed from the statistical second moment property of the depth
mask [4].

Next, a rotation is performed in a counterclockwise direction in order to align the
region of the hand with the vertical Y axis as follows: if α is less than zero, then
rotate 270 − α, otherwise rotate 90 − α.

– Mapping to point cloud: The aligned hand shape is cropped using its minimum
bounding box. Then, the hand is mapped into a 3D point cloud (PC) using the
intrinsic camera parameters of Kinect v1: fx = 525.0, focal length along axis
X; fy = 525.0, focal length along axis Y; cx = 319.5, optical center in X; and
cy = 239.5, optical center in Y.

PC(x, y, z) = mappingToPointCloud(depth(x, y))

Figure 5 illustrates the main steps of the image processing to extract the shape of
the hand.
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Fig. 5 Depth image processing steps in a depth image, b depth mask of the hand and its major
axis, c aligned depth image , and d depth image mapped into 3D point cloud

3.3 Feature Extraction

To extract feature descriptors, we proceed as follows:

– Along the viewing direction of the camera, divide the 3D point cloud into sub-
spaces and compute for each one their feature descriptors. For instance, the point
cloud is subdivided into k × k subspaces Si.

Each subspace is processed as follows:

• Find the central point CP of the subspace, CSi = (xc, yc, zc).
• Generate a vector vi for each point pi of the subspace as vi = pi − CSi
• Map vectors vi = (x, y, z) to spherical coordinates vi = (ϕ, θ, r) using Eq. 1,
where ϕ is the azimuthal angle formed with the X axis, θ is the polar angle
formed with the Z axis, and r is the radial. Notice that ϕ ∈ [0,π], θ ∈ [0, 2π),
and r ∈ [0,∞).

ϕ = tan− 1
y

x

θ = cos− 1
z

r

r = √
x2 + y2 + z2

(1)

• Compute the cumulative histogram of orientation angles of each vector vi. We
proceed in an analogous way as Histogram of Oriented Gradients (HOG) pre-
sented in [2]. Each vector contributes to the bins of the two histograms Hϕ and
Hθ according to their orientation angles ϕ and θ. Histograms comprise [0, 180]
degrees subdivided into nine bins. The angle θ is treated as an unsigned angle.

• The subspace histograms are concatenated and normalized between [0, 1]
– The final feature descriptor consists of the concatenation of all histograms from
all subspaces in which the point cloud was subdivided.

– The feature descriptor dimension is Ddim = k × k subspaces × 2 histograms ×
9 bins.



570 J. E. Yauri Vidalón and J. M. De Martino

3.4 Classification

To perform recognition tasks, we use an SVM classifier [10]. A support vector ma-
chine classifier performs supervised learning by computing a separating hyperplane
between classes. We use libsvm to execute multiclass classification, and it is setup
in one-against-one mode to operate in multiclass classification.

4 Results

To assess our approach, experiments were conducted with training and testing sets
with different partition proportion, namely 80–20%, 60–40% and 50–50%. Addi-
tionally, the training set was five-fold cross validated.

For the depth image processing stage, we use a threshold of TH = 15 cm. In the
feature extraction step, the point cloud was divided into 7 × 7 subspaces along the
viewing direction of the camera. For classification, the SVM was configured using
the radial basis function, with cost C = 100 and gamma g = 0.1. Each experiment
was repeated ten times.

Table 1 presents the achieved recognition accuracy in the ASL dataset. This
database has balanced data for each class [14].

Table 2 presents the confusion matrix of the classification of 24 signs of the ASL
alphabet under the 80–20% partition scheme.

Because the high degree of freedom of hand movement while the gesture is per-
formed, some alphabet signs have similar appearances due to the occlusion of the
fingers and changes in the viewing direction. Therefore, it was expected that some
signs were misclassified. For instance,M and N, and S and T, and P and Q, and R,
U and V have been little confused. Other signs were well classified.

For further validation of our proposal, Table 3 compares our approach against
other techniques under the 50–50% partition dataset scheme. Our proposal achieved
99.17% and outperforms other approaches [8, 14, 15, 20]; even, it performs better
than [9], the state of the art method.

Approaches presented in [9, 15] are heavily dependent on the feature learning
method applied. They are complex, time consuming and demand high performance
computing (e.g., Convolution Neural Network (CNN) has high computational costs
and has to setup many hyper-parameters) to produce accurate results. On the other

Table 1 Recognition accuracies in the ASL data-set using 7 × 7 subspaces in the point cloud

Dataset partition scheme (%) Accuracy (%) Standard deviation

80–20 99.46 0.0012

60–40 99.33 0.0010

50–50 99.17 0.0006
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Table 3 Recognition
accuracies in the ASL
alphabet dataset [14]

Method Accuracy (%)

Pugeault and Bowden [14] 75.00

Kuznetsova et al. [8] 87.00

Weerasekera et al. [20] 92.14

Rioux-Maldague and Giguere [15] 99.00

Li et al. [9] 99.05

Proposed method 99.17

hand, our approach is simple, fast, and based on human understandable features
computed from a single depth image. The proposed histogram of oriented point
cloud vectors (HOPC) computed from depth values encodes both the shape and the
appearance of the object from the 3D real world, and also is tolerant to small viewing
direction and scale changes, which is useful for real-time sign language recognizers.

5 Conclusions and Future Work

This paper presented an approach to recognize figerspelling of sign language alphabet
based on a new descriptor named histogram of oriented point cloud vectors, which
captures both the shape and the appearance of hand gestures from only depth images.
We validated the proposal on a publicly available data-set, achieving a recognition
rate of 99.46% in more than 60,000 real depth images.

As for future work, we intend to extend these features to recognize dynamic
gestures from sign language and test them both in real life scenarios and in large
datasets.
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Management
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Abstract The turnover rate of personnel in companies in the service sector is approx-
imately 10%. In Peru, this figure is above 15%, which generates high cost overruns
for organizations. Companies with the highest turnover are the service companies,
and the operational staff is regarded the key factor of these organizations. Previous
researchhas been carriedout on this issue, and the solutions aremodelswith theobjec-
tive of retaining employees, using Employer Branding, Endomarketing, and Talent
Management techniques. However, for this study, a model based on the combination
of these techniques was designed and applied. Thus, it is intended that the model
managed to meet the concerns raised and to reduce costs in companies. The model
was applied in a company in the fast food sector, aiming the frontline/operational
personnel of the organization. The results showed that an agile recruitment process
and development of personnel training significantly reduces high rates of personnel
turnover and the costs presented by this. Additionally, it is proven that the leadership
of store managers plays an important role in increasing employee satisfaction and
commitment within the organization.
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1 Introduction

As global economies grow, organizations face a constant war for talent. This growth
opens up new opportunities for personnel, and thus, new challenges for companies
in attracting top talent. Voluntary turnover occurs when employees join and leave a
company in a certain period [1].

High turnover rates are detrimental to organizations because they generate cost
overruns, such as recruitment and training costs, payment of overtime tofill vacancies,
low employee morale, time taken to hire new employees, and training time required,
depending on the job specialization. Moreover, high turnover affects employee pro-
ductivity until the new employees become fully competent in the job. Furthermore,
due to operational disruptions triggered by this issue, the time and talent that should
be spent on ongoing improvement of the process is used to combat high turnover
rates.

Latin America is not immune to this problem. According to a study conducted
by APERHU (Peruvian Association of Human Resources), Peru is the third country
with the highest turnover rate, standing at an average 18%, compared to rates ranging
5–10% in the remaining countries [2]. Moreover, overruns generated by turnover
account for about 43% in any type of company, according to Teresa Morales, a talent
management specialist [3].

Studies conducted by the Ministry of Labor and Promotion of Employment
(MINTRA, 2017) report a total of 10,725 employees joining and leaving companies,
out of which 62% belong to the service industry. This industry comprises service
provisions, restaurants, hotels, financial institutions, education, social services, gas,
and water. To this extent, the restaurant sector, subdivided into the fast food sector,
is constantly growing in Peru; in 2016 alone, it went up by 53% and reached 45,582
stores by the end of the year.

This study aims to reduce employee turnover and align employees with company
goals.

2 State of the Art

2.1 Endomarketing

There are several models to reduce high turnover rates across companies. Based on
prior research [4, 5] related to endomarketing, the authors adopt this strategy to solve
the issue in fast food restaurants. The models uphold that organizational support,
supervisor support, and organizational commitment are related to the employees’
willingness to stay in the current organization. Both authors concur that about 25.5%
of employees leave a company because there is no real organizational commitment.
However, these studies do not consider that the creation of training programs boost
commitment within the company.
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2.2 Leadership

Another key element of endomarketing is leadership, which affects employee
turnover. A total of 16.5% of employees quit because manager expectations are
unclear or because their direct bosses lack sufficient leadership. Additionally, an
employee under somebody’s leadership performs better, feels more motivated to
work, and maximizes productivity. Both authors agree that a leadership program
is not only essential for employees but also empowers bosses. Studies validate the
importance of leadership but do not outline a resulting comparison or the implemen-
tation plan [6, 7].

2.3 Employer Branding

The study on employer branding includes in its models the seven dimensions that
comprise this technique; namely, social value, interest value, economic value, appli-
cation value, development value, management value, and the value of a work–life
balance [8]. However, the application of these components varies across sectors and
organizational goals. The study found that, at present, 39% of companies are willing
to invest in this strategy. The authors also agree that the adoption of solid employer
branding exerts a powerful impact on personnel satisfaction and organizational goal
alignment [9].

2.4 Talent Management

Talent management is the baseline of all research on human resources (HR) within
organizations [10]. Majority of the models designed by using talent management
practices are aimed at achieving better results and gaining a competitive advantage.
One of the main findings of the model is the estimation that 43% of the leaders argue
that inadequate human capital management prevents organizational growth.

The strategies and models used to reduce employee turnover were previously
examined. However, validations of the proposals fail to completely solve the afore-
mentioned issues. Although there are service-related studies, there is a scarcity of
conclusive studies concerning the fast food industry that comprises such a sector.
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3 Development of the Model to Decrease Turnover Across
Service Companies

Toconceptualize this proposal, a comparative chart (see Fig. 1) of the appliedmod-
elswas prepared on the basis of the literature reviewed, to examine eachmethodology
in the sectors examined.

The first model consists of a case in the United States, which intends to reduce
employee turnover in fast food restaurants. The research focuses on decreasing
turnover by implementing internal marketing techniques and analyzing how they
enhance job satisfaction and commitment to retain employees. The study seeks to
show that a lack of satisfaction and commitment affects turnover.

The second model is a case from India, which is based on employer branding and
focuses on the technique’s dimensions. The study concludes that employer branding
plays a crucial role for organizations.

The thirdmodel was also designed in India, using secondary data to prove its theo-
ries. It is basedon four steps: (1) attraction proposition, (2) capacities, (3) experiences,
and (4) the commitment to achieve a long-term employer–employee relationship.

Using a combination of these techniques is recommended to reduce employee
turnover in any service company.

Upon applying the techniques in the fast food industry—a neglected sector—the
purpose is to create a model that promotes personnel retention, improves organiza-
tional climate, cuts costs, enhances productivity, and boosts organizational commit-
ment.

Fig. 1 Models to reduce employee turnover
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Table 1 Value proposition

Recognition

I was granted an award for good performance

My bosses recognize my work and praise me for a job well done

The company fosters fairness in the workplace

The company implements a recognition program

The company uses distinguished employees as role models

Section 3.1 analyzes each component of the model, and Sect. 3.2 deals with the
indicators for the proposed model.

3.1 Input for Value Proposition

The model is built from a survey based on employer branding, which used vari-
ables such as recognition, communication, leadership, career line, motivation, and
interpersonal relationships.

To perform this survey, the Likert scale was adopted (not at all important, slightly
important, moderately important, important, and very important), and each variable
comprised five statements that were randomly distributed within the survey.

Table 1 presents the five statements concerning “Recognition”; the same method
was adopted for the other variables.

The results reveal the employee value proposition to be applied according to the
type of organization and processes. However, not all the variables may be considered
to obtain the value proposition, as the model would be highly biased.

3.2 Input of Human Resources Processes

Every company in the service industry should enhance its HR management, as
employees advance the value proposition to the end customer; “satisfied employ-
ees lead to satisfied customers,” as many HR leaders assert.

Therefore, an HR management process flowchart should be used to identify cor-
porate areas that need improvement to achieve the baseline results, design a devel-
opment plan according to the areas detected and compare the baseline results with
the indicators implemented post-implementation.
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Fig. 2 Adapted model employer branding

3.3 Methodologies to Be Implemented

Following strategies were implemented in the aforementioned processes to obtain
the proposed model.

Employer Branding: This is used to find the company’s value proposition; it is
the first step to drive change in an organization. It may also be used to streamline the
recruiting and selection sub-processes. The goal is to win the external client through
value proposition and reduce costs with the new selection processes (Fig. 2).

These practices are aimed at increasing personnel satisfaction and, consequently,
the external client’s satisfaction. These practices are coupled with leadership in train-
ing operators to boost organizational commitment and empower chain storemanagers
so that, in turn, they motivate their employees.

Talent Management: This strategy encompasses the model, as it facilitates reten-
tion efforts such as training, compensation, and organizational climate. It also
includes improvement initiatives in the area sub-processes according to the diag-
nostics within the company.

3.4 Indicators

Table 2 presents the indicators that are recommended to measure the model across
the implementation stages.
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Table 2 Model indicators

HR processes KPI

Selection Employee turnover rate

Average time to fill

Average cost per hire

Training Effectiveness of the inductions attended by new employees/store managers

Number of audit findings

Satisfaction with the program undergone

Career line Number of personnel promoted

4 Validity

As mentioned, the model was applied in a fast food restaurant in Lima, Peru. The
same model has been applied in the other three scenarios to multiply the number of
indicators and conduct a thorough analysis of the case study.

4.1 Model Index Comparative Analysis

Below is a comparison of the four stores chosen to validate the model. The pri-
mary model indexes used as base were employee turnover, organizational climate,
inductions attended, and productivity.

Different scenarios were compared for assistants and delivery persons.
Table 3 presents the comparison of the previous scenarios, which matches the

improvement achieved in the four cases with the baseline situation.
For assistants, the average turnover rate and organizational climate increased by

61.91 and 77.12%, respectively. Only assistants underwent inductions; hence, the
average effectiveness of the inductions attended stood at 77.24%, raising the desired
productivity by 68.94%. Delivery persons improved the average turnover, as it fell by

Table 3 Comparison of the Scenarios with the Baseline

Assistants Delivery persons

Index (%) Scenarios proposed Baseline Scenarios proposed Baseline

Employee turnover 61.91 76.26 67.21 82.25

Organizational
climate

77.12 75.00 75.90 75.00

Inductions attended 77.24 – – –

Productivity 68.94 62.50 67.97 62.50
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Fig. 3 Turnover Rate per position v. Baseline

15.04%, and the organizational climate for them improved by 75.90%. No inductions
were conducted for this position, so no index is available. Productivity grewby5.47%.

To facilitate the comparison of the turnover rates—the subject matter of this study
(Fig. 3)—the different baseline indexes per position were compared with the average
indexes after implementing the model in the four cases.

The savings earned from implementing the model for assistants and delivery
persons amount to PEN 6,782.73 and PEN 13,624.10, respectively.

5 Conclusions

Upon performing a comparative analysis of the four scenarios chosen to validate the
model with respect to the baseline, it may be concluded that, through statistical tests,
there is an overall improvement in employee turnover, organizational climate, the
number of inductions attended, and productivity. The model’s implementation also
allows the organization to cut internal costs from the high turnover experienced in
2016 and 2017.

This methodology combines employer branding, endomarketing, and leadership,
thereby providing talent management with strategies to create a value proposition
suitable for an organization. Throughout applying the techniques and the case study,
the recruiting process was streamlined; a trainer position was created; and training
programs were optimized. The devised methodology may be applied to any organi-
zation.

The final model indicators are right on course and are optimum to monitor
improvement on an ongoing basis. Store managers and new hires should continue to
undergo training to foster a favorable organizational climate.
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We recommend implementing the model in future engagements involving admin-
istrative personnel and companies with high turnover rates in a sector other than the
service industry.
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Technological Model for the Exchange
of Goods in the Peruvian Agricultural
Business Sector Using the Smart
Contracts and Blockchain

Christopher Cortez-Zaga , Víctor Casas-Llamacponcca
and Pedro Shiguihara

Abstract To make the purchase or sale of a product through the internet, an inter-
mediary is needed to validate certain operations, which make the products more
expensive; according to INEI (National Institute of Statistics and Informatics), 68%
of Peruvian agricultural sector distrusts the use of the internet for the sale of their
products, so it is unlikely that they will carry out certain operations over the internet.
As a result, two emerging technologies were created that offer new opportunities
for the design of decentralized markets, allowing to increase the security of transac-
tions, saving money by not depending on an intermediary, increasing the confidence
of farmers and ensuring transparency and immutability of each transaction; these
technologies are the Smart Contracts and Blockchain. They are technologies store
information in a shared and transparent system for all the members; likewise, that
the records of transactions cannot be altered, thus ensuring the transparency and
immutability of the information. This document proposes a model that uses the
Smart Contract and Blockchain technologies applied in the Peruvian agricultural
business sector, which allows both the buyer and seller to commercialize agricultural
products.

Keywords Smart contract · Blockchain · Farming · Commercialization

1 Introduction

The Peruvian agricultural sector is one of the engines of vital importance for the econ-
omy of the country; not only provides food and raw materials, but also employment
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opportunities to a significant amount of population. Likewise, it also contributes to
the growth of the Peruvian economy by having a growth in agricultural production.
This sector has been improving and this is demonstrated in the report of MINAGRI
(Ministry of Agriculture and Irrigation) [1], which indicates that in 2017 it was con-
solidated as the second economic activity generating the largest foreign currency
for the country. This result was due to the growth of our agroexports, mainly of
non-traditional products, which they registered an increase of 11% in their export
value.

On the other hand, the current infrastructure of the Peruvian agricultural business
sector limits the commercialization of goods among farmers due to the dependence of
intermediaries, this is due-to-the-fact that there is no efficient system of exchange of
goods that represents one of the keys to favor a correct formation of prices according
to the market forces [1] and a greater security and speed in the transactions.

Under this reality, there are technologies that have been implemented in simi-
lar situations in other countries, which are Smart Contracts and Blockchain. These
are emerging technologies that offer new opportunities for decentralized market
designs [2]. At present, the Peruvian agricultural business sector does not have a
model that allows the exchange of goods using the Smart Contracts and Blockchain
technologies, in order to reduce the aforementioned problems.

That is why, to improve the disconnection in the information regarding the offer
and demand of the product, ensure the traceability of transactions and reduce the
dependence of a third party tomake sales or purchases of a product [8], has developed
amarketingmodel applied in the business sector,where a simulationwill be presented
in a company of the Peruvian agricultural sector, which allow both the buyer and the
seller to be able to exchange agricultural products bilaterally. In Sect. 2, the related
work is presented. In Sect. 3, the smart contract implementation model is described.
In Sect. 4, the methodology of the survey is presented. In Sect. 5, a discussion of the
results is stated. Finally, in Sect. 6, the conclusions of the work are described.

2 Related Work

Blockchain can be defined as a large accounting book or a public accounting record
that is increasing as all the entries and exits of money are recorded. It is a technology
that allows the transfer of digital data with a very sophisticated coding and in a com-
pletely secure way. In addition, it contributes with a tremendous novelty: transfers
do not require a centralized intermediary that identifies and certifies the information
but is distributed in multiple independent nodes that register and validate it without
the need for trust between them [3]. This technology also has other uses such as the
one that will be introduced in this article: Smart Contracts, which can have the ability
to modulate transactions according to the levels of trust of the parties involved. An
inventory of benefits that Blockchain can offer in Table 1 has been prepared.

In [4] they propose to establish an electricity market (M2M) in the context of
the chemical industry through IoT, which is to present a scenario that includes two
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Table 1 Benefits offered by Blockchain when used in projects with different scenarios

Benefit Description References

Eliminate dependence on a central
entity

All product information can be stored
in a shared and transparent system for
all members throughout the supply
chain

[7]

Integrity of process Users can rest assured that their
transactions will be executed exactly
as they mark the protocol, without the
need to supervise third parties

[7]

Irrevocable transactions The transaction log cannot be modified [5]

Security and privacy A level of privacy is introduced as each
participant can use one or more
anonymous portfolios

[5]

Transparency and immutability Any modification to public Blockchain
can be publicly seen by each party,
ensuring transparency

[4]

electricity producers and one electricity consumer who trade with each other through
of a Blockchain. Producers publish energy exchange offers (in kWh) per currency
(in USD) in a data stream. The consumer reads the offers, analyzes them and tries
to satisfy their energy demand at a minimal cost. When an offer is accepted, it is
executed as an exchange. On the other hand, [5] it provides energy consumers and
consumers with a decentralized market platform to market local energy generation
without the need for a central intermediary, this is done through an initial concept test
of a LEM scenario. (market platforms that offer agents the opportunity to virtually
exchange energy within their community) simple with artificial agents implemented
in a private Blockchain.

The market mechanism is implemented through an Smart Contract stored in a
private Blockchain. Therefore, a central entity is not needed once the market is
implemented. In addition to the orders, the payment is made through the Blockchain
as well. The integration of these issues allows to establish a safe and effective market,
so they propose a trade applying Blockchain. In such a way [7] provides a detailed
description of howBlockchains and Smart Contracts work, to identify the advantages
and disadvantages that your introduction to a system brings, and to highlight theways
in how the Blockchains and the IoT can be used together. Finally, in [6] it is discussed
how the Blockchain technology can contribute to the interruption and innovation in
business models, this study shows that the Blockchain technology can affect diverse
dimensions of the business models in different industries. It is recommended that
managers should follow developments in this field in order to prepare for possible
disruptions in their industries. In addition, it is proposed that there are three crucial
ways in which the Blockchain technology can affect and alter business models:
through the authentication of traded goods, through disintermediation and through
the reduction of transaction costs.
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3 Smart Contract Implementation Model

The proposed model seeks to ensure that the commercialization of agricultural prod-
ucts is carried out successfully ensuring the traceability of information throughout
the process through the Smart Contracts, that is why we define two types of Smart
Contracts for their implementation and integration with the web tool.

3.1 Smart Contract Model

For the elaboration of the technological model, a work divided into stages has been
carried out, which have been adapted for the development process of a web tool
that allows us to validate the usability and functionality of the Smart Contracts. The
proposal is divided into three stages for its correct implementation, which will be
detailed below.

Analysis of need. This first stage includes the analysis of the results of the needs of
the agricultural companies, in which the basic functionalities are detailed so that the
users can simulate a flow commercialization in a successful way; these functionalities
are transformed into user stories, where all the requirements are specified and what
users expect when accessing a specific option in the web tool.

Solution Design. This second stage involves the design and development of the
solution, where the user stories previously developed in the analysis stage were
taken as a basis to be able to elaborate a prototype that serves as the basic scheme
when implementing the web tool. As a second part of the solution design, a database
diagramwas developed detailing the relationship between the tables to be used in the
model, as well as the type of data contained in each of them. In addition, a component
architecture was carried out, specifying all the functionalities of the web tool, the
programming language and the libraries that will be used for its development, as well
as the design of the Smart Contracts and the necessary tools to be able to carry out
the integration of the web tool with the Smart Contracts.

Implementation of tool. Finally, in this stage, the implementation of the web tool
was carried out based on the analysis and previous design of the solution, for the
development of the web tool HTML and CSS were used for the visual development
of the tool (Frontend) and for the development of the functionalities (Backend)
JavaScript was used as the programming language and the Angular framework. The
development of this web tool serves as a basis to implement the fundamental part of
the proposed model, which is the development of Smart Contracts.
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3.2 Smart Contract Design

For the development of themodel, it is proposed to carry out the definition and imple-
mentation of two Smart Contracts, which are “Product Contract” and “Transaction
Contract”.

Product Contract. The first Smart Contract to be developed comprises a link
between the vendor and the web tool, since at the time of registering a new product
a unique record of the product is generated, where the detailed information of the
product is stored in the contract which is stored in the Blockchain and cannot be
altered by any user. The fields that are used to create the Product Contract are the
following: ID Product, Product Name, Unit Price, Amount, Delivery Time, Product
Description, ID Seller.

Transaction Contract. The second Smart Contract to be developed is generated
once the buyer makes the purchase of a specific product, that’s where the product
validation is done to verify if the product actually exists and has an available stock, a
query ismade to the ProductContract to verify this information and be able to proceed
with the creation of the new Transaction Contract where the information is likewise
stored in the Blockchain to ensure the integrity and security of the transaction. The
fields to be used for the creation of the Transaction Contract are the following: ID
Buyer, ID Seller, Product Contract Hash, Quantity to buy, Total Price, Additional
clauses.

3.3 Tools for Smart Contract Implementation

For the implementation phase of the Smart Contracts, the Ethereum Blockchain was
used to store the Smart Contracts. Ethereum is a decentralized platform that allows
us to perform the execution of Smart Contracts, these applications are executed in a
customized Blockchain with a shared global infrastructure throughout the network
of nodes.

Additionally, in order to develop Smart Contracts in the Blockchain of Ethereum
it is necessary to use its programming language called Solidity, which is a high-level
language oriented to contracts to implement Smart Contracts, this language is mainly
influenced by JavaScript language.

In order to carry out the development of Smart Contracts using the Solidity pro-
gramming language, it is necessary to use the Truffle framework, Truffle is a frame-
work that allows us to work in a development environment to connect with the
Ethereum Blockchain and be able to carry out the development of applications based
on Smart Contracts.



590 C. Cortez-Zaga et al.

3.4 Smart Contract Use Case

In order to carry out tests of the web tool integrated with the Smart Contracts, a flow
was simulated with the companies that were selected to validate the model, where
they made a user registration to access the web tool, later they were able to visualize
the products previously registered where it’s show in detail the characteristics of each
one of them, we also simulated a new product registration flow where we proceed
with the generation of a new Smart Contract between the seller and the web tool,
in addition they could observe their user profile where their personal information
is displayed. Finally, the simulation of a purchase was made by selecting a product
from among all the categories and subsequently generating a new Smart Contract
between the buyer and the seller.

4 Methodology of the Survey

Asurveymethodologywas carriedout to validate themodel, this included the analysis
of a survey carried out to a group of companies related to the agricultural environment
in which they sought to measure the level of interest they have regarding the main
characteristics of the tool using smart contracts and blockchain technologies which
are:

• The information security
• Data integrity
• Process traceability
• Variety of products.

4.1 Case Study with Businesses

To validate the case in study, a survey is prepared for the companies. The survey
carried out on the companies hadfive characteristics to evaluatewhichwill be detailed
in Table 2.

Table 2 Main characteristics
of the survey to be evaluated

Code Characteristics

EC1 Keep users’ information confidentially

EC2 Keep an immutable products registration

EC3 Ensure transactions’ traceability

EC4 Keep a historical record of transactions

EC5 Make contracts by transactions
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Table 3 Questions used to citizens about the characteristics mentioned above

Code Characteristics

CP1 Have you ever purchased products online?

CP2 Do you know web pages that sell agricultural products?

CP3 Did you buy a product?

CP4 What has motivated you or motivated you to buy online?

Table 4 These are some similarities and differences that our proposal shows with the works
explained in the literature review

References Similarities Differences

[4] Establish a market using Blockchain The established market is related to
electricity

[5] Proposes a decentralized market
platform to market without the need
for an intermediary

The platform is focused on local
energy generation

[6] Demonstrate that Blockchain
technology can affect various
dimensions of business models in
various industries

It shows through reliable articles

[7] Eliminate trust issues, such as fraud,
corruption and information
falsification

They develop a traceability system of
the food supply chain for the tracking
of food in real time based on HACCP
(Analysis of hazards and critical
control points), blockchain and the
internet of things

As can be seen, in characteristic EC1, 100% of companies consider that the infor-
mation of users must be kept confidential. In the EC2 characteristic, 81.8% consider
that an immutable record of the products must be maintained, in the EC3 characteris-
tic 81.8% and in the EC4 90.9% contemplate that the traceability of the transactions
must be ensured when making a purchase or sale and a historical record of them
must be maintained. Finally, in characteristic EC5, 100% agree with the conclusion
of contracts for transactions.

On the other hand, some questions were asked to the citizens, mostly to find out
their opinion on the use of technologies for the purchase of agricultural products.
This survey can be seen in Table 3.

From the citizen survey we obtained as a result, that a large part of them do not
know web pages that commercialize agricultural products in Peru. Observing this
result, we can say that the solution would produce great benefits for agricultural
companies as well as for Peruvian citizens, since they will have a tool where they
can buy and sell purely agricultural products (Table 4).
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5 Discussion

The Blockchain technology is emerging in a disruptive manner in different areas of
application, so much that it is changing the way in how companies want to keep
their information stored and that is how the use of Smart Contracts also comes into,
which allows us to have a more autonomous and secure control of how to handle
information. Knowing this, the use of these two technologies Blockchain and Smart
Contracts in the e-commerce gives us a greater ease of how to manage customers
(buyers and sellers), have greater control of products and maintain a historical record
of transactions performed in a more modern and secure environment than would be
done like using a conventional database. Based on this research, we can have a change
in how e-commerce platforms perform transactions through payment gateways such
as Visa or MasterCard, since the blockchain technology can replace them and not
only that, but also, we can include the payments with cryptocurrencies on these
platforms.

6 Conclusions

In this work an in-depth study has been carried out to identify the level of acceptance
of the new technological model of exchange of goods based on Smart Contract
and Blockchain for the Peruvian agricultural business sector, with which people or
companies (buyer or seller) can perform the purchase or sale of your products in
a more secure and integrated way. The proposal provides a set of deliverables with
which you canmove to the development stage and implement agricultural trade using
Smart Contract and Blockchain.

When carrying out the expert judgment evaluation, it is concluded that its use
would allow a better commercialization of agricultural products, since 50% of them
considered as “Very acceptable” and theother 50%as “Acceptable”. In addition, in the
evaluation of the marketing proposal that was built based on new technologies, there
was great acceptance by the companies of the agricultural sector that participated in
the process, 60% as “Very acceptable” and the 40% as “Acceptable”, which indicates
that they look promising this way to market agricultural products through Smart
Contracts.

References

1. Oficina de comunicaciones e imagen institucional ministerio de agricultura y riego.: Sec-
tor Agricultura se consolidó como el segundo generador de mayores divisas para el Perú.
http://minagri.gob.pe/portal/publicaciones-y-prensa/noticias-2018/20660-sector-agricultura-
se-consolido-el-2017-como-el-segundo-generador-de-mayores-divisas-para-el-peru-2 (2018)

2. Swan, M.: Blockchain: Blueprint for a New Economy. O’Reilly Media, Inc. (2015)

http://minagri.gob.pe/portal/publicaciones-y-prensa/noticias-2018/20660-sector-agricultura-se-consolido-el-2017-como-el-segundo-generador-de-mayores-divisas-para-el-peru-2


Technological Model for the Exchange of Goods … 593

3. Zhang, Y.,Wen, J.: The IoT electric businessmodel: using blockchain technology for the internet
of things. Peer-to-Peer Netw. Appl. 10(4), 983–994

4. Sikorski, J.J., Haughton, J., Kraft,M.: Blockchain technology in the chemical industry:machine-
to-machine electricity market. Appl. Energy 195, 234–246 (2017)

5. Mengelkamp, E., Notheisen, B., Beer, C., Dauer, D., Weinhardt, C.: A blockchain-based smart
grid: towards sustainable local energymarkets. Comput. Sci.-Res. Dev. 33(1–2), 207–214 (2018)
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Technological Model of Facial
Recognition for the Identification
of Patients in the Health Sector

Diego La Madrid , Martín Barriga and Pedro Shiguihara

Abstract The identification of patients within medical institutions is an important
issue to provide better care in health centers and avoid identity personifications. The
risk of medical identity theft is one important factor for patient safety. Technolo-
gies are improving, such as fingerprints, atrial biometry or electrocardiograms to
improve safetymeasures. However, biometric counterfeitingmethods have increased
and violated the security of these technological models. This article proposes a tech-
nological model of facial recognition to efficiently identify patients according to
cognitive services in medical centers. The technological model was implemented in
the UROGINEC clinic for the proof of concept. The results of the identification of
the patient were successful with a precision percentage of 95.82 in an average of 3 s.
This allowed the clinic to prevent identity theft with alert messages and improved
the user experience within the medical institution.

Keywords Information systems · Patient identification · Biometrics · Facial
recognition · Health sector · Cloud computing

1 Introduction

Medical identity impersonation is the fraudulent use of the identification information
of another person without permission. This is done with the purpose of assuming
their identity in a medical institution, to be able to obtain the services of insurers or
beneficiaries who access health benefits in the mentioned entity. The management
of the risk of medical identity theft is one very important factors for patient safety.
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In general, medical institutions request an identity document for the identification
of the patient, being a National Document or an immigration document. According
to the Federal Trade Commission (FTC), it was reported that 9.9 million Americans
suffered some type of identity theft in 2017. This affects consumers an equivalent
of $50 billion annually [1]. Medical identity theft accounted for 249,000 people.
More recently, the Ponemon Institute estimated that there were 1.84 million victims
of medical identity in 2013 [2]. The World Privacy Forum (WPF) report counted
claims of medical identity theft between 2013 and 2017 in the United States. Due
to this, medical institutions have chosen to use different technological models in
order to efficiently identify patients in a hospital environment. Over the years, the
number of biometric modalities has grown significantly to include, among others,
fingerprints, atrial biometry, electrocardiograms, etc. However, biometric counter-
feiting methods have increased and have violated the security of these technological
models. In addition, the response times and the use of the media are not the most
efficient for this type of process [10]. On the other hand, dependent objects have
been used for the identification of patients such as bracelets with barcodes and RFID
tags. However, these solutions have not been sufficient and errors in patient identi-
fication are common [3, 4]. Before these efforts, this work proposes to implement
a technological model of facial recognition based on “Deep Learning” technology
for the process of patient identification. The structure of the paper is organized as
follows: Section 2 describes the related studies. Section 3 provides the description of
the proposedmethod. Section 4 describes the experiment and implementation carried
out. Then, the results are reported in Sect. 5 and in Sect. 6 the conclusions of the
paper.

2 Review of Literature

The technological models of identification of patients already carried out have as
their main function to collect the biometric characteristics of people, transform them
into digital information and store them in a database. This will allow a comparison
of these characteristics when identifying a patient. The challenge lies in methods
designed to obtain high identification accuracy.

Accuracy is an important factor in providing the efficiency and ability to identify
patients. In [4] an identification system is proposed among patients who receive
treatment in hospitals using identification bracelets. The accuracy was found to be
83.9% of correctly identified patients. In contrast, in [5] a method of atrial biometry
is proposed for the identification of patients in health. A unique ear identification
algorithm (left and right) was developed and the study was conducted with 25 adults.
The identification rate obtained was 88.3% accuracy in only one ear. In [6] they
investigated the design of automated patient verification using three-dimensional
magnetic resonance (MR) plates of the brain. The study was conducted with 730MR
pairs of patients’ brains and the efficiency performance was established at 98.6%.
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The time of identification of a patient is a fundamental part for an optimal quality
of care. Situations that require help and are considered emergencies could occur.
Therefore, it must be ensured that the demand of the population is met in a rea-
sonable and determined time. In [7] they propose combining common physiological
signals (vital signs). These physiological signals are the electrocardiogram (ECG)
and blood pressure (ABP) to identify authenticate a patient in an average of 3 s, which
makes it practical in a hospital setting. However, patients cannot be expected to have
normative cardiac signals, since many of them may be suffering from ailments that
affect the cardiac process. In [8] the authors attempt to consider individuals with
normative and non-normative physiological signals (ECG) to evaluate their identi-
fication approach. The results regarding the time of identification of the patient is
2 s. However, this approach produces relatively low accuracy and high false nega-
tive rates. Demonstrating the transparency of deep learning in the given information
is fundamental for the performance of the systems. The way to train automatically
must be efficient in terms of resources and time of execution. In [9] the authors
perform an Electrocardiogram Fusion and Blood Pressure Signals for the identifica-
tion of patients. To learn the physiological signals on the electrocardiogram it takes
an average of 20 min. In contrast to these models, our project uses cognitive facial
recognition service to effectively identify patients. The learning method is based on
machine learning services in the cloud.

3 Method

In this section, the approach used to identify patients by facial recognition was pre-
sented. The goal is to develop a model that completes patient identification solutions
reliably and efficiently. Figure 1 shows the structure of the model. It is divided into
3 phases: entry, process and exit. Under the method used, the technology is used
machine learning in cloud services. It is based on a discipline in the field of artifi-
cial intelligence. System developing machine learning to identify complex patterns
required data are created.

3.1 Input

In the entry phase, the basic patient data of an existing database and an image of his
face are required. This information is within the process of admission of a patient
in the medical center. The image is sent to the process phase by means of the cloud
to perform the cognitive analyzes for face detection and store in the database. The
patient’s information is stored in the database.
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Fig. 1 Technological model of patient identification by facial recognition

3.2 Process

This phase is developed in the cloud environment. It is divided into 4 sub-processes:
face detection, facial identification, database management and messaging notifica-
tion.Under the cloudplatformPaaS andSaaS, cognitive services of face detection and
facial identification are used throughMachine Learning. The facial detection service
uses a series of algorithms to detect the face in a low image at a pre-definition level.
Then the facial recognition service performs automatic learning under the neural
network system to interpret the image and detect a single patient.

3.2.1 Face Detection

The image loaded to the PaaS cloud goes through the process of facial analysis. Its
function of the service is to detect the faces of an image. Performs different biometric
algorithms to determine the facial feature. For the model, only the patient’s face is
needed. The selection of the required face will be requested based on the detected
ones. Once the face is selected, the service transforms the photo into a json file
and performs face analysis to detect the age and sex attributes. Once the process is
completed, the face information is sent to the facial identification process to learn the
face or identify it in the database. If a face is not identified in the image, the process
does not allow it to continue with the flow of the model and another image will be
requested.
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3.2.2 Facial Identification

The process collects face information to run the facial identification service in Cloud
PaaS. The analysis performs the cognitive algorithms of facial recognition of deep
learning. The service will learn the biometric points, along with their attributes, so
that the patient can be identified when searching for faces. The information learned is
registered with an ID and stored in the database. If the patient needs to be identified,
the process performs the comparison of learned facial features. When finding the
largest percentage of face matching, the database ID is called to obtain the patient
information. Finally, a deep learning to the face that has been compared and a new
json file that will be stored in the database is generated. This last function is given
to prevent reduction the percentage of authenticity.

3.2.3 Storage Management

Storage management is responsible for storing patient files. You save the json files
for comparison of facial recognition. Perform a proactive feeding at each patient
visit within the medical center. It assigns the access in the entrance and exit of the
information to the requests requested in the process of the facial identification. The
distribution of the database is divided into information and pictures of the patient.
Only patient information can be developed locally.

3.2.4 Messaging Notification

When the patient is identified, the notification process sends a text message to the
relative’s number registered in the database. The process is performed for the user
experience around the model. If the user is not identified, the National Identification
will be requested to identify the patient in the database and consult their telephone
number to notify by a text message the intent of the patient’s care in the health center.

3.3 Output

The exit phase shows the identification of the patient with the main information.
Simultaneously, a notification is sent by SMS to the patient’s or family member’s
mobile phone with the notification of the attempt to attend the medical center.
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4 Experiments

To perform the proof of concept, a mobile application has been developed in Android
Studio 2.3. Theminimum level of the chosenAPI is 23 (Android 6.0)—Marshmallow,
because it can use cloud computing services. The cognitive service that was used
to perform face detection and identification was “Face API” from Microsoft Azure.
To start using the Face API service, it is necessary to create an instance in the IA
+Machine Learning category of the Azure portal. Therefore, we will obtain an Api
key, which will be the only parameter that the provider requests to be able to identify
us when the facial recognition service is used. For securitymeasures, the Api keywas
encrypted and stored in a variable within the mobile application so that the service
can be used without problems. The mobile application has a module that will allow
identifying patients already registered in the database. Allowing to take a photo of the
face of the patientwho visits themedical institution to send it to the cloud service. The
Face Api cognitive service will return the information and accuracy percentage of the
candidate found in the database and it will be displayed in a new form. In addition,
the “Simple Notification Service” messaging service of Amazon web service will
send a text message to the relative of the patient who visits the medical institution
notifying him of the care provided. Either for emergency situations, consultations
or medical appointments. In case the patient to be identified is not in the database
and is presenting an identity document that does not belong to him, an alert will be
opened indicating an attempted fraud. This ad will receive the identity document
number as the entry data to obtain the telephone number of the person belonging to
the document and the alert will be sent by means of a text message. In this way, the
corresponding complaint can be made. The tests were performed at the UROGINEC
clinic.

5 Results

When we finished the tests in the clinical center we found the following results:
We managed to register 142 patients throughout the validation of the technological
model. We obtained the images of the faces and basic information of the patient.
In addition, the patient identification and model training times were stored in the
database to calculate our metrics. A comparison in identification response time was
made in patients who have from one to three photos stored in the data set. Figure 2
shows that patients with a greater number of photos, the response time is faster than
with peoplewho only have a photo. This shows that themethod of storing face images
per patient visit is effective. The cognitive facial recognition service responds in a
more efficient way to the identification of patients when training with more facial
features per person in the database. Figure 3 shows the precision analysis of the
identified patients. For this, the following equation is used:
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TP+ TN/(TP+ TN+ FP+ FN) (1)

where TP (true positive) are existing patients who were successfully detected, FP
(false positive) are existing patients who were not identified and FN (false negative)
are non-existing patients who were not detected.

The concurrence of identification of our work is 95.82% of 142 authenticated
patients. On the other hand, the clinic had reports of identity thefts with an average
of 11% of the total number of patients per year that have only been identified by
the claims made. Regarding the validation carried out with a sample of 142 patients,
false positive identification of patients was identified. That is, a patient has not been
identified. These cases obtained an average of 4.18% and were for various reasons
such as: lighting problems, poor camera focus, new patients and identity theft.

Table 1 shows that the technological model has more efficient results compared
to other jobs. Finally, a survey was conducted with the evaluation scores: excellent,
good, fair and bad. To determine the level of satisfaction of user experience regarding
the notification of medical care to their relatives and the alerts of attempted fraud. An
approval on the part of the patients was obtained an average of 92% with the scores
of excellent and good. With this we can show that the user experience increases with
the proposed technological model in contrast to other technological models that do
not show this metric.
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Table 1 Performance comparison with other works

Approach Accuracy False
positive

Enrollment
time

Identification time

Evaluation of
electrocardiogram for
biometric
authentication [7]

82 7 15 s 15 s

ECG authentication
for mobile devices [8]

84.93 1.29 30 s 4 s

Fusion of
electrocardiogram
and arterial blood
pressure signals for
authentication in
wearable medical
systems [9]

97.43 1.2 20 min 3 s

Our current approach 95.82 4.18 7 s 2.75 s (with 2 photos)

6 Conclusions

The identification of patients is a crucial process to provide an adequate care in
medical institutions, both public and private. In this paper we present a more efficient
facial recognition technology model to existing proposals. Because these solutions
have patient identification errors, the authentication and/or training times of the
system are not acceptable for the care of a patient in emergency situations although
the validation of these works gives a sample of no more than 40 people. Our work
achieved 95.82% accuracy of patients’ identification; this percentage increased as
the patient visited the medical institution, as we stored the patient’s most recent face
image. In this way, the facial recognition service was constantly trained and obtained
more biometric characteristics of the person. In addition, the maximum training time
was 15 s despite the number of people registered in the database and the time of
identification of the patient occurred in only 3 s. In comparison with other proposals,
the complexity and implementation of our model is minimal, since we have designed
a mobile application that integrates two cloud computing services: facial recognition
and text messaging. The workload is processed in the cloud and not locally. This
will allow patient identification, notifications and alerts to be given in the shortest
possible time. Previously, the UROGINEC clinic did not have methods to verify an
identity theft. These cases were observed months later through patient complaints.
This had a direct impact with the costs assumed by the insurance companies to
users who did not correspond receive any payment for a health service. Now, with
the technological model implemented, they receive alerts of identity impersonation
attempts at moment and are automatically notified to the real patient. In the future,
we plan to improve some aspects of our work. For example, the position of themobile
device will be evaluated so that it has a fixed location and is not manipulated by the
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nurse. In addition, we plan to completely supply the database with the images of the
faces of all the patients of the medical institution to obtain an extensive validation of
the idea in this work.
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Predictive Model for the Evaluation
of Credit Risk in Banking Entities Based
on Machine Learning

Brenda Haro , Cesar Ortiz and Jimmy Armas

Abstract In this paper, we propose a technology model of predictive analysis based
on machine learning for the evaluation of credit risk. The model allows predicting
the credit risk of a person based on the information held by an institution or non-
traditional sourceswhen decidingwhether to grant a loan. In this context, the financial
situation of borrowers and financial institutions is compromised. The complexity of
this problem can be simplified using new technologies such as Machine Learning in
a Cloud Computing platform. Azure was used as a tool to validate the technological
model of predictive analysis and determine the credit risk of a client. The proposed
model used the Two-Class Boosted Decision Tree algorithm that gave us a greater
AUC of 93% accuracy, this indicator was taken as having greater repercussion in the
proof of concept developed because it is wanted to predict more urgently the number
of possible applicants who do not comply with the payment of debits.

Keywords Credit risk ·Machine learning azure · Cloud azure · Credit risk
analysis ·Machine learning studio

1 Introduction

Major changes are occurring because of the emergence of new technologies and
their adoption in different business processes, and industries such as banking and
finance are not alien to it. By the year 2020, the rate of digital transformation is
accelerating with trends in technology such as the Internet of Things, the ingrained
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use of smartphones and tables, as well as convergence and the explosion of Cloud
services [1]. In this article, the case study focuses on the assessment of credit risk,
where a key point to consider is the increase in data and the sources that provide it.
Non-traditional sources such as social media, online transactions and more help to
approximate more accurately the profile of a person applying to a loan. These new
sources to consider also achieve to increase the threshold of clients evaluated and
therefore of loans granted and the respective profits. For example, there is a range
of potential clients that do not have enough historical data related to traditional data
sources and are therefore discarded from credit assessments in most entities. This
represents a significant loss on the radar of financial institutions. This distinguishes
the need to adapt to these new features that offer opportunities for those who are
prepared and weaknesses for those who do not align on time. On the other hand,
to process and analyze all this data the machine learning techniques arise to help
recognize the subtle relationships of the variables in the datasets, these analytical
systems allow to quickly deliver the output, presented in the desired form in a way
that is easily interpretable by the end users or interested parties [2] As more precision
is reached in predicting the credit risk of a client, the probability of granting loans
to people who fail to repay the entire loan will be lower.

This paper presents a model that adapts to the needs of adapting to the presented
context and takes technologies in the Cloud as an opportunity and an effective means
to achieve the necessary flexibility, integration and security.

In this case, the model is applied to the credit risk assessment process from start
to finish.

This paper is structured as follows. We will begin with the explanation of the
different solutions that exist for the predictive model and, later, we will describe the
detail of the components of the proposed model. Finally, the conclusions about the
results obtained in the case study will be addressed.

2 Literature Review on Predictive Model

There are machine learning techniques that are applied to solve problems of different
nature, but none have been identified as the best over the others since it is a very
complex task and many of the existing studies have not been carried out with the
care that is required. [3]. Jelte, focusing on the problem he had to solve, selected
the AdaBoost algorithm as the one that fitted the best. Other investigations identify
LR (Logistic Regression) and SVM (Support Vector Machine) as the techniques
that result in better performance in their experiments [4]. For the risk rating when
granting a credit, techniques such as Naive Bayes and ID3 have been used in the
reviewed literature [5] with an accuracy of up to 82 and 76% respectively. In general,
the solution to this kind of problem focuses on identifying the eligibility of those who
apply for a loan. And data mining has been a proven value tool for this evaluation.

On the other hand, for the evaluation and application of Machine Learning tech-
niques it is necessary to have a considerable amount of data. The greater the amount
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of data, the accuracy of predictions increases. The information is the driver for mak-
ing corporate decisions at strategic, tactical and operational levels. Fortunately, the
amount of data available to be collected by companies is increasing at an accelerated
rate [6]. This is how even not being able to extract the available data and not having
access to real, precise andmeaningful information represents a risk for organizations.
Therefore, the leaders of these organizations must be aligned to these contexts and
new technologies, identifying opportunities in them when applying them and not
risks by ignoring them.

3 Proposed Predictive Model

The proposed model allows to improve the quality in the evaluation of credit risk
carried out by banking entitieswith the support and benefits of different technological
services granted by a Cloud provider. Three important factors were identified for the
design of this model when having a focus on the cloud: The flow and processing of
data through the services acquired, security for handling sensitive data and predictive
analysis experiment modeling. Each of these factors and the elements that compose
them are related to each other to produce value indicators that contribute to better
decision making when granting credits to applicants. See Fig. 1.

Fig. 1 Predictive model for credit risk evaluation
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3.1 Flow and Processing of Data

The elements of this section are the stages through which the data transits through
Cloud services. Each of the stages adds value from start to end so that finally the
model, through the selected Machine Learning algorithms, throws the predictions
based on the data that is ingested.

• Sources: Databases, dispositive, external services.
• Ingestion: Collection of data towards repositories.
• Preparation: Data cleaning.
• Analysis: Predictive model based on Machine Learning.
• Implementation: Deployment of the model in production.
• Consumption: Consumption of the model through web services, web applications,
mobile applications.

3.2 Information Security

When dealing with the prediction of the credit risk assessment of multiple clients,
the necessary data must maintain:

• Confidentiality, Integrity and Availability
• Authentication and authorization
• Regularity compliance.

3.3 Data Science for Predictive Analysis

To create predictive analysis experiments it is necessary to analyze the data that is
needed according to the objective to be predicted. Typically, this analysis is performed
by data scientists, experienced in fields such as statistics or datamining. Solutions like
Microsoft Azure Machine Learning Studio (MAMLS) contribute to perform these
tasks without the need to be an expert. However, it is important to highlight that,
although they reduce complexity in design, it is important to have basic knowledge
in statistics and previous concepts about machine learning so that this work is much
more enriching and solutions are reached much more quickly.

For this factor, the following elements are considered:

• Acquisition and Management of Data
Business understanding: Processes, policies, rules and objective.
Acquisition and understanding of the data: Data sources, data discussion, data
display, environment evaluation.

• Machine Learning Model
Modeling: Characteristics engineering, fit of the model, evaluation of the model.
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Implementation: Deployment and retraining of the model User acceptance: Levels
of user acceptance.

4 Validation

For the validation of the proposed model, concept tests were carried out to evaluate
the credit risk of clients for a banking entity.

Due to the nature of the tests to be performed, the database to be used is public
access with 150,000 records of a German banking entity, which information was
altered to protect confidentiality, but allows testing the data source is a representation
of data from a client of a bank [7]. The objective column is SeriousDlqin2yrs, with
which we seek to build a model that borrowers can use to help make the best financial
decisions.

The following Table 1, shows the variables that the dataset contends.With the help
of the IDEAR tool, the data in questionwas analyzed interactively. This tool allows us
to explore, visualize and analyze data [8] with features such as: Automatic Variable
Type Detection, Classification of the variable and identification of the objective
variable and Visualization of high- dimensional data.

When evaluating the trained models, the following results were obtained with the
Two-Class Boosted Decision Tree algorithm shown in the following Table 2.

Table 3, shows the values of the statistical result of the experiment with the Two-
Class Support Vector Machine algorithm.

Figure 2, shows the receiver operating characteristics curves (ROC), this graph
represents the ratio of true positives to false positives, a value by which a case is
defined as positive. Among the tests what is compared is the area under the curve,
where 1 represents a perfect diagnostic value and 0.5 is a test without discriminatory
capacity, for our case we have a value of 0.933 which means that there is a 93%
probability that the evaluation carried out is of a customer with credit risk. For this
reason, it is advisable to always choose the test that presents the greatest area under
the curve.

Finally, the consumption of the predictive model was implemented through Web
Service and the endpoint test was successful in less than 410 ms on a cloud platform.

5 Results

The three graphs of Fig. 2, originated with the module Evaluate Model are the ROC
curve, Precision/Recall and Lift Cueva ROC: The closer this curve approaches the
upper left corner, the better the classifier performance will be. The truly positive
rate is the proportion of positive results that are predicted correctly, also known as
sensitivity or probability of detection. The false positive rate is the proportion of
negative results that are falsely predicted to be positive [9]. Then, in MAMLS the
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Table 1 Dataset variables

Variable name Description

SeriousDlqin2yrs 90 days after default or worse

Revolving Utilization of Unsecured Lines Total balance on credit cards and personal
lines of credit except real estate and without
installment debt such as car loans divided by
the sum of the credit limits

Years Age of the borrower in years

Number of times 30–59 passed date no worse Number of times the borrower has been
between 30 and 59 days past due, but has not
worsened in the last 2 years

Debt ratio Number of times the borrower has been
between 30 and 59 days past due, but has not
worsened in the last 2 years

Monthly income Monthly income of the borrower

Number of lines of open credit or loans Number of open loans (fees like car loan or
mortgage) and Lines of credit (for example,
credit cards)

Number of times 90 days late Number of times the borrower has spent
90 days or more

Amount of loans or mortgage loans Number of mortgage and real estate loans
including mortgage lines of credit

Number of times 60–89 past no worse date Number of times the borrower has gone from
60 to 89 days but has not worsened in the last
2 years

Number of dependents Number of dependents in the family excluding
them (spouse, children, etc.)

Table 2 Evaluation of results
two-class boosted decision
tree

True positive False negative

11,502 3502

False positive True negative

3152 38,875

Accuracy Precision

0.883 0.785

Recall F1 score

0.767 0.776

Threshold AUC

0.5 0.933

Positive label Negative label

1 0
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Table 3 Evaluation of results
two-class support vector
machine

True positive False negative

2908 12,096

False positive True negative

490 41,537

Accuracy Precision

0.779 0.856

Recall F1 Score

0.194 0.316

Threshold AUC

0.5 0.812

Positive label Negative label

1 0

Fig. 2 Comparative graph ROC
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algorithm of the evaluated ones that achieves a greater AUC, in evaluation of credit
risk, is: Two-Class Boosted Decision Tree con 0.933. This indicator was taken as
the one with the greatest impact on the proof of concept developed since we want to
predict more urgently the number of possible applicants that do not comply with the
payment of debts, represented as the positive variable in this experiment.

6 Conclusions

The proof of concept performed in the scenario of a bank entity executed inMAMLS
allows us to understand the opportunity represented by technologies such as Cloud
and Machine Learning as enablers of integral solutions for the evaluation of credit
risk through the proposed model.

From the loading of data to the tool, its ingestion, preparation, analysis with
predictive models, implementation and consumption with optimal results compared
with classic solutions of this type. The base indicator was AUCwhich gives us a clear
idea about the accuracy of up to 0.933 that the designed model can reach through
each of its layers.
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Analysis of the Energy Quality
of the Electronic Laboratory
of the Federal University of Tocantins
Using Artificial Immunological Systems

Jadiel Caparrós da Silva , Luiz Felipe R. Moreira
and Stefani Carolline L. de Freitas

Abstract This article will bring an analysis of the electric power quality of the
Electronic Laboratory of the Federal University of Tocantins. The proposed method-
ology was developed in two stages. The first one consists of obtaining the database
through the acquisition of the oscillography images of the electrical network, in
which the Laboratory is inserted using Fluke Power Log equipment. These images
were recorded in the 34-h period, where there were moments of use and disuse of the
Laboratory. In the second stage of the methodology, an algorithm was developed to
read the input data (oscillography of the created database), to detect possible anoma-
lies, to classify them, to generate a report showing the events occurred and to propose
specific solutions. This algorithm is one of the most recent Artificial Intelligence in
the bibliography, called the Artificial Immunological System. In order to perform
the detection of the disturbances, the input signals were scanned, and through this
process, these data are separated in periods, compared to a set of detectors previously
established to finally assess the affinity between they. Therefore, this research aims
to present a method based on Artificial Intelligence that helps in the correction of
voltage events, providing greater reliability and quality of electric energy.

Keywords Energy quality · Fluke power log · Artificial immune system

1 Introduction

Generation, Transmission and Distribution of electrical energy make up the Electric
Power System (SEP), which has the function of providing electrical energy with reli-
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ability and quality. In order to guarantee the quality and safety of the generation and
supply of energy, the SEP must have highly reliable systems that allow the reduc-
tion of the execution time of the protections, triggered by atmospheric discharges,
equipment failure, collision, among others [1, 2].

In recent years, due to the growth of electricity demand, SEP operations have
become very complex [2]. The large number of buses implies an increase in the
impedance matrix, and it is necessary to use optimization techniques to reduce the
execution time of the program that will perform network load flow analysis in the
disturbance detection procedure. This increase brought about a greater reflection
in the distribution systems, since these are the terminal circuits of energy supply
[3]. Therefore, it is now perceived that the great challenge imposed on distribution
concessionaires is to provide electricity to their consumers in a sustainable and reli-
able way [1, 2]. In this context, the growing use of efficient technologies in electrical
system analysis, applied to the challenge of granting self-recovery to distribution net-
works, through the development of new techniques for the detection and diagnosis
of electrical power quality disturbances (QEE).

In this way, artificial systems arise as a bioinspired methodology to propose res-
olutions of complex engineering problems, for example to diagnose faults in elec-
tric power distribution systems. Among Artificial Intelligence (AI), the most rele-
vant ones in the specialized literature are: Genetic Algorithms, Wave-let Transform,
Fuzzy Logic, Artificial Neural Networks (RNA), andmore recently Immune Systems
Artificial Intelligence (AIS). These methodologies are the basis of the self-healing
capacity, which among other resources guarantee the continuity of the service to
users with quality and for the longest time possible [4].

Na literatura não foi encontrada nenhuma referência baseada emSIApara a analise
da QEE em sistema de distribuição real, o que valoriza ainda mais esta pesquisa,
proporcionando uma inédita e importante contribuição.

2 Methodology

Themethodology proposed in this work is based on two stages. The first one consists
of the construction of a data bank with voltage oscillography images of the electrical
network, in which the Electronic Laboratory of the Electrical Engineering course
of the Federal University of Tocantins—UFT is inserted. In order to construct this
database, we used the Fluke VR1710 device that uses the Po-wer Log software.
According to the user’s manual, [5, 6], the registration parameters should be defined
using Power Log software, so that the register accurately collects all the parameters
and then this data is transferred to the computer and later the analyzes are carried
out. All logging and storage settings are available in the user manual [5, 6].

The second step is the use of SIA based on theASNNegative SelectionAlgorithm.
The SIAs propose a new computational paradigm, with the objective of computation-
ally reproducing the main characteristics, properties and abilities of the principles of
Biological Immunological Systems (SIB) [7, 8].
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Therefore, this article presents an automatic method of QEE analysis using SIA.
From the reading and processing of the oscillographs images, the ASN [9] is applied
to recognize and classify the images through the fineness-of-patterns method. This
is the process that represents the discrimination that SIB makes with cells, between
own and non-own. The algorithm is executed in two phases, the Censoring phase,
where it is defined the set of own chains to be protected, and the second phase is
calledMonitoring, where the affinity evaluation between the chains and the generated
detectors will occur in the censoring phase.

The data set can be used both in themonitoring and in themonitoring of the system,
respecting amaximum limit of 30%of the data to generate the set of detectors [9]. This
limit is due to the fact that in a SIB the number of detectors distributed by the organism
represents 30%of all the infectious agents present in the body. Consequently, in order
to make the proposed process dynamic and real, the use of a maximum of 30% of
the data as sensors in the censorship phase was adopted.

3 Electrical Power Quality Disturbance

Equipment malfunctions, fires, animal contacts to energized parts, natural phenom-
ena, are some examples of problems that make the operation of distribution systems
susceptible to failures. These events can cause power interruption, introduce har-
monics, and degrade QEE rates provided by power utilities, thereby generating high
operating costs.

There are three main classes of disturbances that affect the electric power dis-
tribution system, being, short-circuit fault, lack of high impedance and the Voltage
Disturbances that are also known as QEE disorders, related to voltage problems (and
may be instantaneous, momentary or temporary) in magnitude from a nominal value
[10–12]. The main effects are interruption of power supply, interference in commu-
nication systems, overheating of conductors, inaccurate measurements and undue
relaying [3].

Therefore, the analysis of the QEE is made more and more necessary in order to
solve the disturbances before they take on greater proportions. Some of themost com-
mon solutions are: harmonic filters, line reactors, improvements in wiring, ground-
ing and insulation transformers, surge suppressors, voltage regulators, installation of
static reactive compensators, among other measures [10–12]. However, most of these
solutions already exist in distribution systems. The big problem lies in optimizing
the detection of disturbances, causing them to be eliminated quickly and efficiently.

4 Artificial Immunological Systems

In the last decades, researchers have begun new studies in the field of natural phe-
nomena, which, in an efficient way, act in the resolution of problems in various
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Fig. 1 ASN flowcharts

regions of the human body, going beyond any existing technological strategy [7].
These natural systems are composed of several distinct elements that have limited
capacity and specific actions. However, when they function in a collaborative way,
they acquire complex and robust behaviors, which is one of the main characteristics
that make them attractive to study [8].

The ASN was proposed by [9] to detect changes in systems and is based on the
negative selection of T lymphocytes within the thymus in order to classify the own
cells in the Censoring phase and non-own in the monitoring phase 3.

Figure 1 shows the flowcharts of the Censoring and Monitoring phases, respec-
tively [13].

4.1 Marriage and Affinity Criteria

Itwill be used the criterion calledmarriage, also knownasMatch,which has a positive
characteristic that it is not necessary to transform the problem into binary, thus, the
nominal values are used, obtaining a reduction of the response time. Marriage can
be divided into perfect where it is necessary that the two chains being analyzed
are perfectly equal or partial where the two strands being analyzed need not be the
same. Thus, the affinity ratio [14] is defined as representing the degree of similarity
necessary for marriage to occur between the two chains under analysis:

T A f = (An/At) ∗ 100 (1)

being:

TAf Affinity ratio;
An Number of own chains;
At Total number of own and non-own chains;

Also used in this work, the concept of marriage and affinity presented in [14],
thus will be used the definition presented in (1), and described in the methodology, a
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TAf of 70%, that is, to confirm a marriage between two signals requires at least 70%
of the detector points to be equal.

5 Results and Discussions

This chapter presents the results obtained through the application of themethodology.
The characteristics of the machine used to perform the simulations are: Intel Core i5
1.8 GHz processor, 8 Gb RAM and MacOS High Sierra operating system.

The oscillographs were collected for 34 h using the Fluke VR1710 equipment.
As already mentioned, the equipment was plugged into an outlet at the Electronics
Laboratory of the Electrical Engineering course at UFT. During these 34 h, there
were different types of load, such as moments of disuse and moments in which the
Laboratorywas being used by groups of 20 students arranged in 5 benches conducting
electronic experiments.

The set of detectors is generated in offline mode in the sensing phase. In this
specific work, three types of detectors were generated: normal operation, voltage sag
and voltage rise. These detectors were generated because from a previous study, they
are the most recurrent in a distribution system. In order to perform the detection of
the disturbances, the windowing of the input signals was performed and through this
process the data are separated in periods and compared with a set of detectors, thus
evaluating the affinity between them. It is important to emphasize that the choice of
three images is done in a totally random way, making the system dynamic and real.

5.1 Results of the Application of the AIS to the Analysis
of the QEE

In the simulation of the SIA for the detection of disturbances were made test, where
for each one was presented in the Tables the set of detectors (images used) and
different censoring and monitoring, besides the Hit Rate. This shows that the SIA
randomness criterion was met perfectly. Among the simulations, five were selected
for exemplification. It is important to note that the results and the processing time
depend directly on which images are selected to compose the detector sets, and the
image number 01, used in all tests, represents the normal operation of the system.

In Table 1, 112 images of events of tension disturbances occurred from 8 am to 6
pm on the first day (Laboratory in full use) were used.

It could be observed that an error occurred in the monitoring phase in Test 3. This
problem in the classification of a voltage sink occurred because, as shown in Fig. 2,
there were two voltage sags in a short period of time, approximately less than 2 ms.
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Table 1 Results for the first period

Image used Census time (s) Monitoring time (ms) Hit rate (%)

Test 1 01-58-101 1.5543 0.3019 100

Test 2 01-78-95 1.2394 0.2581 100

Test 3 01-61-111 1.9274 0.2395 99.1071

Test 4 01-94-107 1.0147 0.2011 100

Test 5 01-87-93 1.1024 0.1487 100

Fig. 2 Example of sinking voltage in a short period

Table 2 Results for the second period

Image used Census time (s) Monitoring time (ms) Hit rate (%)

Test 1 01-11-26 1.3093 0.1409 92.8571

Test 2 01-18-28 1.3001 0.1398 100

Test 3 01-21-20 1.8510 0.1321 100

Test 4 01-17-23 1.1042 0.1201 100

Test 5 01-20-25 1.1049 0.1013 100

In Table 2, 28 images were used for the period of 18 h from the first day to 8 h of
the second day, that is, the Laboratory and external loads in disuse, which justifies
the least amount of disturbance events, the least amount of images.

Again, in Table 2, it is observed that an error occurred in the monitoring phase in
Test 1 due to the same problem discussed in Table 1.

Finally, in Table 3, 84 images were used for the period from 8 o’clock in the
morning to 6 o’clock on the second day (Laboratory in disuse but with external
loads).

In the tests presented in Table 3, the monitoring process obtained 100% accuracy
in the classification of the images.
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Table 3 Results for the third period

Image used Census time (s) Monitoring time (ms) Hit rate (%)

Test 1 01-67-83 1.3632 0.2056 100

Test 2 01-34-76 1.3021 0.2001 100

Test 3 01-49-73 1.4295 0.1249 100

Test 4 01-54-84 1.2194 0.1231 100

Test 5 01-40-93 1.1821 0.1037 100

The ASN concepts were tested and excellent results were achieved. The emphasis
given to the criteria of an AIS (TAf and detector set) established by the literature is
justified by its importance throughout the process so that the optimal performance
could be achieved. In addition to defining the appropriate TAf for test sets, these
results are due to the fact that all images have been correctly processed by the
program. Each of them has 2 wave cycles, as can be seen from Fig. 2, and the
algorithm performs image slicing to extract the characteristic of all 2 cycles in each
image. Thus, minute adjustments were made so that all cuts were made without the
desired stitches.

6 Conclusion

This work presents a method for classification and detection of voltage disturbances
in real electric power distribution systems using ASN based SIA. The first step is
to obtain the database through the installation of the Fluke VR 1710 and Power
Log software. The second step consists in the development of a algo-pace capable
of reading the input data, to detect possible voltage disturbances and to generate a
report showing the events that occurred to propose timely and immediate solutions.

The TAf and the number of the detector set are fundamental parameters for the
success of the classification process due to noise and loss of quality when the images
are processed by the software. In this way, the value chosen for the TAf should be
sufficient to have the marriage, even if partial. It should be noted that the set of
detectors is generated off-line in the sensing phase and its time, when presented in
the Tables, is on the second scale. Once the detectors are generated, monitoring is
performed, which presents a considerably shorter time, in the order of milliseconds.
These extremely small times accredit the program to be a tool used in real time,
where the response provided by monitoring the system should be immediate for the
decision to be made and no problems occur in the equipment.

The results obtained were promising, showing that the implementation of SIA is
quite reliable and safe, and is therefore a valid computational tool within the QEE
scenario. In the light of the tests carried out during this work, some observations
should be made to highlight the advantages of applying the CIS:
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• Once the detector set is generated, the system is able to perform the moni-toring
several times, without having to restart to perform new tests;

• AIS is capable of performing the detection and classification of disorders from a
limited number of information;

• SIAhas the characteristic of being a systemwith continuous learning,which allows
new elements to be added for detection without the need to erase the data from
memory.

In addition to the results already presented in this paper, proposals for future work
will be presented:

• The Fluke VR1710 Recorder equipment has a huge potential for data to be
explored. Following the methodology of this work, one can use the Equipment
Voltage Guide that displays a temporal graph with the voltages recorded.

• Another suggestion is the use of techniques to treat input data from AIS, in order
to increase the differentiation of images and raise the affinity rate, generating even
more promising, accurate and less time consuming results.

• Expand the use of the AI equipment and techniques used in this work in order to
create a comparative basis of which are the best options. Expand the study here
explored to other locations, such as residences and businesses.

• Finally, to develop a low-cost QEE analyzer, based on the tools explored in this
work. Thus, to propose an Integrated System capable of providing response and
restoration to power grid faults.

As noted, the application of SIAs is not limited, so it is important to expand their
study in all directions, allowing great contributions to society, a fundamental role of
the scientific community.
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Prototype of a Single-Phase
and Two-Phase Electric Power Meter
for Residential Consumption Monitoring
Using an ESP32

Rachel Batalha de Lima and Edgard Luciano Oliveira da Silva

Abstract This article describes a prototype of an electric power meter in the
monophasic and biphasic levels. Its purpose is to monitor residential consumption,
based on a low-cost microcontroller, which through sensors can obtain the current
and voltage values to find the variants of power and cost. The communication is
established through a web server that is developed in the C language in conjunction
with the Arduino libraries.

Keywords ESP32 · Electric power · Internet of things

1 Introduction

The electricity wasting in Brazil reaches annually the quota of 50 thousand
gigawatts/hour that, estimating from the tariff charged in 2014, are equivalent to
3.2 billion dollars approximately [1]. Because of these worrying data, it’s impor-
tant to start with public policies about energy conscious usage, both to consumers,
with projects to allow people to know their average consumption, and researchers,
providing budget to energy efficiency researches, for example.

The number of consumers in the residential electrical sector has been growing
every year [1], as shown in Table 1, which consequently impacts on the increase
of electrical consumption in this sector. Consumers are separated according to the
voltage level they use. The rule says that the higher the consumption, the higher the
voltage level: Group A—Class A1 (230 kV or more), Class A2 (88–138 kV), Class
A3 (69 kV) and Class A4 (2.3–25 kV); Group B—Low Voltage (Less than 2.3 kV)
and Residential (110–220 V) [2].
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Table 1 Number of
consumers per year (millions)

2012 2013 2014 2015 2016

Residential 61.697 63.862 66.007 67.746 69.277

The development of the electric energy meter prototype at the monophasic and
biphasic levels is important because of several factors. First, it is known that the
metering of the electrical energy consumption is done by a reader using a specific
form or an electronic apparatus called a data collector. After collecting the readings,
the reader returns to the supplier, to proceed with next bill’s calculation, which shall
be delivered at the customer address. This process is done within 30 days [3].

Due to this process, the prototype of the low-cost electric meter is important
because it will allow the consumer to control electric power consumption of his
residence in real time and compare with the service charged by the concessionaire.
Thus, avoiding undue charges and reducing energy waste.

In this context, the main contributions of this work are: to develop an intelligent
meter that is efficient and low-cost, using IoT concepts; compare and analyze the
work developed with preexisting solutions in the market, presenting the advantages
and disadvantages of the methodology used.

The paper is organized as follows: Sect. 2 presents the necessary theoretical basis
for the comprehension of this paper, Sect. 3 points out some of the main related
projects about the subject, Sect. 4 describes the approach used in the proposed meter
development, Sect. 5 exposes the experiments and results obtained, and finally Sect. 6
presents the conclusions and suggestions for further projects.

2 Theoretical Basis

2.1 Monophasic and Biphasic Systems

In monophasic systems, the power grid is constructed with two wires: one phase and
one neutral. The maximum electrical voltage that can be supplied by this system
is 127 V at 60 Hz, a frequency suitable for short-range distribution in household
appliances [4].

Themonophasic networks need to respect a limit that comprises the sumof powers
from all equipment in a residence and cannot exceed 8000W, if in the residence there
is a quantity of equipment that exceeds this value, the user can request the increase
of load, transforming in a biphasic network that provide powers in the values of
12,000 W up to 25,000 W [5].

In biphasic systems, there is usually a primary voltage phase and a transformer
with a central grounded outlet. In a biphasic networkwith neutral it is always possible
to have two voltages: a measurement between the phase and the neutral, in this case it
is like a measured voltage in a monophasic network; And another voltage measured
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between two phases: in this case the voltage is always twice the voltage measured
between phase and neutral, since the phase difference between the two phases is
120° [6].

2.2 Embedded Systems and ESP32

An embedded system is a fully encapsulated microprocessor system where its archi-
tecture is dedicated to the device or system it controls. Unlike general-purpose com-
puters, such as the personal computer, an embedded system performs a set of prede-
fined tasks, usually with specific requirements [7]. The microcontroller, present in
this system, is a semiconductor device in the form of an integrated circuit on a single
chip that integrates all the basic units of a microcomputer [8].

An example of an embedded systems development platform is Arduino, which
has become popular because it is open source, low-cost, with very complete docu-
mentation having contributions from various developers around the world and a vast
collection of sensors, actuators and modules of communication available, making it
accessible to all inquisitive and tech savvy. The Raspberry Pi project stands out as
an example of more powerful embedded systems, using an ARM family processor,
including Wi-Fi, Bluetooth, four USB ports, 40 input and output pins and various
interfaces such as camera and external memory [9].

The architecture used in the prototype was the ESP 32, that allows to be pro-
grammed independently, without the need for other microcontroller boards such
as the Arduino, for example. The main advantages of using are: low power con-
sumption, high power performance, low noise amplifier, robustness, versatility
and reliability [10].

2.3 IoT and Client-Server Communication

Internet of Things (IoT) is not only to interconnect “things” through the Internet,
but also, to make them intelligent, capable of receiving and processing from the
environment in which they are inserted or from the networks that are connected.
The growing evolution of technology and the decrease in the price of solutions that
use IoT have made this communication feasible and very attractive for use in many
different areas such as: Smart Grid, Smart Home, Smart Health, among others [9].

The TCP/IP (Transmission Control Protocol) communication model is divided
into layers: interface to network, network, transport and application. The lower layers
have the function of transmitting the data sent by the application layer reliably, but do
not provide direct services to the users. In the TCP/IP model there are no sectioning
and presentation layers, which in most applications are little used. These two layers
are included in the application layer.
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The client with its specific application software enables communication with the
server. The server with its specific software allows to receive the message, interpret
it and return the response to the client and the network [11].

For an internet page to be initialized, the user uses a browser (for example, Google
Chrome, Internet Explorer, Netscape, among others) that works as a client in relation
to aweb server, (TCP/IP), where it uses a high-level protocol calledHTTP (Hypertext
Transfer Protocol), acting as a request-response protocol [12].

3 Related Projects

In the work of Lima, Rachel Batalha [12], presents a meter composed of a current
sensor in conjunction with the Arduino, which sends data to a web platform, and the
total cost of this project was R$ 180.00.

As exemplified in the work of Pereira, Luiz Henrique Junior [13], entitled Mon-
itoring of Electrical Energy Consumption and Equipment Control Via Application,
an ASC12 current sensor and a relay were used, with the aid From ESP8266 by
sending the data to a spreadsheet in Google Docs, and implementing the IoT MQTT
Dash protocol.

Seeking to develop a prototype for electric energy measurement Silva, Igor
Alexandre Dutra e [14], presents a prototype with a cost of R$ 108.00. Formed
by a non-invasive current sensor and a voltage filter, a Bluetooth sensor was used to
send data to the computer.

The present work differs from the previous ones due to the use of a voltage sensor
to improve the accuracy of the variants and the substitution of the Arduino Uno
with the ESP32, which has a superior processing power, also in a prototype with the
most accessible price and makes use of IoT concepts so that the user obtains a better
experience with the use of the software.

4 Proposed Approach

The proposal of developing the low-cost power meter prototype consists of two
modes:

1. Monophasic Mode:

• Composed by a current sensor, a voltage sensor and the ESP32.

2. Biphasic Mode:

• Composed of two current sensors and the ESP32.
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Fig. 1 Measurements on a lamp with the smart meter

The idea of the monophasic mode is to be able to measure the consumption in
the equipment connected to the residence jacks whereas in the biphasic mode the
measurement occurs in the general energy picture.

The flowchart of the meter operation proposed in the work can be seen in Fig. 1.
Its contents are: (i) first, the data input is obtained through the sensors. (ii) The data
are sent via the internet through client-server communication via the HTTP protocol
with the help of ESP 32. (iii) Processing is done by ESP 32 and (iv) with some
Arduino, the meter will send the data to a Web platform, for a better control of user
data visualization.

The microcontroller chosen was ESP 32 from Espressif has a processing power
three times higher compared to the Arduino one, with more memory, Bluetooth,
capacitive sensors, integratedWi-Fi module and low power consumption energy [9].
Main features:

• Main processor: LX6 32-bit Dual-core, operating 2–240 MHz
• Secondary processor: ULM (Ultra Low Power coprocessor) 8 MHz and consumes
150 uA.

• FLASH: 4 MB
• RAM: 520kB
• GPIO: 34, with 3.3 V and 12 mA among others.

5 Experiments and Results

The experiments carried out in this work had the purpose of validating the prototype
measurements in monophasic mode with the aid of the PZEM-061 m, which has
a four-parameter measurement function: voltage, current, active power and energy,
having an energy metering range of 100 A/22,000 W and accuracy class equal to
1.0, each prototype would be allocated in a residence outlet. The comparisons of the
prototype measurements with the PZEM-061 can be seen in the Table 2.

In biphasic mode evaluation, the prototype would be allocated in the general
picture of the residence and the validations were carried out with the aid of DT266
digital ammeter. The comparisons of the prototype measurements with the DT266
can be seen in the Table 3.
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Table 2 Comparison of
measurements between
prototype and Pzem-061

Variables Prototype PZEM-061

Tension (V) 124 V 125 V

Current (A) 0.35 A 0.36 A

Power (W) 41.29 W 42.25 W

Cost (R$) R$ 124.71 –

Table 3 Comparison of
measurements between
prototype and DT266

Variables Prototype DT266

Tension (V) 127 V 128 V

Current 1 (A) 0.32 A 0.33 A

Current 2 (A) 0.27 A 0.28 A

Fig. 2 Monophasic prototype: measurements and communication

The current prototype can be seen in Fig. 2 and this hardware represents the first
phase of the process, the measurement phase. This hardware is composed of an ESP-
WROOM32 microcontroller, a non-invasive current sensor SCT-013, 100 A, this
sensor uses the magnetic properties to generate an induced alternating current that
is proportional to the total alternating current of the circuit.

Another component is the voltage sensor P8, which detects the AC voltage (alter-
nating current) and has an optocoupler, that ensures the insulation of the network,
and can withstand an input voltage of 127/220 V. It is also composed of resistors, a
10 µF capacitor and a p2 connector for better sensor coupling.

The second phase is the communication phase, which comprises the web server,
developed in the C language in conjunction with the Arduino libraries, responsible
to accept client’s requests through the HTTP protocol and to answer by sending the
data to the client web platform, as can be seen in Fig. 3.

According to Aneel—National Electric Energy Agency, linked to the Ministry of
Mines and Energy, was created to regulate the Brazilian electricity sector, through
Law Nº 9.427/1996 and Decree Nº 2.335/1997. The main requirements of the
monophasic metering systems for group B are: class of meter A, which has an error
tolerance of at most more or less 2.5, having as a mandatory parameter presenta-
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Fig. 3 Web platform

Fig. 4 Biphasic prototype

tion of the active power. Therefore, the prototype of the meter meets the proposed
requirements [15].

The biphasic prototype, as can be seen in Fig. 4 is coupled in the phases located
in the general energy picture of the residence. It consists of the ESP-WROOM32
microcontroller, two current sensors SCT-013, one capacitor 10 µF, resistors and
two connectors P2 for better coupling. To validate the results, the DT266 ammeter
was used.

According to Aneel, the main requirements of the biphasic medical systems for
group B are: class of meter B, which has an error tolerance of at most ±1.5%.
Therefore, some refinements are still needed to obtain a better measurement, such
as the implementation of the voltage calculation [15].

The cost of making the monophasic and biphasic prototypes is in line with the
market values of microprocessor systems in Manaus. If we compare with the version
presented in the first stage of the conclusion work, we can see that the current pro-
totype has a better cost benefit with the use of the ESP32 microcontroller, the values
can be observed in the following Table 4:
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Table 4 Cost of the main
components of prototypes

Component Monophasic Biphasic

Tension R$ 50.00 R$ 50.00

Current R$ 75.00 R$ 150.00

Power R$ 20.00 –

Cost R$ 145.00 R$ 200.00

6 Conclusion and Further Projects

In this work, the prototype of a monophasic and biphasic electrical energy meter
for residential consumption monitoring, based on a low-cost microcontroller, was
presented.

As a result of the monophasic mode of measurement experiments, all the require-
ments were met in relation to the class of precision and parameters that it needed
to have [15]. With respect to the biphasic prototype, some adjustments are neces-
sary mainly in relation to the voltage measurement [15]. In general, the prototype
of the monophasic and biphasic meter corresponded to the expectations, achieving
the communication with a web platform and being consolidated with a low-cost
IoT platform. The use of the ESP 32 microcontroller added considerably so that all
communication functions could be implemented more easily at a lower cost.

As future works, improvements will be made to the measurement, as well as the
study and implementation of a protocol of the internet paradigm of things, in order to
acquire control of the data to the user to obtain the history of residential consumption
and the development of the module for three-phase systems.
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Abstract Operation research concepts can help healthcare facilities with unplanned
situations, crisis, and handling of supplies, utilities, and strategies. A methodology
for dealing with the Man-Hour (MH) distribution in a cellular type Healthcare Orga-
nization (HCO) is introduced, and its goal is to maximize the use of resources and
workforce. The problem is modeled via Linear Programming (LP), which results in
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a minimal cost flow problem with the simplex algorithm. The proposed framework
(MCFP) can motivate individuals, reward ability and individual knowledge (not only
moneywise) plus improving patient care. Such model can help to devise a software
tool for decision making with performance and efficiency; it brings direct profit for
the HCO and its staff due to the superior management of their MHs, and it increases
the benefits to the community they serve. The methodology models MHs in an HCO
to optimize management, decision-making tasks, and resource distribution.

Keywords Idleness minimization · Healthcare system model · Minimal cost flow
problem · Motivation rewards · Linear programming · Graph theory applications ·
Simplex algorithm · Healthcare work assignment

1 Introduction

Thisworkdelineates key resource strategies and concepts tomanagehuman resources
in Healthcare Organizations (HCOs) better using applied operations research con-
cepts [1, 2]. Any HCO requires a complicated process for allocating resources and
utilities/services into some modules. Money, workforce, buildings, and equipment
must be allocated to various administrative levels, locations, client groups, and insti-
tutions while responding to (1) the accessibility and transferability of the resources,
(2) the demands or needs, and (3) the provision standards. Healthcare planning tries
mostly to balance these factors, andwith the exercise of priority decisions in those sit-
uationswhere needs cannot bemet at acceptable standardswith the present resources.
Neglecting any element increases the demands for the other two [3–5].

A patient is an inpatient when staying hospitalized or an outpatient when going
to the clinic for diagnosis and/or treatment without occupying a bed.

The inefficiencies drain the restricted resources allotted for healthcare in develop-
ing countries. Hospital managers and other agents want to maximize quality (in the
absence of a profit motive) where the inpatient mortality rate is the leading indicator
of quality.

Decision-makers must use ethics to conciliate the maximum benefit per patient
with the maximum benefit for the entire community according to the following
principles:

(a) They require being essentially just and caring for all individuals likewise.
(b) To treat all victims in the best possible manner.
(c) The best result for the most people with the resources on hand.
(d) The decision-making procedure and criteria should be clear.
(e) Consistency in their way to handle patients experiencing a crisis.

M. P. Vishnevski
LCMAT, UENF, Campos de Goytacazes, RJ, Brazil
e-mail: mikhail@uenf.br
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(f) The amount of resource limitation should be proportional to the demands.
(g) Triage staff should be capable of securing their decisions via documented actions

and estimated potential of them.

Managing expectations is vital for planning and executing reactions. Simulations
before a real event make the staff calmer with resource provision plans and decisions
in an incident, which yields the following benefits:

• Community members understand the notion of resource shortage;
• Better standards for triage of patients, supplies, and medicines; and
• The public develops confidence in medical providers.

Every day, administrators face decisions about what should go where and how.
The decision-making problem resembles a transportation problem because it can
be seen as an exchange process where resources flow from one working cell to
another. A working cell can be a laboratory, department or other sector or some other
location of production, consumption or consolidation in anHCO.Network flows help
scheduling, personnel assignment, and DNA sequencing to name a few possibilities
[6, 7].

An HCO corresponds to a network consisting of nodes and edges. Every node
corresponds to a working cell. Each edge joins a pair of nodes, which correspond
to a duo of working cells. Each edge has a capacity that restricts the amount it can
transport. The goal is to balance the resources transported through the edges of the
network, which lowers costs for service providers and improves service to customers.

Network flow problems generate more efficient solutions computationally speak-
ing. The Shortest Path (SP) and Minimum Cost Flow (MCF) are fundamental oper-
ations research problems. Algorithms for these problems also function as building
blocks to create healthcaremanagement software for complex situations encountered
in HCOs. Therefore, extensive literature on several features of these two problems to
unravel them in polynomial time. Nevertheless, adding one or more extra constraints
makes them intractable. This paper concentrates on the SP problem, which entails
the network path estimation with minimum cost from an initial node to an end node
so that the total delay sum of the paths becomes smaller than or up to a threshold.

The MCF Problem (MCFP) consists of transmitting flow from a given set of
supply nodes, over the network arcs to a group of demand vertices, at a minimum
total cost, and without infringing the lower and upper bounds on flows from each side
of the arcs. The MCF structure is wide-ranging and can model some more specific
network problems, like Assignment, Transport and Transshipment. The Network
Simplex Method (NSM) corresponds to a variant of the bounded variable primal
simplex procedure, especially for the MCF problem. The primary network contains
a rooted spanning tree, in which arcs represent variables. The process iterates by
interchanging basic and non-basic arcs until it finds an optimal solution. Some pricing
strategy chooses an incoming arc while establishing an arc to leave the basis at each
iteration. There are many policies for picking out the entering arc, and they influence
the convergence to the solution.

This paper intends to introduce a model to handle workforce imbalances in the
context of HCO. Section 2 sets scenarios where the proposed model can be used.
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Section 3 contextualizes the allocation of resources as an optimization problem. The
specificmodel is presented in Sect. 4. Finally, the conclusions and future work appear
in Sect. 5.

2 Problem Characterization

Throughout the crises, a calamity or disease occurrence, healthcare providers may
be forced to make complicated decisions concerning the allocation of resources and
medications. However, epidemics and natural crises are not the only times when
doctors may have to make tough calls about who gets what. The lists of scarce
medicines in hospitals and clinics bring to mind the real possibility of not having
access to crucial medical supplies and medicines when they are required. Planning
for shortages is not only sensible but also essential.

Calls for cost restraint, legislation for managing competition plans, and the finan-
cial demands of customers increased financial responsibility. These issues suggest a
greater need for sound administration principles, including purposeful planning and
resource allocation models in HCOs.

During a tragedy, medical care occurs along a range that goes from usual to
the crisis. The objective is to stay in either usual or emergency care mode while
feasible, as this presents the least risk to patients. HCO with the best expansion
capacity and vigilance plans should be able to run longer in these modes than ill-
prepared facilities. Throughout significant disasters, appropriate strategies must be
implemented. With these appear a heightened risk of poor outcomes for individuals,
as existing resources must be applied strategically to benefit the population as a
whole, instead of some patients. When feasible, suppliers should exploit a hands-
on triage procedure (one with formal decisiveness standards) rather than determine
reactively according to their will. Inducing a proactive triage attack, having selected
triage staffs, using decision instruments, and integrating with the event command
system all will develop the value of the decisions reached.

The most severe dilemma confronting hospital administrators nowadays is linked
to business and economic management, above all the motive to control spending
and preserve resources [6]. Still, commercial and monetary issues are among the
most challenging and sensitive areas in analyzes. Issues on administrative efficiency
and managerial execution have been regarded as problems for the past decades in
healthcare management.

Even though outer investigation and internal appraisal matters are becoming the
dominant worry of healthcare executives, the managerial tools employed by these
professionals have not kept cadence. Few hospitals, e.g., are presently using any form
of environmental analysis, user surveys, and financial plans and resource distribution
procedures in their strategic preparation practices [8].

The collapse to a slot in resource allocation procedures in strategic provision may
come from being concentrated on revenue augmentation and economic processes.
Upcoming tactical preparation methods and models utilized by hospitals must inte-
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grate resource use models, which keep resources, get rid of duplication of practices
and equipment within departments, and permit efficient price control.

HCOs need formal strategic administration tools, which offer direction for internal
supply allotment decisions as well as external awareness and promotional expense
allocations. HCOs need more sophisticated data, furnished by clients, which should
be employed to get better the medical organization’s aptitude to please its clientele
by exceeding their service prospects.

The usage of client surveys assessing satisfaction in medical care can ameliorate
the effect of healthcare administration. Data from client surveys can help executives
create better internal and external supply allocation determinations [1].

2.1 Methodology

The initial analysis step creates full documentation ofmedical services (e.g., inpatient
tasks like obstetric or pediatric treatment, cardiology, and respiratory rehabilitation;
and outpatient services like cancer treatment, and radiology). Surveys assess these
issues:

(a) the residents’ awareness degree about the health services on hand by the neigh-
borhood hospital, (b) the significance they attach to having each of these services
accessible within the society, and (c) their hospital’s operation opinionwhen it comes
to delivering services based on their individual experience or on what they had dis-
covered from others. HCOs must deliver services according to the target community
to thrive among the competition. Emergency aid generally is the essential outpatient
service while nutritional assistance and prenatal instruction are less critical.

2.2 Strategic Implications

The bulk of the services labeled as very important and extremely pleasing made
up such as intensive-care nursing, cardiology, surgical accompaniment, laboratory
practices, mammography, and respiratory treatment, radiology, and mammography,
which are tactical for HCOs and demand functionality safeguarding.

To conclude, a mixture of inpatient and outpatient routines above all, vital ser-
vices, health nursing, outpatient surgical procedures, and maybe oncology—can be
regarded services that echo the HCOs domains of strategic limitations. Therefore,
they have a propensity to provide the best occasion for bettering performance and
client happiness. To achieve the utmost advantage from the costs of resources and/or
managerial deliberation, these services should be given exceptional priority in any
intervention/change effort.

Such inpatient-customized services require a policy concerning market-
ing/promotional actions. The bulk of resources and campaigns for advertising the
HCO services should be spent on more essential areas for the clientele and turn
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them into opportunity market areas. Other less apparent but still potentially signifi-
cant service contributions that may deserve more attention include inpatient nuclear
medicine and ultrasound, physiotherapy, outpatient urology, and mammography.
Advertisement of services should be closely supervised and providentially restruc-
tured before primary extra resources or efforts are spent. These may entail support
services necessary for a full-service healthcare center, but without central impor-
tance to the community being served. Other promotional supervising should entail
a periodic reassessment of the public necessities to resolve if services are rising in
value to patients and/or such non-patient hospital components as regional physicians
or insurance institutions [5, 9].

3 Mathematical Formulation of the MH Flow Problem

Networkflow inquires the time to proceed somewhere subsequently andhow [10–12].
Assuming that labor is the answer to individual development and progress of the
person and as a result, the idleness is not something desired, this text reorganizes the
workforce in the organizations to reduce the idleness of its employees and to increase
its production of it. Additionally to causing financial losses to the HCO proprietors,
the idleness dilemma in the workspace interferes subjectively on the worker, and
lack of motivation is its most significant drawback [8, 10].

In thiswork, the idleness problem for anHCO is treated as a networkflowproblem,
and this flow is expressed in Man-Hours (MHs). When estimating the amount of
MHs to be consumed by a productive system, there is a corresponding fixed MH
amount per month. Thus, the proposed production model has to be adjusted to real
or predictable demand. The workforce apportioned to a specified cell can become
unused all through some periods, while other cells can become overloaded due to
scarce supplies. For the last case, instead of seeking human resources outside the
HCO, workforce migration is allowed from one cell to another, and this process is
called MH flow.

It is indispensable to identify the price involved in this procedure so that the MH
replacement can be done in the HCO. By cell, it is meant a room, sector, department
or another type of unit that gathers staff, utilities, and resources.

To supply the cost of the transport of expertise within the hospital requires orga-
nization and financial mapping of that business and information on the healthcare
workers of each cell and also knowledge and documentation of all the productive
processes the group.

A directed graph G = (V, E) consisting of working cells (aka nodes or vertices)
connected or not by edges (i, j) with n nodes and m arcs can characterize an HCO.
The directed network has edge costs cij for each edge (i, j) ∈ E, denoting the cost to
transport one MH flow unit between nodes over that edge. n designates the number
V of vertices, and m the number of edges in the graph.

To typify the problem as a MCFP, one may think that cells with idleness create
a supply of MHs. Then again, cells whose requirements are not fitted to attract this
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stream of MHs according to a linear programming problem with nodes in place of
organization cells as follows:

Minimize z = ∑

(i, j)∈E
ci j xi j

subject to:

∑

(i, j)∈E
xi j− ∑

(j,i)∈E
x ji = di , i = 1, . . . , n

xi j > 0, ∀(i, j) ∈ E

(1)

where z is called the minimization functional;
xij is the MH flow between cells; and
di denotes the current state of a cell in terms of MH.

If di > 0, then a cell can supply MHs. When di < 0, then it is an attractor or
demanding cell. di = 0 means that the cell is just part of a transmitting path (trans-
shipment node). A minimum cost flow problem that has only transshipment nodes
is also called a minimum cost circulation problem. The variables xij indicates how
many units of flow are sent over the edge (i, j).

It is important that transportation costs also carry information on the skills of
the workers from the demanding cell. The production cells possess different values
added to the production costs and by the degree of workforce specialization. E.g.,
if a cell contains highly informed individuals, then MH cannot migrate to a node
requiring basic knowledge for a given operation. In this case, the MH flow between
these cells must be penalized. By definition, the graph nodes are numbered according
to the importance of each cell in the business scenario. The more important a cell
is, the higher the number generated. It is also assumed that cell (node) 1 will supply
MH because it has the smallest importance index (α).

4 Optimizing the MH Flow Between Cells

The MCFP optimizes the MH flow between the cells of the model [6, 7, 10]. Clarify
what the following cells define based on [6, 7] and explain their relationship. In the
first step, the application of the algorithmmakesMH available, so that its origin cells
have no loss since there is a cost to maintain a worker in a cell even if he is inactive.
The simplex algorithm that resolves the MCFP is founded on the exploration of the
best possible Generating Tree (GT), which represents the optimum allotment of the
MH flows between nodes, with smallest cost, after some iterations (Fig. 1).

The numbers above the graph nodes show the supplies and demands of MHs. For
this model, cells 1 and 2 have positive numbers; hence, they contain rations of MH
whereas the others whose cells have negative numbers have demands. The number
related to each arc explains the transfer cost. If an arc has an associated negative
cost, then this means that there is an affinity or a partnership between the two cells
required. All supplies in the network have to be exhausted within the network. The
summation of supplies is equal to the sum of requirements.
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Fig. 1 State flow
diagram—Graph of the
MCFP model

Fig. 2 Initial basic and
optimum solution of the
MCFP model

The MCFP algorithm determines a fundamental GT for each iteration where a
solution can be represented by the arcs belonging to the GT (set of basic arcs), and by
the set of non-basic arcs, which are the ones that belong to the original graph and are
not part of the tree. The GT represents an optimum solution for the MCFP when the
reduced costs of the non-basic arc satisfy the optimality conditions. By definition,
node 1 (cell 1) will always be the root of the GT. Try to give a better understanding
of the next generated tree explain what is TO, M, and—M (Fig. 2 depicts the initial
basic solution).

In the first fundamental tree, all the cells must be linked to the root
node (cell 1). If there is no original relationship between the root and the nodes
of the graph, then artificial arcs must be introduced in the tree. Hence, there is a sure
path between the root and a node, with the matching costs sanctioned with large val-
ues M. The direction of the arrows connecting nodes hinges on the fact that a given
node is related to demand or supply. As there is demand, the orientation is from the
root to the cell, if not, it is from the node to the root. If an unreal arc joins a provision
node to the root node, this arc must be leaning from node to root. Namely, the root
draws the flow of this cell. While the procedure develops, all the artificial arcs must
be taken from the tree by the technique. When the optimal answer contains one or
two artificial arcs, the problem is not workable.



A Model for Medical Staff Idleness Minimization 641

For each interaction, the algorithm reviews all the non-basic arcs employing the
computation of their individual reduced costs (Cw

ij ). The arcs meeting the optimality
stipulations (that is, Cw

ij ≥ 0) stay classified as non-basic arcs. The only candidates
to get into the tree are the ones going against the optimality conditions (Cw

ij ≥ 0).
If there is more than one contender with negative cut down costs, the most negative
one is chosen to quicken the optimization [7]. The reduced arc costs are calculated
as

Cw
ij = w(i) − w(j) + Cij, (2)

where i is a source node, j is a target cell, Cij is the transport expenditure for arc (i, j)
∈ A and w(i) and w(j) are dual variables. This process of transforming a certain tree
T into another one is identified as a pivoting procedure.

Adding an arc to the tree produces a cycle thatmust be cracked throughout pivoting
to create a tree. By definition, a tree gives all the graph cells with only n−1 arcs
relating these nodes, where n is the number of cells. When this cycle sets up a
descendant relation for the nodes, there will be the so-called negative cycle. For the
negative cycle, the betterment is limited to the cycle, and all the nodes that do not
belong to this cycle are lost. In the absence of descendants (no arcs opposing the
direction of the entrance arc), the entering arc flow will be the smallest one among
the arc flows with contrary directions.

While updating the arc flows of the cycle, the arcs whose orientation are contrary
to the entering arc will have their flows decreased by the amount equivalent to the
flow assumed for the entering arc or increased by the same amount in case they
have the same orientation. An arc whose flow is zero will be removed from the GT.
The dual values for the new GT will be updated according to the expression wj =
wi + Cij when j is a descendant of i. Otherwise, wj = wi − Cij, that is, i descends
from j. To check the new tree for optimality, one must compute the reduced costs of
the non-basic arcs. Once the optimality conditions are verified, then we can say the
tree is optimal. If not, an optimal solution must be sought, which means the search
process must go on. Figure 3 represents an HCO floor. The nodes correspond to
production cells, and the arcs are equivalent to the MH flow possibilities between
them. If the node number is positive, then there is a supply of MH. Negative ones
stand for demands. The number on top of the arcs represents the cost to transport
one MH unit.

Arc (5, 4) has the most negative (<<) reduced rate. Hence, it must be added
to the tree. The resulting tree with new updated flows and prices is presented in
Fig. 4. The computation of the reduced costs for the non-basic arcs indicates the
optimal conditioning of T2. In the optimized tree (Fig. 4), node 1 (node 1) meets the
MH demand of cell 2 entirely while supplying MHs to fulfill cell 3 demands and,
additionally, providing 50 MHs to be consumed by the next nodes. In this case, the
supply is entirely consumed by cell 4, which also absorbs all the supply from cell 5.

The relationship between supply and demandmust go from a cell with less impor-
tance to a busier one. This extra value is characterized by the cell factor α [8].
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Fig. 3 State flow
diagram—Graph
representation of the
problem (T1)

Fig. 4 Improved solution
(tree T2)

Nodes are numbered in crescent order of their αs. The node increase (Profiti),
which will be required to estimate the individual gain for this cell given by:

Prof i ti = Xi j
∗CHHMj − Xi j

∗Ci j , where (3)

where Xij is the MH path transported from node i to cell j; CHHMj is the average
cost of MHs in cell j, and CiJ is the transportation expenditure of a unit of MH from
cell i to cell j, that is, the cost of node i to keep a worker in this cell. A worker’s
weight estimation (PF) will be given to each staff element, and his/her gain will be
proportional to it. The worker’s weight becomes

PFi j =
∑

TECi j · αk, (4)

where i is the node index related to the worker origin; j is the employee index in cell i;
k is the node index where the member of staff j was transmitted; TEC is the quantity
of MHs of staff member j in cell k; and α is the importance factor of cell k, in the
HCO scenery. The individual gain per cell is proportional to the weight assigned to
each healthcare professional as:
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Prof i ti
∑m

j=1 PFi j
= Gain1

PFi1
= Gain2

PFi2
= · · · = Gainm

PFim
, i = 1,2, . . . , n (5)

where Gainj is the gain of employee j; m is the entirety of workers in a node i, and
PFij is the weight assigned to worker j in cell i. The MH allocation problem turns
into a minimum cost flow one, where the cells providing and demandingMHs form a
graph and the simplex procedure will determine the lowest cost flow between graph
nodes.

The MCFP algorithm applies non-binary trees as data structures to represent
the minor cost flow in the network; yet, there are practical issues, which produce
pathologic or degenerated trees. So, it will be indispensable to include in the system
some data handling routines to solve this kind of problem. To compute the negative
flowwhen an arc with negative cost is added to the graph calls for a modified simplex
algorithm.

5 Conclusion

As HCOs need to optimize the use of their internal resources, utilities, and staff
reallocations to fund strategical programs, these assets may be shifted from some
services to others. Lastly, service combination involves data from the organizational,
therapeutic, and technical staffs [12–14].

This paper introduces a workforce allocation policy based on the MCFP algo-
rithm to better handle patient care, medical data and the administrative process [2].
It performs analyses and follows the results over time to control the success level
achievedwhile supportingHCOs to stay receptive to their constituencies and adapt to
changing surrounds. The analyses result help to (a) evaluate the importance employ-
ees give to their jobs and outcomes, (b) identify areas in need of interference, and (c)
evade unproductive workforce policies. These decision-making and organizational
gains incorporate:

(i) well-defined info on the organization’s strategic effectiveness and handicaps;
(ii) a greater discernment of the alteration types that can advance performance; and
(iii) explicit characterizewhere to focusmanagerial resources and decision-making.

The idleness and shortage of perspective concerning salary payoffs often frustrate
people in the HCOs. Thanks to the current practice of selecting and hiring workers
with multi-abilities, it is implicit that an employee can work for another cell, even
though he/she may be allotted to another one [15]. This work suggests: (i) to study
the redistribution the unusedMHs on some cells to redirect them to other nodes, in an
optimized manner, and (ii) to divide the gain while dispensing it fairly. The proposed
idleness conduct is not an innovation as far as management policies function, but
it models the idleness problem while encouraging a fair remediation scheme [8].
The MCFP helps the distribution of WHs so that the HCOs organizes processes
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and its workforce, which is already exceptionally valuable while documenting and
normalizing of the procedures to obtain quality.

An HCO should plan for supply apportioning during crises and with additional
discussions about allotment of restricted resources so that all actors can attack situ-
ations with self-assurance, knowing they are well prepared for decisions using the
best existing data and in a way that fosters trust.

An administrator faces the dispute for resources to conform to the goals with
economy and efficiency. The connection between the range of productive inputs and
the corresponding outputs results in an output function, which depicts the maxi-
mum quantity of production that can be obtained from any specific combination of
resources (or inputs) used in creating a product (or output) or in other words the
connection between output and inputs that maximizes economic return.

1. Suppliers can limit waste and needless care.
2. Dispense resources fairly based on value [16–18].
3. Take on supervised care plans to disseminate healthcare resources more ably and

cleverly where physicians may review policies to equilibrate the healthcare of a
particular patient.

4. Ethical matters related to healthcare resource distribution.

This research opens new paths concerning the way WHs and resources are
deployed [16–18] even in diverse contexts such as palliative care [19, 20], HCO
management simulation [14], healthcare system design and resiliency [21], home
care [20, 22, 23], and staff fatigue mitigation [24].

After the system via simulations, studies employing computational intelligence
techniques [25, 26] to circumvent big data problems arising from themedical applica-
tions will be done [27–29]. The effects of cloud-available distributed computational
resources [13, 25, 29] and different types of medical databases [27, 28] must also be
considered since medical systems are cyber-physical systems [26, 30].
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Environmental Education and Its
Influence on Childhood Learning
for the Formation an Aware Citizen

Ana Claudia Mendes de Seixas and Giovanna Ramos Maccari

Abstract Environmental education is becoming a topic increasingly addressed in
society, being of extreme importance for the participation of the individual in the
midst of a community. Since the 1760s, with the Industrial Revolution, man began
the degradation of the environment as a source of natural resources for the rapid
production of the industrial means of the time, generating a great problem with
different types of pollution in the world, among them themanagement of solid waste.
It was only in the mid-1970s that this vision began to be changed. In Brazil, after
many years, the National Policy on Solid Waste (Law 12,305 of 2010) was instituted
aiming at the non-generation, reduction, reuse and adequate final destination in away
that does not harm the environment. The problem of waste only grows each year,
generating concern about the future. n this way, environmental education enters as
an instrument of awareness of people from the influence of individuals with society.
Therefore, this work was developed for children, in the case students of the Pio XII
ApplicationSchool, aiming at the reduction and adequatemanagement of solidwaste,
applying a suitable environmental education for a significant change of behavior from
the creation of materials (primer and games easy to understand issues related to solid
waste management.

Keywords Environmental education · Solid waste · University extension

1 Introduction

Since the Industrial Revolution in the eighteenth century, there has been an acceler-
ated industrial, technological and population development throughout theworld. This
historical period initiated the exacerbated use of natural resources, these resources for
the most part, inexhaustible and nonrenewable, seriously damaging the environment
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in which man lives. The combination of these factors led to an increased generation
of solid waste without adequate management and disposal.

Due to the lack of knowledge added to the paradigm of consumption that the
capitalist system brings with it, a new global perspective on the environment became
necessary, starting in 1970, a point exposed in the Universal Declaration of Human
Rights where it is said that every human being has the right to a quality of life [1].

In Brazil, several themes related to the environment were addressed over time.
However, in 2010 alone the country started to worry about solid waste, with the
publication of the National Policy on Solid Waste (PNRS—Law 12305/2010). The
National Policy on Solid Waste (PNRS) defines itself as: “an economic and social
development instrument characterized by a set of actions, procedures, and means to
enable the collection and restitution of solid waste to the business sector, for reuse,
in its cycle or in other cycles productive, or other environmentally appropriate final
destination” [2].

According to data from the Ministry of the Environment, Brazil produces about
90 million tons of garbage per year and each Brazilian generates approximately 1 kg,
depending on the region in which it resides and its purchasing power [3, 4]. In this
context, as cities develop, it becomes necessary to sensitize the population about
solid waste management, seeking alternatives to mitigate problems related to this.

In this way, according to the approach of Ref [5], environmental education is a
topic of extreme importance for the formation of a conscious individual. It favors the
formation of opinions related to life on the planet, dissemination of more sustainable
practices between society and nature, seeking solutions to environmental problems,
reinforcing the role of the school since this work is carried out in an educational
environment [6].

Environmental Education applied in the city of Campinas-SP, Brazil, is an educa-
tional concept that proposes that the schools have actions regarding the environment,
involving social actors in the school community, from the students to the relatives
and employees collaborating with the development of new citizens [7, 8].

Therefore, the school is an ideal place for the production and dissemination of
knowledge for a large number of people and at a stage where it is possible to form
critical thinking about the environment. For this reason, this work was developed
for children, in this case, students of the Pio XII Application College aiming at the
reduction and proper management of solid waste, applying a suitable environmental
education for a significant change on individual behavior.

2 Objectives

The objective of the present work was to create materials (booklet and educational
games) of easy understandingwith themes related to solidwastemanagement in order
to minimize the generation of waste with educational actions through awareness,
developing critical thinking using ‘learning through play’ approaches and forming
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conscientious and respectful citizens in relation to the environment and the commu-
nity in which they live.

3 Methodologic

Socio-educational workshops were carried out and aimed at attracting and encour-
aging students about the environment. The workshops began with the creation of a
booklet on solid waste separation (Fig. 1). Selective waste management and program
awareness help on creating a better understanding of its importance and encourages
practices in homes.

Thiswas done fromparallelworkshops forwaste reuse and research in the school’s
computer lab. Its content refers to the explanation of the colors for waste separation,
how to identify the materials and tips for efficient separation, as well as to inform
the days of the week that the selective waste truck goes in the districts of the city
of Campinas, so that the students and parents do the disposal of these wastes on the
correct days.

On the other hand, the educational games were designed so that the students
understood the importance of the environment in which they live in an educational
way, from the re-reading of four games created by them and those responsible for
the work.

Monopoly (Fig. 2) was made from the original game, modifying the lands by
states in Brazil that could possibly be degraded and in need of recovery and for that
reason, purchase of the lands was necessary for planting trees and recovering the
lands biodiversity. This was fundamental for teaching about degraded areas, making
this game so sought after by students.

The “Who Am I” game was adapted to solid waste learning, in which students
found out the object by asking questions about waste to identify it and learned about
characteristic of each residue (Fig. 3).

The elaboration of the games was also based on the research done in the computer
lab and the re-reading of the original games. The “Conscious Memory Game” was
adaptedwith the content fromselectivewastemanagement, referring to the separation
colors of the solid and electronic residues and helping to identify them, with the
purpose of memorizing the colors of the selective waste management (Fig. 4).

The game “Environment detective” (Fig. 5) was adapted from the concept of areas
degradedbyelectronicwaste, inwhich theobjective is to discover bymeans of “clues”
what crime occurred, who committed it and where it happened and, finally, find one
or more solutions to this environmental crime. The player that finds out committed
crime, the suspect and the place, according to the letters of the confidential envelope,
wins the game and should seek one or more solutions to it.

The booklet and games about students’ daily themes were adapted to environ-
mental themes. Both were elaborated in an educational and creative way with the
help of the students themselves, so that they could understand the concepts about the
themes and disseminate this idea to people living close to them.
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Fig. 1 Selective waste management booklet. Photos Seixas 2018
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Fig. 2 Game about monopoly. Photos Seixas 2018

Fig. 3 Game about “Who Am I”. Photos Seixas 2018

Fig. 4 Conscious memory game with students. Photos Seixas 2018
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Fig. 5 Environment detective. Photos Seixas 2018

4 Results and Discussion

With the execution of the workshops throughout the year and elaboration of the infor-
mative materials it was possible to identify students’ interest in environmental issues
as they prepared the informational materials. This interest in the workshops made
it possible to change the student´s behavior and the involvement of the community
surrounding them, once the parents and staff of the school also got involved, causing
an increase in the reach of information and population about the environment. The
booklet was given to students and games borrowed so they could play with other
classmates from the school.

The information communicated about waste will directly interfere with landfills,
as with the content learned about waste separation and management, it is possible to
apply the selective separation and management and waste reduction, thus allocating
less and less waste to landfills, causing a reduction in deposition area and thus
increasing its lifetime.
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5 Final Considerations

At the end of the workshops and elaboration of the information materials and games,
it was possible to identify the behavioral change of some students who were part of
the work, verifying the students’ interest in separating the waste and carrying out
processes for their reduction and reuse. For this reason, Environmental Education is
fundamental for the formation of the individual.

The workshops related to the environment have fostered the awareness of those
involved since childhood, being extremely important for their socialization process
and for the formation of critical thinking about the environment, consumption and
the importance of preserving it for collective good. This is the principle for spreading
the idea to friends, family, teachers, or school staff.
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Abstract Mathematics is a discipline much feared by most students in schools.
Handing out strategies to demystify this discipline through interdisciplinarity, that
is, to show howmathematics can be used in other branches of knowledge is our goal.
Thinking about this issue, we developed the POEMATHICS Project as an alternative
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activity for the teaching of mathematics allied to the Portuguese language teaching.
This initiative consists of relating the mathematics with the written language. Stu-
dents should develop poems, poetry, texts, stories, music, etc., using mathematical
terms and ideas. To promote this activity is necessary the participation of teachers
of a language (this work deals with English examples and a workshop done in Por-
tuguese) and Mathematics so that students can be accompanied and together awaken
the pleasure of learning as well as improving math and linguistic skills.

Keywords Playful games ·Mathematical education · STEM education ·
Cognition ·Multiple intelligence types · Semantics · Semiotics · Neurolinguistics

1 Introduction

Intelligence, according to Sternberg is “the ability to solve abstract problems.” For
Terman, an individual is intelligent as far as he/she can think in abstract terms [1, 2].
“One can also conceptualize intelligence as the ability of a human being to create
and/or modify things; The ability to extract the essence of certain content and still
reflect and discuss it. For [2], “an intelligence implies the ability to solve problems or
create products that are important in a particular environment or cultural community.”
Until very recently intelligence was measured through a series of psychometric tests,
such as the IQ test. Most tests focus on logical-mathematical reasoning, and individ-
uals who have good memorization and quick-thinking skills are better qualified. A
person is considered intelligentwhen he/she has quick reasoning, goodmemorization
capacity and takes good grades at school.

The intelligence is much more multifaceted than tests can measure, even because
most tests measure only the logical-mathematical knowledge of individuals, not
being able to evaluate, for example, their creation capacities [1]. Jean Piaget’s studies
emerged as a fashion counterpoint established by intelligence tests. For Piaget, the
knowledge is not in the subject or the object, but it builds the interaction of the subject
with the object. When the subject interacts with the object produces the ability to
know and produce the knowledge itself [3, 4].

Another question about intelligence is the possibility that there are mechanisms
that can increase or improve it. For [5], it is possible to stimulate intelligence through
the use of vitamins, physical exercises (according to this author, some aerobic exer-
cises when performed moderately allow better retention of information) and mental
exercises such as reading books and crossword puzzles among others showing that
the environment directly influences the intellectual capacity.

Different intelligence types can interact with each other, and an individual can
use two or more types of intelligence [1, 2]. By viewing this spectrum, activities can
develop, not only one but several intelligence forms simultaneously.

According to Gardner [1, 2], the brain has eight intelligence forms: linguistic or
verbal, logical-mathematical, spatial, sound or musical, kinesthetic-corporal, natu-
ralistic, biological or ecological, intrapersonal and interpersonal. Thiswork considers
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logical-mathematical intelligence that involves the ability to recognize patterns, to
work with abstract symbols (such as geometric numbers and shapes), as well as
discern relations and/or see connections between separate parts and distinct them.

It is up to the school to stimulate these intelligence types by using pedagogical
strategies (games, toys, and pranks) [3, 6, 7]. Thus, the teacher who teaches math-
ematics in the early series of elementary school should always act as a facilitator,
the one who helps the student to overcome their limits—using creative activities and
evaluations that allow the student to build meaningful learning and knowledge from
the environment.

2 Importance of the Games Using Words and Ideas

Semiotics deals with the exploitation of all human senses, using them as antennas
of receiving verbal and non-verbal messages, visible and invisible in the structure of
the texts with which humans interact regularly.

Associating the semiotic contents with the training of mental discipline, the orga-
nization of scientific reasoning, thus contributing to the efficiency of the production
of reading and, above all, the learning process of the Portuguese language. It is then
seen that the goal is fundamentally pedagogical because it is intended to understand
the pathways of semiosis and significant production better, focusing on the written,
verbal representation as an eminently symbolic process [8, 9]. Semiotics studies the
signs in general. So, the sound, the image, the ballet, the painting, the drawing, the
writing, the spoken, etc., everything is semiotic matter including all school disci-
plines and thus can be used as a theoretical-methodological frame, establishing the
transitional nexus between the discipline in focus and those intentions to relate to it.

2.1 Case Studies

Some examples of activities involving word games aiming at mental distraction, but
also reinforce various aspects of the various intelligence types, besides contributing
to the improvement of the capacity of expression. The examples below are from
Karen Beatty [10, 11], who performed experiments with children of 4th and 5th
series of the first degree of the Cadarackque Public School (Figs. 1, 2, 3 and 4).

2.2 The Evaluation of Mathematical Learning

Nowadays, schools, in the vast majority, have a policy of evaluation of school-based
income assessment, as it were, in the approval/reproach dichotomy. In this context,
there is no room for a practice of evaluation, which helps in the identification of
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Fig. 1 How to write a math poem [10, 18]
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Fig. 2 How to write a math poem [19]
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Fig. 3 How to write a math
poem: the slang problem
[20–22]
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Fig. 4 Matharena: Linear
equations lyrics by Vicki
Young. Melody: “Macarena”
[22]

We're solving equations; we want to find the answer. 
It has to fit just right; that's the number we are after. 
At  first we'll take our time, but then we'll travel faster! 
Do the matharena!

Solving equations, I want to be emphatic! 
You must decide: is it linear or quadratic?
Then check your plan  - plan to check, while you're at it! 
Do the matharena!

What is the plan when “x” is only first degree?
Clear  - that means distribute  - and collect like terms you see! 
Last (but not least) you must cancel so that “x” is free!
Do the matharena!

What do you do if certain terms just disappear?
There are 3 cases - we need to make them crystal clear! 
One solution, no solution, or any number anywhere!
Do the matharena!

As long as an "x" is left in your equation,
You'll have one solution, you'll find it if you're patient! 
That answer will be zero if the number side is vacant! 
Do the matharena!

When both sides are zero, your answer's any number.
When only letters drop out, what's left may make you wonder:
The answer's no solution  - you no longer have to ponder! 
Do the matharena!

overcome difficulties in the teaching and learning process, both sides: of the pupil
and the teacher.

The evaluation in most of our schools, public or not, is eminently summed up,
always concerned about the final results that lead to irreversible situations concerning
the students’ performance, without being taken into account to many implications
including social, a fatal decision-making process from an educational standpoint.

The idea of combining mathematical concepts with literature, in particular with
poetry, is not new. Concerning Brazil, one can mention the “Mathematical Poem”
by Millôr Fernandes and the song “Math Class” by Tom Jobim.

3 The POEMATHICS Project

Some research in first and second-degree schools revealed that many students
present difficulties in mathematics, in general, and in activities requiring writing,
where students need to express their ideas in written form. They present several
problems related to the organization and chain of ideas, as well as vocabulary
deficiencies [12, 13].
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Based on these shortcomings, the development of activities that stimulate both
logical-mathematical and linguistic intelligence are sought. Mathematics national
curricular parameters consider the discussions and reflections in the context of con-
temporarymathematical education; however, about the development and stimulation,
of the intelligence forms, this was not enough, perhaps because of the shortage of
adequate literature. These parameters should emphasize more general issues since
this topic was addressed superficially in Brazilian curricular proposals, and without
much attention during the previous training of the teachers.

3.1 Objectives

It iswith the intention of demystifying themathematics, by learningwhile associating
it to a gratifying and kind act, developing the logical reasoning and the ability to use it
together with other disciplines, that we elaborate such activity. Students are expected,
at the end of the activity, to be able to write texts using technical writing techniques,
seeking to use mathematical terms coherently in their work.

The primary objective is to achieve that students use all their knowledge of math-
ematics and Portuguese to draw up their texts. This activity will stimulate research,
both in mathematics books and in Portuguese books and dictionaries. The teacher
will be able to emphasize the content that is being taught in the period in which the
activity is carried out, making the learning more enjoyable. These activities require
students to exercise their logical reasoning, among other requirements. Students will
have to relate mathematical terms to insert them into text (prose or verse). There will
arise the need to choose the words and terms so that the text can acquire meaning.

3.2 Methods

The activity requires the partnership between Portuguese and Math teachers besides
the players. Students should write texts, poetry, prose, stories, using mathematical
terms always seeking to express ideas and coherently compose sentences or verses. It
is necessary, first, to develop the prerequisites. One of them belongs to the Portuguese
teacher, who should work on the writing and spelling techniques with the students.
The other is up to themath teacher, who shouldmake a smallmathematical dictionary
along with the students, seeking meanings for the terms used in this discipline and
what othermeanings could have in our daily lives. After the two procedures have been
done, students should now write texts using the terms they learned in math classes.
It is advisable to be presented with texts that can serve as a guide for students, as this
will probably be an entirely new activity for them.

It is interesting that the activity is carried out in the classroom because it is a new
proposal, unknown to most students, there will undoubtedly be many difficulties
for the elaboration of the texts. Therefore, it is indispensable to monitor teachers



Poemathics 663

for better student performance. It will be necessary to take a class that will serve to
expose to students what is to be developed, the goals and howmuch fun it is to merge
disciplines. In an introductory class, it is interesting that the teacher read some texts
as an example for the students and so that they can have a better view of what is
being proposed. As a suggestion, the teacher with the class can formulate a bank of
mathematical terms and words with their meanings to elaborate the text.

To stimulate the students more, rewards to the best works such as watching an
animation or seeing the poetry made into an animation can be awarded, but always
with the care of not devaluing the other works did not come to achieve the goals.
Four group activities or meetings can serve to carry out the project. Of course, this
time is flexible and depending on both the student as well as the teacher can lengthen
or compress the suggested time.

4 Discussion and Future Work

The association between art and mathematics considers the existing Mathematics in
artistic productions as architecture, literature [12], sculpture,music [13] and painting.
Highlighting that associations seem to bemathematics secret and art in itself, this text
discusses the role of artistic gratification, imagination, identification and originality
in mathematics, and vice versa.

One aspect that called the authors’ attention is the fact that seniors feel more at
ease when it comes to writing. When seniors and children are paired in an activity
involving math and literature, in the long run, better results appeared, especially
when there are computers involved. Seniors tend to have a better vocabulary while
the children feel more comfortable with technology. Since both groups are not in
general found of math, once they establish a bond, they can cooperate towards better
texts with an increase in computer literacy by the seniors. The experiments gave some
interesting spinoffs. Given that the population is aging fast, games and transmedia
activities can further explore new possibilities with different age groups [14–17].

5 Conclusions

Despite the focus of this work, which is, stimulating the taste for reading and fixing
mathematical concepts, it is worth to point out that this idea can also be used in order
to involve other areas of knowledge.

This activity is conventional outside standards. One may find diverse reactions
and behaviors in students. At first sight, it is impossible to do a job involving two
different disciplines, Portuguese and mathematics. Some students may present resis-
tance to develop the activity. However, the vast majority are enthusiastic about the
proposal and face the activity as a challenge. It is necessary to have patience and
convincing arguments to show the students more closed to new proposals that this
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activity in addition to improving their writing techniques, exploring the grammar
and the mathematical terms and concepts, it develops the power of abstraction and
logical reasoning by mixing the richness of words in many ways in one job.

Many students have difficulties in elaborating their texts for various reasons, so
it is necessary to show texts to inspire students and to clear the real sense of what
should be done. The whole process should be followed closely and with quantitative
methodologies so that the students produce texts with the greatest authenticity pos-
sible. It is clear that our goal is not to form poets, chroniclers or any writer, but rather
that the works are done with the most significant commitment possible exposing
what our students can accomplish.
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