
123

Gervais Mendy
Samuel Ouya
Ibra Dioum
Ousmane Thiaré (Eds.)

e-Infrastructure
and e-Services
for Developing Countries
10th EAI International Conference, AFRICOMM 2018
Dakar, Senegal, November 29–30, 2019
Proceedings

275



Lecture Notes of the Institute
for Computer Sciences, Social Informatics
and Telecommunications Engineering 275

Editorial Board

Ozgur Akan
Middle East Technical University, Ankara, Turkey

Paolo Bellavista
University of Bologna, Bologna, Italy

Jiannong Cao
Hong Kong Polytechnic University, Hong Kong, Hong Kong

Geoffrey Coulson
Lancaster University, Lancaster, UK

Falko Dressler
University of Erlangen, Erlangen, Germany

Domenico Ferrari
Università Cattolica Piacenza, Piacenza, Italy

Mario Gerla
UCLA, Los Angeles, USA

Hisashi Kobayashi
Princeton University, Princeton, USA

Sergio Palazzo
University of Catania, Catania, Italy

Sartaj Sahni
University of Florida, Florida, USA

Xuemin Sherman Shen
University of Waterloo, Waterloo, Canada

Mircea Stan
University of Virginia, Charlottesville, USA

Jia Xiaohua
City University of Hong Kong, Kowloon, Hong Kong

Albert Y. Zomaya
University of Sydney, Sydney, Australia



More information about this series at http://www.springer.com/series/8197

http://www.springer.com/series/8197


Gervais Mendy • Samuel Ouya •

Ibra Dioum • Ousmane Thiaré (Eds.)

e-Infrastructure
and e-Services
for Developing Countries
10th EAI International Conference, AFRICOMM 2018
Dakar, Senegal, November 29–30, 2019
Proceedings

123



Editors
Gervais Mendy
LIRT, ESP
Cheikh Anta Diop University
Dakar, Senegal

Samuel Ouya
LIRT, ESP
Cheikh Anta Diop University
Dakar, Senegal

Ibra Dioum
Lab d’Informatique Réseaux
Dakar, Senegal

Ousmane Thiaré
LIRT, ESP
Sanar, Senegal

ISSN 1867-8211 ISSN 1867-822X (electronic)
Lecture Notes of the Institute for Computer Sciences, Social Informatics
and Telecommunications Engineering
ISBN 978-3-030-16041-8 ISBN 978-3-030-16042-5 (eBook)
https://doi.org/10.1007/978-3-030-16042-5

Library of Congress Control Number: 2019934947

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-16042-5


Preface

It is our pleasure to welcome you to the proceedings of the 10th European Alliance for
Innovation (EAI) International Conference on e-Infrastructure and e-Services for
Developing Countries (AFRICOMM 2018). The conference was held in the city of
Dakar, Senegal, during November 29–30, 2018, following up on the success of past
editions. The conference constitutes a forum for the presentation and discussion of the
latest results in the field of e-infrastructure and e-services for developing countries and
aims at providing research directions and fostering collaborations among the partici-
pants. Scientists, practitioners, students, and professionals met to discuss research and
development of efficient and effective infrastructures and solutions in situations of
limited resources.

This year, the technical program of AFRICOMM 2018 drew from a number of
submissions: 49 papers submitted from 14 countries representing three regions—West
Africa, Europe, and South America. In the first stage, all papers submitted were
screened for their relevance and general submission requirements. These manuscripts
then underwent a rigorous peer-review process with at least two or three reviewers,
coordinated by the international Program Committee. The Program Committee
accepted 36 papers out of 49 submissions. The accepted papers provide research
contributions in a wide range of research topics including e-health, environment, cloud,
VPN and overlays, networks, services, e-learning, agriculture, Iot, social media, mobile
communication, and security. We believe that this volume not only presents novel and
interesting ideas but also that it will stimulate future research in the area of infras-
tructures and services. In addition to the high-quality technical paper presentations, the
technical program also featured two keynote speeches. The invited speakers were
Georgia Bullen from the Open Technology Institute, USA, Stephen Soltesz from
Google, USA, and Prof. Yves Le Traon from the University of Luxembourg,
Luxembourg. The IMRA (Internet Measurements Research in Africa) workshop at the
conference aimed to address various aspects of mechanisms and challenges in mea-
suring Africa’s Internet topology.

Coordination with the conference manager, Andrea Piekova, was essential for the
success of the conference. It was also a great pleasure to work with such an excellent
organizing team, all of who did their parts in organizing and supporting the conference.
We wish to express our deepest gratitude to all the Technical Program Committee, led
by our TPC co-chairs, Dr. Ibra Dioum and Prof. Ousmane Thiaré, the publication chair,
Dr. Tegawendé Bissyandé, and the external reviewers for their excellent job in the
paper review process. Without their help, this program would not have been possible.
We take this opportunity to thank all the presenters, session chairs, and participants for
their presence at the conference, many of whom travelled long distances to attend this
conference and make their valuable contributions.

We strongly believe that the AFRICOMM conference provides a good platform for
all researchers, students, developers, and practitioners to discuss all scientific and



technological aspects relevant to e-infrastructure and e-services for developing coun-
tries. We also expect that future AFRICOMM conferences will be as successful and
stimulating as indicated by the contributions presented in this volume.

November 2018 Gervais Mendy
Samuel Ouya
Ibra Dioum

Ousmane Thiaré

vi Preface
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A Superdirective and Reconfigurable
Array Antennas for Internet

of Vehicles (IoV)

Mamadou Mansour Khouma1(B), Ibra Dioum1, Idy Diop2, Lamine Sane2,
Kadidiatou Diallo1, and Samuel Ouya1

1 Laboratoire d’Informatique, Réseaux et Télécoms (LIRT),
Ecole Supérieure Polytechnique (ESP), Dakar, Senegal

mansourkhouma@gmail.com
2 Laboratoire d’Imagerie Médical et Bio-Informatique (LIMBI),

Ecole Supérieure Polytechnique (ESP), Dakar, Senegal
http://www.esp.sn

Abstract. This paper presents a prototype design of antenna for Inter-
net of Vehicle (IoV). Presented antennas is an array of 4 quarter-
wavelength monopoles set in form of lozenge and on an infinite ground
plan confused to vehicle’s roof. Monopoles are 2 by 2 linearly associ-
ated and are excited properly in magnitude and phase. Uzkov’s theory is
first used to calculated appropriate excitation coefficients and after that
Non-Foster circuit theory for determining an impedance-matched with a
Zload. Ansys HFSS is used for simulations and results show a good band-
width and particulary a superdirectivity in order of 8.2 dB reconfigurable
in a desired and useful direction.

Keywords: Superdirectivity · End-fire · Impedance active · IoV

1 Introduction

Internet of Things (loT) is a world-wide network connecting all the smart objects
together. It is the way in which all things are enabled to talk with each other.
Whenever those smart things being connected over internet are restricted to
only vehicles, then it is called as Internet of Vehicles (loV). According to recent
predictions, 25 billion things will be connected to the Internet by 2020, of which
vehicles will constitute a significant portion. In other words, IoV is the largest
communication network between vehicles, vehicles owners and some third parties
like servers ect. So we establish:

– A communication between the vehicles and the vehicle owners for:
• security alert about the vehicle,
• damage alert about the vehicle,
• the attributes like proximity, tyre pressure and vehicle lock ect.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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4 M. M. Khouma et al.

– A communication between vehicles defining
• Proximity between the vehicles,
• The immediate surroundings of a vehicle through onboard cameras,
• Speed of vehicles within a particular radius of the vehicle under consid-

eration,
• Tyre burst related accidental information.

– A communication between vehicles and a centralized server which stores and
analyzes datas for the suitable solution

– A communication between server and third parties like police patrol, ambu-
lance, fire-engine, etc.

By that way, detected and been capable to react either to a security inside and
outside the vehicle or a human proximity or a thief in a seconde need absolutely
an array antennas able to respond to that high need of permanent and directive
connectivity.

In that paper, we present an array of 4 quater-wavelength monopoles anten-
nas superdirective with radiation pattern reconfigurable in a desired direction.
This array antenna maximize directivity as never obtained before for the least
latence but allow to cover all 360 deg azimutal plane with radiation pattern
reconfigurability in a desired direction.

2 Antenna Design

Our design is a 4 quarter-wavelength monopoles 0.1λ spaced. Antennas are made
cooper and set on an electrically perfect ground plane considered as infinite as
a vehicle’s roof; we consider for that case a circular ground plane with a radius
of 250 mm. We work it in a test simulation at 5.9 GHz resonant frequency with
simulator Ansys HFSS.

2.1 Theorical Study

Theorical works on the design of materials giving a high directivity with mod-
erate dimensions has since ever undergo a lot of research. Osseen has been the
first most prolific one to state in his old works that it is theorically possible to
have a directivity as high as desired with an antenna of arbitrarily small dimen-
sions. Later, Harrington showed so far that a directivity in order of N2 + N can
be obtained with a single antenna, with N representing the highest mode [1].
However, the most significant works for a large number of associating radiators
is from Uzkov [2], who states in 1946 the possibility to make a superdirectivity,
meaning a directivity in order of N2, by linearly associating a larger number N of
closely spaced radiating elements. Then, he showed from Eqs. (1) and (2) defined
below that this directivity can be in a desired direction (θ, φ) when radiating
elements are properly excited.

a0n = H∗
mn

−1.e−jkr0.rm .f∗
m(θ0, φ0).fn(θ0, φ0) (1)
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Hmn = 〈 1
4π 〉 ∫ 2π

0

∫ π

0
fm(θ, φ).f∗

n(θ, φ)ejk−→r .(rm−rn)

sin θ∂θ∂φ
(2)

where

f(θ, φ) is the far field in the (θ, φ) direction.
f(θ0, φ0) is the far field in the (θ0, φ0) direction.−→r is the far field vector in the (θ, φ) direction.−→r0 is the far field vector in the (θ0, φ0) direction.
(θ0, φ0) is the direction (θ, φ) where the maximum directivity of the system
can be attained.

Matrix a0n are so far currents excitation coefficients which allow to properly
excite antennas in magnitude and phase in order to maximize directivity in a
desired direction (θ0, φ0).

Since ever then multiples works have been done theorically and in practice,
proving that properly excited in magnitude and phase array antennas closely
spaced can provide superdirectivity.

Altshuler et al. show in multiples and significants works with two quarter-
wavelength monopoles 0.5λ spaced and excited by currents equal in magnitude
but specifically different in phase, that a directivity of about 7.5 dB in the end-
fire direction can be reached. This directivity slowly increases as the spacing is
decreased and approach values of 9.8 dB and 10.5 dB for respectively distance of
0.2λ and 0.1λ between monopoles [3–5]. In an other way, in some others works,
Donnell et al. shows that a similar gain of about 10 dB can be approximately
reached when one of two elements 0.145λ spaced is excited and the other one
shorted as a “parasitic” element [4]. Best et al. confirm this late possibility in 2
straight-wire monopoles by matching one of his this by an impedance [7].

However, since we state in our previous works that it is more benefit in term
of mutual coupling for a two linearly associated monopoles to match antenna
with Non-Foster circuit [11], we calculated appropriate Zload (R, L and C) as
defined below by Eqs. (3) and (4) to charge one antenna and to excite the other
one by unity. For that, first is calculated the impedance matrix Hmn used it
secondly to determine the current excitation coefficients a0n. All calculations
and simulations are done with Ansys HFSS, mostly for far fields determination
in all values of (θ, φ).

Zactive =
V (n)
I(n)

= Znn +
N∑

m=1
m �=n

ZmnIm (3)

Zload = −Zactive (4)

Matrix Zmn calculated give a Zload with 37.191Ω resistance and 13.4485nF
capacitor in a parallel circuit. So, as shown in Fig. 1, a design of 4 monopoles
2 by 2 linear is proposed. Monopoles are each others 0.1λ spaced in form of
lozenge. The ones in the x-axis are 0.245λ length and excited by a unit power
but the others in y-axis are 0.24λ length and charged with Zload. So the principle
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Fig. 1. Antennas geometry

Fig. 2. S-Parameters
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Fig. 3. Situation 1: 3D radiation pattern

Fig. 4. Situation 2: 3D radiation pattern
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Fig. 5. Situation 3: 3D radiation pattern

Fig. 6. Situation 4: 3D radiation pattern
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Fig. 7. All situations: 2D radiation pattern

Fig. 8. 2D radiation pattern
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is at any cases the monopoles 1 and 3 in x-axis are both excited at same time
and at any cases the monopoles 2 and 4 in y-axis are both charged at same time.
So situations are:

– Situation 1: Monopole 1 is excited by a unit power, Monopole 2 is charged
by Zload and monopoles 3 and 4 act like parasitic elements.

– Situation 2: Monopole 1 is excited by a unit power, Monopole 4 is charged
by Zload and monopoles 2 and 3 act like parasitic elements.

– Situation 3: Monopole 3 is excited by a unit power, Monopole 2 is charged
by Zload and monopoles 1 and 4 act like parasitic elements.

– Situation 4: Monopole 3 is excited by a unit power, Monopole 4 is charged
by Zload and monopoles 1 and 2 act like parasitic elements.

All of this cases are programmable by pin diodes which allow to swich all
the time in the needed (θ0, φ0) direction until covered all 360 deg azimuthal
plan for reconfigurability. Cases as stated below by Figs. 7 and 8 are in order to
reconfigure the directivity, for 360 deg azimuthal plan coverage.

2.2 Simulation and Results

The antenna array as stated is an array of 4 monopoles 0.1λ spaced one from
others, in form of lozenge and linear 2 by 2 associated. Monopoles are used for
IoV at 5.9 GHz frequency (5.875 GHz–5.905 GHz), with an infinite ground plan
confused to vehicule’s roof. Simulations are done as stated with Ansys HFSS.

Results show that array antenna has good bandwidth of more than 30 MHz
and −20 dB at 5.9 GHz resonant frequency as shown by Fig. 2. Figures 3, 4, 5 and
6 relate a supergain of about 8.2 dB reconfigurable as we can see it in a desired
direction. Situations 2 and 4 are respectively reconfigurable cases of situations
1 and 3. Thus, an integral coverage of all 360 deg of azimuthal plan is so far
obtained as stated by Figs. 7 and 8 with s1 meaning situation 1, s2 situation 2,
s3 situation 3 and s4 corresponding to situation 4.
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Abstract. Irrespective of the maturity or infancy of e-learning adoption in a
university, the academic staff always have varying levels of commitment to
online courseware development and delivery. Some will be actively engaged,
some will be passively involved while others will remain ignorant about online
courses’ issues. This paper investigates trends in online courseware develop-
ment in Uganda and classifies emerging participation levels into three, namely
active, passive and exclusive engagement. The latter clustering followed a
survey of 120 academic staff from six public universities in Uganda, with
general findings indicating low participation of instructors in courseware
development. For instance, whereas 60% of the respondents had been trained in
the use of authoring tools, only about a half of them had continued to use these
tools for courseware development. Essentially, the survey revealed that the
variation in courseware development engagement is caused by both the indi-
vidual and institutional strengths (active case) and weaknesses (passive and
exclusive scenarios). As such, institutional support strategies for improvement in
courseware development for each of these three categories are explored and
discussed. Future researchers are encouraged to test the developed institutional
support strategies in their e-learning or blended learning practice.

Keywords: E-learning � Blended learning � Courseware development �
University education

1 Introduction

Electronic courseware development and delivery has become a prominent educational
reform practice in university education. This has taken different forms including: the
use of presentations (PowerPoint, video lessons and animated lessons); the use of
learning management systems (e.g. Moodle, Edmodo, itslearning, Blackboard,
WebCT, etc.); and more recently, the use of massive open online courses platforms
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(e.g. Coursera, edX, Udacity, etc.). While these developments are driven by the
increasing use ICTs in education, academics still face challenges in acquiring and
mastering information technology skills for the purposes of teaching. In this paper, we
investigate these challenges and provide strategies for improvement that caters for the
varying individual and institutional readiness levels in online courseware development.

Courseware development and delivery through a learning management system
(LMS) is viewed as the basic requirement for teaching and learning in the 21st century
universities [2, 16, 18]. As university education transitions to online and blended
teaching modes, there is much discussion and pessimism of the capacity of universities
in the developing countries to cope [4, 19]. Achieving this transition is particularly
difficult because the traditional face-to-face contact mode cannot easily be adapted to
online contexts without sufficient investment in ICT resources and competency of the
instructors. This paper further examines the individual and institutional support
strategies aligned with the real-life scenarios of active, passive and exclusive partici-
pation in online courseware development.

As a means of meeting the increasing demand for higher education and enroll more
students, public universities in Uganda are encouraged to change the method of
delivery of content from the traditional face-to-face (F2F) to online course delivery [6,
7]. Online course delivery as part of e-learning involves the use of computer networks
to support teaching and learning remotely. Aside from the high demand for university
education that can be met through e-learning, this mode of pedagogy is considered
beneficial to higher education for a number of reasons including:

• Empowering institutions to flexibly support student learning without restriction of
time, space and enrolment numbers [2].

• Supporting individual learner differences, allowing students to study at their pace
and priorities [11, 12, 15].

• Compensating for scarcities of resources (e.g., human, lecture space, etc.) in tra-
ditional settings [8, 19].

• Building horizontal relationships amongst learners through discussion forums and
vertical relationship with lecturers through online facilitation [20].

• Creating rapid and inexpensive distribution channels of educational courseware and
knowledge within and outside national boundaries [1, 9].

• Improving the quality of teaching and learning as it complements the face-to-face
teaching approaches [2, 15].

In contrast, online courseware development is affected by several factors that
should holistically be managed for its successful utilization. These factors include:
varied instructor readiness, institutional support challenges, technology accessibility
issues, course content quality benchmarks, varied levels of demand for online courses
by students and the society, and pedagogical changes in online delivery. Related
research within East African countries have found some of these factors to be more
profound. For instance, [10, 15], in their studies on the status and challenges of e-
learning in Kenya, reveal that ICT infrastructure and technical competency are most
significant challenges to e-learning adoption in Kenya. The same challenges with
addition of staff and student attitude are reported in the Ugandan case study involving
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leading universities in e-learning adoption [5, 13]. The Tanzanian case is not any
different as research finding indicate similar challenges of human resource capacity,
infrastructural capacity and technology use capacity [3, 4, 19].

Whereas universities continue to engage in courseware development in order to
create their own online learning resources for their students, the level of participation
by staff varies significantly as already highlighted. This variation including lack of
participation in courseware development forms the central thesis of this paper and
hence clustered as active, passive and excluded courseware developers’ continuum. In
the subsequent sections of this paper, we further explore the latter typology.

1.1 The Problem

Online courseware development is a laborious, knowledge intensive, technology driven
and costly process. It is capable of high returns on investment when tied to a business
model and can also become a waste of money, intellectual energy and valuable time
when un-strategically managed. In the context of the public universities in Uganda,
there are a number of positive trends such as the existence of functional LMSs,
improving technical competency and percentages of staff trained in courseware
development. Despite these positive trends, the existing volume and quality of
courseware developed is still low [5, 6]. Moreover, most of the courses with online
presence are in the engineering and related fields where information technology
competency is highest [13]. A number of the universities with functional LMSs do not
have any courses in the Arts and Humanities fields. Furthermore, evidence of staff
trained in online courseware development but have never hosted any course in an LMS
are the norm rather than the exception. These realities point to the need to cluster
courseware developers according to their levels of activeness and design appropriate
strategies for support as addressed in this paper.

1.2 Objective

This research sought to investigate the state of online courseware development in
public universities in Uganda in order to identify gaps and develop strategies for
improvement. In pursuing this aim, a two sequence research strategy was followed.
Firstly, inclusivity and/or exclusivity in online courseware development was investi-
gated at university level. This was connected to the second sequence where inclusivity
was further probed at individual/instructor level to reveal activeness or passiveness in
online courseware development. The strategy implied here is reflected in Fig. 1 in the
next section.

2 Courseware Development Participation Indicators

The level of participation in courseware development in this research was investigated
in the context of institutional initiatives and individual effort. The institutional initia-
tives include: hosting the preferred LMS; creating and facilitating a technical support
unit for the LMS and other courseware development issues; training of staff on the use
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of LMS and course authoring tools; providing on-campus internet access through local
area network (LAN) and/or wireless (Wi-Fi) points; supporting off-campus internet
access through prepaid internet modems; development and implementation of
online/blended learning policy; and provision of computers (desktop or laptop) for
staff.

Similarly, individual/instructor initiatives in online courseware development
include: gaining skills on the use of LMS and course authoring tools; delivering at least
one course on the institutional/university LMS; sharing content developed through an
online space; seeking support from the university’s technical team; and collaborating
with peers on online courses development. Figure 1 therefore shows how institutional
and individual initiatives are responsible for active or passive engagement in course-
ware development.

The indicators of courseware development in Fig. 1, further guided the design of
the data collection instrument as presented in the next section.

3 Methodology

3.1 Location of the Study

The study was carried out as part of the project title “Training for sustainable spatially
enabled e-services in Uganda,” under the objective “to increase on the number of e-
learning researchers and managers in Public universities in Uganda.” As such, the study
sample was derived from academic staff of public universities in Uganda that have been

Fig. 1. Institutional and individual indicators of courseware development
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in existence for over five years. Six public universities suited this criterion including,
Makerere University, Gulu University, Kyambogo University, Makerere University
Business School (MUBS), Busitema University and Mbarara University of Science and
Technology (MUST).

3.2 Study Population, Validity and Reliability

A cross-sectional survey was used in this study. The survey focused on three related
areas, namely, online courseware development, online course facilitation and online
course management. An estimated number of academic staff in the aforementioned
public universities was 4221. Using [7]’s sample determination table, a sample size of
351 respondents was targeted. However, 120 valid questionnaire responses were
returned representing a response rate of 34%. The reason for this low response rate was
due to the delay in validating the questionnaire and subsequently end of semester II
examinations for 2016/2017 academic year coincided with the actual survey. The
returned questionnaires were checked for completeness and accuracy. The data was
analyzed using SPSS to generate the descriptive and inferential statistics.

Prior to the actual survey, validity of the questionnaire was established by engaging
one expert in e-learning from each of the participating university. These experts
examined the questionnaire against four criteria as outlined by [14]:

• Whether the questionnaire measured what it intended to measure;
• Whether the questionnaire represented the desired content;
• Whether the questionnaire was appropriate for the target population; and
• Whether the questionnaire was comprehensive enough to collect all the information

needed to address the purpose and goals of the study.

Following successful validation of the questionnaire, a pilot test was carried out and
reliability coefficient (alpha) of 0.89 obtained for the section of questionnaire on online
courseware development issues in Ugandan public universities.

3.3 Study Sample

The sample comprised of 120 academic staff distributed as 40% (48) from Gulu
University, 18% (22) from Kyambogo University, 11% (13) from MUBS, 11%
(13) from Busitema University, 10% (12) from MUST and 10% (12) from Makerere
University. The variation of responses was due to the timing of data collection whereby
the participating universities were at various stages of administering end of semester II
examinations for 2016/2017 academic year. The departments from which the respon-
dents were drawn are shown in Fig. 2.
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Other respondents’ details on age group, gender, tenure are given in Table 1.

Since this paper is particularly informed by the section on online courseware
development in the survey, the level of participation in online courseware development
was determined by the indicators in Fig. 1 based on institutional and individual factors.

Fig. 2. Distribution of respondents by department

Table 1. Background characteristics of the respondents

Item Category Frequency Percent

Respondents’ age group Up to 30 30 25.0
31 to 35 23 19.2
36 to 40 31 25.8
41 to 45 15 12.5
46 to 50 11 9.2
Above 50 10 8.3

Gender of the respondents Female 35 29.2
Male 85 70.8

Academic rank of the respondents Teaching assistant 21 17.5
Assistant lecturer 25 20.8
Lecturer 53 44.2
Senior lecturer 19 15.8
Associate professor 1 0.8
Professor 1 0.8
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4 Results and Discussion

The results are presented in the context of participation levels categorized as active,
passive and exclusive engagement in online courseware development. The typology
(active, passive, and excluded developers) represent real-life scenarios in courseware
development and therefore worthy of in-depth analysis.

4.1 The Context of Active, Passive and Exclusive Participation

The context of active, passive and excluded courseware developers was informed by
the results of the survey based on the institutional and individual factors as highlighted
in the previous section. An in-depth contextual analysis based on institutional provi-
sions for online courseware development is given in Table 2. From the institutional
perspective, the active and passive participation is not important but rather inclusion
and exclusion in institutional initiatives for improving online courseware development,
as depicted in Table 2.

Table 2. Institutional initiatives for inclusive and exclusive participation in online courseware
development

Institutional initiative Inclusive context Exclusive context

Online hosting of LMS 52% (62) respondents agreed
that an institutional LMS was
installed and hosted online.
The actual LMS varied from
Moodle, Edmodo, itslearning,
WebCT to the one for Mbarara
University (MUST-LMS)

48% (58) were not sure of
LMS installation and hosting

Training on use of LMS 38% (46) had basic training in
the respective LMS. Another 8
staff (7%) trained themselves
on the use of LMS

57% (68) never participated in
any LMS training

Training on use of
authoring tools

60% (72) had training on use of
authoring tools. This
percentage includes those
trained through institutional
arrangements and others who
learnt on their own. The
authoring tools identified
include: MS PowerPoint, eXe,
Adobe Presenter, EasyProf,
FlashPoint and Elucidat

40% (48) were ignorant about
authoring tools and had never
received training on their use

Provision of on-campus
internet access

77% (92) could access internet
on campus. There were general
complaints of slow
connectivity during peak hours
(mid-morning to afternoon –

10:00 am to 4:00 pm)

23% (28) did not have access
to internet while on campus

(continued)
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Further analysis of the inclusive context was needed to discover the level of par-
ticipation in online courseware development in terms active or passive engagement. To
achieve this, the survey sought to investigate the level of individual participation by
examining four constructs: actual use of the institutional LMS; actual use of course
authoring tools; pursuance of technical support in using LMS and/or authoring tools;
and engagement in e-learning/blended learning policy implementation. The results of
this investigation are presented in Table 3 based on the corresponding sample sizes
from the inclusive context in Table 2. For this reason, the respective sample sizes are
indicated in Table 3.

Arising from the results in Table 3, we can safely suggest that measurement of the
level of instructors’ personal effort in courseware development can be determine by
three constructs: actual use of the institutional LMS to host courses; actual use of
course authoring tools to develop content; and pursuance of technical support in using
LMS and/or authoring tools. The fourth construct on the level of engagement in e-
learning/blended learning policy implementation, does not have definite boundaries
and therefore not significant in establishing instructors’ personal effort in courseware
development.

Having discussed results of inclusivity and exclusivity in courseware development
at institutional/university level as well as through instructors’ efforts, the next section
examines how instructors should be supported by their universities to become proactive
courseware developers.

Table 2. (continued)

Institutional initiative Inclusive context Exclusive context

Provision of off-campus
internet access through
prepaid internet bundles

100% not applicable response was recorded. Some of the
respondents indicated that this is an unrealistic dream. Others
provided resentful comments such as “only possible when
university top management becomes: .com, digital not analogue,
and honest with ICT budgeting”

Existence of technical
support team

46% (55) agreed that a
technical support team exists.
Some of the respondents
further emphasized that the
support team is centralised and
easily accessible by staff of
different units

54% (65) were either not sure
of their existence or affirmed
their non-existence

Existence of policy on
e-learning or blended
learning

20% (24) confirmed existence
of guiding policy for e-learning
or blended learning

80% (96) were not aware of
the existence of such policy

Provision of computers
for staff

18% (21) have access to a
university’s desktop or laptop
computer. However, 74%
(89) own laptops which they
use for personal and university
work

82% (99) do not have access
to a university computer
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4.2 Institutional Strategies for Improvement of Online Courseware
Development

The low/no adoption of e-learning is directly linked to the level of scarcity of online
courseware managed by the respective university. While the results of this study
indicate that majority of the academic staff are either not engaged in online courseware
development (excluded) or are at least passively involved, the ultimate goal is ensuring
active participation in courseware development. This section therefore, presents a
generic strategy for sustaining active online courseware development through institu-
tional initiatives that uniquely support each category of developers (active, passive or
excluded). Figure 3 represents this strategy as informed by the research results, e.g., the
ratio of instructors engaged in courseware development decreases from the excluded
category towards the active category. It (Fig. 3) depicts the relative distribution of staff
by their prominence in online courseware development. Institutional initiatives are
indicated in circles and aligned with corresponding context of courseware developers.

Table 3. Individual initiatives for active and passive participation in courseware development

Individual initiative Active participation
indicators

Passive participation
indicators

Use of institutional LMS
(n = 62)

53% (33) had hosted a course
on the existing LMS. The 33
includes 25 out of 46 who
were trained in existing LMS
and 8 who learnt LMS by
themselves. Further analysis
on the extent of use of
personal internet data for an
online course activity while
off-campus revealed that 14
out of 33 (42%) were
involved

47% (29) were trained but
never used the existing LMS
on their own

Use of course authoring
tools for content
development (n = 72)

54% (39) used at least one
course authoring tool for
content development

46% (33) had not used these
tools despite having
undertaken basic training

Pursuance of technical
support (n = 55)

42% (23) had sought support
in using LMS and/or
authoring tools

58% (32) had not sought any
form of technical support in
relation to courseware
development

Engagement in
e-learning/blended
learning policy
implementation (n = 24)

All the 24 (100%) indicated that they were not engaged in
e-learning/blended learning policy implementation. Some
supported this position with claims that the policies were either
externally sourced through consultancy or merely drafted under
donor funded projects for accountability but without
involvement of the potential instructors
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Cross-cutting initiatives such as access to computers and provision of internet have
been ignored in Fig. 3. The intersections of circles in Fig. 3 depict initiatives that are
relevant to the interfacing categories. For instance the interface between active and
passive developers reflects a real-life scenario where the referred active developer at the
lower end of this continuum needs equal support as the developers with passive
characteristics.

5 Conclusion

Online courseware development and delivery stems from instructors mastering content
design techniques and delivery strategies that promote student-to-student interaction
with minimal instructor intervention. Its success in turn depends on the university’s
commitment to technical and financial support for instructors. In the context of Uganda
and emerging from this study, online courseware development has remained generally
low despite evidence of mastery of content design techniques. Indeed 60% of the
respondents in this study had been trained in the use of authoring tools and yet only
about half of those trained had continued to use these tools to develop their content.
This and related findings as presented in this paper confirmed the claim that irrespective
of the maturity or infancy of e-learning adoption in a university, the academic staff will
have varying levels of commitment to electronic courseware development and delivery.
This research further contends that effective improvement strategies in courseware
development by instructors are those that are unique to participation levels of the
instructors, i.e., the active, passive and excluded instructors’ clusters of courseware
developers should be supported differently. This unique intervention strategy as
articulated in Fig. 2, depicts the role of universities in supporting their instructors to

Fig. 3. Institutional strategies for attainment of proactive online courseware developers
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become proactive courseware developers. Future researchers are therefore encouraged
to test the developed institutional support strategies in their e-learning or blended
learning practice.

This study also confirms the previous findings that the engineering and other sci-
ences fields are more prominent in e-learning adoption than the Arts and Humanities
fields [13, 17]. For instance, while 72 instructors had under gone training on the use of
authoring tools and 39 had actually used the authoring tools, only 5 out of 39 (13%)
were from the Arts and Humanities fields. This notable finding suggests that passivity
in online courseware development is more significant among the Arts and Humanities
instructors than those from engineering and other sciences fields. As such, there is a
need for further investigation into the causes of variation in e-learning adoption by the
different professionals in higher education. At the same time, qualitative studies that
document best practices by the prominent online courseware developers especially in
Africa would inform future adoption in related contexts.
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Abstract. LoRa is designed for long-range communication where
devices are directly connected to the gateway, which removes typically
the need of constructing and maintaining a complex multi-hop network.
Nonetheless, even with the advantage of penetration of walls, the range
may not sometimes be sufficient. This article describes a 2-hop LoRa
approach to reduce both packet losses and transmission cost. To that
aim, we introduce a smart, transparent and battery-operated relay-device
that can be added after a deployment campaign to seamlessly provide
an extra hop between the remote devices and the gateway. Field tests
were conducted to assess relays’ ability to automatically synchronize to
the network without advertising their presence.

Keywords: LoRa · Low-power IoT · Low-cost IoT · Multihop ·
Rural area

1 Introduction

Recently, Low-Power Wide Area Networks (LPWAN) play a key role in the IoT
maturation process. This is a broad term for a variety of technologies enabling
power efficient wireless communication over very long distances. For instance,
technologies based on ultra-narrow band modulation (UNB) – e.g. SigFoxTM – or
Chirp Spread Spectrum modulation (CSS) – e.g. LoRaTM [1] – have become de
facto standards in the IoT ecosystem. Most of LPWAN technologies can achieve
more than 20 km in line of sight (LOS) condition and they definitely provide a
better connectivity answer for IoT by avoiding complex and costly relay nodes
to be deployed and maintained.

In the context of the H2020 WAZIUP project, we developed a low-cost IoT
generic platform using LoRa technologies to enable the deployment of smarter
rural applications in developing countries [2–4]. From this generic platform, sig-
nificant real-world deployments have already been realized in Senegal (Cattle
Rustling), Ghana (Fish Farming, AGRI-Weather) and Pakistan (AGRI-Soil with
multi-level soil moisture for crop irrigation). The feedback we have with these
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rural deployment experiences is that even with the longer range offered by LoRa,
we encountered in many of these deployment campaigns connectivity issues with
the gateway: there is no or very weak connectivity. In fact a clear LOS communi-
cation is hardly the case. Reasons are numerous, for instance there are constraints
on gateway and gateway’s antenna placement – e.g. in the farm office with power
supply and wired Internet access – and some devices can become very isolated
from the vast majority of deployed devices even when device’s antenna can be
placed higher than the device itself. Regarding the transmission power, there are
also limitations in many countries. But it is not always desirable to use higher
transmission power levels as it would result in severe energy consumption and
reduced battery lifetime.

In this paper, we investigate a 2-hop LoRa approach to extend the cover-
age area and solve these connectivity issues of real-world IoT deployment in
rural environments. Very importantly, the main objective is to design a smart,
transparent and battery-operated intermediate node – relay-device – that can be
added after a deployment campaign to seamlessly provide an extra hop between
the remote devices and the gateway. That can significantly improve reliability
of data transmission in non-line of sight (NLOS) scenarios. The remainder of
the paper is organized as follows. Section 2 provides an analysis to the LoRa
technology multi-hop schemes proposed in the literature. Section 3 describes the
proposed approach based on low-power relay nodes. Performance evaluation and
measurement results are discussed in Sect. 4. We conclude in Sect. 5.

2 Related Work

In a multi-hop network, every node can communicate with the other nodes. They
provide routing for each other so that two nodes physically far away from each
other can communicate using nodes between them. Multi-hop alternatives for
the uplink in LPWANs technologies – particularly in LoRaWAN – have not yet
been profoundly explored in networks operating at sub-1 GHz. In exploring the
limits of LoRaWAN, the authors in [5] addressed the use of TDMA and multi-
hop solutions in order to reduce both the number of collisions and the needed
transmission power. From there, an extension of LoRaWAN protocol enabling
relay-based communication to extend coverage area without the need of gate-
ways and increase the performances of end-devices, is designed in [6]. LoRaBlink
[7] is a protocol on top of LoRa’s physical layer designed to support reliable
and energy efficient multi-hop communications. Time synchronization is used to
define slotted channel access. While downlink messages are distributed through
flooding, nodes use a directed flooding approach for uplink communications.

In [8], the author analyzed the impact of introducing a forwarder node
between an end device and a gateway to improve the range and quality of
LoraWAN communications. As the forwarder aims to reduce the power con-
sumption on end-nodes, the work mainly focused on an energy analysis. How-
ever, the device receive window must be increase to manage downlink packets. In
[9], authors investigated the combination of LoRa and concurrent transmission
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(CT) – a recently proposed multi-hop protocol that can significantly improve the
network efficiency – to realize a reliable CT-based LoRa multi-hop network. On
the one hand, the long transmission range of LoRa ensures the indoor coverage,
reduces the number of redundant relay nodes, and keeps the transmission power
small. On the other hand, the CT protocol helps to realize a simple but effi-
cient one-to-any fast packet broadcast by introducing the synchronized packet
collisions. [10] proposed a multi-hop uplink solution compatible with LoRaWAN
specification, which can act as an extension to already deployed gateways. End
nodes transmit data messages to intermediate nodes, which relay them to gate-
ways by choosing routes based on a simplified version of DSDV routing.

These works propose centralized approaches controlled by the gateway, the
network server or the initiator, which sets up both the relays and the devices
through MAC commands. In addition, the synchronization mechanism requires
message exchanges. In most of these works, end-devices act as relay depending on
the needs. [10] introduces routing nodes (RNs) for relaying uplink packets from
leaf nodes. However, RN are assumed not energy constrained. The purpose of
this work is not to use the multi-hop concept to propose a new LPWAN protocol
or an extension of LoRaWAN, to solve the aforementioned problems. In rural
applications context for developing countries, gateways cannot act as relays as
in [11] where more gateways are deployed to ensure multi-hop communication.
This would lead to additional deployment cost since a gateway (a) is considered
to be appropriately placed close to an unlimited power source, (b) requires an
IP connection to operate and (c), is the most expensive component, even in
our low-cost context. End-devices also don’t act as relays because they run very
specific sensing template code and must be placed according to sensing needs.

3 Smart 2-hop Relaying Mode

3.1 Principle

Our 2-hop LoRa relay approach consists, in a post deployment addition, of an
extra hop between some end-devices and the gateway in NLOS scenarios as
illustrated in crop fields for the Nestlé WaterSense project (the left part of Fig. 1).
We propose to have relay-devices which are special low-power nodes different
from the end-devices. However, similar to the end-devices, relay-devices are built
from the generic hardware IoT platform but their unique feature is to extend
the network coverage by performing data receive and forward operations. It does
not take part in any data sensing, data processing nor aggregation tasks. One
of the major considerations of a relay-device should be its appropriate location
to cover areas where connectivity is either lost or unstable after the network
deployment. We designed the relay-device with the following requirements:

– Low power : relay-devices are battery-powered and therefore energy con-
strained. Their hardware should be very similar to those used by low-cost
end-devices (i.e. Arduino Pro Mini). Being battery-operated they must not
listen continuously, which basically would make them gateways and this is
not what we wanted.
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– Smart : relay-devices must be designed to remain in low-power mode most
of the time. Obviously, they have to wake-up at appropriate moments to
catch uplink transmissions from specific devices in order to perform the relay
operation. This is the major consideration of this work since missing uplink
packets would make the network less reliable than it was. Therefore, a relay-
device must be able to switch from sleep to active mode by smartly analyzing
the uplink pattern from end-devices.

– Transparent : relay-device nodes must be transparent to the rest of the net-
work: (a) no change in hardware or software for end-devices or gateway to
support the new 2-hop approach; (b) no additional signaling traffic between
relay-devices and end-devices or gateway. Therefore, end-devices should not
be aware of the 2-hop relay mode, nor to perform any discovery and bind-
ing process to a nearby relay-device. A relay-device also does not need to
exchange parameters with the gateway for advertising its presence. And, on
the gateway side, no scheduling mechanism for end-devices and relay-devices
is required. The presence of a relay-device should not be detected although
it is possible to indicate its presence with a specific flag in the packet header
if it is desirable for the gateway (or network server) to have this information.
Our approach is not centralized, neither at gateway nor network server as in
related works. Furthermore, withdrawal or failure of a relay-device leaves the
network as functional as before its integration in the network.

Figure 1 (right part) depicts our proposed architecture for providing a trans-
parent 2-hop LoRa connectivity. The red link means no direct connectivity while
the orange link means unstable connectivity. The green links means high quality,
stable connectivity. The main advantage of our smart relaying mode is related
to the relay-devices’ ability to adapt in complete autonomy and transparency to
their deployment environment. This is realized with an autonomous and asym-
metric synchronization approach. It does not require any time synchronization
between the nodes, e.g. end-devices behavior remain unchanged as indicated
previously. It is asymmetric in the sense that the synchronization work is done
by the relay-device: only the relay-device has to learn wakeup periods of the
end-devices.

Fig. 1. Long-range 2-hop connectivity architecture (Color figure online)
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3.2 Implementation

In a typical telemetry LoRa network, end-devices periodically measure environ-
mental parameters and transmit data packets mostly at regular intervals, being
most of the time in deep sleep mode where they are unable to send nor receive
packets. We assume here that end-devices wake-up at least once every 60 min
– from their local time as there is no synchronicity between end-devices. When
inserted in an existing LoRa network, relay-devices are responsible for forward-
ing data packets from end-devices with no prior knowledge of how end-devices
will wake up. Once deployed, a relay-device discovers end-devices in its vicinity
and will build a wake-up table. When powered-on a relay-device first runs an
observation phase and then a data forwarding phase.

Observation Phase. This phase consists in observing network traffic for a
specified duration. At start-up a relay-device usually does not know when it
will receive an uplink packet, so it needs to be in receive mode during all the
observation duration. This observation duration must be long enough to catch
the various uplink packets from end-devices. Assuming that end-devices wake-
up at least once every 60 min, an observation duration longer than 60 min is
sufficient. The Arduino Pro Mini running at 3.3 V consumes about 15 mA in
continuous receive mode, so 60 min of observation has little impact on the battery
lifetime as this process is only performed on startup.
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In the observation phase a relay-device receiving an uplink packet from an
end-device (a) sends to the device any cached downlink packet; (b) records rele-
vant information of the uplink packet such as the source address, the timestamp,
etc.; (c) forwards the packet to the gateway by keeping the original packet header.
Note that packet forwarding from a relay-device to the gateway during this phase
can also allow for transmission quality comparison if the original packet also
reach the gateway. Note that the relay-device can also receive downlink packets
from the gateway to specific devices. In this case, the relay-device stores this
downlink packet and will forward it at the next uplink transmission from the
corresponding end-device. The reason to do so, instead of directly forwarding
the downlink packet to the device is because the device receive window probably
does not take into account the additional delay introduced by the relay-device.
This process, detailed in Algorithm 1, is repeated throughout the observation
duration. When the observation phase is over the relay-device switches to the
data forwarding phase.

Data Forwarding Phase. With the collected information during the observa-
tion phase, the relay-device is now able to determine wakeup time of the end-
devices in its vicinity. It can determine its own activity schedule in each round
to wakeup at appropriate moment to forward uplink packets and remain in low-
power mode the rest of the time. Algorithm 2 shows how the sleep period is
computed. In the data forwarding phase the relay-device determines the wakeup
time T (using sleep period) to wake up to catch the next uplink packet from
device i. The relay-device will actually wake up at T − Tguard in order to com-
pensate for clock drift. Tguard must be kept small to reduce energy consumption.
Once awake, the relay-device enters in receive mode waiting for the next uplink
packet until time T + Tguard. When receiving the uplink packet it simply for-
wards the packet to the gateway. If it receives a downlink message in the receive
window, it stores the message until the next upstream transmission from the cor-
responding end-device as explained previously for the observation phase. Note
that upon reception of the uplink packet from device i the relay-device updates
the wakeup time of device i accordingly to take into account any clock drift.
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4 Performance Evaluation

We performed field tests to assess the performance of the proposed 2-hop app-
roach for increasing network reliability. The university campus with many veg-
etation and sparse buildings has been our rural environment of deployment.
We deployed at first a network consisting of 3 soil humidity end-devices (ED1,
ED2, ED3) and one gateway (GW ), as shown in the part (a) of Fig. 2. GW
was placed in the car park of the Faculty of Science and Technology, two meters
above the ground. End-devices have different transmission intervals: ED1 sends
a data packet every 3 min, ED2 every 5 min, ED3 every 7 min. LoRa parameters
of the experiments were chosen as follows: spreading factor of 12, bandwidth
of 125 kHz and coding rate of 4/5, which is the usual setting that provides the
longest range. The transmission power for all tests has been set to 14dBm and all
measurements were done in NLOS conditions. Two relevant metrics have been
identified: packet error rate and power consumption.

Fig. 2. Deployment scenarios

4.1 Network Reliability

In our first set of experiments, we adopted the standard LoRa one-hop commu-
nication scheme. In order to determine the network reliability, we simply mea-
sured the number of correctly received packets by the gateway GW . Results, as
shown in Fig. 3 (left part), indicate connectivity state of end-devices compared
to GW : high quality for ED1, very weak for ED2, no direct for ED3. Part (b)
of Fig. 2 illustrates this network connectivity state. In order to assess our 2-hop
approach, we introduced a relay-device (RD) in the network so as to obtain
stable connectivity between the isolated nodes (ED2, and ED3) and RD, but
also between RD and the gateway. The part (c) of Fig. 2 shows this deployment
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scenario. We first tested the network reliability by adopting our 2-hop approach
with the relay-device in continuously listening mode waiting for uplink packets.
As expected, results validated that adding an extra hop between isolated end-
devices and gateway can significantly increase the link reliability in high packet
error rate conditions. Indeed, all packets sent by end-devices have been correctly
received on the gateway side. That means packets from ED2 and ED3 were
catched by RD and forwarded to the gateway. Finally, we conducted tests to
assess the relay-device’s ability to automatically synchronize with the rest of the
network by fully embracing our smart and transparent 2-hop approach.

As the relay-device should wakeup in advance (by Tguard) to safely catch the
next uplink packet, the value for Tguard is critical: a too small value may make
the relay-device miss the uplink packet while a too large value would consume
more energy. By varying Tguard from 0 s to 5 s we measured the ratio of correctly
received packets at the gateway, i.e. uplink packets catched and forwarded by
RD to GW . The observation phase is set to 15 min and at least two packets per
end-devices are expected to be catched. We ran each test during 1 h: the first
15mn for the observation phase and the remaining time for the data forwarding
phase. Results are shown in Fig. 3 (right part).

Of course, during the observation phase all packets sent by the end-devices
are correctly received and forwarded to the gateway. As shown in Fig. 3 (right
part), there is a total desynchronization of the relay-device with the rest of the
network when Tguard ≤ 2 s. This is mainly due to the fact that the wakeup of the
relay-device takes some time. When Tguard ∈ [3, 4], synchronization is partial:
at least 50% of packets can be correctly received but not more than 70%. This
is due to a small clock drift. When Tguard = 5 s, it is possible to obtain 100% of
correctly received packets.

Fig. 3. Correctly received packets

4.2 Discussion on Radio Duty-Cycle

In Europe, electromagnetic transmissions in the unlicensed EU 863-870 MHz
Industrial-Scientific-Medical (ISM) band used by Semtech’s LoRa technology
falls into the Short Range Devices (SRD) category. The ETSI EN300-220-1 doc-
ument [12] specifies for Europe various requirements for SRD devices, especially
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those on radio activity. Basically, a transmitter is constrained to 1% duty-cycle
(i.e. 36 s/h) in the general case. This duty cycle limit applies to the total trans-
mission time, even if the transmitter can change to another channel. Obviously,
a relay-device that has to forward uplink packets from n end-devices will have
to transmit at least n packets/hour. Assuming that each transmission takes
about 1.5 s (approximatively the time-on-air of a 20-byte payload packet – header
included) then a relay-device can relay 24 packets/hour which is quite sufficient
in most of the cases.

4.3 Discussion on Energy Consumption

The Arduino Pro Mini (in its 3.3 V and 8 MHz) with the LoRa module draws
about 40 mA when active (taking a measure) and transmitting. The whole
process takes about 2 s. In deep sleep mode, the board draws 5uA. There-
fore an end-device that sends 1 measure every hour consumes in the average
(2 ∗ 40mA + 3598 ∗ 0.005mA)/3600 = 0.0272mA. We have real devices running
on AA batteries that have been functioning for more than 2 years at time of
writing.

Observation Stage Consumption. In the observation phase, a relay-device
must remain in continuous receive mode for a specified duration Dobs. The
Arduino Pro Mini running at 3.3 V consumes about 15 mA in receive mode.
Then, it has to forward the packet which has an energy consumption similar to
the transmission from an end-device, i.e. 40 mA during 2 s. At the relay-device
level, managing 3 isolated end-devices by relaying for example 3 packets for a
duration Dobs = 60min, consumes in average ((3 ∗ 2 s) ∗ 40mA + (3600 s − 3 ∗
2 s) ∗ 15mA)/3600 s = 15.04mA. The left part of Fig. 4 shows the average con-
sumption of a relay-device that relays n packets for a duration of 1 h, 2 h and
3 h. Results shows that 1 h of observation has little impact on the battery life-
time even by relaying the maximum number of packets per hour regarding radio
duty-cycle (n = 24): 15.33mA, 6.8 days over more than one year of operation.

Fig. 4. Average consumption
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Data Forwarding Stage Consumption. Regarding the relay-device, it has to
wakeup and forward uplink packets. For each wakeup, there will be a continuous
receive during 2 ∗ Tguard = 10s at the maximum, then it has to forward the
packet during 2 s. Therefore, for each uplink packet, the relay-device consumes
in the average (10 s ∗ 15mA + 2 s ∗ 40mA)/12 s = 19.16mA. If we assume that a
relay-device is used to relay a very small number of isolated end-devices, e.g. 3
end-devices, then the number of wakeup can be limited. For instance, with 3 end-
devices, the relay-device has to wakeup 3 times per hour resulting in an average
consumption of (3 ∗ 12 s ∗ 19.16mA + (3600 s − 3 ∗ 12 s) ∗ 0.005mA)/3600 s =
0.196mA which still allows for more than a year of operation. As illustrated
in the right part of Fig. 4, results are even better when the relay-device has to
wakeup 3 times every 2 h (more than 2 years of operation) or every 3 h (more
than 4 years of operation). While maintaining at least one year of operation, a
relay-device can relay 4 packets if it has to wakeup every hour, 8 packets every
2 h and 13 packets every 3 h.

5 Conclusion

We described in this article a 2-hop LoRa approach to increase reliability in
real-world deployment scenarios. We proposed a smart, transparent and low-
power relay-device that can be added seamlessly into an existing LoRa network,
between some end-devices and the gateway. Both end-devices and gateway are
unchanged and can work with or without the relay-device. The experimental
tests demonstrate the effectiveness of our approach, especially validating the
relay-device’s ability to synchronize in an automatic and asymmetric way with
the rest of the network. Using low-cost hardware for the relay-device, the exper-
imental tests also show that a safety wakeup of 5 s prior to the expected time
of receiving an uplink packet is sufficient to significantly increase the network
reliability.
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Abstract. Municipal solid waste management (MSWM) is a global contro-
versial environmental challenge globally. Participatory approaches in planning
and decision making have been advanced as part of the strategies in order to
attain sustainable waste management systems. However, achieving meaningful
public participation for such systems is still a challenge. The need therefore
remains to explore different ways in which public participation in MSWM can
be enhanced. The use of Public Participatory GIS (PPGIS) has a potential to
increase public participation in MSWM. However, its use still face hurdles from
the social, institutional and political aspects that limit “public participation”.
This paper reports on a study that explores the social, political and institutional
challenges affecting public participation in MSWM problem in Uganda. An
exploratory study was conducted in Uganda’s central region with key stake-
holders in MSWM. The results were analyzed using thematic analysis based on
the Enhanced Adaptive Structuration Theory (EAST-2) framework. The results
show that knowledge and awareness, participant attitudes, institutional practices,
political will and legislation are important for successful MSWM participatory
planning process.

Keywords: Public participation � Geographic information systems �
Participatory planning � Municipal solid waste management � Framework

1 Introduction

Participatory approaches in environmental planning are popular due to their support for
sustainable development. The shift from top-down to bottom–up approaches that are
participatory is motivated by the need to take care of location-specific concerns of
stakeholders in policy making in a bid to solve environmental, economic and social
problems [1]. Participatory approaches are relevant because environmental problems
cannot be solved by only authorities, but by engaging stakeholders in the causes and
solutions so as to secure democratic legitimacy of decision-making as a critical factor
for good environmental governance [2].
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Using ICTs to support public participation refers to e-participation [3]. ICTs
motivate and widen the participation spectrum of citizens, broaden their involvement in
the policy process, generate real time qualitative and accessible information [4], pro-
actively change spheres of public involvement [3], and motivated the discovery of
Geographic Information System (GIS) to enhance environment management [5].
However, GIS has been criticized as an ‘elite’ technology that lacks suitable tools to
solicit public views for effective planning and decision making, hence the introduction
of Public Participatory GIS – PPGIS [5, 6]. PPGIS is a set of methods for integrating
public knowledge of places to inform land use planning and decision making [6].
PPGIS is one of the e-participation tools that specifically support public participation in
planning [7] and environmental decision-making processes [8, 9]. PPGIS facilitate
understanding of environmental problems and allow players to highlight their points of
view on maps [10].

Municipal Solid Waste Management (MSWM) is one of the environment chal-
lenges whose planning process can be enhanced by use of participatory tools such as
PPGIS [11]. PPGIS can enhance MSWM by supporting several executive, operational,
environmental, social and managerial decisions such as the siting of waste processing
and disposal units, selection of waste-treatment technologies, and allocation of waste
flow to processing facilities and landfills [12]. Higgs [13] emphasizes that participative
IT-based methods that combine GIS and multi-criteria evaluation techniques when
involving the public in the decision-making process, support consensus building and
reduce conflicts involved in siting waste facilities.

Although there has been commendable progress in developing methods to involve
non-experts in planning and decision-making using PPGIS tools, the field still faces
several challenges [14]. However, these challenges are not technological, but are social,
economic and political; and call for the need to enhance PPGIS capabilities with
conceptual theories on political, social and economic issues [15]. To address this need,
Enhanced Adaptive Structuration theory version 2 (EAST-2) is adopted as the theo-
retical framework to investigate political, social and economic hindrances of public
participation. This investigation was contextualized by using MSWM as a case study.
Section 2 presents related work on public participation and PPGIS in MSWM.
Section 3 presents the design of an exploratory survey on public participation in
MSWM, Sect. 4 presents results, Sect. 5 concludes the paper.

2 Related Work

2.1 Municipal Solid Waste Management (MSWM)

MSWM is the control of generation, storage, collection, transport or transfer, pro-
cessing and disposal of solid waste materials by developing sustainable waste man-
agement strategies [16]. However, its implementation and adoption varies across
countries due to factors such as: population density, transportation infrastructure, social
economics and environmental regulations [17].
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2.2 Public Participation in Municipal Solid Waste Management

Public participation in MSWM is crucial because everyone generates waste and they
are affected indirectly or directly by poor waste management. However, citizens are
normally regarded passive recipients of government services which inhibit their ability
to explore the different roles in government service delivery [18]. Amidst complex
MSWM challenges faced by municipalities in developing countries, citizen participa-
tion is a necessary component of the remedy. Public involvement in waste strategy and
planning helps to transform traditional consultation techniques to incorporate deliber-
ative and participatory activities that involve lay communities in decision making [19].
According to Garnett and Cooper [20] changing existing waste management practices
and behaviors that are inherent in communities requires broader public participation in
decision making. Public participation in waste management in crucial because:
(1) landfill space is now scarce and yet the communities also are less likely to accept
landfills to be sited near their habitation for environmental and health reasons,
(2) systematic sorting of waste at the different stages right from the source to the
disposal sites is inadequate, (3) manner in which waste is disposed of especially in the
developing world may only suit participation of the public in order to reverse the effects
of poor solid waste disposal, (4) public participation helps to build trust and avoid
controversy over decisions, (5) public support is needed to implement policies [21–23].

Although public participation is important for the success of any waste manage-
ment system, it is faced with many challenges. Several studies [22, 24, 25] report
challenges faced for public participation in waste management. Other studies [22, 23]
classify these challenges. Besides the classifications used by these scholars, in this
study we adopt a classification based on EAST-2 constructs as presented in Table 1.

Table 1. Challenges for public participation in MSWM

Classification based on EAST-2 convening
constructs

Challenges reported in literature under each
classification

Social-Institutional Influence includes
issues associated with laws and regulations,
institutional arrangements and resource
distribution

• Inadequate funding that limits resources for
public participation in waste management
[25]

• Lack of structures and clear policies [20]
• Public institutions are not willing to involve
the public in planning for waste management
[22]

• Poor waste management infrastructure
[26, 27]

Public Participant Influence includes issues
associated with public knowledge, trust,
and interest in waste management initiatives

• Poor attitude towards public participation in
MSWM [23, 28]

• Limited Public knowledge and awareness
about different waste practices [28–30]

PPGIS/technology influence involves
ability to use technology, access to data,
and the functionalities offered by ICT
systems

• Limited use of ICTs in waste management
[31]

• Inadequate ICT waste infrastructure [29]
• Low technology access [29]
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2.3 PPGIS Support for Public Participation in MSWM

Modern Participatory processes are quite often associated with interactive platforms
such as discussion forums, collaborative software, web-GIS/internet-GIS and PPGIS to
promote two-way interaction among the citizens and local authorities [10]. However,
PPGIS is the commonly used platform in environmental planning [10]. Planning for
MSWM can benefit from the implementation and uptake of PPGIS because MSWM
issues have locational attribute [32]. Thus, public participation should be focused on
the locational aspects of waste management aided by PPGIS [32, 33]. Idris and Mohd
[21] also noted that PPGIS enables citizen to record and follow up their feelings and
spatial knowledge regarding main problems of the city such as MSWM. In addition,
PPGIS can tackle several factors simultaneously which need to be considered while
planning waste management [34].

The potential of PPGIS to support public participation in planning and decision
making is widely recognized in literature [35–37]. However, the actual use of PPGIS
still faces many obstacles that go beyond the technology aspects [15, 38]. Babelon et al.
[15] noted that a theoretical understanding of the social-technical aspects associated
with the implementation and use of PPGIS is crucial. These aspects include:

• Tool design and affordances are concerned with the design, application and use
values of PPGIS applications. Affordances are influenced by the functionalities of
the tool.

• Organizational capacity concerns financial resources and skilled staff to facilitate
uses participatory planning.

• Organizational capacity which is determined by parameters such as incentives,
resource allocation, knowledge and experience sharing, early PPGIS application in
the planning stages and PPGIS adaptability in all planning stages.

• Governance issues such as municipal governance structures and context are crucial
for the design and implementation of PPGIS applications.

According to Brown and Kyatta [14] technical, social and political issues affect the
implementation and uptake of PPGIS and these include: (1) Understanding and
increasing participation rates, (2) Evaluating the effectiveness of PPGIS (the focus has
been largely put on evaluating the technology not the process outcomes), and
(3) Improving “PP” in PPGIS.

Sieber [6] developed a framework for analyzing PPGIS implementations. It con-
siders coproduction of PPGIS as an integration of several aspects such as:

• Place and people dimension considers cultural influences, stakeholder relations and
influences important for PPGIS implementation and subsequent acceptance.

• Technology and data dimension considers accessibility of data, representation of
data, the cost of hardware and software and the extent of GIS technology for
operationalization of PPGIS.

• Process outcome and evaluation considers discursive goals such as empowerment,
social capacity and inclusion, equity and redistribution and expanded participation.
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2.4 Applications of EAST 2

Public participation can be framed using complex decision situation. Enhanced
Adaptive Structuration Theory EAST [39] and EAST-2 [40] are the frameworks that
have been used to analyse and understand technology use in large group decision
making situations. EAST-2 includes eight constructs that characterize complex deci-
sion. These constructs are categorised as convening, process and outcome. All EAST-2
constructs helps us to understand that information technology use in public partici-
pation is influenced by rather broad-based set of issues. Chang and Li [41] critiqued
EAST 2 for not being robust to explain real-time synchronous geo-collaborations and
suggested that participant profiles, task information, access to information and com-
munication among participants are important for real time geo-collaborations. Porwol
et al. [42] suggested that public participation process and real time geo-collaborations
can benefit from dynamic capabilities orchestrated by the World Wide Web
(WWW) such as ubiquitous participation and remote monitoring. Wang [43] applied
EAST 2 to analyse Volunteered Geographical reporting systems and concluded that
Participant’s trust, beliefs (public participants influence aspects) and the role of con-
venor (social-institutional aspects) are not crucial. Modifications advanced [41–43]
have been considered to adapt EAST-2 framework shown in Fig. 1.

3 Set up of the Exploratory Survey

The study sought to establish the factors influencing public participation in a partici-
patory planning process for MSWM in Uganda. Qualitative exploratory study was done
through conductive interviews with key stakeholders involved in planning for MSWM.
The Interviews were conducted between January and March 2018. Table 2 shows key
factors that were considered when designing the exploratory survey.

PPGIS Influence
GIS Aids
Communication
channels

Participant Influence
- Participants  knowledge
- Participants  expectations
- Participants profile
- Collaboration among 
participants
- Access to information

Social-Institutional influence
- Power and control
- Chosen participants
- Subject domain

Appropriation:
- PPGIS Influence
- Participant Influence
- Social-Institutional
influence

Public participation:
- Idea exchange
- Task flow
- Participant behavior
- Ubiquitous participation
- Remote monitoring

Emergent structures:
- PPGIS Influence
- Participant Influence
- Social-Institutional
influence

Social outcomes:
- Opportunity or challenge;
- Participant structuring;
- Social institutional 
structuring

Task outcomes:
- Decision outcomes
- Outcome dependence

Fig. 1. Conceptual Framework PPGIS implementation in MSWM (Extension of EAST-2 by
Jankowski and Nyerges [38])
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4 Results

This section presents analyzes study findings using components of EAST 2.

4.1 Social-Institutional Influence on Participatory Planning Process

Results relating to social-institutional influence include: availability of resources,
institutional practices and norms, legislation and mandate and political will.

Institutional practices and norms have an impact on public participation. Current
municipal practices and norms in regard to planning for MSWM do not cater for
involvement of stakeholders. “It is a common practice with institutions not to involve
stakeholders; however, there is a change where majority stakeholders are being
brought on board” (solid waste officer 1).

Table 2. Design of the exploratory interviews on challenges of public participation in MSWM

# Parameter Instantiations of the parameter in the study

1 Target population • Solid waste officers, environmental officers, physical planners,
field/landfill officers, managers and directors of waste collection
contracted officers and landfill operators

• The respondents were from Mukono, Entebbe and Kampala
capital city Authority

2 Sample size • Permission to conduct an exploratory study on public
participation in MSWM was sought

• The principle of saturation point in qualitative studies was based
on to select 25 participants

3 Sampling method Purposive sampling was used. Selection criteria for subjects that
participated in the interviews were:
• The availability or willingness of a respondent to allocate time to
respond to Interview questions through a face-to-face dialog with
the researcher

• Having knowledge on waste management and also being involved
in planning for MSWM

4 Data collection
instrument

• A semi-structured interview guide to keep the researcher
consistent with the flow of the questions

• Face to face interviews were conducted (between the researcher
and each respondent)

5 Data analysis Thematic analysis was used to analysis [44]
• Transcriptions were used to identify, name and categorize phrases
and words in order to develop the initial codes

• From the initial codes, themes were developed which were
iteratively revisited to develop the final themes

• Final themes were refined and named with EAST-2 view and
matched with the convening constructs
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Availability of resources has an effect on Public participation in MSWM. Time,
funds and human resources are needed to conduct successful participatory planning
process. “It is time consuming and costly to involve the stakeholders” (solid waste
officer 3). Availability of resources has an effect on a participatory planning and the
subsequent outcomes because it has an impact on the number of stakeholders that can
be involved in the process “Budget constraints limit us on the number of stakeholders
to involve in council meetings” (solid officer 3).

Legislation and guidelines – A set of well established guidelines and procedures
are needed prior to establishing a participatory planning process. Guidelines and leg-
islations held to demonstrate the relevancy of stakeholders at each stage in planning
and the premises of participation. At least 13 respondents reported lack of guidelines as
one of the reasons for not involving stakeholders in planning for MSWM.

Political will – Municipal authorities are reluctant to involve stakeholders in the
planning processes. “Public participation hinders development so most institutions are
not ready to involve the public and other stakeholders” (solid waste officer 1).

4.2 Participant Influence on Participatory Planning Process

Results show that participant’s knowledge and awareness of the existing MSWM
practices has an influence on the participatory planning process. Participants give views
based on the knowledge and experience they have. However, solid waste 2 and 4 noted
that. “Some stakeholders are at times not ware of existing MSWM practices and
initiatives and some lack knowledge of MSWM principles” In addition, public attitude
towards municipal solid waste management initiatives and projects has an effect on
participatory planning process. The public resist municipal solid waste initiatives.
Thus, sensitization campaigns and negotiations have to be first carried out in order to
prepare the public for change. “Most people think that handling municipal waste is not
their responsibility so they are not concerned” (Field officer 1).

4.3 PPGIS and the Participatory Planning

Respondents reported limited application of ICTs especially GIS in MSWM practices;
although ICTs are necessary component of any sound municipal solid waste system.
“ICTs such as GIS are rarely used. The entire process is still manual” (solid waste
officer 1). Also, views were collected on the awareness of the roles of GIS in waste
management. All the 23 respondents agreed that they were aware of the roles GIS plays
in municipal solid waste management processes especially in the selection of suitable
sites for waste disposal, route scheduling and optimization, waste disposal site moni-
toring and management.
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5 Discussions and Conclusions

The study investigated the social, institutional and technology aspects that affect par-
ticipatory planning processes. The key aspects are legislation, institutional practices
and norms, political will, knowledge and awareness challenges and attitude. Results
show that the current institutional practices and norms do not favor participatory
planning process. The current practice is that institutions make decisions without
involving stakeholders especially the general public. These results are in line with
findings of Minn et al. [27] who noted that decisions regarding planning and imple-
mentation of waste management strategies are made by municipalities without taking
into consideration the concerns of the general public. In addition, results show that
there is lack of knowledge on the general principles and practices in MSWM needed
for public participation. Mukama et al. [25] also found that practices, concerns, and
attitudes of residents in slum areas indicate lack of sufficient knowledge about good
waste practices and their responsibilities in MSWM.

From the findings, participant’s attitude towards a participatory planning process
affects the process itself and the subsequent outcomes. The public feel it is the mandate
of municipal authorities to handle all the municipal solid waste aspects and hence they
are not interested in participating in any of the initiatives. Minn et al. [25] findings
show people have indifferent attitude towards keeping public places clean and they too
lack interest in participating in the drive for sustainable MSWM. Thus, change in
attitude and behavior is critical for the success of public participation initiatives for
MSWM.

We conclude that PPGIS implementations for successful public participation in
MSWM require: sensitization of public on waste management practices, setting up ICT
infrastructure and advocate for adoption of ICTs in MSWM, equip staff with skills to
conduct participatory processes, allocate funds to conduct citizen participation projects
and establish procedures for recruiting participants. At this preliminary stage, the study
did not consider views of citizens so as to enrich views of institutions responsible for
MSWM. Hence a limitation, that is to be explored in future work.
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Abstract. The Long Term Evolution - LTE - is one of the very last evolutions
in mobile communication systems that offer a much wider bandwidth than its
predecessors. That is why it is very much in demand for a massive deployment
of the Internet of Things (IoT) also called Machine to Machine communication
or Machine Type Communication (MTC). With the IoT, the network is subject
to recurrent congestion when densely charged which is due to increased uplink
solicitation. MTC devices must complete the RACH process to access the
network. Collisions occur during this process that leads to the congestion which,
in turn, has a negative impact on the quality of service. The Third Generation
Partnership Project (3GPP) provided some solutions to alleviate the problem. In
this paper we propose a congestion detection method since 3GPP only proposed
contention resolution methods. We first determine the interval of use of
preambles during which the success rate is the highest. By doing so, we
determine the maximal preamble utilization threshold (Rlimit) beyond which
quality of service is no more guaranteed. The novelty with this method is that
once Rlimit threshold is reached, a contention resolution scheme could be
activated and will remain so until the threshold drops below Rlimit. Our method
can give better results if applied to contention resolution methods. Moreover it is
simple, less complex and easy to implement in the LTE. Moreover, it does not
require large investments.

Keywords: Machine Type Communication (MTC) �
Long Term Evolution (LTE) � Radio Access Network (RAN) overload �
Random Access Channel (RACH) � Congestion

1 Introduction

The Internet of Things (IoT) is a recent communication paradigm that envisions a near
future, in which everyday objects will be equipped with microcontrollers, transceivers
for digital communication, and appropriate protocol stacks that will make them able to
communicate with each other, with users or with a remote server, becoming part of the
Internet [1]. These objects are able to collect, store, transmit and process data from the
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physical world. It is a paradigm that finds its application in many different areas, such
as home automation, industry, medical aid, mobile health care, help for the elderly,
intelligent energy management and smart grids, automobiles, agriculture, traffic man-
agement, and many others [2]. Several standardization bodies, among which IEEE and
3GPP, are working to set standards for it [3]. Its deployment on the LTE network is
exponentially increasing, which is not without causing enormous challenges when we
know that the LTE is designed for basic Human-to-Human (H2H) communications
type (large downlink bandwidth and narrow uplink bandwidth). The IoT is meanwhile
very greedy in the uplink band as the MTC devices transmit much more packets than
they receive. We are talking about 26 [4] to near 50 [5] billion of connected objects by
2020. MTC devices have to compete for resources to get access to network. This is
done through RACH process where congestion often happens.

2 Background

2.1 Random Access Procedure

In the LTE system, access to the network is through a RACH process in which UEs use
preambles broadcasted at regular time slots by the base station (a total of 64 pream-
bles). The preambles are generated from the sequences of the Zadoff-Chu algorithm
include a cyclic prefix CP, a sequence and a guard time as in Fig. 1.

Two types of access exist in LTE:

• Contention-free access: Among the 64 preambles, 10 are dedicated to specific uses
of high priorities in contention-free access. During contention-free access, the
connection is initiated by the base station which, at the same time, provides the UE
with the necessary resources. This is applied to priority communications such as
emergency alert messages and specific uses.

• Contention-based access: In the case of contention-based access, UEs compete for
the remaining 54 preambles in the RACH process. The random access request
consists of this preamble, which is a digital signature transmitted by the UEs in a
time slot. The RACH process is consist of four steps [7]:

SequenceCyclic
Prefix

Guard
Time

Duration as per Preamble Format

839
Subcarrier

Fig. 1. RA preamble structure [6]
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Figure 2 describes the four steps of the Random Access Channel process:

Step 1 (Preamble Send): In this step, each UE sends the access request by sending one
of the 54 orthogonal predefined preambles, as well as a temporary identity RA-RNTI
(Random Access - Radio Network Temporary Identifier) which is actually based on the
time interval in which the preamble is issued.

Step 2 (Random Access Response): In this step, the base station transmits the access
response that contains the detected preamble index, the timing for step 3, the time offset
(so the UE can modify its schedule to compensate for round-trip delay), and the uplink
resources necessary for UE to perform step 3.

Step 3 (Connection Request): After obtaining the resources in Step 2, the UE sends a
connection request to the base station. This message contains the identity of the cell
(C-RNTI) in which the UE is located and the reason of the request.

Step 4 (Contention Resolution): The base station responds with a contention reso-
lution message. Each device that has received this message compares the identity in the
message with the identity passed in the previous step. In case of correspondence
between these identities access is granted. In case of non-correspondence, the UE back-
off and go back to step 1.

When two or more UEs use same preamble collisions can be detected by the base
station, based on the difference in preamble transmission delays. Then it will not send a
response for this preamble. The UEs concerned will then be required to resume the

Random Access Response
UL Grant,Timing Advance, Temp CRTNI

Connection Request
UE Random Value / TIMSI, Establishment 

Cause

Contention Resolution
CRTNI

Preamble Sequence

UE eNB
Msg 1

Msg 2

Msg 3

Msg 4

Fig. 2. RACH process
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operation. However, if these UEs are equidistant from the base station, the collision
will not be detected and the response from step 2 will be sent to all UEs having used
this preamble. In this case, the collision is resolved by the contention resolution in step
4. Only the retained UE will have access to the network, the others are led to resume
the operation for a given number of iterations.

2.2 Congestion Resolution Methods

In order to solve network overload problems due to a very high number of requests
from MTC devices and recurrent collisions that occur in these high-load environments
causing congestion during access to LTE, 3GPP proposed the following solutions [8]:

(1) Access Class Barring: In the ACB, the UEs are divided into 16 classes. Classes 0–9
are called normal classes; class 10 is dedicated to emergencies while classes 11–15 are
dedicated to specific uses of high priority.

The principle of the ACB consists in the fact that the base station (eNodeB)
broadcasts at regular time slots a probability p (p 2 [0 − 1]) called ACB factor towards
all the UEs belonging to classes 0–9. The UEs accessing the network generate a
number q (q 2 [0 − 1])). If the q generated number by the UE is less than p (q ˂ p),
UE is allowed to proceed with RACH process. Otherwise, it has to wait a Tbarring time
(barring time) before resuming the process. By this way it is possible for the base
station to control the collisions and network overloads by assigning an optimal value to
p. Tbarring can be calculated as follows [8]:

Tbarring ¼ 0:7þ 0:6 � randð Þ � ac BarringTime

Where rand is a random number generated by the MTC device after passing a first
failed ACB check and before a second attempt. The values of ac_BarringTime can
range from 4 s to 512 s.

Several improved versions of the ACB have been performed to increase its per-
formance. The separate approach of ACB for M2M and H2H [9, 10]. Improvements of
Extended Access Barring (EAB) have also been proposed in [11, 12]. For UEs under
cover of several base stations, a cooperative approach has been proposed [13] to allow
an optimal choice of E-NodeB for the EU. [14, 15] provide priority random access
joined to the dynamic ACB mechanism to improve the performance of the random
access channel. The improvement of the ACB in most cases leads to an increase in the
access time on which, once a certain threshold is reached can be a real problem. In
order to overcome this problem, the authors of [16] have developed a scalable ACB
system based on the game is proposed.

(2) Separate RACH Resources for MTC: This scheme separates resources for H2H
and M2M. When resources are not shared, the network is subject to recurring con-
gestion. The separation of RACH resources between H2H and M2M reduces the
impact of each other. A study of the separation of resources is done in [17]. It proposes
2 methods: First method, called “Method 1”, consists of completely dividing all
available preambles into two disjoint subsets. The other method, called “Method 2”,

48 G. M. Bouba et al.



also consists of dividing the set into two subsets, but one of them is shared by the H2H
and MTC clients, meaning one is reserved for the customers H2H and the other shared
between H2H and MTC.

However, the division of RACH resources into 2 groups does not seem efficient.
This is a method that can very quickly become ineffective if the M2M traffic becomes
excessively high and the H2H traffic remains low and vice versa.

(3) Dynamic Allocation of RACH Resources: In this scheme, resources are allocated
to M2M and H2H devices. The network can predict in advance whether the network
will be overloaded by excessive access attempts caused by the large number of MTC
devices. The network then dynamically allocates additional resources for the RACH
procedure. As proposed in [18], M2M devices are categorized by types. In this
approach, when the base station accepts the access request of an M2M device, in
addition to granting access, it also allocates certain resources to devices of the same
type, in which M2M devices of the same type can be content with access resources.
Compared to the regular static RACH allocation, the dynamic resource allocation
provided a big improvement [19] in the probability of successful access as well as time
access. It is a solution that can be effective to some extent. However, it is limited by the
unavailability of additional resources.

(4) Backoff Specific Scheme: In this scheme, a lower backoff time is assigned to
conventional UEs than to MTC devices. This reduces the collision and congestion in
the access network. Unfortunately, this pattern causes considerable delays, which
negatively impacts high priority applications that are very sensitive to delays. The
authors of [20] suggested a pure back-off scheme as well as a mixed back-off and ACB
scheme based on cell load information. This system can provide performance
improvements when the network is experiencing a low level of congestion in the
RACH. It cannot, however, solve very high congestion levels [21].

(5) Slotted Access: This is an approach that defines access slots for MTC devices, so
that the MTC device can perform RACH process only at the beginning of its dedicated
time slot. This means that an MTC device cannot access the network when it wants, but
only in its predefined time slot. This solution also reduces access level congestion. In
[22], the authors have shown that randomly assigning slots to H2H and M2M devices
may reduce the performance of this approach, while pre-assigning resources can
increase efficiency up to three times.

(6) Pull based Access (Paging): In this scheme RACH process is not initiate by the
M2M devices but rather by the base station. M2M devices are in idle mode. M2M
servers trigger the random access process via the network (Paging) to collect data from
M2M devices. This is a useful mechanism when it comes to, for example, reading
smart meter data [23] in the smart gird network. Although it can simply mitigate
overload problems at RACH, it can create an overload in the paging channel. Over-
loading of the paging channel is discussed in [24, 25]. The authors of [26] developed an
analytical model for evaluating the performance of group paging in LTE.
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3 System Model

During the RACH access process in a low-load network environment, the success rate
of requests is very high with low delay. But as soon as a strong load is felt this rate
decreases very quickly to reach a critical threshold and the delay with to reach
inconceivable levels. Since the 3GPP has not proposed a method of detection or
prevention of overload, we propose an overload detection method so that the network
can anticipate an overload situation to enable it to set up a suitable overload resolution
solution on optimal time. Our method is first to determine the resource utilization
interval (preambles) in which the success rate is highest R1 � Rused � Rlimit (see
Sect. 4). Assuming the network not loaded at the beginning, eNodeB monitors the
number of preambles used. If the preamble utilization threshold reaches Rlimit, we
assume that the threshold is reached; meaning that the collision rate is going very high
in contrary of success rate which drop down drastically. On that point of view, we
envisage activation of contention resolution method, which will remain so until the
number of used preambles (Rused) drops below the Rlimit threshold (Fig. 3).

We assume a stable power for the MTC and the base station, we also assume that
the base station is not able to successfully decode any type of transmission where a
preamble is selected by more than one MTC in the same interval access time and
therefore does not send any response to the corresponding MTCs. Note that random
access can only take place in a frequency block specified by the base station. That is,
the Physical Random Access Channel (PRACH) which is the physical layer respon-
sible for mapping the RACH. In our work the RACH configuration index is 6. This
means that the RACH occurs every 5 ms in a frequency band of 180 kHz for duration
of 1 ms to 3 ms. We denote by R the number of available preambles and N the number
of MTCs transmitting the preambles in a time interval TA called activation time

Rused˂ Rlimit Rused ≥ Rlimit

Congestion Resolution 
Method OFF

Congestion Resolution 
Method ON

Fig. 3. Proposed congestion detection scheme
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0 � t � TA, with a probability p(t) during which p(t) follows a beta distribution with
parameters a = 3, b = 4 as in [9].

p tð Þ ¼ t a�1ð Þ TA � tð Þb�1

Taþ b�1
A Beta a; bð Þ

ð1Þ

Where Beta (a, b) is a beta function.
It is considered that there is IA access in the activation time interval and that the

access time is smaller than the interval between two access channels. IA is divided into
several activation times where the first activation time starts at t(i−1) and ends at ti.

The number of supposed new arrivals is given by [8]:

ki ¼ N
Z ti
ti�1

p tð Þdt ð2Þ

where i ¼ 1; 2; 3; . . .; IA.
Equiprobable preambles (1/R) are considered. The probability that one of the

N MTCs chooses one and only one preamble successfully is given by the binomial law:

Psuccess ¼
N

1

� �
1
R

� �1

1� 1
R

� �N�1

Psuccess ¼ N
R

1� 1
R

� �N�1
ð3Þ

The probability that one of the N MTCs does not transmit any preamble (Idle) is
given by the binomial law:

PIdle ¼
N

0

� �
1
R

� �0

1� 1
R

� �N�0

PIdle ¼ 1� 1
R

� �N
ð4Þ

Success (successfully transmitted queries) can be achieved by multiplying the
probability of success (Eq. 1) by the amount of available resources:

Success ¼ R � Psuccess

Success ¼ R � N
R

1� 1
R

� �N�1

Success ¼ N 1� 1
R

� �N�1

ð5Þ
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Probability of collision will then be:

PCollision ¼ 1� Psuccess � PIdle

¼ 1� N
R

1� 1
R

� �N�1

� 1� 1
R

� �N

¼ 1� N
R

1� 1
R

� �N�1

� R� 1
R

� �
1� 1

R

� �N�1

¼ 1� 1� 1
R

� �N�1 N
R

þ R� 1
R

� �N�1

¼ 1� N þR� 1
R

� �
1� 1

R

� �N�1

ð6Þ

From previous equations, it is clear that the quantity of resources used is the
product of the total number of resources by the probability of use 1� PIdleð Þ:

Rused ¼ R � 1� PIdleð Þ

Rused ¼ R 1� 1� 1
R

� �N
 !

ð7Þ

4 Discussion and Performance Analysis

In this section we determine the resource (preambles) utilization interval in term of the
success rate of RA transmissions. Simulations (Fig. 4) from Eqs. (5) and (7) show that
this interval is located between Rused ¼ 18:93 and Rused ¼ 46; 5 gives a higher success
rate when considering this rate above 15 and when taking N = 300 (MTC devices) and
R ¼ 54 as in [8]. From that interval it is clear that beyond Rused ¼ 18:93 (the threshold
called Rlimit in our work) the success rate falls down badly and considered non-viable
for the network. So we consider that threshold the point from which congestion res-
olution method can be applied. By doing so, performances of system can be improved
when comparing to the case when congestion resolution method is applied without
taking in account the Rlimit threshold. In this section we determine the resource
(preambles) utilization interval in term of the success rate of random access trans-
missions. Simulations (Fig. 4) from Eqs. (5) and (7) show that this interval is located
between Rused ¼ 18:93 (Y = 18.9) and Rused ¼ 46; 5 (Y = 46.5) gives a higher success
rate when considering this rate above 15 and when taking N = 300 (MTC devices) and
R = 54 as in [8]. From that interval, and considering Rused ¼ 18:93 as R1, it is clear that
beyond Rused ¼ 46; 5 (the threshold called Rlimit in our work) the success rate falls
down badly and considered non-viable for the network. So we consider that threshold
the point from which congestion resolution method can be applied. By doing so,
performances of system can be improved when comparing to the case when congestion
resolution method is applied without taking in account the Rlimit threshold.
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Figure 5 shows that success probability (Eq. (3)) reaches its highest value at
N = 50 and decreases when the number of MTC devices is going high. At that point,
congestion is detected. So if no congestion resolution is applied, the collision proba-
bility (Eq. (6)) goes increasingly high from reaching its highest value when N
increasing towards 300. At the same time Idle probability (Eq. (4)) decreases from
higher value to 0 when N is going high.

Fig. 4. Rused vs Success

Fig. 5. Success-Collisions-Idle
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5 Conclusion

Considered to be the first line of defense against LTE congestion, the LTE RACH
procedure is prone to congestion when a large number of MTC devices attempt to
access the network simultaneously. 3GPP pays particular attention to the resolution of
congestion. Thus it proposed several methods of congestion resolution from which
research was conducted for their improvement. However 3GPP did not provide any
congestion detection method. Our work corrects this by providing a congestion
detection method which, if applied to one of 3GPP’s congestion resolution methods,
will greatly improve its performance. The simulations allowed us to determine the
preamble utilization interval during which the RA success is the highest. It also allowed
us to determine the threshold beyond which the quality of service is no longer guar-
anteed. The method gets the eNodeB informed about the state of use of preamble
resources, which enable the network to anticipate congestion states by activating a
congestion resolution scheme. In our future work, we envisage the implementation of
our detection method with 3GPP methods such as ACB, EAB, Separation of Resources
or Backoff Scheme to improve its performance.
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Abstract. The purpose of this article has been emphasized on the SIP Signaling
Protocol in order to contribute to the improvement on sending and receiving
message about the services provided by the VoIP servers. The current config-
uration of VoIP servers has allowed us to see that if a user connected by wifi to
the VoIP server has disconnected involuntarily from the network without dis-
connecting his SIP client from the server, the server can not remove him from
his base presence, where it stores all connected users, and cost the message that
is sent to him is not stored and no longer he does not receive it.
To overcome this, we couple the Freeswitch intelligence used as a VoIP

server coupled to a presence detection server and a MySQL database. This
platform makes it possible to retrieve all messages with a non-connected
recipient and store them in a database, then wait for their reconnection to send
them the messages that concern them.

Keywords: Freeswitch � VoIP � SIP � MySQL � Wifi � Message

1 Introduction

Session Initiation Protocol (SIP) is an increasingly used protocol in the world of voice
over IP. It is a signaling protocol used to open sessions in an IP environment, modify
and close them. A session can simply be a telephone call (in reception and transmis-
sion) or a connection between several multimedia supports at the same time. The role
of SIP is to open, modify, and release sessions. SIP, although widely used, must
become even more mature. However, SIP-compatible VoIP products are becoming
more numerous and more diverse. The choice of SIP in an IP environment comes from
the fact that this protocol is extensible and easily integrates into different architectures.
This protocol now has an important place in telecommunications. Specialists quickly
became aware of its limitations and its need to interact with other protocols to be fully
functional. The technological revolution noted in recent years in the telecommunica-
tions and networks sector allows researchers in the field to direct research in protocols
such as the SIP protocol [1–3].
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This is why our research on the SIP protocol will allow us to detect flaws in it.
These flaws noted compared to the connection by WIFI are a big problem for users and
it is important to correct them. In this article, we will explain how this flaw was found
and how we came up with a solution.

2 Motivation

A SIP study will allow us to understand the different methods, queries, and messages
used. This will allow us to detect some flaws that this protocol is facing. This is why
our article deals with the study of the SIP protocol and particularly with the MES-
SAGES events (sending and receiving messages). So we conducted experiments that
allowed us to note some problems that the SIP protocol has. Different scenarios have
been experimented and the results obtained have allowed us to see the problems that
the SIP protocol faces. In the current SIP configuration, sending and receiving a
message requires the direct connection of both clients to the SIP telephony server [5, 6].

2.1 IP-PBX

An IP-PBX is a professional telephone system designed to transmit voice or video over
a data network and interact with the normal public switched telephone network
(PSTN). The traditional PBX is based on the hardware circuit switch while the IP PBX
is an IP telephony system that uses software switching [7, 8].

The system converges the voice and data backbone, simplifies network and service
management, provides flexible/scalable solutions, and most importantly, many cus-
tomizable service packages. There are many proprietary IP-PBX systems such as 3CX,
Freeswitch, Kamailio (former OpenSER), IP-PBX Matrix, IP-PBX Magiclink, VoIP
software, and so on [9]. However, it is still desirable to have an open source solution
that will offer the freedom of customization if needed as well as keep the cost low.

2.2 SIP Signaling

Session Initiation Protocol (SIP) is a signaling protocol defined by the Internet Engi-
neering Task Force (IETF) for establishing, releasing, and modifying multimedia
sessions [4, 10]. SIP is used in VoIP PBXs and also in IMS as a signaling protocol for
session control and service control. It therefore replaces both ISDN User Part (ISUP)
and Intelligent Network Application Part (INAP) protocols in the world of telephony
by providing multimedia capability [11]. SIP is the unifying protocol of VoIP archi-
tectures. Its use involves associated protocols, especially SDP, for session description,
and RTP/RTCP, for real-time transport (and control) of multimedia data streams.

At the PABX level, SIP is used by network devices such as IMS (CSCF in par-
ticular) to control the call (establishment, modification, end) during any multimedia
session. A session is established when two or more participants exchange data. SIP can
handle multi-recipient, group or automatic calls. In any type of network, there are
always four types of signaling:
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Registration signalling: by it, a terminal registers in the network. It contains the
procedures for downloading the profile and managing the location. It is performed by
the SIP registration procedure (SIP REGISTER) (Fig. 1).

Call signaling: it establishes an end-to-end association between the endpoints
wishing to communicate. This type of signaling is characterized by reference exchange.
This is done in IMS and PBXs through the SIP INVITE procedure (Fig. 2).

Connection signaling: this is the assignment of a support service to a call. Gradually
we will reserve resources in the network according to the QoS required for the service.
In SIP, this signaling is done through SDP headers that describe the traffic and

Fig. 1. REGISTER SIP registration procedure

Fig. 2. INVITE session setup procedure

58 L. Ndiaye et al.



resources required. At the transport level, the RSVP (Resource Reservation Protocol)
and DiffServ (Differentiated Services) mechanisms are used to ensure the quality of
service in the IP network.

Intelligence signaling: it allows substitution treatment compared to normal call
processing. In a similar way to intelligent networks of RI (INAP) or CAMEL type,
services are executed by the equivalent of service platforms that are application servers
(AS) [11].

3 Studies of SIP Protocol Vulnerabilities

In the current SIP configuration, sending and receiving a message requires the direct
connection of both clients to the SIP server. The architecture in the following imple-
ments this configuration of a SIP server (Fig. 3).

In this architecture, User 1 and User N are all connected to the SIP telephony
server. It has a presence database where it will store all users connected. Once a user
connects, the server detects its connection and records it at the presence database so it
has information about its presence, that is, REGISTER events. When the connected
User 1 sends a message to the User N, the server consults its presence database to
obtain the information on the User N. If it sees that it is present at the presence base, it
retransmits it. the message that is intended for him. Otherwise, if the User N is absent at
the presence database, the message intended for him is lost. The following figures show
illustrations of faults noted on users’ attendance servers in VoIP PBXs.

3.1 Sending Message Between User: Both Connected
(User 1000 and User 1001)

To do the tests, we used the CSipSimple SIP client (Fig. 4).

Fig. 3. Initial architecture of a SIP server
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The user 1000 sends a message to the connected user 1001 (Fig. 5).

For this initial configuration of the SIP server, if all users are connected to the SIP
server, the sent messages always arrive at their destination as we can see for the
message sent by the user 1000 to the user 1001. This example is the case where both
users are connected, we will now see the case where one of the users is not connected.

3.2 Sending Message Between User: One Connected (1000) and the Other
Disconnected (1001)

The user 1000 sends a message to the user 1001 not connected (Figs. 6 and 7).

Fig. 4. Registration of user 1000 and 1001

Fig. 5. Sending message from user 1000 to user 1001 and Receipt of the message by the user
1001
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After sending this message, we will consult our server and this thanks to its con-
sole, we observe the error messages.

Figure 8 shows the messages at the log level of our server and that the message sent
to the user 1001 has not arrived at the destination. We note that this message sent
without connection of the User N has not arrived at its destination.

Fig. 6. Send message from the user 1000 to the user 1001 not connected

Fig. 7. Informations from the server

Fig. 8. Architecture on the noted connection problem
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It is found that another problem arises, if the user disables its WIFI indicator, the
server does not have disconnection information to be able to properly disconnect the
user from the presence database. From the cost, he continues to see it as this one was
still connected to the server. The figure below implements the enumerated
phenomenon.

The User N decides to disable his WIFI light and as we see the server continues to
register as present at its base of presence. The message sent by User 1 to User N did not
arrive at destination. This is simply because the server still has User N registration
information in its presence database, so it tries to send the message when it is not
actually connected. From the cost this message will not be received by the User N.

The following figures present the different steps that led to this study. In this figure,
both users are connected to the telephony server. They are present at the level of the
presence base (Fig. 9).

The experiment implemented is that if the user 1001 decides to disable only are
WIFI LED. If we update our presence base, we continue to have its presence at the
level of it. The user 1000 will send him a message. We notice at the level of the logs of
our SIP server that the sent message does not reach its destination. The following figure
shows the message sent by the user 1000 to the user 1001 (Fig. 10).

We notice that the message arrives at the server but the user will never receive it.
To overcome this, we have proposed a solution that is described in detail with the
architecture that has been implemented in the next section. This leads us to do a
thorough study of SIP to provide a solution to this kind of problem.

4 Implementation

To implement this solution, we have installed a SIP freeswitch server that we have
exploited by sending requests and thanks to its ESL module (Event Socket Library), we
manage to listen on MESSAGES type events. This listening of events allows us to
detect the various faults noted in the previous section.

Fig. 9. The presence base of the telephony server

Fig. 10. Message sent to 1001 which disables its WIFI
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To solve the flaws, we developed a script in python and adapted to SIP servers as
freeswitch and asterisk, we also set up a MySQL database that will be used to store
messages whose owners are not registered at the SIP server. In this script, we listen to
the MESSAGES events of freeswitch so that the flaws we noted relate to message
reception problems in case of bad connection. This script listen infinitely loop on these
events, it allows us to recover any event that arrives on our telephony server in order to
exploit it, either we send it to the recipient or it is to store in a MySQL database.

This database also allows us to have the traces of the different messages exchanged.
As soon as the recipient who was absent reconnects, our script receives the event
reconnection message, it checks in the database if the user in question has no messages
store in absence. If this is the case then the script retrieves the message (s) from the
database and reformats it to send it to its recipient. If this is not the case, the script
notifies in the SIP server console that the user does not have a missed message. The
proposed architecture is given in the following figure (Fig. 11).

5 Results and Discussions

Following the problem identified earlier, we will propose a solution that will allow us
to overcome this. The architecture below shows how the solutions have been imple-
mented and a description of this solution will be provided. In this architecture, there is
the presence of another server that is called here “presence detection server”. This
server works as follows:

It sends a ping every five seconds to users connected to the SIP server.

• If the User N, who was previously connected to the server, decides to disable his
WIFI LED, automatically the presence detection server by sending him a Ping gets
as UNREGISTERED answer.

• He then contacts the SIP server to notify him of the disconnection of the User in
question.

Fig. 11. Architecture of the proposed solution
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The SIP server consults its presence base, which always sees the User as logged in,
and informs him of the disconnection of the latter by asking him to update the new
information. User information is therefore updated, and is therefore absent from the
presence database. If a message is sent to this User N, then the presence detection
server retrieves the message, retransmits it to the SIP server and it will simply store the
message in the MySQL database while waiting for the User to reconnect. N. The
following figure shows that both user 1000 and 1001 are well connected to the SIP
server and a ping is sent to them at every moment to see their presence detected
(Fig. 12).

We note for our two users the messages succeeded Ping sent. Now if the user 1000
disables its WIFI simply, our Ping allows us to know if it is well connected or not. The
following figure shows the return messages after the ping sent to the user 1000 which
disables his WIFI (Fig. 13).

The user 1000 is removed from the server’s presence database. This allows us to be
able to know if a user is connected or not in order to be able to take measurements in
relation to the messages he receives. If the user 1001 sends a message to the user 1000,
the message is retrieved and stored in the database. MySQL data. The following figure
shows the message sent to the user 1000 (Fig. 14).

Fig. 12. User 1000 and 1001 connection

Fig. 13. Return message after ping to 1000

Fig. 14. Message sent to the user 1000 after our modification.
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We note that the message is well saved in the database to wait for the good
connection of the user 1000. The following Fig. 16 shows the reconnection of the user
1000, the message that was stored is sent to him (Fig. 15).

One faith the user in question reconnects, he receives the message (s) which were
stored in the database and which had for recipient him.

6 Conclusion

The global study of the SIP protocol concerning the sending and the receiving of the
SIP messages made it possible to note the problems of reception of the message sent in
case the recipient is not connected. We found that this message is lost and never
reaches its destination in this case. This resulted in the solution we propose in this
article. A solution we tested with the SIP server freeswitch but it remains adapted to
other SIP servers as an asterisk. So today we can say that this solution can greatly
contribute to the improvement of SIP message sending and reception conditions and
therefore to a perfect reliability of SIP MESSAGES events, which is for us an
advantage in a context where we tend towards IP at all with the arrival of the fourth
generation (4G) and the prospects of a fifth generation (5G).

Fig. 15. Message sent after reconnecting the user 1000

Fig. 16. Message sent after reconnecting the user 1000
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Abstract. Nodding syndrome is an emerging disease which have unknown
transmission patterns and no properly established mechanisms for diagnosis
leading to numerous hypothetical postulations. It has affected thousands of
children in Uganda with debilitating effect and serious economic consequences.
Spatial-temporal analysis may provide a quick mechanism to establish compar-
ative understanding of the various hypotheses ascribed to nodding syndrome and
any other emerging diseases with similar clinical manifestation. There is con-
siderable suspicion that “nodding syndrome is a form of epilepsy”, a hypothesis
that has hardly been investigated in literature. The aim of the study described in
this paper is to establish spatial-temporal relationships between ailments diag-
nosed as nodding syndrome and ailments diagnosed as epilepsy. An exploratory
cross section survey in three districts of Northern Uganda was done. Spatial data
of health centers were recorded and ArcGIS was used for display. The findings
show significant spatial-temporal correlation of diagnosis reporting of nodding
syndrome to epilepsy. The regression statistics overall, epilepsy significantly
(p < 0.05) ex-plains about 58% of Nodding syndrome variability. The F-statistic
shows a very highly significant value (p = 8.20481E-13; p < 0.05), meaning that
the output of the regression is not by chance.

Keywords: Nodding syndrome � Emerging diseases � Surveillance �
Spatial-temporal � Geographic information system

1 Introduction

Space-time mapping and analysis of disease data has historically involved the search
for patterns in aggregated data to identify how regions of high and low risk change
through time [16]. Mapping of space and time analysis of aggregated data has great
value, but represents only a subset of space time epidemiologic applications. Tech-
nological advances for tracking and mapping individuals (e.g., global positioning
systems) have introduced mobile populations as an important element in space time
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epidemiological modelling [19]. The importance mapping, place, and time came in
light more than 200-years ago when Dr. John Snow modelled a map of cholera deaths
in relation to London’s water pumps. This was one of the first, and perhaps the most
celebrated, disease maps model. His history of disease mapping is filled with examples
of maps that helped provide etiological clues to diseases from cholera to lung cancer.
With the help of his famous map model, Snow was not only able to track the source of
what he called “the most terrible outbreak of cholera which ever occurred in this
kingdom,” but he was able to convince authorities to act against the disease (Snow
1855). Analyzing and mapping spatial and temporal dynamics of infectious diseases
features mathematical and spatial modeling approaches that integrate applications from
various fields such as geo-computation and simulation, spatial analytics, mathematics,
statistics, epidemiology, and health policy [5] provides great insights to understanding
disease outbreaks.

In recent years, transmission of diseases has exhibited new spatial and temporal
patterns [20]. Emerging diseases like nodding syndrome with unknown transmission
patterns and mechanisms for diagnosis are being discovered more often. There is
therefore need to harness geographical information system (GIS) capabilities to
establish insights into patterns of spatial transmission.

Nodding Syndrome is a childhood neurological disorder which affects communities
in Northern Uganda [13]. It is a poorly understood neurologic disorder of unknown
aetiology that affects children and adolescents in Africa [21]. It is an emerging illness
that has eluded surveillance models in Africa for over six decades since its discovery in
the 1960’s [7, 14]. There is hardly any surveillance model for investigating spatial
diffusion and supporting geographical knowledge on how to intervene on the outbreak
of nodding syndrome. Many authors agree that its spatial diffusion patterns, and
transmission models are not properly understood [18], the characteristics, risk factors as
well as aetiological factors are also not well established [4, 15, 18] complicating
surveillance efforts. Up to the year 2012, when the Ministry of Health Uganda rec-
ognized the ailment as a public health concern, it had affected estimated thousands of
children in Northern Uganda [4, 10]. The surveillance form used in health centers and
hospitals for Integrated Disease Surveillance and Response lacked provision for nod-
ding syndrome for all the years before 2012. The ailment became endemic in the
population and the disease reached a threshold after over a decade to warrant public
health concern.

There is considerable suspicion that nodding syndrome is a form of epilepsy [6, 11,
18]. Much as these findings are of biological significance, there is limited literature on
spatial models comparing spatial prevalence of nodding syndrome and associated
epilepsy. The Ministry of Health of Uganda and partner organizations identified the
gaps in knowledge of nodding syndrome that “the actual geographic coverage and
distribution is not known, and that there is need for surveillance in other areas outside
the current foci and the overlap of areas of distribution of nodding syndrome, etio-
logical, potential risk factors and other information of interest [15]. Also, the burden of
nodding syndrome in the currently reported three foci and surrounding areas are also
not known. The increasing prevalence of nodding syndrome in northern Uganda has
generated a wide range of speculations with respect to aetiology and natural history and
best possible medical treatment for this mysterious seizure disorder. Despite in-depth
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investigations by the United States Centers for Disease Control and Prevention and the
Ministry of Health in Uganda, agree that no clear causal factors have emerged [15].

The spatial epidemiological prevalence of nodding syndrome particularly in
Northern Uganda is inaccurately presented by different organizations [1]. For instance,
the independent charity organization; Kitgum District NGO Forum, which first
announced the outbreak of nodding syndrome, estimates that as many as 5,000 children
are infected by the disease in Kitgum district alone, while government officials report;
there are only 3,200 infected children, Other scholars put the total number of cases of
nodding syndrome in the 3 districts of study at 1,876 [9]. These news reports and some
clinical scholarly research examined above, clearly lack systematic spatial and temporal
analysis of nodding syndrome. Furthermore, many scholars believe that “nodding
syndrome is a form of epilepsy” [8, 11, 14], and [12]. However, these reports and
researches hardly critically examined the distribution of the two diseases over time in-
order to contrast them and make spatial correlation to deduce conclusion and inter-
vention plans.

The compelling issues of this paper therefore are: (i) The need to determine whether
nodding syndrome is being reported by the different health facilities in Northern
Uganda, (ii) The need to establish spatial prevalence of nodding syndrome and epilepsy
reporting and model the overlapping (scaffolding) relationship; and (iii) Propose a
method for surveillance mechanism for nodding syndrome.

2 Methodology

This paper is a cross section studies comparing spatial-temporal diagnoses of diseases
identified as nodding syndrome and those that have been identified as epilepsy in three
districts of Gulu, Omoro, and Kitgum in Northern Uganda. Purposive sampling of
health centers was used to identify facilities that are relevant for the study. Twelve
(12) health centers were identified for the study based on Ministry of Health IDSR
(Integrated Disease Surveillance and Reporting tool). Two questionnaires were used for
data collection with the first one designed for health workers interfacing with nodding
syndrome patients. It was to elicit basic information on the gravity of nodding syn-
drome in the communities and also provide some statistical overview of patients
attended to from a particular health center. The second was designed for health centers
and hospitals data managers. It was particularly tailored to examine the depth of
information available from a particular health center identified as receiving nodding
syndrome victims. Environmental System Research Institute (ESRI) ArcView Software
was used for analysis and display of the data on a map. ANOVA and Spreadsheet were
used for trend and regression analysis. Analysis was done consecutively for five years
to establish the spatio-temporal aspects.
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3 The Study Findings

We can observe that health centers, began reporting on nodding syndrome incidences
especially in West of Aswa river basin in 2012. In Kitgum, Pajimo and Tumangu also
began reporting around the same period. The Local NGO Hope for Humans was
established in Odek because the cases were very many in the area and spear headed
advocacy program about the outbreaks and scientific research.

The number of health centers reporting the ailments increased in the following
years mostly along the span of Aswa River. The patients that were in Omoro were
referred to Hope for Human Centre which was thought to have better facilities and
specialized in treatment of nodding syndrome patients. While others that were in
Kitgum district were referred to Kitgum Hospital. Most health facilities however,
continued recording epileptic also patients across the region. By the year 2016 (Fig. 2),
the spatial-temporal reporting was widely spread across the three districts.

Fig. 1. A map of health centers reporting nodding syndrome and epilepsy in 2012
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In 2017 (Fig. 3), it appears that diagnosis of nodding syndrome was very low
across the region, however, the associated epilepsy were distributed across. On the
other hand, the Referral Hospital in Kitgum and Hope for Human Centre had high
number of diagnosis of epilepsy.

Fig. 2. A Map of health centres reporting nodding syndrome and epilepsy in 2016.

Fig. 3. A map of health centres reporting nodding syndrome and epilepsy in 2017
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4 Analysis and Discussions

A shown from Figs. 1, 2 and 3 the number of health centers reporting of nodding
syndrome were rising. We can observe that the spatial-temporal prevalence of nodding
syndrome and associated epilepsy were mimicking one another. The period between
2015 and 2017 is special in that there was massive Campaign for support to nodding
syndrome victims. Since nodding syndrome manifests with epilepsy, the turn up of
patients diagnosed as epilepsy other than nodding syndrome were exceedingly high
with the peak of 7,725 patients. This also explains the anomaly in the reporting figures
for nodding syndrome by the different organization partnering to provide health ser-
vices in Northern Uganda (Fig. 4).

4.1 Data from Hope for Human Center (Odek)

Diagnoses data collected from Hope for Human (Fig. 5) Center provides a classical
comparison of the two ailments. In September 2013 saw the diagnosis overlap one
another (scaffold). Nodding syndrome dropped down epilepsy as the patients continue
receiving treatment at Hope for Human Center. The patients that were originally
diagnosed as having both nodding plus epilepsy improved and nod no more. Some
recovered and left the treatment Center, however, some have remained epileptic.
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4.2 Scaffolding Model of Nodding Syndrome and Associated Epilepsy

Distinguishing nodding syndrome and epilepsy reporting shows some succinct details
in that, there is scaffolding/ overlap between the two ailments. Much as epileptic
conditions are clear, nodding is equally clear and it seems they influence each other.
Figure 6 is an attempt to show distinctions and relationships between the two
conditions.

Fig. 5. Temporal scaffolding pattern of nodding syndrome and epilepsy

Fig. 6. Scaffolding model of nodding syndrome and epilepsy
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Scaffolding model postulates that a form of brain injury/infection manifesting with
epileptic condition when left without proper medication progresses to nodding syn-
drome and can worsen to have both nodding plus epileptic seizures. However, when
managed, the nodding process ceases followed by reduction in epileptic seizure and
may recover to normality.

4.3 Scaffolding-In (Worsening Condition)

This consists of nodes (1, 2 &3) as condition worsens. A normally growing child
comes in contact with nodding syndrome etiological agent (not yet identified), becomes
epileptic. The epileptic condition overlaps to nodding (node 1) and when left unat-
tended to overlaps to nodding plus seizures (node 3).

4.4 Scaffolding-Out (Recovery)

In the event that proper medical care is provided, seizures can be removed or reduced
(node A). With continued medication, nodding also ceases (node B) and all epileptic
conditions may be reduced (node C), and at times full recovery may result (node D).
Some patients have only reduced nodding and epileptic conditions (node E) while
others recover from nodding conditions (node G), but epileptic conditions remains
unsolved problem (node G). Majority of the patients from Hope for Humans Center
have fully recovered and have either returned home and were able to go back to school.

4.5 Regression Analysis

To evaluate the strength and nature of the association between epilepsy and Nodding
Syndrome, Ordinary Least Squares regression was done with Nodding Syndrome being
the dependent variable, and epilepsy the independent variable. The results of the
regression are given in the Tables 1, 2 and 3.

From the regression statistics in Table 1, overall, epilepsy significantly (p < 0.05)
explains about 58% of Nodding syndrome variability. This is given by the R2 value
(0.58).

Table 1. Regression statistics summary (nodding syndrome against epilepsy)

Regression statistics

Multiple R 0.763688212
R Square 0.583219685
Adjusted R Square 0.576155612
Standard error 16.07864554
Observations 61
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From the ANOVA results in Table 2, the F-statistic shows a very highly significant
value (p = 8.20481E−13; p < 0.05), meaning that the output of the regression is not by
chance. This means that epilepsy significantly influences the distribution of Nodding
Syndrome, and this influence is not by chance.

Results from Table 3 show that the contribution of epilepsy to Nodding Syndrome
is highly significant (p < 0.05). The overall equation for this Epilepsy-NS association is
given by Eq. (1). However, the intercept obtained is not reliable as it is statistically
insignificant (p = 0.8525 > 0.05). From Eq. (1), it can be observed that overall, for
every one unit increase in epilepsy, there is a 77% increase in Nodding Syndrome. This
seemingly explains the relationship observed in (Fig. 6) where an increase in one
disease resulted in an increase in the other.

y ¼ �0:572þ 0:7741ðxÞ ð1Þ

5 Conclusion

From this preliminary investigation, we have established that reporting on nodding
syndrome by the different health facilities started in the year 2012 following recog-
nition as a public health threat. Beyond 2012, no record exists in the reporting tools
provided by Ministry of Health Uganda especially in the Integrated Disease Surveil-
lance and Response (IDSR) form. In fact, there was no provision in the IDSR form
beyond 2012.

As we can observe, the trend of prevalence of nodding syndrome and epilepsy over
the period of four years were very much the similar. However, there was exceptional
peak trend in associated epilepsy between 2015–2016 due to mass political assertion to

Table 2. Analysis of variance (nodding syndrome against epilepsy)

df SS MS F Significance F

Regression 1 21344.00476 21344.00476 82.56138826 8.20481E-13
Residual 59 15252.8477 258.5228424
Total 60 36596.85246

Table 3. Linear-regression results (nodding syndrome against epilepsy)

Coefficients Standard
error

t Stat P-value Lower
95%

Upper
95%

Lower
95.0%

Upper
95.0%

Intercept −0.5720 3.0641 −0.1867 0.8525 −6.7032 5.5592 −6.7032 5.5592
Epilepsy
(x)

0.7741 0.0852 9.0863 8.20481E-13 0.6036 0.9446 0.6036 0.9446
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intervene on the outbreak. Also, because nodding syndrome usually first manifests as
epileptic conditions, the diagnosis and reporting in health facilities were not upright
nodding syndrome, but rather epilepsy in the reporting tools provided by the Ministry
of Health Uganda.

The study shows that there is scaffolding relationship in prevalence diagnosis of
nodding syndrome and epilepsy especially with critical evaluation of data from Hope
for Human Nodding Syndrome Center. The spatial-temporal analysis of diagnosis and
reporting by the different health facilities, the study confirms that spatial-temporal
distribution nodding syndrome is associated with spatial-temporal distribution of
epileptic condition. This is also in line with other scientific establishment such as [6,
11, 18] and [8] through clinical studies which established that nodding syndrome is a
form of epilepsy.

Therefore, we can affirm that due to relationships that exist as seen in scaffolding
pattern, surveillance of nodding syndrome must go hand in hand with surveillance of
epilepsy. The existing Integrated Disease Surveillance mechanisms can be improved to
consider nodding syndrome, epilepsy as well as conditions that manifest both. And
when there appears to be an outbreak of epilepsy, it may be a sign that infection that
may result to nodding syndrome is in a community.

At the same time, we can also affirm that in the event of occurrence of emerging
disease, when there is no established clinical diagnosis, geographical information
systems (GIS) approaches can be effective alternative investigation mechanisms to
establish relationships between hypothetically similar outbreaks.
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Abstract. This paper proposes an optimised method to supervise free roaming
calls. Since November 28th, 2016, West African countries and members of the
Economic Community of West African States (ECOWAS) have decided to ban
roaming charges among mobile phone users in these countries. Its implemen-
tation however poses a problem of performance costs of their visibility for
certain actors such as regulatory authorities (R.A.). To improve this matter we
proposed to set up a SIP proxy (Session Initiation Protocol) at the regulatory
authorities in order to recover only the signaling of received calls in roaming.
The SIP proxy is implemented by Kamailio. Compared to the literature, this
article brings a new method of supervision by controlling and following the
evolution of calls received in roaming. The results obtained have produced
positive effects as only concerned calls will be supervised through the proxy.
The proposed solution will facilitate regulators to perform their duties as taxing
operators and resolving conflicts between them. It will allow end-users to have
visibility into their calls.

Keywords: Free roaming � Signalization protocol � SIP � Supervision system �
Kamailio

1 Introduction

Since March 31, 2017, africans traveling to some member countries of the Economic
Community of West African States (ECOWAS) can call without worrying about their
phone bill. Initiated on November 28th in Abidjan and put into practice on March 31st
2017, free roaming now concerns several countries in West Africa such as: Senegal,
Guinea, Mali, Togo, Burkina Faso, Benin,… etc. A call from another ECOWAS
member country during a trip to a “Free Roaming” country is no longer surcharged, so
callers will no longer have to pay extra fees once they leave their country; despite some
restrictions [13]:

• Once abroad, the subscriber will be able to receive free calls for a period of 300 min
and within one month,

• Outgoing calls will be billed by the local operator as if he has billed his subscriber,
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• A call made to a country that is not a party to free roaming will be surcharged,
• Free roaming does not apply to internet data.

However the implementation of this “Free Roaming” poses a problem of perfor-
mance to obtain their visibility through filtering. Visibility issues include subscribers
who do not have a way to track their calls duration for the next 300 min, which can
engender unexpected bills. They (visibility issues) also include the regulatory author-
ities, such as Senegal’s regulatory authority, whose signaling tools for “Free Roaming”
calls are jumbled up with that of international calls. This affects their processes per-
formances (reporting delays and precision) in taxing operators and generates conflicts
with them [11, 12].

Existing studies show generally that the implementation of Free Roaming causes
many problems and stresses the importance of finding solutions. In Europe, Patrick
Maillé et al. have raised two issues arising from the application of free roaming:a
problem of relationship between users and service providers and economic in the
operators [1, 2]. On the same continent, Jonathan Spruytte et al. have raised a lot of
problems after the establishment of Roaming Like At Home (RLAH) and proposed to
implement the Roaming Like At Local (RLAL) [3]. As a limit to the RLAL, they
emphasized the lack of transparency for consumers. These studies did not indicate a
technical solution. Other studies propose solutions but within known limits. Biswas
et al. have raised the problem of free roaming by proposing cloud-based system to
reduce the communication costs between users when one of the two users is in roaming
[4]. By making use of technology, a robust system has been developed that automat-
ically identifies a roaming mobile number and blocks any unknown number but notifies
at either end [4, 5]. After the adoption of SIP protocol (Session initiation protocol) in
WIMAX networks Cheng et al. pointed out an expensive transfer time when a sub-
scriber is roaming and changing a network to another. When the subscriber changes a
network, he sends a RE-INVITE request to register for the new network. They pro-
posed as solution the establishment of a SIP hierarchical domain (HSIP). This means
that multiple networks must be managed by a single HSIP server to form an admin-
istration domain [6]. Beaubrun et al. have detected an increase in roaming signaling
traffic in Next Generation (NG) wireless networks. They proposed to set up a special
gateway called the Wireless Interworking Gateway (WING) to facilitate interoper-
ability between the heterogeneous subsystems of NG wireless systems [7].

These solutions do not control and do not track the evolution of calls in terms of
their duration. However architectures they propose are to be taken into account for their
robustness. Interviews show that some regulators such as Senegal have a system to
oversee incoming and outgoing international communications. The defect of this
system is that the signaling of free roaming calls is mixed with that of the others.

This paper proposes a method to separate the signaling, to control and monitor the
evolution of the meter for 300 min combining robust architecture with filtering of
signalization for specific roaming calls.

In this article, Sect. 2 presents the method and architecture proposals, Sect. 3 trains
results, Sect. 4 discusses the results and Sect. 5 gives a conclusion to this actual work.
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2 Technical Proposition and Design

2.1 Objectives and Steps

As emphasized in the introduction, this paper aims to propose a method to supervise
free roaming calls. This means a method to separate the signaling of free roaming calls
from that of others; and control/monitor the evolution of their meter for 300 min.
Principles of this solution are based on the implementation of a SIP proxy at each
regulatory authority that will only recover and process the signaling of calls from “Free
Roaming”. A program will be implemented on that proxy to process calls counter
through these SIP proxies. We then propose to interconnect regulatory authorities
systems.

In short the regulatory authorities will build a intra-network that will be used to
route calls from “Free Foaming” to the destination.

To do so, the SIP proxy need the following functions:

• retrieve call signaling to a roaming subscriber,
• process the signaling and route the call to the authority of the country where the

roaming subscriber is located,
• The proxy of the authority of the country where the subscriber is located will route

the call to the visited operator.

Architecture of Proposed Solution. To design the architecture, we used the works of
Cheng et al. and that of Beaubrun et al. [6, 7]. We proposed and compared the
following two architectures.

Fig. 1. Basic architecture : Regulation authorities direct proxy interconnexion
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Example of Call Processing
If for example, a call is made to a subscriber Jean of a country C op-C operator roaming
in a visited network of an op-A operator in country A, the scenario below will be
observed:

• The operator op-C will direct the call to the authority authority-country-C,
• Country-authority-C will perform the processing and route the call to authority

authority-country-A:
– Through a direct interconnexion with authority-country-A ‘s proxy (Fig. 1)
– Through a shared proxy center network covering multiple countries (Fig. 2)

• The authority authority-country-A will route the call to the operator op-A,
• The operator op-A to make the call to the subscriber Jean,
• John will then have the choice of answering or not answering.

Entities Needed to Operate the SIP Proxy
The SIP proxy will be combined with a database system on which it will store
information from the signatory countries of the “Free Roaming” (that will serve as its
routing information) and the information of the recipient (for the control of the
300 min). Its tables will store the recipient information’s and his calls duration sum in
minutes (its values will be incremented at the end of each call) (Fig. 3).

Fig. 2. Advanced architecture : Shared proxy centers interconnexion
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2.2 SIP Protocol and Implementation Algorithm

SIP Protocol
As pointed out above, the solution is based on the SIP protocol. SIP (Session initiation
Protocol) is an application layer control protocol that can establish, modify and ter-
minate multimedia sessions [8]. SIP works in client-server mode. Like the HTTP
protocol, the client sends commands and the server responds with response codes.
Unlike HTTP, a SIP entity is in most cases both client and server. Between the client
and the server (between the two communicators), there may be servers called proxy
servers such as [8, 9]:

• Proxy server: it receives requests from clients that it processes itself or that it sends
to other servers,

• the redirection server: this is a server that accepts SIP requests, translates the
destination SIP address into one or more network addresses and returns them to the
clients,

• The user agent “UA, User Agent”: it is an application on a user equipment that
sends and receives SIP requests,

• Registrar: This server registers users. It also updates the location database,
• B2BUA (Back To Back User Agent): it is like a proxy with the difference that the

B2BUA establishes communication and monitors.

Consider a call between Alice and Bob. It is assumed that Alice wants to communicate
with Bob (Fig. 4).

1. Alice sends a SIP INVITE message to her operators proxy (orange).
2. Alice Proxy sends the request to Bob’s proxy server (tigo.sn),
3. Bob’s proxy server sends the request to Bob,
4. being available Bob responds with a 200 OK response and this response goes

through the same entities,
5. Alice sends an ACK confirmation message and start to communicate.

Fig. 3. Elements necessary for SIP proxy operation
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Algorithm for Setting up the SIP Proxy
The SIP proxy will process a call in three phases: when receiving SIP INVITE, ACK
and BYE commands. Let the table APPEL (id, uri-dest, counter) the table used to store
the recipient’s information, the INVITE, ACK and BYE messages will be processed as
follows: (a) processing an INVITE, (b) then an ACK and (c) finally a BYE.

Processing an INVITE

1: check if the country of destination is part of the signatory countries of “Free
Roaming”

2 ′: reject the call
2: continue treatment
3: retrieve the recipient’s UR
4: check if the user is in the database (table CALL)
5 ′: create an entry in the CALL table and route the call
5: check if the meter is less than 300 min
6 ′: redirect the call
6: get the counter and route the call.

Fig. 4. Session setup between two users who do not have the same provider
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Processing the ACK command
After receiving an ACK, the SIP proxy will process the message as follows:

• recover the TIMESTAMP T1,
• calculate the possible duration of the call,
• set the duration of the call,
• Continue the call.

Processing a BYE query
After receiving a BYE, the SIP proxy will trigger the following processes:

• recover the TIMESTAMP T2,
• calculate the duration T of the communication: T = T2-T1,
• Update the counter: counter = counter + T.

3 Implementation and Results

3.1 Implementation

We propose the Kamailio SIP proxy as an implementation. Kamailio is a telephony
server based on the SIP signaling protocol [10]. To work, Kamailio uses several
modules and those we will use are:

• RTPPROXY: to ensure the proxy function of Kamailio,
• SQLOP: for interaction with databases,
• MYSQL: to implement the MYSQL database,
• DIALOG: to set the duration of the dialogue,
• CARRIERROUTE AND RR: for routing.

We have used also Ubuntu.14 and MYSQL database. We used the language of the
Kamailio configuration file.

3.2 Results

When a subscriber is roaming, he has the ability to receive free calls for the first
300 min and within a month. We just simulated the 300 min counter. In the simulation,
we used two SIP servers and the proxy in their middle (Fig. 5).

Fig. 5. Architecture simulation
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In the architecture above, the servers simulate the operators and R-SIP simulates the
SIP proxy. We will begin by viewing the description of the CALL table on which the
recipient’s call information is stored (Fig. 6).

At the counter time is expressed in seconds.
We will now view the evolution of the counter after two successive calls.

We see that the first call lasted 35 s and this duration was recorded in the CALL
table. After the second call, the counter was incremented to 98 s, which meant the call
lasted 63 s.

To simulate the call control, we will now view the behavior of the KAMAILIO
router when receiving a call to a recipient who has consumed its 300 min. We simu-
lated the 300 min at 5.

Fig. 6. Structure of the CALL table

Fig. 7. Evolution of the counter

Fig. 8. Rejection of an INVITE
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We sent a message to the caller informing him that the called party had consumed
his 300 min of receiving the call. It was just to show that we can reject or redirect
the call.

To conclude, this section has presented the proposed solution and its implemen-
tation. The next part will discuss the obtained results.

4 Discussion

Our main objectives are: to separate the signaling of the calls, to control and to follow
the evolution of the calls (evolution of the counter) in the case of roaming situations.
The implementation of a SIP proxy at the regulatory authorities seems to be a func-
tioning control and supervision solution.

Its deployment through the proposed architectures (Figs. 1 and 2) allows to
physically separate the signaling of the calls as shown in the results (Fig. 7). It also
facilitates calls control (Fig. 8) in a separate infrastructure, distributing performances
costs in regulator authorities’ infrastructures. By this mean a subnetwork linking
countries members of the free roaming zones is also created with costs reduction in
case of central proxy sharing (Fig. 2).

Compared to the literature [6, 7], the similarities are on the proposed architecture
(Figs. 1 and 2). We therefor beneficiate of the robustness induced by the flow calls
separation. We also added monitoring and tracking calls support for the regulators; and
notification functionalities for callers as our main contributions (visibility).

This proposal allows regulatory authorities to perform their duties such as taxation
and management of conflicts between operators (Fig. 7) by automated data processing
(mainly semi-automated in case of non filtering solution). It also allows roaming end-
users to follow the evolution of the meter (Fig. 8) in real-time.

However a study must be made to evaluate routing and By Passing problems.

5 Conclusion

The purpose of this article was to propose a method to supervise free roaming calls in
west of Africa. We can conclude from the results obtained that setting up a SIP proxy,
on either the basic (Fig. 1) or advanced (Fig. 2) architecture is a good method to fulfill
those goals within that specific context.

The results obtained show that the proposed algorithm allows to separate call flows
processing in a specific server, reducing the impact on the regulator authorities
infrastructure with a possible cost reducing through sharable SIP proxy centers.
Compared to previous works, the proposed solution improves the calls visibility and
allows regulatory authorities to perform their obligations as taxation operator and
conflict manager between operators by providing efficient tools. It also allows con-
sumers to have visibility on their calls in a roaming context.

However a study must be made to avoid routing and By Passing security risks.
The proposed architecture seems also to provide a deployable service in a single

(sub)regional network context.
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Abstract. Several approaches have been proposed to make practical work
available in e-learning trainings. The visits of field represent an indispensable
complement to the theoretical course given to students in the natural sciences
and life sciences. Biodiversity areas may be politically unstable and potentially
dangerous for non-residents. The purpose of this paper is to contribute to the
improvement of distance education in agricultural sectors by providing a col-
laborative platform for virtual field visits and even sharing resources.
To do this, we combine the intelligence of the Web of Things (WoT) with the

power of WebRTC. Our contribution applies first to distance education in
agriculture. However, our experimental results may be relevant for other STEM
disciplines.
This platform, based on the WebRTC Kurento multimedia server and the

Web of Things (WoT), allows the teacher and a group of students to go to the
field to carry out practical work. The results of this outing are broadcast in real
time for other students who are not on site.

Keywords: WoT � STEM � WebRTC � Kurento

1 Introduction

Previous research has demonstrated the positive impact of practical work on students’
knowledge [1, 2]. This is why in recent years research on line labs has become very
popular. In fact, online labs are distributed and flexible computing environments that
allow a learner to conduct experiments alone or in collaboration with other participants
in a distance learning context.

Several approaches have been proposed to make practical work available in
e-learning courses [3, 4]. Each approach solves a specific problem [5]. There are certain
disciplines such as biology and agriculture where it is difficult to do e-learning. In the
case of e-agriculture training, field visits are an indispensable complement to the
theoretical course given to students. However, the areas where biodiversity is sought
may be politically unstable and potentially harmful to non-residents.
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Thus, the purpose of this paper is to contribute to the improvement of distance
learning in agricultural sectors by providing a collaborative platform for virtual field
visits and even sharing of resources. To do this, we combine the intelligence of the
Web of Things (WoT) with the power of the WebRTC Kurento multimedia server. The
proposed solution allows teachers/tutors and students to do remote labs.

The rest of the article is structured as follows: Sect. 2 gives an overview of previous
work using WoT in the field of agriculture. Section 3 describes the technologies used to
implement the proposed platform. Section 4 presents the architecture of the model.
Section 5 outlines the methodology for implementing the KMS-IoT-Agriculture plat-
form. Finally, Sect. 6 provides the conclusion and future work.

2 Related Works

In the literature, studies have shown that precision electronic agriculture can be used to
improve watering, soil fertilization and crop yield. The authors of [6–8] propose
solutions based on arduino and sensors (pH sensor, water level sensor, servo …) to
save the use of water and fertilizers on small cultivable areas. Those of [9] have set up a
LoRa and bluetooth-based transmission system to retrieve sensor information (tem-
perature, humidity, CO2, brightness) in a field. This information is stored in a database
and can be viewed using a smartphone. In article [10, 11], the authors propose a
website to regulate the sale of agricultural products. The authors of the article [12]
propose an online learning module to train farmers on the right choice of seeds, pest
control, side effects of pesticide use, etc. Despite the relevance of this work, few
solutions are focused on distance education of students in agricultural sectors.

3 Technology

The first part presents the technology used to establish communication between the
different users of the system. Then, the Web of Things allows to control and interact
with different intelligent objects of architecture.

3.1 Web of Things

The Web of Things (WoT) is a specialization of the Internet of Things (IoT). On the
one hand, it provides an abstraction of the connectivity of smart objects. On the other
hand, WoT adds a standard web standards-based application layer to simplify the
creation of IoT applications. In IoT, the communication protocols are multiple (MQTT,
CoAP, ARMQP …), which creates groups of users.

The main interests of using WoT instead of IoT are the simplicity of development
using APIs, standardization and simple coupling. The idea is that all intelligent objects
can communicate using a Web language through an API. This API can be present in the
intelligent object itself or in an intermediary that can act on behalf of the intelligent
object [13]. This has become possible with the improvement of embedded systems.
Nowadays, we can run small servers such as lighttpd [14] and Nginx [15] inside
constrained devices.
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3.2 Kurento Media Server

Traditional WebRTC applications are standardized so that browsers can communicate
directly without the mediation of third-party infrastructures. This is sufficient to provide
basic multimedia services, but features such as group communications, stream
recording, streaming, or transcoding are difficult to implement. For this reason, the
most interesting applications require the use of a multimedia server.

There are many other services we can offer with media servers: augmented reality,
computer vision and alpha blending. These services can add value to applications in
many scenarios such as e-agriculture, e-learning, security, entertainment, games or
advertising. Kurento Media Server (KMS) is an evolution of traditional media servers
that provides a modular architecture where other features can be added as modules.

Kurento is an open source WebRTC multimedia server that allows you to create
media processing applications based on the pipeline concept. Media pipelines are
created by interconnect modules called Media Elements. Each Media Element provides
a specific feature. KMS contains Media Elements capable of recording and mixing
streams, computer vision, etc.

From the point of view of the application developer, Media Elements are like Lego
pieces: just take the necessary elements for an application and connect them according
to the desired topology. This type of modularity is new in the field of RTC multimedia
servers.

Kurento Media Server offers the capabilities of creating media pipelines through a
simple JSON-RPC-based network protocol. However, to further simplify developer
work, a client API that implements this protocol and directly leverages Media Elements
and pipelines is provided. Currently, the Java and JavaScript client API is ready for
developers [16].

Taking into account the integrated modules, the Kurento Toolbox is detailed in
Fig. 1.

Fig. 1. Kurento media elements toolbox
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4 Presentation of the Proposed Architecture

To exploit the advanced features of the WebRTC, the proposed architecture integrates
Kurento Media Server (KMS). During a WebRTC multimedia session, the solution
provides access to the information collected by the sensors and sends it to the other end
of the communication in real time. The Fig. 2 describes the architecture of the proposed
system.

Distance education in the field of agriculture, biology, etc. is faced with many
technical and logistical difficulties. Field visits are an indispensable complement to the
theoretical course given to students. Biodiversity areas may be unstable and potentially
dangerous for non-residents. The proposed solution allows students of the National
School of Agriculture (ENSA) Thies to conduct an educational excursion to study the
biodiversity of southern Senegal. To do this, a group resident in the region is selected
for taking measurements (soil moisture, chemical composition, ambient temperature,
etc.) under the supervision of a tutor. The collected data is directly transmitted to the
application and then shared in real time with the other students via the platform. With
the help of a connected computer, tablet or smartphone, any student can view the
measurements and follow in real time the comments/explanations of the tutor. Each
student can also interact by asking questions.

Fig. 2. Proposed system architecture
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5 Implementation

A platform using Node.js and KMS is implemented in this paper. On the one hand, it
allows to establish a multimedia communication between several users by simply using
their browser. On the other hand, it allows users to access data from predefined con-
nected objects. The proposed architecture consists of three distinct entities: Internet of
Things, API and Web Application.

5.1 Internet of Things

The first part is the WoT part. Each endpoint is considered a gateway to its set of smart
objects. In addition, each user has control over these objects. The NODEMCU
ESP8266 aggregation node is not responsible for reading the sensors. It simply pro-
vides a gateway between the user and the sensor network, and then performs data
analysis. The sensor node is the lowest level of a sensor network. It is responsible for
gathering information from sensors, performing user actions, and using communica-
tion mechanisms to send data to the aggregation node (see Fig. 3).

The ESP8266 gateway can then communicate with the sensors using one of the
well-known communication protocols (Lora, Zigbee, Bluetooth, WIFI …). In the
current platform, a DHT11 humidity and temperature sensor, sensors for the chemical
composition of the soil and an HD camera to visualize the medium can be used. These
are connected to the NODE MCU Gateway (ESP8266) which sends data using 4G or
WIFI. Using the current architecture, the implementation of a remote pedagogical
outing is possible, where a tutor communicates with students using Kurento Media
Server. Figure 4 shows the wiring of the Node MCU Gateway with the DHT11 tem-
perature and humidity sensor.

Fig. 3. Architecture WoT
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5.2 API

We have developed a REST API capable of retrieving information collected by sensors
and storing it in a MongoDB database. MongoDB belongs to the NoSQL family
Document-store, developed in C++. It is based on the concept of a key-value pair. The
document is read or written using the key. MongoDB supports dynamic queries on
documents. Since this is a document-oriented database, the data is stored as JSON,
BSON style [17].

According to recent work [18–20], NoSQL database systems are non-relational
databases designed to provide great accessibility, reliability and scalability to huge
data. NoSQL databases can store unstructured data such as e-mails and multimedia
documents. MongoDB has many security risks that can be overcome by a good, secure
cryptographic system [21].

5.3 Web Application

To set up the web application, we use the NodeJs and Kurento Media Server tech-
nologies. This platform allows teachers/tutors and students to register and authenticate
themselves to access Kurento Media Server features. Once connected, students can
view the sensor data and media streams of the tutor in charge of the educational output.
Figures 5 and 6 show the authentication principle on the KMS-IoT platform.

The web application can also collect information from the database and display it.
Connected users can then view sensor data. Figures 7 and 8 show that actors can access
the temperature and humidity sensor information. The same mechanism is applicable to
any other sensor.

Fig. 4. Wiring the ESP8266 with the DHT11
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Fig. 6. Communication between teacher and students: teacher side

Fig. 7. Communication between teacher and students: student side

Fig. 5. Authentication and login on the KMS-IoT-E-Agriculture
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Figures 8 and 9 show the authentication and communication steps between the
students and the teacher on the KMS-IoT-E-Agriculture platform.

Fig. 8. Authentication flow

Fig. 9. Communication flow between students and the teacher on the KMS-IoT platform.
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6 Conclusion

In this article, we propose the platform KMS-IoT-Agriculture which allows to do
practical work in the distance education of agriculture. This platform is built around a
WebRTC Kurento multimedia server, an API, a Web application and connected
objects. It allows distance learning students at ENSA Thiès to undertake a virtual tour
to study the biodiversity of southern Senegal. The adoption of the proposed approach
could contribute to the improvement of distance education in agriculture.
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Abstract. Temporal networks can be used to model systems that evolve
over longer time scales such as networks of disease spread, for instance,
HIV/AIDS disease that is propagated within the population over a rel-
atively long period. Analyzing temporal networks can be done by con-
sidering the network either as a series of snapshots (aggregation over a
time window) or as a dynamic object whose structure changes over time.
The first approach is used in this paper and requires specifying a size of
time window that delimits snapshot size. To our best knowledge, there is
not yet studies on setting the size of the window in a methodical basis.
In real, existing works rely on a static or a regular value of time window
size to capture snapshots over time.

This work is conducted to identify dynamically snapshots over time
in a directed and weighted network. That is, we aim to find out the
right time to start and to end capturing a new snapshot. To this end,
we define a quality function to evaluate the network state at anytime.
Then, we rely on time series to predict the quality scores of the network
over time. A significant changes of the network state is interpreted as
the start and/or end of a snapshot. Our solution is implemented with R
and we use a real dataset based on geographical proximity of individuals
to demonstrate the effectiveness of our approach.

Keywords: Time window size · Temporal networks · Quality function

1 Introduction

Most of the networks such as the one of Facebook, LinkedIn and YouTube deal
with hundreds of millions of users that interact hugely day in day out. The cre-
ation or the birth of these networks is a dynamic process in which the network
evolves over time. Analyzing such a dynamic process unveils the intrinsic tem-
poral aspects of the network. To analyze a temporal network, one may see the
network as a static view in which all the links in the final network are present
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throughout the study. This is a very simplifying assumption for a network which
is built instantly and does not evolve frequently over time. However, if the net-
work evolves over longer time scales, it is worthwhile to take into account the
fact that ties may be temporary, and the network structure can change at many
points of time and have an impact on the final network status. For example, an
individual with zero or very few contacts at a single time t may see his contacts
growing significantly at time t + 1. Therefore, temporal analysis is challenging
at many points such as how to track and/or represent changes over time, how
to manage the time in order to report the right times within which the network
undergoes through the main phases of its creation. To analyze the network evo-
lution, one may consider either a series of network snapshots and assess whether
changes occur between snapshots or track continuously the changes that occur
over time. The first choice that we use in this work requires to define a time
interval, called “time window”, allowing to determine the time from which net-
work updates are studied. Even though many studies point out the impact of
the time window size on the quality of snapshots, they don’t address particu-
larly such an issue. Rather, existing works used to rely on a fixed time interval
to capture snapshots.

The goal of this paper is to propose a strategy of setting time window for
capturing a snapshot. In opposite to existing solutions, our approach does not
define a fixed time window but a dynamic one based on the amount of reported
changes. The reason of doing so is to make an earlier detection of the main phases
of the network creation process. That is, our solution eases an on-time follow-up
that alerts once significant changes occur rather than postponing them till a
given time is reached. Such an approach sounds well for monitoring applications
like dealers group monitoring, which requires rapid and instant reaction based on
the organization size and/or status. This is also the case for epidemic surveillance
systems. The main contributions of this work can be summarized as follows:

– a time-based quality function that evaluates the network quality at any given
time t. The quality function takes into account the cohesion aspect as well as
the communication intensity of nodes during a period of time.

– a prediction strategy that estimates scores of the network quality at time t+1
based on network composition at t. Two time series are used. The first one
predicts the next quality score of the temporal network while the second one
is used to correct the prediction by minimizing the error of prediction;

– a snapshot setting based on the prediction of the quality score values over
time. Our solution work by supposing that two snapshots have to be different
so as their quality scores. Therefore, we compute the variation of the scores
at t and t + 1 and if it is beyond a given threshold, thus, t + 1 is the start of
a new snapshot.

– an implementation of our solution using R to assess and validate our algo-
rithms over a real data set. The quality of the predictions as well the snapshot
bounding show the feasibility and performances of our approach.

The remainder of this paper is as follows. Firstly, we review the related works
in Sect. 2. Secondly, we propose our quality function in Sect. 3. Thirdly, we explain
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in Sect. 4 our methodology for decomposing the network evolution. To validate our
solution, we present our experiments in Sect. 5 before concluding in Sect. 6.

2 Related Work

Even though several studies explain the effect of time window size on snapshot
setting [3,4,6]. To our best knowledge, there is not yet work focusing on esti-
mating the time window size based on a methodological reasoning. In existing
works, the time window size is fixed in a static manner without providing any
argumentation. Let us give the following examples of periods: one day [2], one
month [6] or multiple timescales [3].

Indeed, time window management can be done by using:

1. A static method, which decomposes the network evolution into several snap-
shots having all the same size.

2. A dynamic method that subdivides the network evolution into several snap-
shots whose size of each one may be different from that of other.

The static method has the advantage of being simple and easy to implement.
However, if the network does not change during a given period, the snapshots
obtained over this period will contain exactly the same structure. Thus, we are
wasting time and resources searching for new changes while network has not
changed. In addition, if network structure evolves irregularly, choosing a static
time window size can be problematic: a small size may lead to snapshots that
don’t capture important connections, while a big size would hide the precise
moments of significant changes of network structure.

To avoid the problem of time window size balancing as well as favor relevant
captures that incorporate enough changes, we propose a strategy able to capture
dynamically snapshots throughout the network evolution. To this end, we define
a quality function allowing to quantify the network changes at a given time. Our
method captures a new snapshot if the quality difference of network between two
moments exceeds a given threshold. We use a time series to predict the moments
from which the quality score reaches the defined threshold.

3 Quality Function

In this section, we propose a quality function allowing to evaluate a snapshot rel-
evance in term of cohesion aspect as well as the communication intensity between
nodes. We consider that a snapshot is a static network including all nodes/links
that have appeared at least once during a time interval. If an interaction appears
several times during the time internal, we represent it by a single link whose weight
is equal to sum of links weights that correspond to different appearances.

The quality function we present here is a reformulation of the one we proposed
in [1]. The difference between these two functions is that the first one evaluates
the quality of a local community in a static network while the reformulated
function evaluates the quality of a temporal network at a given instant t.
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Let N a temporal network and Nt the network snapshot at instant t. To get
an idea of the communication intensity between nodes within Nt, we calculate
the inverse of all links weights sum 1∑

wNt

. The intuition behind is that more

communication is intense within snapshot Nt (high values of links weights),
more 1∑

wNt

tends to 0.

Regarding the internal cohesion of Nt, we consider that more the topological
structure of a snapshot at time t is similar to a clique, more the snapshot is
considered cohesive. Therefore, the proportion |VNt |

|ENt | allows to evaluate at what
level the snapshot Nt is cohesive. |VNt

| is the number of nodes in Nt and |ENt
|

the number of links.
Our quality function is defined as follows:

ψ(Nt) =
1

∑
wNt

× |VNt
|

|ENt
| (1)

4 Methodology

We consider a network represented by a weighted digraph where a link weight
states for the intensity (number of exchanges for instance) of two nodes and the
orientation indicates which node has initiated the interaction. While assuming
that the network is a temporal one, the overall structure shaping is assimilated
as an evolution process within which a series of moments of significants changes
are reported. A specific moment bringing numbers of changes can be seen as
the delimitation of two snapshots. We name such a moment a “switch moment”
since it indicates a precise time where changes make a great impact on the overall
structure. Actually, the purpose of this work is to characterize, and moreover, to
predict “switch moment”. In this respect, we define a time-based function that
measures the quality of the network at anytime. Hence, if the network quality
score varies beyond a given threshold between t and t+1, thus, we consider that
we reach a “switch moment” at t + 1. In other words, the score of the quality
remain almost the same for a network without and/or with a few significant
changes during a period of time. We notice the quality function is a continuous
one so that it affords the possibility to detect a“switch moment” once it happens.
Furthermore, to be able predicting whether a new “switch moment” will occur,
we need to foresee the quality scores evolution over time. To this end, we rely
on exponential smoothing that helps us estimating upcoming score values based
on the previous and detecting any variation beyond the fixed threshold. Finally,
since the quality scores predictions give us “switch moment”, we can monitor
where one has to start or ending capturing a snapshot. In the following sections
we portray the definition and prediction method of our quality function.
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The optimal size of time window should enable us to decompose the network
evolution into several snapshots, each one includes a considerable number of
changes. To this end, we propose a strategy that works in two steps:

1. measure network changes during a time period using the quality function;
2. model the changes rate across a threshold η. If the network quality differ-

ence between two instants exceeds the threshold value, that means that the
network has been considerably modified.

Formally, we consider that the network has undergone a considerable change
if the difference between its quality at instant t and that at instant t+1 becomes
higher than threshold η:

|ψ(Nt) − ψ(Nt+1)| � η (2)

Note that more higher the threshold value, more the changes number
increases between each two successive snapshots.

4.1 Quality Scores Prediction

The principle of our method is to predict the quality score at instant t + 1 from
instant t. In other words, we try to predict the next quality score before the
network reaches the next instant. To predict the next quality score, we use a
time series built from quality scores over time. The prediction model we used is
the simple exponential smoothing. Formally, our time series is defined as:

P̂ (t) = αQ(t) + (1 − α)P̂ (t − 1) (3)

Such as:

– P̂ (t) means the predicted quality score at instant t + 1;
– α ∈ ]0, 1[ represents the smoothing coefficient;
– Q(t) indicates the observed quality score at instant t;
– P̂ (t − 1) is the predicted quality score at instant t.

If α is closest to 0 (respectively if α is closest to 1), it means that to predict the
next quality score, the most oldest (respectively most recent) predicted values
will be taking into account.

By using the expression 3, the algorithm will learn based on the history of
predicted quality scores over time. In order to improve these predictions, we used
a second series that allows to correct the prediction of P̂ based on the history
of prediction errors.

4.2 Correction of Our Predictions

To correct the prediction, our algorithm first calculates the prediction error,
defined by the difference between observed quality score and predicted quality
score. Then, it predicts the next prediction error using a time series based on
the history of prediction errors.
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4.2.1 Prediction Error
The prediction presented in the previous section sometime could be inaccurate
because of important fluctuation of quality scores. To improve the future pre-
dictions, we try to correct our prediction using a second time series that learns
from past prediction errors. To this end, we define the prediction error given by
the expression below:

E(t) = Q(t) − P̂ (t − 1) (4)

We defined also a second time series to estimate the predicted error in the
future according to the error recorded in the past:

L̂(t) = βE(t) + (1 − β)L̂(t − 1) (5)

Such as:

– L̂(t) means the predicted error at instant t + 1;
– β ∈ ]0, 1[ represents the predicted error coefficient;
– E(t) is the prediction error at instant t;
– L̂(t − 1) is the predicted error at instant t.

If β is closest to 0 (respectively if β is closest to 1), it means that to estimate
the next predicted error, the most oldest (respectively most recent) predicted
values will be taking into account.

4.2.2 Correction of Predicted Quality Scores
After predicting the error, we are then able to make some correction of the
prediction according to the context which is materialized by the value of the
error. Our algorithm considers that the corrected prediction is equal to the sum
of predicted score and predicted error:

Ĉ(t) = P̂ (t − 1) + L̂(t − 1) (6)

Finally, it should be noted that results of our time series L̂(t) et Ĉ(t) improve
by learning from past predicted values. Thus, the wider the history, the better
the predicted futures will be.

5 Experimentation

The purpose of this section is to evaluate the effectiveness of our solution. To
this end, we implemented our solution with R platform. The dataset we used
includes more than 2 million mobile phone interactions between 80 students who
lived in undergraduate dormitory [5]. These interactions were collected between
September 05, 2007 and July 16, 2009. In the following, we present two experi-
ments. The objective of the first one is to show that our predictions provide very
close scores, often identical to observed quality scores. The second experiment
aims to present some detected snapshots during the network evolution. These
two experiences are presented in Sects. 5.1 and 5.2.
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5.1 Quality Scores Prediction

The use of the time series P and L requires two parameters, namely, the predic-
tion coefficient α and the coefficient of predicted error β. In our experiments, we
chose the coefficient α = 0.5 for the next prediction to be influenced, equitably,
by oldest past values and the near past values. Regarding the β coefficient, we
chose it so that momentary fluctuations do not have a significant impact on
the predicted error of the next prediction. Thus, β = 0.1. The goal of the first
experiment we conducted is to assess the accuracy of short-term prediction. To
this end, we predicted network quality scores between September 05, 2007 and
April 17, 2008, a period of approximately 7 months and two weeks. During this
period, there were 2000 interactions.

Figure 1 presents the observed quality scores (black colored curve), the pre-
dicted quality score (red colored curve) and the corrected predictions (green
colored curve). The x-axis indicates the times at which the network has under-
gone a change. The y-axis represents the corresponding quality scores. On
Fig. 1, we noticed that the prediction is acceptable when there are fluctuations.
However, the prediction becomes good if the quality scores curve is somehow
linear. On the curves, we remark that prediction are sometime more accurate
than correction. It can be explained by the fact that, since the correction of pre-
diction is base on error prediction, it means that if the prediction of the error is
bad, then the corrected prediction will be inaccurate. When the quality function
values have important fluctuation in a short time, the error predicted becomes
bad, so this inaccuracy is propagated to correction.

Fig. 1. Predicted and observed quality scores between September 05, 2007 and April
17, 2008 (Color figure online).

To evaluate the effectiveness of our long-term prediction, we conducted a
second experiment. This time, we observed all the interactions that took place
between September 05, 2007 and October 03, 2008, a period of one year and
four weeks. This period includes 10000 interactions. The number of times the
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Fig. 2. Predicted and observed quality scores between September 05, 2007 and October
03, 2008.

network has undergone a change is equal to 2205. Figure 2 presents the curves
of this experiment.

Note that in long-term, correction of prediction becomes almost identical with
observed quality scores. This proves the effectiveness of our prediction algorithm.

5.2 Examples of Detected Snapshots

The objective of this experiment is to show the difference between our solution
and the static method that decomposes the network evolution using a regular
time interval. To this end, we consider that the time interval is 30 min. Thus, we
make a new snapshot every 30 min.

Figure 3a, b, c and d show the network state, respectively, after 30 min, one
hour, one hour and a half and two hours. The value displayed on each link
represents its weight during the time window. For readability reasons, we did
not display the link weights in Figs. 3c and d. We find out that the network did
not change during the first two snapshots and a slight change occurred during last
two snapshots. This experiment illustrates the irrelevance of the static method
since it can capture identical snapshots over time, which involves a waste of
time and resources. To overcome this weakness, we present in the following a
few snapshots captured by our solution. To this end, we consider that rate of
quality changes needed to capture a new snapshot is η = 0.8. Remember that
our method that allows to decompose the network evolution according to the
degree of changes that takes place.

Figures 3e, f, g and h show four snapshots captured at different times. The
value displayed on each link represents its weight during the time window. For
readability reasons, we did not display the link weights in Figs. 3g and h. From
these figures, we clearly see that the time window size is dynamic. It varies
according to changes degree of network. The considerable difference between the
size of these windows is due to the network changes degree over time.
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(a) Captured snapshot after 30 minutes. (b) Captured snapshot after 60 minutes.

(c) Captured snapshot after 90 minutes. (d) Captured snapshot after 120 minutes.

(e) First time window representing the ini-
tial state of temporal network. This time
window is captured on September 05, 2007
at 14:02:11.

(f) Second time window captured on
September 05, 2007 at 14:12:33. The inter-
val of this window is 10 minutes.

(g) Third time window captured on Jan-
uary 23, 2008 at 14:27:42. The size of this
window is 4 months.

(h) Fourth time window captured on Jan-
uary 26, 2008 at 06:37:50. The size of this
time window is 3 days.

Fig. 3. Examples of captured snapshots by the static method VS those one captured
by our solution.

6 Conclusion

In this paper, we proposed a solution that answers two fundamental questions,
namely:

1. how to measure the temporal network quality during a given period?
2. how to determine at what moment we need to capture a new snapshot?
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To answer the first question, we proposed a quality function allowing to eval-
uate the internal cohesion and the communication intensity between nodes in
a temporal network. Regarding the second question, we proposed a new strat-
egy based on time series to predict the next moment corresponding to a new
snapshot.

In perspectives, we are interested in making an experiment in order to deter-
mine the optimal threshold of a given dataset. In addition, we intend to study
the time window size in relation to the local changes of some ego-communities.
Finally, we will also experiment our solution on several datasets to determine
the impact of the network kind on the time window size.
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Abstract. The Internet of Things (IoT) promotes the development of new
platforms, services and applications that connect the physical world to the vir-
tual world. Defining access control policies for these platforms remains a
challenge for researchers, as security gaps are still observed in several domains,
including health. There are much scientific work on systems for remote patient
monitoring and most of them have technological limits in access control of
patients’ personal and confidential information. Moreover, these systems do not
allow collaborative work because the doctor, in case of unavailability or in case
of need of collegial decision, cannot delegate his role to another doctor having
the same skills and the same attributes as him. In this paper, we propose a model
based on dynamic role delegation, emphasizing on collaborative work and the
protection of patients’ privacy. This model is a redefinition of the ORBAC
model taking into account the notion of user attributes. We use first order logic
and non-monotonic logic T-JCLASSICde to perform an axiomatic interpretation
of the model. We implement the model with WebRTC, Node.js and Kurento
Media Server technologies to facilitate real-time communication between users,
and raspberry pi for collecting biometric information received from sensors.

Keywords: Access control � Delegation � IoT � E-health

1 Introduction

Access controls are still relevant for the management of intelligent structures involving
several domains, in this case that of telemedicine [1–3]. In addition, the environments
integrate more and more different miniaturized devices as well as mobile communi-
cation technology. This allows you to deploy services anywhere, anytime and for
anyone. This evolution imposes new security requirements and challenges in these
dynamic, context-aware, intelligent environments [1]. Access control models such as
Mandatory Access Control (MAC), Discretionary Access Control (DAC) and Role
Based Access Control (RBAC) proposed so far do not take into account the dynamic
side of access controls [4], neither the management of obligations or recommendations,
nor the rules specific to the organization. These are static access control models.
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In order to improve access control policies, researchers have been working on dynamic
access control models such as OrBAC, GeoRBAC (Geographic Role Based Access
Control), Context Role Based Access Control (CRBAC), Multi-OrBAC, Poly OrBAC
[1]. These models each represent an extension of RBAC, but are not entirely satis-
factory because they do not make it possible to manage the delegation of roles,
especially in a context of telemedicine that requires the availability of staff dealing in
real time. In our work, we have implemented the DORBAC model which is an
extension of the OrBAC model, taking into account the role delegation issue and the
administration issue for the assignment of license and role. The rest of our work is
organized as follows: Sect. 2 presents the state of the art of access control models.
Section 3 deals with the description of the proposed model. In Sect. 4, we implement
the model. Section 5 concludes our paper with an opening for future work.

2 State of the Art of Access Control Models

2.1 Discretionary Access Control (DAC)

Discretionary Access Control policies are based on the concepts of subjects, objects
and access rights. Access rights to each piece of information are manipulated by the
information owner. This access control model is flexible because a subject with access
rights can grant access rights to any other user. The granting or revocation of privileges
is regularized by a decentralized administrative policy [5].

Limits: difficulty of administration and limitation of the access to the objects
according to the identity of the user.

2.2 Mandatory Access Control (MAC)

The MAC model has a security policy which is set and managed by an authority, and
cannot be modified by users. This excludes problems related to information leaks
(using Trojans) observed in the DAC model. This is mainly due to not allowing users to
interfere with the access control policy [5]. Unlike discretionary access control policies,
subjects of a mandatory access control policy do not own the information which they
have access to. Moreover, the operation allowing the delegation of rights is controlled
by the rules of the policy. Subjects no longer have control over the information they
handle. The subject has access to information only if authorized by the system [1].

Limits: Vulnerable to hidden channels, does not taking into account the adminis-
tration component in role management, does not take into account delegation issues
and level of trust

2.3 Role-Base Access Control (RBAC)

The role-based access control model, or RBAC, is seen as an alternative approach to
mandatory access control (MAC) and discretionary access control (DAC). Its security
policy does not apply directly to users [2, 8, 11]. The RBAC model is centered on the
role [9, 10, 12]. The latter represents in an abstract way a function or a profession
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within an organization, which associates the authority and responsibility entrusted to a
person who plays this role (for example, Professor, Director, Engineer, Technician …).
Each role is assigned permissions (or privileges), which are a set of rights corre-
sponding to the tasks that can be performed by that role. A role can have multiple
permissions, and a permission can be associated with multiple roles. Just as a subject
can have several roles, a role can be performed by several subjects [5].

Limits:

• No role delegation [7].
• Preserving Privacy not taken into account.
• Doesn’t express prohibitions, recommendations or obligations.

2.4 Organization Based Access Control (OrBAC)

In any organization, the administrator is responsible for managing each user’s access to
a resource, applying security rules. But managing access rights becomes complex as the
number of users, resources and activities increases. In this context, the OrBAC model
solves this problem by creating abstract entities (Role, View, activity) separated into
concrete entities (Subject, Object, Action). The objective of this separation is to apply
the security rules to abstract entities, and to each such entity, a concrete entity is
associated. OrBAC defines four types of safety rules: Permission, obligation, prohi-
bition and recommendation [6, 10].

Limitations: No delegation nor preserving privacy.
Figure 1 below shows the OrBAC model.

2.5 Synthesis of the Literature Review

We made a study of the most famous access control models. Each of them presents
benefits and limits. The static access control models, the most advanced of which is
RBAC, have a large limit due to its none-dynamicity. Several models, such as
TrustBAC, TRBAC, have been proposed with the aim of partially improving it, but
none of them to our knowledge integrates the parameters concerning the delegation and
preserving privacy. We introduced too Dynamic access control models, the most
advanced of which is OrBAC. Unfortunately, the latter, despite its dynamic side and its
ability to manage permissions, prohibitions, obligations, recommendations, doesn’t

Fig. 1. Structure of OrBAC model
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take into account some important parameters already existing in the RBAC model
extensions and also like RBAC, delegation and data privacy. The limitations observed
in this synthesis justify our choice to propose a dynamic model that will take into
account delegation and data privacy.

3 Proposed Model (DORBAC)

3.1 Description of Non-monotonic Logic T-JClassicde

The non-monotonic logic T-JClassicde was developed to permit a better management
of the time aspect in a variety of domains such as reasoning about actions and plans,
enhancing natural languages comprehension and also allowing the improvement of
access control. T-JClassicde allows representing temporal concepts while having
default knowledge. It’s Differing from the existing temporal description logics where
temporal components are added to classical description logics. T-JClassicde consists
of: a set of atomic concepts P and atomic roles R, the two constants ┬ (Top) and ┴
(Bottom) that represent respectively the universal and the bottom concept, a set of
individuals called ‘classic individuals’, the concepts C and D, the unary connectives
d(Default) and e(Exception), the binary conjunction p , the quantifier that enables
universal quantification on role values, and the temporal qualifier @ to represent the
interval ‘X’ at which a concept C applies, u is a real number, n is an integer, “Ii” are
‘classic individuals’ [3].

3.2 Description of Proposed Model

The Delegation and Organization Based Access Control Model (DORBAC) is an
extension of the OrBAC model. The central element of this model is delegation, while
taking into account confidentiality. We describe our model in an environment of e-
health in which several nurses and doctors are involve. Whereas the nurse is a key
player in the manipulation of patient data, here the role of the latter is limited to the
material level. He will then be responsible for connecting the sensors to the patients and
thus the collected information will be stored directly in a database. The doctors,
licensing by the delegation, will then be able to delegate the roles. We define the doctor
as follows:

Doctor � Staff Member u Attribute Member u Licence assigmentu
Role Assigment u dPermission

ð1Þ

The definition of the user Doctor gives to him the right of access to the services of
the environment of the connected objects. Each doctor receives a license that will allow
him to delegate his role to another doctor with the same attributes and/or additional
attributes.

Role assignment can be considered as the first step of authorization. The assign-
ment of license is considered as the second step. This gives the right to a user, to
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delegate his role to his colleague, who has the same attributes as him. The definition of
a role and a permission translates into the following axioms:

• Role: given UP the universe of all permissions, role R is the finite permission set. In
other words,

R ¼ RPi= Pi 2 UP ð2Þ

• Permission: given UOIoT the universe of all the objects of the Internet of Things, Us

the universe of services offered by the connected objects and UOPS the universe of
all operations allowed to a subject, a permission P is represented by the triplet (Oi,
Si, OPSi) where Oi 2 UOIoT, Si 2 Us and OPSi 2 UOPS.

P ¼ ROi þRSi þROPSi ð3Þ

dPermission ¼ ObjectConntedP:permission u ServiceP:permissionu
OperationP:permission

ð4Þ

3.2.1 Assignment of Role and License

• Role assignment for the doctor:

dRole AssigmentYOrgR:Assignee u AssigneeR:assigment u RoleR:assigmentu
dPrivilegesR:Service u dPrivilegesR:ObjectConnected

ð5Þ

• Licensing of the doctor

dLicence AssigmentYOrgL u AssigneeL:assigment u LicenceL:assigmentu
dPrivilegesL:Action u CibleL:Objet u ContextL

ð6Þ

3.2.2 Role Delegation
In our work, we consider the total delegation of role in which physicians with the same
attributes can delegate themselves roles. Attributes represent the set of characteristics to
determine a subject, a service or an object. A doctor may also delegate his role to
another doctor with more attributes than him. Role delegation is represented by the
following axiom:

Empower Y UserRD:Role Delegation u AttributeRD:Role Delegationu
AssignmentRD:Role u ServiceRD:Service u Object ConnectedRD:Objectu
AssigneeRD:Grantor uWorking HourRD:hour

ð7Þ
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The revocation of delegation can be represented as follows:

dPermission YUseL:License Delegation u AssigneeL Assigneeu
AttributeRD:Role Delegation u DurationEndL:Licence Delegationu
PermisionD:GD Revoke

ð8Þ

3.2.3 Privacy
Privacy is another important issue [18] to considering domains such as crisis man-
agement. In the context of the management of data collected via connected objects
(sensors), the protection of privacy in access control takes into account two dimensions,
namely, the privacy of the connected object and the privacy of the subject (patient).

Preserving the privacy of the connected object is close to trust issue. Thus, a record
stored in a database via the sensors is protected by a user if the user requests access to
the information for a purpose other than that associated with him. The protection of the
privacy of the object states that the access of a subject will affect the attributes assigned
to him. The privacy of the patient is preserved in that the information is received at the
sensor and stored directly in the database without the intervention of a data entry agent.

Purpose assignment function:

Purp assignðsubject:ATTR;OIOT:ATTR; Ops:ATTR; service:ATTRÞ ¼ purp attr

ðsubject:ATTRÞ�purp attr ðservice:ATTRÞ�purp attr ðOIOT:ATTRÞ�purp attr

ðservice:ATTRÞ 2 f0; 1g
ð9Þ

Purp_attr is a function that returns the attribute of the set of goals of a subject, a
connected object, a service, or an operation.

3.3 Comparison Between DORBAC and State-of-the-Art Models

Table 1 shows that compared to the models presented in the state of the art, our model
is more comprehensive and reliable in terms of flexibility and privacy. Moreover, it is
easy to implement.

Table 1. Comparison between DPORBAC and other models

Criteria of comparison DAC MAC RBAC ORBAC DORBAC

Contrôle d’accès ✓ ✓ ✓ ✓ ✓

Contextual rules x x x ✓ ✓

Centralized administration x ✓ x x ✓

Privacy x x x x ✓

Dynamic x x x ✓ ✓

Delegation/revocation x x x x ✓

Permission, recommendation,
prohibition, obligation

x x x ✓ ✓

Collaboration x x x x ✓
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Concerning the flexibility of our model, consultations and decisions are not the
responsibility of only a single physician. Collaborative work between physicians is
taken into account and role delegation is done dynamically. Confidentiality is also
taken into account. We can deduce that our model has additional advantages compared
to the models presented above in the state of the art.

4 Implementation of Our Model

4.1 Description of the Proposed Architecture

The architecture above allows to set up a platform using Node.js, Kamailio-IMS and
KMS. This platform makes it possible, on the one hand, to establish a multimedia
communication between two users simply by using their browser or their SIP account
and, on the other hand, it allows the users to access the data of the predefined connected
objects. The proposed architecture consists of three distinct entities: Web of Things
(WoT), Application Programming Interface (API) and Web Application (Fig. 2).

4.2 Entities of the Proposed Architecture

WoT: represents the first part. Each endpoint is considered a gateway to its set of smart
objects. In addition, each user has control over these objects. The NODEMCU
ESP8266 aggregation node (Raspberry) is not responsible for reading the sensors. It
simply provides a gateway between the user and the sensor network, and then performs
data analysis. The sensor node is the lowest level of a sensor network. It is responsible
for gathering information from sensors, performing user actions, and using commu-
nication mechanisms to send data to the aggregation node.

Fig. 2. Architecture of the proposed solution
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The ESP8266 gateway can then communicate with the sensors using one of the
well-known communication protocols (Lora, Zigbee, Bluetooth, WIFI …). In the
platform we put in place, a DHT11 humidity and temperature sensor is used. The latter
is connected to the NODE MCU gateway (ESP8266) which sends the sensor data using
WIFI.

In the case of e-health scenarios, we just need portable medical sensors. They can
communicate via any protocol, since the WoT summarizes the complexity of the
connectivity of objects.

Using the current architecture, an implementation of the remote clinical examina-
tion is possible. The doctor can then communicate with a patient using Kurento Media
Server. The specialist or generalist doctor has access to a set of sensors. It can process
the information collected by these sensors in real time, using the K-2I-E-health plat-
form. Finally, these data can be analyzed and commented by the actors.

Figure 3 below shows the wiring of the Node MCU Gateway with the DHT11
temperature and humidity sensor.

4.3 API

We have developed a REST API capable of retrieving information collected by a
connected medical device and storing it in a MongoDB database. MongoDB belongs to
the NoSQL family Document-store, developed in C++. It is based on the concept of a
key-value pair. The document is read or written using the key. MongoDB supports
dynamic queries on documents. Since this is a document-oriented database, the data is
stored as JSON, BSON style [13].

According to recent work [14–16], NoSQL database systems are non-relational
databases designed to provide great accessibility, reliability and scalability to huge
data. NoSQL databases can store unstructured data such as e-mails and multimedia
documents. MongoDB has many security risks that can be overcome by a good, secure
cryptographic system [17].

Fig. 3. Wiring the ESP8266 with the DHT11
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4.4 Web Application

To set up the web application, we use the NodeJs and Kurento Media Server tech-
nologies. This platform allows doctors and patients to register and authenticate
themselves to access Kurento Media Server features. Once connected, the specialist
physician (pediatrician) can view the sensor data and the patient’s media flow (Figs. 4,
5 and 6).

The web application can also collect information from the database and display it.
Connected users can then view sensor data. Figure 7 shows that actors can access the
temperature and humidity sensor information. The same mechanism is applicable to
any other sensor (Fig. 8).

Fig. 4. Authentication on the K-2I-E-health Fig. 5. Login on the K-2I-E-health

Fig. 6. Patient Authentication on the E-health Platform
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5 Conclusion

In this paper, we have proposed the DORBAC model, which is an extension of the
OrBAC model. Our model makes it possible to take in to account the delegation of
roles while ensuring the protection of the privacy of the patient. Thus, the proposed
model allows for delegation only between physicians. The application of our model
does not allow patient data capture by a health worker or assistant. The risk of seizure

Fig. 7. Communication between Doctor toto and patient Boko Ulrich

Fig. 8. Diagram of communication between Patient and Doctor
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error is thus eliminated and the confidentiality of the patient preserved. Once the patient
is connected to the sensors, its data are analyzed by the sensor network using the
ESP8266 gateway, collected by the sensor node before being stored in the database.
The patient or doctor with the required permissions can view the stored data via the
application interface. The doctor can follow the patient and make a decision based on
information received from the sensors. A videoconferencing session is then possible
between the patient and the doctor.
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Abstract. This position paper presents the design and outline of the
implementation of a mobile money scheme that adapts to the realities of
Internet-underserved Areas while exploiting the benefits of Internet pro-
tocols. In particular, we implement security and transparency in mobile
money transactions using a lightweight permissioned Blockchain infras-
tructure. Nevertheless, due to network latency and potential connectiv-
ity issues, the design of the platform accepts semi-offline transactions: it
leverages USSD, a 2nd Generation mobile protocol, only as a back-up
channel to force writing of offline transactions to the permissioned ledger
and ensure smooth synchronization of the blockchain.

Keywords: Mobile money · Blockchain · ICT4D ·
Internet-underserved areas

1 Introduction

Electronic payments have experienced a rapid development in the last decade
with hundreds of customers worldwide [7]. Mobile banking services, in particular,
are now widely adopted within developing countries where they enabled far
remote population (e.g., in rural areas) to reach financial services which were
not available due to the absence of infrastructure from the traditional banking
institutions.

Electronic cash has been a hotbed for investigation in academia as well as
industry since the early 90s with the seminal paper by Chaum [6]. Crypto-
graphic techniques were heavily used to provide security for such electronic cash,
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including protecting against forgery and addressing the double-spending prob-
lem. However, in general, the solutions that were being introduced required a
trusted third-party such as banks to generate, distribute and validate the digital
cash. Bitcoin [12] is a pioneer electronic cash system that neither relies on banks
(or any other form of central authority) for the issuance of the coins, neither
for their distribution, nor for validating the transactions. There are now over
thousands of merchants worldwide that accept bitcoins as currency [4] and has
an increasingly large support from payment processors.

In recent years, Bitcoin has been thoroughly studied by researchers and indus-
try practitioners for its use, going from a rigorous analysis in terms of security [9]
to analysis of its economic impact [11]. Moreover, a number of alternative cryp-
tocurrencies (altcoins) have been proposed that made considerable changes to
the initial design and goals of the Bitcoin. For example, ZCash1, CryptoNote2

have been designed with the goal of providing more privacy. Litecoin3 makes use
of different mining mechanisms while others like Ethereum4 extend the Bitcoin
transaction capabilities to enable more flexible approach towards novel transac-
tions scenarios such as Smart contracts.

The challenging aspects of digital currency security, including forgery and
double-spending, are addressed in Bitcoin using asymmetric cryptography and
a distributed time-stamping mechanisms that is based on Proof-of-Work. As a
result a transaction cannot be considered to be confirmed as soon as they are
received on the blockchain because it takes some time for the network to verify
and integrate them in an atomic state that is hard to change. Consequently, the
recipient of any blockchain-based transaction requires an online connection with
its underlying blockchain network in order to confirm the validity of the trans-
action, which takes a certain amount of time5. This makes offline payments
with cryptocurrencies extremely challenging despite offline payment being
highly desirable in real world (e.g., in internet-underserved areas). Additionally,
Bitcoin payments are increasingly used at many Point-of-Sale (PoS) terminals
for immediate payments, where purchased assets are released within a few min-
utes after the payment and before the transaction confirmation have been gen-
erated by the network, although it was already shown that such deployments
are vulnerable to double-spending attacks [10]. This has led for the introduction
and wide-spread use of permissioned-ledgers, i.e., blockchains that make use of
assets other than fully-decentralized Bitcoins and where nodes are vetted before
they can participate in the blockchain, reducing the requirement for majority
consensus before a transaction is validated.

1 https://z.cash/.
2 https://cryptonote.org/.
3 https://litecoin.com.
4 https://ethereum.org/.
5 Currently the validation delay takes on average 10 min.
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This Paper. In this paper, we present the design of a new protocol that will
enable secure payments with electronic cash, based on blockchain, in semi-offline
settings and in scenarios where payments/transactions needs to be immediately
validated. In particular, our contribution is proposing a solution for semi-offline
payments that is possible on permissioned ledger. To the best of our knowledge,
this is the first solution that does not require both the payer and the payee to be
online (either over internet or any another form of communication). The solution
relies on an offline wallet (device) of the payee that uses cryptographic signatures
to provide the assurance of a valid transaction between two parties even when
they are not connected at transaction-time to the underlying blockchain.

2 Background

In this section, we provide a brief overview of the basics of blockchain, as well as
the current state of the SIGMMA project for blockchain-based mobile money.

2.1 Blockchain Basics

The Bitcoin ecosystem consists of two types of users: Normal users and miners.
A normal user utilizes the Bitcoin network for exchanging bitcoins with another
user by means of transaction, either being the sender or recipient in such a trans-
action. These users are identified using their unique addresses which are associ-
ated with asymmetric key pairs. In practice, a single transaction may consists
in transferring funds between several accounts at once, i.e. it can involve sev-
eral senders and receivers. Nevertheless, for reasons of simplicity we will assume
throughout the paper that a transaction has one sender and one recipient only.

The miners in the Bitcoin ecosystem are the actual backbone of the network.
These miners work on validating the transactions and including them into the
public history of all the successful transactions into a blockchain. These min-
ers have no special account but rather normal user account where they receive
rewards for their efforts in verifying transactions. In the case of permissioned
ledgers, the role of miners is effectively taken by validators who work similarly
as the miners but without receiving any rewards for their efforts. The validators
have the authority to encode new transactions into a permissioned-blockchain.

The blockchain is simply a logical sequence of blocks that are chained to each
other which is extended by appending new valid blocks at its end. Each block
within the chain references the previous valid block, which defines the unique
order of blocks within the chain. Appending a new block requires the miners to
solve a cryptographic puzzle, which itself requires a significant computational
effort depending on the consensus protocol which is used. Such a puzzle is then
different for the different altcoins: for instance, the Bitcoin requires finding an
input towards a hash function of a random nonce which results in a hash value
less than a specific target value. This requires the miners to usually have a large
computational capabilities where they have to compute a number of hashes until
a solution is found. The target value for the puzzle is a security parameter which
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regulates the difficult of the puzzle, which is adjusted by the network based on
the computational power within the network. For more comparative details, we
refer the reader to our comparative enumeration of consensus protocols [13].

Once a block has been created and appended to the blockchain, all the trans-
action included within this block are considered to be confirmed by the network.
Subsequent blocks will be appended to the current block making it harder to
tamper with the past transaction as ti would require recomputing all the subse-
quent blocks within the chain. There are different ways to verify the transaction.
The miners and validators can perform a full verification (i.e., check for all the
blocks within the chain), mobile clients that are incapable of large computation
performs a lightweight processing known as simple payment verification (SPV).
As opposed to full verification, SPV users verify only the transaction and its
confirmed issued by the network i.e. it checks for headers of the blocks for vali-
dation without checking all the transaction included within such block, which is
considered to be sufficient to ensure that the blocks are part of the blockchain
and were generated correctly.

2.2 Mobile Money and the SIGMMA Project

Digitization of payments, transfers, and remittances is key to transparent and
inclusive economic growth in low income countries, as it will increase customer
convenience, reduce transaction costs substantially, and minimize the need for
unaffordable physical infrastructure (e.g., local bank branches). Various stake-
holders across the financial and IT ecosystems are expected to be impacted
by the penetration of Mobile money. For example: (1) a vast portion of the
economy involving person-to-person (P2P) payments in networks of families
and friends will benefit from the security and efficacy of remote transactions;
(2) the enormous amount of businesses in the informal sector who are trading
today but who do not have access to the formal payment infrastructure will
be served; (3) governments will gain in reduced payment costs and increased
transparency; (4) banks and financial institutions will finally be able to tap into
the economic potential of unbanked populations; (5) finally, broad acceptance
of digital-payment platforms should benefit stakeholders beyond the payment
industry, as it will incite innovation and spur growth.

Over the last decade, the continent has been positioning itself as a leader
in Mobile money–cashless electronic payment that use mobile telephones as the
main payment mechanism, rather than using a smartphone only as a conduit
to a user’s bank or credit card account. The GSM Association (GSMA) Mobile
Money programme, based on data collected from its network of 850 operators
around the world, has recently stated that: Mobile money has done more to
extend the reach of financial services in the last decade than traditional “bricks
and mortar” banking has in the last century. [3]: While, by 2015, mobile money
was available in 93 countries, more than half the mobile money companies are
operating in Africa. The biggest success story in Africa is Kenya-based M-Pesa,
a service launched by UK-based Vodafone for SafariCom in 2007. Within two
years, about 38% of Kenya’s adult population was using M-Pesa. By 2015,
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M-Pesa had 13.9 million active users – with an estimated 40% of Kenya’s GDP
flowing through its network [1].

M-Pesa’s growth however is based on special circumstances, as reported by
The Economist Intelligence Unit: “M-Pesa was started by a mobile phone oper-
ator that already had a very high market share [of 70%]. Financial regulations
around these types of services in Kenya were very loose at the time. The govern-
ment was very supportive, as it was keen to use mobile financial services to make
government payments throughout the country” [15]. In a piece for the BBC’s
Matter of Life & Tech, Burkman even argues that M-Pesa, “the poster child of
mobile money in Africa”, paints a false picture of the continent since the reality
is that “mobile money has only really taken off in one country out of 55 on the
continent” [2]. In other countries, the quest to replicate Kenyan M-Pesa success
remains a difficult struggle. Even attempts to launch M-Pesa in neighbouring
countries like Tanzania and South Africa have faced a range of obstacles [2].
Throughout the region (i.e., sub-Saharan Africa), several mobile money systems
initiated by telecom operators and banks, and often based on SMS/USSD tech-
nologies as in M-Pesa, are beginning to pay off (although at a lesser scale than
M-Pesa). We enumerate four limiting factors that currently prevent a full-blown
adoption of mobile money in sub-Saharan Africa:

1. Mobile money payments are currently made using interfaces that target fea-
ture phones. Yet, smartphone penetration in Africa has rapidly evolved [8],
and user-friendly apps can now help to improve adoption.

2. SMS/USSD messages are easily hacked by malware on smartphones which
have become common among users. Besides, in case of fraud, it is impossible
to track money flows beyond cash-out desks/agents [5].

3. Client and service provider accounts are tightly associated to network opera-
tors or banks. This situation challenges the possibility of transactions across
operators while hindering innovation: service creation is not open to the large
public [16].

4. There is little participation of low income country consumers to the global
financial market; E.g., limitations on cross-border transactions challenges the
access to online resources such as MOOC courses.

In 2017, the SnT Interdisciplinary centre at the University of Luxembourg
has initiated, together with partners from Universities in Senegal, Burkina Faso,
Cote d’Ivoire and Netherlands, a project for Secure, Interoperable Mobile Money
in sub-Saharan Africa (SIGMMA) based on the blockchain technology. The SIG-
MMA platform is a digital vehicle to fiat currencies produced by the central bank.
Thus, it is not a bitcoin-like platform where cryptocurrencies are mined (i.e.,
generated based on the computing power put forth to resolve complex algorith-
mic problems). Instead, our similarity with bitcoin is only related to the use of
the underlying technology of blockchain to validate transactions and store them
in a distributed ledger for transparency. Currencies get in and out of the sys-
tem through cash-in/cash-out points where exchange operations are performed
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Table 1. Bitcoin vs e-Money ( c©CGAP report [14])

Bitcoin e-Money

Accessibility Largely limited to
internet connection

Access to electronic devices such as mobile
phones, and an agent network

Value Determined by supply
and demand, and trust
in the system

Equal to amount of fiat currency exchanged
into electronic form

Customer ID Anonymous Financial Action Task Force standards
(especially KYC rules) apply for customer
identification (though such standards
permit simplified measures for lower risk
financial products)

Production Mathematically
generated, “mined” by
peer network

Digitally issued against receipt of equal
value of fiat currency of central authority

Issuer Community of
developers, called
“miners”

Legally established e-money issuer

Regulator None Regulated by central authority, typically
central bank

by traditional financial service providers. We now describe differentiating points
between different models in digital currencies, in order to better position the
SIGMMA platform as cryptocurrency-based e-Money platform. The following
table is an excerpt of the CGAP report on “Bitcoin vs Electronic money” [14]
(Table 1).

SIGMMA is implementing an e-money platform on top of the blockchain
technology: the cryptocurrencies transacted should then be considered as digi-
tal fiat currencies. Indeed, these are typical e-Money currencies (whose value is
equal to the amount of exchanged fiat currency), but which are circulating in a
blockchain network allowing to guarantee transparency, security and interoper-
ability across systems.

Figure 1 illustrates screenshots from the current app of the SIGMMA proto-
type. The core technology for validating transactions is based on the Exonum6

framework. Although promising, the current prototype did not support offline
payments which are necessary for internet-underserved areas where connectivity
is unstable. This paper presents our idea for moving SIGMMA for supporting
semi-offline payments with a sporadically-synchronized blockchain.

6 https://exonum.com/.

https://exonum.com/
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2.3 Challenges Towards Offline Payments

1. The first challenge towards offline mobile money payments that are based on
blockchain relates to the use of constrained devices. As an order of comparison,
for full bitcoin wallets it can take days to download and validate the whole
blockchain even on modern desktop personal computers. Wallets on mobile
devices may not even be able to perform Simple Payment Verification as they
may not have enough resources to store the block headers. This itself makes it
challenging to ensure that the device is capable of validating the transaction
in some manner.

2. The second challenge relates to the need to guarantee the synchronization of
the blockchain whenever the disconnected party goes online. Malicious parties
may explore the possible to roll back some transactions while offline so as to
repudiate any block that will be associated with the client.

(a) Support of payment with QR code (b) Support for Person-to-person payments

Fig. 1. Screenshots from the SIGMMA app

3 Semi-offline Blockchain-Based Mobile Money

The SIGMMA platform already ensures interoperability by allowing legacy
mobile money operators to plug in, enabling cross-operators transactions. Trans-
parency and Security are assured by the underlying transparent ledger of the
blockchain, while uniformity (i.e., the possibility to undertake any financial oper-
ations) is provided through an Application Programming Interface (API) on top
of which new services can be built (e.g., person-to-person payments, Point-of-sale
payment, online banking services, etc.). Unfortunately, currently the SIGMMA
app does not fully account for instability in internet connection with the fragile
infrastructure available in sub-Saharan Africa.
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3.1 Model of the System

The system used can be represented in the traditional four-layer model which
can be developed within the Exonum framework:

– Network : This layer tracks the adresses and connection routes to the different
computing nodes that participate in maintaining the blockchain.

– Protocol : This layer defines the basic rules that define the behaviour of par-
ticipants within the network. It formalizes the features such as immutability,
byzantine fault tolerance and scalability of transactions.

– Data: This layer implements the blockchain storage. The blockchain itself will
include the identities, transactions, account balances, contracts and its states
that users of the network has stored.

– Application: This layer defines how services can be implemented by offering
APIs.

Concretely, our system consists of a permissionned blockchain infrastructure
which includes a blockchain B and validators V. These validators are similar
in as miners in the traditional bitcoin-based blockchain. Validators, contrary to
miners, are not rewarded since they are part of the system with the function to
ensure integrity of the chain while finalizing the different transactions as state
within the chain. We have multiple users (Alice and Bob here) where Alice wants
to send an offline transaction τ to Bob. Both users have their handheld devices
which are registered on the blockchain with a unique identity: typically, this is
seamlessly done via the installation of the SIGMMA app. The unique identity
is a public key used to identify the user on the network. Each of the device is
also capable of performing a computational operation that can generate a unique
secret key for each user and can apply signature on a piece of data.

Additionally, the handheld devices are connected to validators (which are
operated by the service provider) either via normal 3G cellular network or using
Wi-Fi capabilities. Furthermore, each of the device has a certificate that presents
legitimacy of the validator to which the user is subscribed to.

3.2 Proposed Protocol Design

We present protocol design for each phase of our solution: committing-coins,
offline transaction confirmation and pushing to the underlying blockchain.

Notations. We denote an operation as A(in) −→ out, where A is the name of
operation, in is the input requires and out the output of the operation, which
may be a boolean value. We have sig(sk; d) −→ σ to denote signature on the
data d using the signature key sk which can be verified using the operation
verify(pk, d, σ) −→ false, true. Figure 2 shows the overall flow of offline and
online validations.

In the committing-coins phase of the protocol, the payer Alice first indicates
the amount b that she would like to load in her sub-wallet Ws. Next the wallet
creates a transaction τ1 that transfers b coins to this sub wallet and pushes this
towards the underlying blockchain.
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Fig. 2. Online vs offline protocols with the blockchain

As both Alice and Bob may not have any online connection during the pay-
ment, the offline transaction τ is sent using local interfaces that are commonly
available in majority of the handheld devices (such as Bluetooth and NFC)
for peer-to-peer connectivity recognized by the SIGMMA app available in both
devices. Nevertheless, if both are online (in any form) then the transaction would
be directly pushed towards the blockchain like normal blockchain transactions.
However, both parties are bound to occasionally online, e.g., Alice goes online to
receive a transaction to her account, and Bob to redeem the offline transaction
that he received after payment. Finally, to prevent any roll-back of transactions
made offline (which would lead to inconsistencies), once a transaction is made
offline, a USSD message is committed by the SIGMMA app towards a telecom
operator gateway. Since USSD message are always successful (in the sense that
they get queued and cannot be canceled by the user, and will be sent out once
cellular network connectivity appears), no offline transaction can be removed
from the ledger. We further put a threshold on the number of transactions that
a single user can make offlines before it must synchronize against the blockchain,
so as to avoid latency in complex merging of blocks.

4 Concluding Remarks

There is a huge effort within the academia and industry towards democratizing
the use of Blockchain on the one hand, and improving mobile money on the
other hand.

Mobile money business has helped drive a large improvement towards
achievement in providing the access towards financial services to those who are
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generally unreachable. Services through informal, yet technically sound systems,
such as the micro-credit association or community driven savings club which are
often refereed as powerful means to drive low-income people towards the tradi-
tional financial institutions. These alternative ways do not require the mandatory
identification requirements and in many cases relay on mobile technologies that
allow conducting transactions without the need of being physically present at
the bank or other financial entity. Currently, mobile operator services are gener-
ally not interoperable with other operators, which means that transactions are
limited only within the operator’s system. Furthermore, the operators tend to
charge transaction fees to establish monopoly within the economy of a particular
region.

Blockchain projects have been known for its ability to store and transmit
values across national and trans-national borders at large scale at relatively low
cost but would require a logical approach and understanding of its underlying
technology including access to stable Internet access and a relatively modern
smartphone. In developing countries, people tend to live on daily wages that are
approx 10$ per month where the requirement of 100$ smartphone along with
Internet charges make it out of scope for majority of the population.

The SIGMMA project is working towards a sustainable solution to the secu-
rity, interoperability, transparency and cross-border issues of Mobile money in
sub-Saharan Africa. We plan to roll out a test prototype of the proposed solu-
tion for sporadically-synchronized blockchain which accounts for the realities of
constraints of internet-underserved areas.
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Abstract. Although a considerable investment in broadband infrastruc-
ture has improved broadband speeds across many African countries,
the reliability and performance that users ultimately receive is deter-
mined also by the interconnection between networks and Internet Service
Providers (ISPs) and by where the content, services and applications are
hosted. Often, high latencies to remote destinations introduce significant
performance bottlenecks, suggesting that, in addition to investments in
higher throughput links, effort should be devoted to improving intercon-
nection between ISPs and locating content closer to the users. By untan-
gling the complexity of content access, use, hosting and distribution in
Africa, this study offers three main contributions. First, it discusses chal-
lenges related to usage, hosting, distribution of local content and services
in Africa, by developing a case on African local news websites. Second,
it makes publicly available measurement data and indicators for local
content use, hosting, and distribution across all African countries. And
third, it provides points of policy recommendations on how to improve
internet access and use, and infrastructure performance from a content
perspective.

Keywords: Local content · Web hosting · Latency · Peering ·
Content infrastructure

1 Introduction

Between 2013 and 2017, Africa experienced the most rapid growth of interna-
tional internet bandwidth in comparison to other regions, growing at a com-
pound annual rate of 44% [1]. However, the majority of the African population
continues to be offline due to high data costs [2–5] lack of local content [6], and
poor network performance [7,8], despite a number of investments and projects
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to expand and upgrade undersea cables, and the new investments in terrestrial
fibre network capacity. The average Round-Trip Times (RTT or latency) is still
high, due to poor Internet peering infrastructure [9] and topological inefficien-
cies [10]. Not only is the peering fabric of the continent uneven, but also content
infrastructure in Africa requires significant development. Studies suggest that
content is a dominant component of network traffic, but local content is a major
bottleneck to African connectivity [11].

While this significant investment in broadband infrastructure [12] and data
centres [13,14] in Africa has improved throughput across the continent, most
content in the continent, even local websites, are hosted and are delivered from
overseas [15]. A number of factors have been postulated to be the reason for
remote hosting of African websites. Foremost, hosting services and infrastruc-
ture have not been pervasive in Africa, rendering the provision and management
of web content within the continent unattractive [16]. Although it is generally
cheaper to host with remote/foreign companies than with local hosting com-
panies, content hosted abroad must be routed back to the country of origin
over international Internet transit links that, in spite of significant infrastruc-
ture investments in recent years, are still expensive. The resulting high costs to
access content hosted abroad are generally borne by Internet Service Providers
(ISPs), and ultimately by Internet users. The result is a negative externality,
where the economic decisions of content providers to host abroad have a neg-
ative impact on ISPs’ costs, which in turn increases the cost of Internet usage
and limits Internet content demand [16].

1.1 Research Questions

This paper seeks to untangle the complexity of content use, hosting and distri-
bution in Africa. More specifically, it poses the following key questions:

1. What type of content do African people consume?
2. Where is local African content hosted? Taking into account local news web-

site, how much of the content is hosted locally vs globally?
3. How is content hosted in Africa?
4. What routes are used to access locally hosted content?
5. What is the latency for content hosted in various regions?

1.2 Contribution of the Study

In answering these key research questions, this paper makes three contributions:
First, it offers a discussion on challenges related to usage, hosting, distribution
and accessing of local content in Africa. Secondly, this study makes publicly
available measurement data the web content infrastructure in Africa, and at the
same time it illustrates what the factors affecting performance when accessing
Africa’s digital content are. The third contribution of this study is the provision
of specific policy recommendation points on how to improve Internet adoption
and infrastructure performance from a content perspective. To achieve this, the
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study undertakes an active Internet measurements campaign to characterize the
latencies and to geolocate web servers and routes used for Africa’s online content,
focussing on local news websites in each country. This paper explores the hosting
patterns and performance associated with a large sample of about 1,100 local
news websites. To test assumptions on content use from a user’s perspective,
it draws on nationally representative ICT access and use surveys conducted by
Research ICT Africa (RIA) in 2017 in seven African countries.

2 Research Methods and Data Sources

The study makes use of Internet measurements, household surveys data and
pricing data as the three main data sources.

First, in order to measure what type of content people in Africa consume,
the study draws on the Research ICT Africa (RIA) #AfterAccess survey1, which
delivers nationally representative results for households and individuals. The
survey is based on enumerator areas (EA) of national census sample frames as
primary sampling units. Through the survey, we could establish what type of
content African people consume.

Second, Internet measurements were conducted to gather information regard-
ing where Africa’s web content is hosted, as well as to assess the associated per-
formance and cost implications. The first task was therefore to identify websites
that would be considered representative of Africa’s local web content. In this
study, Africa’s web content is defined as content that is primarily generated and
consumed within each African country. It was decided therefore to study local
news and media websites, which by definition constitute a significant body of
local content in Africa. A list of local news websites made for every African
country was compiled from ABYZ News Links2, an online directory of links to
online news sources from around the world organized on a geographical basis.

Third, to answer to the question of whether local news websites are locally
hosted within their countries or not, Traceroute data was analysed to determine
the networks that host each of the measured websites, as well as the networks
through which traffic flows between the websites and the measurement van-
tage points. Subsequently, the geographical location of each web-hosting server
was determined. MaxMind3 geolocation database was used to obtain the net-
work information, which includes the networks’ Autonomous System Numbers
(ASNs) and network names. The geolocation database was also used to identify
the countries related to each IP in the dataset, both the websites’ web-servers
and routers along the paths to the websites. The country-level geolocation was
preferred as it has been shown to have relatively higher accuracy compared to
city-level geolocation [17,18]. The Traceroute measurements were repeated over
a five-day period, resulting in about 19,299 successfully measurements between
1 https://researchictafrica.net/2017/08/04/beyond-access-surveys-questionnaires-

methodologyand-timeframe/.
2 Available at the following link: http://www.abyznewslinks.com/.
3 https://www.maxmind.com/en/geoip2-country-database.

https://researchictafrica.net/2017/08/04/beyond-access-surveys-questionnaires-methodologyand-timeframe/
https://researchictafrica.net/2017/08/04/beyond-access-surveys-questionnaires-methodologyand-timeframe/
http://www.abyznewslinks.com/
https://www.maxmind.com/en/geoip2-country-database
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the probes and the websites. Each Traceroute measurement returns three final
hop RTTs, meaning that in total, there were 57,897 end-to-end RTTs. A Tracer-
oute measurement is considered successful if an IP route can be determined from
the source to the web-hosting network, thereby also being able to reveal a delay
estimate to the website. Each successful measurement contains the IP address
of a website’s hosting server, a series of IP hops from the vantage point up the
server, as well as the delays (round-trip time, RTT) at each hop (router). Also,
each Traceroute result is made up of multiple records, one record for each of
the multiple hops on the path. Consequently, the final dataset was made up of
256,654 records, with each record comprising source and destination addresses,
as well as the IP hop and RTT from the source to that hop.

3 Data Analysis

3.1 Internet Users’ Perspective

Table 1 below shows that mobile phone penetration in African countries has not
reached the 100% as reported by ITU for some African countries. The mobile
phone technology continues nevertheless to scale rapidly with more than 50%
of the African population owning a mobile phone. Migration to higher speed
networks and smartphones continues apace, with mobile broadband connections
set to reduce the historical digital divide. In four of the seven countries surveyed,
more than 20% of respondents have used the Internet, in contrast to the 3 poorest
of the countries surveyed, Mozambique, Rwanda, and Tanzania, which recorded
9,70%, 8,21%, and 13,53% respectively.

As the vast majority of people in all seven countries access the Internet
through their mobile phone, the low Internet penetration in these countries can
be attributed to low smartphone penetration which, except for Tanzania, is lower
than 20% compared to South Africa (55,53%), Ghana (34,27%), Kenya (27,57%)
and Nigeria (23,83%). Surprisingly, Tanzania’s smartphone penetration is above
20% but Internet penetration remains lower. This could be attributed to supply-
side issues such as data prices or the dearth of skills to enable Internet use.

In terms of barriers to internet use (Table 2 below), as expected, data cost
has been reported as the main obstacle. For a number of respondents, internet
is considered a time-consuming activity, as it seems that lack of time is another
relevant barrier to internet use. In Tanzania (28.36%), South Africa (24.22%),
and Mozambique (36.5%), instead, the users perceive that internet speed is not
sufficient for a seamless internet access. Lack of content in local language, on the
other hand, and in contrast to previous studies on local content in Africa, is not
considered one of the main obstacles to internet use, except in Rwanda, where
8,49% of the respondents expressed some concern related to lack of content in
local languages.
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Table 1. Mobile phone, smartphone, and internet use across 7 African countries.
(Source: #AfterAccess RIA surveys, 2017)

Country Mobile phone (%) Smartphone (%) Internet use (%)

Ghana 73,87 34,27 26,00

Kenya 86,94 27,57 25,59

Mozambique 39,73 17,01 9,70

Nigeria 64,42 23,83 30,22

Rwanda 48,16 9,02 8,21

South Africa 83,84 55,53 49,72

Tanzania 58,52 22,12 13,53

Table 2. What does limit you to from using the internet? (Source: #AfterAccess RIA
surveys, 2017)

Ghana Kenya Mozambique Nigeria Rwanda South Africa Tanzania

No limitation 11,96 16,95 19,92 21,58

Lack of time 21,78 20,16 11,59 15,65 18,13 10 25,62

Data cost 51,51 45,42 43,28 32,25 48,7 47,15 40,64

Lack of content
in my language

3,59 1,96 6,43 0,26 8,49 3,32 3,68

Speed of internet 7,53 11,63 36,5 18,11 1,01 24,22 28,36

Privacy concern 0,47 0,51 2,44 2,98 2,08 3,18 0,89

Worried about
getting
virus/malware

0,6 0,74 8,85 9,97 3,77 0,85

Not allowed to
use it (by
family/spouse)

0,69 0,07 5,45 1,02 2,95 2,88 0,57

Find it difficult
to use

1,87 0,95 5,36 1,65 5,99 2,23 4,14

3.2 Geolocation of African News Content Hosting

The hosting and geolocation analysis indicates that about 85% of the news web-
sites are hosted outside the countries in which they belong, i.e. the website is
owned and it is local to one country, but is hosted in another country. This
is, hereafter, referred to as remote hosting. Analysis of remote hosted websites
reveals that most of them are hosted in Europe and the US.

Figure 1 below shows a country-level distribution of locally hosted websites
versus remotely hosted. Almost all the countries in the sample have less than
30% of their websites hosted locally, and about half of all the countries have less
than 10% local hosting. South Africa (ZA) appears to have a high percentage of
local hosting with 46%.
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Fig. 1. Number of websites per country local vs remote

We observe that the US takes the lion’s share in hosting African content,
with about 58% of all the websites being hosted by American companies. Within
Africa, South Africa leads in the content hosting business, hosting about 14%
of all of Africa’s remotely hosted news websites (i.e. minus those that belong
to South Africa). The rest of the websites, about 20% are hosted in various
countries in Europe (notably, 9% in France, 4% in Germany, and 3% in Great
Britain). This signals low participation of the continent’s companies in content
hosting. Most of the websites that were observed to be hosted within Africa were
based in South Africa, while the majority of the rest are hosted in either the US
or Europe.

We also found that about 45% of all the IP hops (i.e. Internet path) for access-
ing African websites from African countries traversed outside African clients’
home countries. Internet packets travel mostly through US networks, and about
23% pass through European networks. South Africa takes about 8% of all IP
hops for traffic traversing to other African countries.

3.3 Network-Level Analysis of Africa’s News Sites

Similar to the geolocation analysis, network-level analysis shows that most of
the websites are hosted by foreign companies. Taking into consideration all the
sampled African news websites, Cloudflare Inc. (US) takes the biggest share of
the market, hosting about 22% of the websites. Following in the far distance
is OVH SAS (France) with 8%, OPTINET (South Africa) at 6%, Google LLC
and GoDaddy.com (both US) at 5% each, and Unified Layer (US) at 4%, and
HETZNER (South Africa) at 3%.
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With regards to the hosting market share, i.e. if only remotely hosted websites
are considered, Cloudflare take an even bigger share of 26%, followed by OVH
SAS (9%), Google LLC (6%), GoDaddy.com (5%) and Unified Layer (5%). What
is interesting to note is that the leading providers for Africa’s remote hosted
news websites are largely based on Cloud infrastructure and make use of content
distribution networks.

3.4 Delay Analysis (Round Trip Times) to Access Locally and
Remotely Hosted Content

Analysis of round-trip times (RTTs) when accessing the websites from each of
the countries shows significant RTT differences between locally hosted websites
and those remotely hosted as shown in Fig. 3. The maps in Fig. 2 below highlights
country-level RTT differences for local and remote hosting. The median RTTs
for locally hosted websites is about 50 ms, whereas for remote hosted websites,
the median RTTs range between 100 ms and 300 ms.

Fig. 2. National median RTT comparing locally (left) vs remotely (right) hosted
content

The range of median RTTs shows significant differences between countries
for websites hosted within each country. We found out that out of the 22 coun-
tries where local hosting performance was measured, 16 countries registered local
median RTTs of less than 50 ms, while the other 6 countries (Angola, Malawi,
Lesotho, Algeria, Cameroon, Morocco, and Ghana) had local median RTTs rang-
ing between 50 ms and 200 ms. The analysis shows that in some countries, the
median RTTs for locally hosted websites is higher than for websites that are
remotely hosted. Examples include Ghana, where the median RTT for locally
hosted websites was found to be 205 ms, whereas for remote websites, the median
RTT was 127 ms; and Morocco, where the local median RTT was 152 ms against
a remote median RTT of 68 ms. RTTs of over 100 ms for locally hosted websites
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Fig. 3. RTT to access locally vs remotely hosted websites

could suggest circuitous path, where locally hosted websites are accessed through
Internet paths that traverse other countries.

This further indicates a lack of peering, where interconnections between local
network is done through networks in remote countries. In Ghana for example,
one probe reached the locally hosted www.ghana.gov.gh by traversing remote
networks, chronologically through Ghana, South Africa, UK, South Africa, and
Ghana, resulting in a delay of 380 ms. Similarly in Morocco, a locally hosted
website www.leseco.ma was reached by a probe in Morocco by traversing four
networks, first in Morocco, then France, Ireland, Canada, and back to Morocco,
experiencing a delay of 160 ms. These examples illustrate that in the absence
of local peering, local hosting of websites tends to force much more circuitous
routes for accessing the content than when the websites are in foreign countries,
resulting higher delays and poor performance for consumers.

From a performance perspective, it is interesting to make some comparison
between remote websites that are hosted by CDN-enabled networks (see Fig. 4).
In a nutshell, CDN refers to groups of servers that are distributed in various
geographic locations and work together to provide fast delivery of Internet con-
tent. The CDN takes content that is otherwise hosted on a single server, and
replicates it to a set of distributed servers that are deemed to be closer to the
intended consumers of such content. On the other hand, content that is not
supported by CDN infrastructure generally remains within its original server
location. This means that, while locally hosted content will be closer to the local
consumers, CDN-based content can be brought closer to consumers even if the
original servers are in distant locations. The expectation, therefore, is that level
of delays for CDN-based websites should be similar to locally hosted websites.
Of course, this assumes that the CDNs have nodes within or close to the respec-
tive countries. In this regard, the South African case is worth of a mention.
Although the country has only about 46% of the news websites hosted locally,
it can be seen the median RTTs for local and remote websites are almost the
same; 22 ms and 25 ms respectively. As was mentioned earlier, the leading remote
hosting providers for Africa (Cloudflare, OVH SAS, Google LLC, GoDaddy.com

www.ghana.gov.gh
www.leseco.ma
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and Unified Layer) operate on Cloud infrastructure and distribute their content
via CDN services. It is also worth noting that South Africa hosts a number of
CDN nodes, including Cloudflare, which has two; one in Cape Town and another
node in Johannesburg4. This means that although the original web hosting is in
remote countries, the actual website content is generally served from within the
country. CDNs are helpful primarily to bring content hosted overseas closer to
its users, and the increasing in local traffic might become an incentive for local
ISPs to peer locally.

Fig. 4. RTT for websites using CDN vs NO CDN

4 Discussion

As opposed to previous studies on Internet adoption, this study does not find
evidence of lack of content in local languages as one of the main obstacles to
internet use, except in Rwanda. 85% of the African local news websites are hosted
outside of their respective countries, mostly Europe and US, while the majority
of the websites that were observed to be hosted within Africa were based in
South Africa. Almost all the countries in the sample have less than 30% of their
websites hosted locally, and about half of all the countries have less than 10%
local hosting. 68% of all the Internet path for accessing African websites from
African countries traversed outside Africa, mostly through US and European
networks. A network-level analysis showed that most of the local African news
websites are hosted by foreign companies.

The leading providers for Africa’s remote hosted news websites are largely
based on Cloud infrastructure and make use of content distribution networks
to mirror the content locally. One direct consequence of remote hosting is that
African network operators have to use significant levels of international band-
width to fetch African content for their clients. The cost of this international
bandwidth is in the end passed on to the Internet users in Africa.

Furthermore, geolocation of website hosting has significant implication on
performance. The median RTTs for locally hosted websites is generally lower
4 https://www.cdnplanet.com/geo/south-africa-cdn/.

https://www.cdnplanet.com/geo/south-africa-cdn/
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than the RTTs for remote hosted websites. However, in some countries, the
median RTTs for locally hosted websites is higher than for websites that are
remotely hosted. High RTTs levels for locally hosted websites is an indicator of
circuitous paths, which are due to lack of local ISP peering. Rather, in these cases
interconnections between local networks is done through networks in remote
countries. In the absence of local peering, local hosting of websites tends to
resolve into circuitous routes for accessing the content than when the websites
are in foreign countries, resulting in higher delays and therefore in poor per-
formance for Internet users. By bringing remotely hosted content closer to the
users, CDN-enabled networks reduce delays for CDN-based websites. Although
level of delays for CDN-based websites are similar to locally hosted websites,
CDNs do not improve the performance of locally hosted content in cases where
there is lack of local peering. While access network infrastructure has improved
in Africa, the content infrastructure has lagged behind. There is a consider-
able difference between access infrastructure and content infrastructure. While
supply-side policy and regulatory interventions have positively affected access
infrastructure (notably the roll out of mobile networks in the case of Africa),
content infrastructure has not always been enabled by national policy and regu-
latory interventions resulting in most of the content in Africa being hosted and
accessed from overseas. This configuration is not ideal, as it increases latency
levels, and costs to access content. Not having a reliable hosting infrastructure
affects also in-country delivery infrastructure. Without the necessary local peer-
ing, locally hosted content can exhibit equally higher access latencies.

5 Conclusion and Policy Implications

This study has provided empirical evidence on the current configuration of web
content hosting, access, and distribution in Africa, and has demonstrated that
the status of the African content infrastructure is alarming. All African coun-
tries heavily rely on foreign services, both to host, to access, and to distribute
local content in Africa. Latency levels to remotely hosted local content are high
as well as costs of accessing remotely hosted local content. Most of the public
policy strategies on improving local content in Africa focused on demand-side
interventions, such as the creation of content in local languages, and on devel-
oping skills on web content production and consumption. While these policies
are important, bodies in charge of the governance of the internet are urged to
identify ways of facilitating local markets for content hosting, access and distri-
butions by focusing on: (1) incentivising investments on data centres and web
farms in Africa, to stimulate economies of scale for the local web hosting mar-
ket; (2) encouraging local news websites to move the content closer to the users
in Africa, by incentivising the use of CDN-enabled networks and by reducing
prices for local hosting, (3) Facilitating peering relationships between ISPs and
investing in local exchange points to reduce latency; and (4) incentivising ISPs
to peer in local exchange points.
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Abstract. In Uganda, patients receive care from different health facilities.
However, most facilities struggle to exchange patient information across
boundaries because their health information systems (HIS) operate in silos. Yet
to meet the needs of a patient who receives care from different health facilities
the participating facilities ought to collaborate, share and exchange patient
information in order to enhance patient care coordination and continuity (PCCC)
across the continuum of care. Using qualitative interviews we examine five HIS
to investigate the problematic issues that could be raised during HIS active
involvement in PCCC across the continuum of care. Results highly indicate that
the existing HIS in the country do not enhance PCCC, and below are some of
the challenges realized: interoperability objective not given priority during
system design, HIS operating in silos, lack of a national standard for the patient
record, health facilities exercising ownership of the data and other non-technical
challenges. The main implication of these findings is that focusing on the
interoperability objective as a design requirement during HIS implementation
would potentially repress all other challenges and revive the active role of HIS
involvement in PCCC.

Keywords: Health information systems �
Patient care coordination and continuity

1 Introduction

Health information systems (HIS) are increasingly being implemented at most health
facilities in order to promote quality healthcare delivery [1, 2]. However, even with
increased HIS implementations, health facilities still struggle to share and exchange
patient information amongst themselves. An assessment of the current HIS integration
schemes, reveals that existing HIS are operating in silos, are fragmented and non-
interoperable [3–6] since they do not support information sharing and exchange
between each other [3] across the continuum of care. For example, in case of referrals
patients repeat tests due to lack of past records to aid care continuity [7]. “Rarely, can
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health facilities access electronic medical information from other facilities even within
the same geographic setting” [8]. Such lack of coordination among healthcare facilities
delays decision making [9], and further impedes patient care coordination and conti-
nuity (PCCC) [1, 10].

Therefore, given that patients receive assistance from different health facilities
across the continuum of care [11, 12], it is necessary for all participating facilities to be
able to collaborate, share and exchange patient medical information [11, 13] in order to
enable patient care coordination and continuity (PCCC). According to Haggerty and
Lou [14, 15] patient care continuity can be described as the extent to which knowledge
about the diagnosis and management of patient health problems is experienced as
coherent, connected and conveyed forward in time. In addition care coordination has
been defined as “the deliberate integration of patient care activities between two or
more participants involved in a patient’s care plan” [16]. Therefore, to achieve PCCC
past patient medical information should be coherent, connected and conveyed forward
through deliberate integration efforts between participating facilities [14–16].

Expediently, deliberate HIS integration efforts can pave way for PCCC and quality
healthcare [17] as seen in well planned HIS that have restructured the way healthcare
professionals process and manage patients’ medical information [18, 19]. Moreover,
several other studies have highlighted ICTs’ potential in improving the healthcare
system and scaling up healthcare initiatives [20]. However, several existing HIS
operate in silos, and this has led to the need of research that focuses on: HIS devel-
opments that move away from vertical silos to horizontally integrated systems [21], and
research that examines the challenges and opportunities for information systems inte-
gration in healthcare [1]. Consequently, an investigation in Uganda of 2018, answered
by 41 respondents consisting of software developers, system users and ministry of
health officials was carried out to establish problematic issues that can be raised con-
cerning HIS involvement in PCCC. This inquiry concluded that almost all the existing
HIS within the country could not enhance PCCC and further discussed potential
challenges of HIS involvement in PCCC.

This rest of the paper is structured as follows: Sect. 2 presents a discussion of the
concept of HIS involvement in PCCC and Sect. 3 highlights the research approach.
This is followed by a presentation of the findings in Sect. 4 and a brief discussion of the
missing role of HIS in PCCC in Sect. 5. Finally, a conclusion is given and a direction
for future works.

2 HIS Role in PCCC

2.1 HIS Role in Healthcare

A Health Information Systems (HIS) is a set of procedures organized to process and
disseminate timely information that improves the health care management decision
making process [22, 23]. Indeed health information systems have been heavily
implemented [1] for their renowned potential in scaling up healthcare initiatives [20].
According to Berg [24], HIS play a great role in bringing about synergy between
primary and secondary care hospital roles. These HIS can be categorised under clinical
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or managerial HIS [22]. Clinical HIS can enhance patient care activities whereas health
management information systems can enhance managerial secondary care activities
[2, 25]. PCCC can be harnessed by implementation of clinical HIS like the electronic
patient records’ system that can process and avail a patient record [26]. Furthermore,
[26] states that comprehensive electronic health records can enhance continuous high
quality patient care. Subsequently, when HIS take on their role of information pro-
cessing and dissemination of vital patient medical information across care providers
they can certainly enhance PCCC. [2, 7] argue that HIS ought to be interconnected in
order to gather and disseminate relevant health information across providers for con-
tinued and integrated quality patient healthcare. To have these HIS interconnected, we
need ‘interoperability’ – which is the ability for them to exchange and use that
information [27]. This interoperability can at times be facilitated by pre-arranged
protocols or a team that works very closely [28]. In such a plan, the patient receives one
coherent and logical medical record to inform the ongoing treatment. To this cause,
several authors have called for the implementation of integrated and interoperable HIS
[2, 22] capable of enhancing PCCC within the continuum of care.

2.2 PCCC Role in Healthcare

One of the major processes within primary healthcare, is the ‘primary-care-process’.
This process according to [29, 30] consists of: access, integration, continuity and
comprehensiveness of care. It is within this primary care process that patient care
coordination and continuity (PCCC) is pursed in order to aid informed decision making
within the continuum of care. PCCC is a term coined to mean care coordination and
care continuity. Care continuity according to Lou [15] is when past medical history is
conveyed forward in time between the participating facilities. According to Haggerty
and Schang [14, 31], care continuity is enhanced by ‘care coordination’ at both
information and managerial levels. The information level ensures that information is
recorded and used across the continuum of care while the managerial-coordination
ensures longitudinal follow-ups across care providers. This implies that to achieve
quality healthcare, patient care should be both coordinated and continued within the
continuum of care.

When patient care is coordinated and continued across providers, the patient
receives up-to-date medical treatment that is logically informed by their past medical
histories [14]. Currently patients need timely updates on their personal health more than
ever before [1]. A patient “medical record is a dynamic informational entity that
enables continuous monitoring of the health condition of a patient which aggregates all
the information from the clinical history and treatments” [2] and this comprehensive
patient record supports continuous high quality patient care within the continuum of
care [26, 32]. On the contrary, lack of PCCC can delay ongoing treatment as the health
professionals seek out for past patient medical information to guide the process [3, 7,
32], or leads to uninformed treatment whereby the later has critical effects of the
patients’ health as expressed [33] that coordinated care between and across health
facilities is often a matter of life and death.
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3 Research Approach

3.1 Study Setting

The study was carried out in Uganda and is part of an ongoing study that is investi-
gating the interoperability of health information systems used in the country. Health
services in the country are offered by both government and private owned health
facilities, from the national referral to regional referral through district hospitals to
health center levels [34]. In Uganda, patients can visit any health facility for treatment.
Apparently, each health facility operates independently and implements its own HIS
which has resulted into a pool of HIS within the country [5]. Therefore, this study
focused on HIS that are actively used at health facilities. Consequently, the investi-
gation was done by visiting the system proprietors and developers at their head offices,
systems users at the health facilities and ministry of health key informants at the
Ministry of Health headquarters.

3.2 Case Description

To identify health information systems for the case study, an exploration of the
implemented health information systems within the country was carried out during the
period of July to December 2017. It was discovered that many systems in Uganda do
not go beyond the piloting stage, due to lack of sustainability funds after the funded

Table 1. Description of the health information systems under study.

HIS Description

DHIS2 The District Health Information System-DHIS2, this is a health management
system “which provides a coherent platform for data entry and processing,
and presentation of data to planners” [36]. It is highly recommended by the
MoH for reporting about health indicators to the MoH

HeleCare2x HeleCare2x was customized for Uganda, from Care2x which is an Integrated
Hospital Information System including Surgery, Nursing, Outpatient, Wards,
Labs, Pharmacy, Security, Admission, Schedulers, Repair and
Communication among others [37]. Current client base are health facilities
under the Uganda catholic medical bureau private non for profit (http://
care2x.org/)

NGANISHA Nganisha health information system: a comprehensive health facility
management information system developed locally in Uganda to provide real
time and complete data of a health facility. Current pilots are in government
health facilities

UgandaEMR UgandaEMR is an OpenMRS based electronic medical record system
customized for Uganda. It is a system recommended by the ministry of health
as the nation’s patient records’ system. http://emrportal.mets.or.ug/

Clinic
Master

This is an integrated health information management and medical billing
software that automates patients’ transactions at the clinic on a visit basis and
daily procedures. Current client base in Uganda are private health facilities.
https://clinicmaster.net/about-us/
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project ends [35]. Subsequently looking at system sustainability, system coverage and
usage across health facilities and insights from the ministry of health, five outstanding
health information systems were chosen for this study. The five systems chosen
included: District Health Information System -DHIS2, Clinic master, Nganisha health
information system, HeleCare2x and UgandaEMR. The following Table 1 gives the
description of the HIS for the case study.

3.3 Method

The study followed a qualitative case study approach [38] with an interpretation of the
study findings done by the researcher [39]. Through a case study approach, new
discoveries were verified with existing knowledge in the area of HIS involvement in
PCCC [40]. Data for the study was collected through semi-structured interviews and
focused group discussions. Interviews were used for soliciting information regarding
the functionality of the health information systems and their role in enhancing PCCC.
The study participants included health officials from the ministry of health (MoH),
system developers and users from each of the five studied HIS. A total of 5 MoH key
informants, 22 system developers and 14 system users were interviewed. Interviews,
which on average took 30–60 min, were carried out with the use of an interview guide
and an audio recorder, and interviewer took field notes whenever it was necessary. For
purposes of validation, at the end of each interview both parties would do a recap of
what had transpired during the session in order to have the same understanding.

Furthermore the interviews were transcribed and analysed through the general
inductive analysis approach according to Thomas [41]. Guided by this approach we read
the transcript over and over and captured brief summaries of categories from the text
relating to our study objectives. Throughout the analysis exercise responses concerning
each HIS were compared first, followed by comparisons across the studied HIS.

4 Findings: Challenges of HIS Involvement in PCCC

From the interviews we found out challenges associated to HIS involvement in PCCC
as presented in the subsections that follow.

4.1 Interoperability Objective Not a Design Priority

For all the systems studied, it was discovered that the interoperability objective was
never considered as a design requirement. Most of these systems were designed to
manage and store patient records at the facility level. However, some systems were
designed to promote patient information flow within the facility not across facilities.
Therefore, for such systems sharing a patient record across facilities becomes a chal-
lenge, as illustrated in the following verbatim quote by our respondents.

“So it was mainly to harbor patient information and use as an information system to manage
patient records that was the main aim it did not have anything to do with data exchange
before”.
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4.2 HIS Operate in Silos

Most health facilities in the Uganda implement independent health information systems
that are usually not interoperable. Sometimes different sections of the same health
facility implement independent systems. This is in many cases attributed to donor
pressure. Respondents stated that most systems in the country serve a section of the
care process according to donor needs and most of them are silos as indicated in the
verbatim quotes below.

“There were systems that were running but they were specific to programs, there were not
general”. “Systems are silos, which is not talking to each other”.

“Another problem why people have different systems is because of the funders”.

This is further exacerbated by the lack of country uniform HIS implementation
guidelines that would certainly lead to standardized systems that are capable of being
interoperable as illustrated in the following verbatim quote.

“We lack regulations that determine the design of electronic systems at least by Uganda
national bureau of standards.”

4.3 Lack of a National Standard for the Patient Record

All the existing health information systems in the country are developed without
uniform standards and so the patient information is recorded in various formats that are
non-interoperable. Consequently, each system holds some kind of patient record dif-
ferent from the others and so there is no standard patient record for exchange. One
respondent stated that:

“If we are to share what should we share and what should we not share”

The situation is worsened by the lack of a national patient identification that would
help in identifying the patient as the same across the continuum of care.

4.4 Data Ownership by Health Facilities

Each health facility records its own data in its own format, and therefore has sole
ownership over the data. Respondents perceived this as the common practice especially
in private health facilities that have no will to share patient data as illustrated in the
following verbatim quote.

“Currently the client base is private everyone wants to keep their information for themselves,
they wouldn’t want the sharing….private hospitals want their data”.

With such mentality, it becomes hard to harness HIS to improve PCCC across the
continuum of care.

4.5 Non-technical Challenges

There are a number of challenges encountered in the use of HIS for PCCC. For
example, challenges to do with cost of purchasing and maintaining computing
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equipment is usually high for health facilities. In developing countries, infrastructure is
still a big challenge, with intermittent and inadequate internet and electricity supplies.
Others include lack of skilled technology savvy personnel as indicated in the respon-
dent’s verbatim quotes.

“They cut off power even before we completed the pilot”

“We left because there was no equipment and support”

Another respondent noted the presence of the policies that do not support patient
data exchange across facilities.

“But the challenge comes, in with policy, policy of Uganda especially health does not allow
clouding patient information. That means it does not allow remote access of patient information
but rather have patient information strictly at health centers.”

Yet another challenge is resistance to change from the old way of doing things to
new ways of using technology.

5 Discussion: The Missing Role of HIS in PCCC

By their nature, information systems should facilitate information processing from data
creation to information dissemination to all relevant stakeholders for purposes of
decision making [1, 22, 23]. Indeed, they have been heavily employed in processing
health data in order to promote quality healthcare. One example is the electronic
medical records system which according to Heavin [1] provides a unified single view
of patient data, and they have currently restructured the way patients’ medical data is
handled at a given health facility.

However, amidst rapid HIS implementations, there are challenges encountered that
have led to the missing role of HIS in PCCC, as discussed below. Findings reveal
interoperability issues as being the greatest challenge of HIS involvement in PCCC [32,
42]. Though several state policies address interoperability issues, in practice system
implementers do not consider interoperability aspects during HIS implementation. In
Uganda policies that support system interoperability are under development though the
current ones do not support exchange of patient data across facilities [35, 43]. The lack
of active interoperability policies, standards and implementation guidelines, leaves
health facilities no choice but to implement independent HIS, that end up operating in
silos and not capable of exchanging data [3–5, 35, 43]. Consequently, all systems are
developed following different implementation standards [42] and therefore have no
uniform patient record to exchange across the continuum of care for PCCC. Therefore,
the missed interoperability objective during HIS design potentially leads to the missing
role of HIS in PCCC, as patient records will be dispersed and not exchangeable across
the various health facilities [10].

Additionally, since health facilities implement their own independent HIS, they
tend to own their data and are not willing to share it across facilities. Hence these
particular HIS will not actively participate in PCCC. These challenges combined with
other non-technical challenges like: lack of technology-savvy labour, high costs of
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computing equipment, poor infrastructure [34, 44, 45], and inadequate policy guide-
lines [35, 43] all together justify the missing role of HIS in improving PCCC.

6 Conclusion and Future Works

This study set out to discover the missing role of health information systems (HIS) in
PCCC. This was carried out by discovering the problematic issues of HIS involvement
in PCCC. Certainly, through an empirical case study approach, the study validated both
new and previously known challenges through a discussion of the missing role of HIS
in PCCC. Important to note is that internal interoperability in some health facilities
existed but interoperability across facilities emerged as the greatest challenge, hence the
missing role of HIS in PCCC within the continuum of care.

Amidst an array of challenges, HIS have ended up missing their unique and fun-
damental role of enhancing PCCC. Therefore, there is a need for future research to
revive this great role of HIS involvement in PCCC, by investigating how these chal-
lenges can be overcome and most importantly, on how interoperability across facilities
can be achieved and prioritized.
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Abstract. Cloud computing allows individuals and organizations to
lease storage and computation resources remotely and as needed. For
such remote access to work efficiently, there is need for reliable and low-
delay delivery of Internet traffic. By carrying out month-long Internet
measurement campaign, this paper investigates location and latencies
of cloud-based web hosting in the public sector of five African coun-
tries. Results of the study show that a large percentage of public sector
websites are hosted in cloud-based infrastructure physically located in
America and Europe. Analysis of latencies shows significant differences
between local and remote hosted websites, and that delays are signifi-
cantly lower for countries that host CDN nodes. The results also indicate
high delays for local websites that are accessed circuitously.

Keywords: Latency · Internet measurements · Cloud services

1 Introduction

Cloud computing broadly refers to applications delivered as services over the
Internet as well as the hardware and systems software that provide such
services [1]. Cloud computing makes possible the provision of large-scale services
using remote and shared servers to store and process data. By facilitating ubiqui-
tous and on-demand remote access to externally managed computing resources,
the cloud computing helps to eliminate the need for individuals and organisations
to own and maintain their own computing infrastructure. This enables organ-
isations that have minimal capital, to deploy their services more rapidly and
successfully [2]. By the same token, cloud computing provides an opportunity
for developing countries that have limited financial resources, to utilize remote
IT infrastructure, such as data centres and applications, to rapidly scale public
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service provision through electronic means [11]. Despite the perceived opportu-
nities for the public sector, the rate of cloud computing adoption in the public
sector has significantly lagged behind that of the private sector. A survey in 2012
[12] found that only 12% of the government departments had spent more than
10% of the total IT resources on cloud services.

Prior studies have suggested that limited availability, accessibility and afford-
ability of the underlying Internet technology is a key hindrance to the adoption
of cloud computing developing countries [8,13]. Apart from the limited access
to the Internet infrastructure, concerns related to security and privacy of cloud
based information processing have been cited as a critical factors slowing adop-
tion of the cloud. For the South African, survey results by Brenda Scholtz et al.
[13] suggested that ‘system performance’ and ‘privacy of data’ were the biggest
technical concerns that could hamper implementation of cloud computing in the
public organisations. Similarly, Gillwald et al. [8] identified limited and costly
broadband as major barriers to adoption of cloud computing services in South
Africa, Tunisia, Nigeria, Ghana, and Kenya.

The aim of this study was to quantify Internet latency as a barrier to the
adoption of cloud computing services by the public sector. This will highlight
the quality of service for accessing content hosted in various networks and geo-
graphical locations, including cloud-based infrastructure. The rationale is that
the success of cloud-based services for the public sector will depend on the abil-
ity to achieve high performance connectivity to the cloud. This study therefore
provides insight into the readiness of the public sector in the selected countries to
interact with cloud-based services. After characterising the network performance
- the study will also explore the causality behind any observed sub-optimal per-
formance (e.g. high delays), and the possible cloud-computing readiness steps
that need to be undertaken. In particular, the study seeks to characterise the
level of when accessing public sector’s online public resources. Performance data
was collected via Internet measurement campaigns targeting public sector web-
sites sampled from five countries: Nigeria, Ghana, Kenya, Zambia and South
Africa.

The three key questions addressed in this paper are as follows:

1. In which networks and countries are the public sector websites currently being
hosted. This question is meant to provide some insight on the current host-
ing practices in the public sector, particularly regarding the extent to which
websites are hosted locally within a country, or remotely. This will also shed
light on the locality of networks that are dominating the public sector hosting
market in Africa.

2. What are the characteristics of country specific Internet latencies to web
servers of the public sector? This question is meant to provide country spe-
cific delay characteristics and comparison for public sector websites hosted in
various networks and countries.

3. What is the extent of circuitous routing when accessing locally hosted web-
sites, and what impact does this circuitous routing have on the Internet
delays?
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2 Related Work

Past studies have highlighted general performance challenges in Africa’s Inter-
net, including high latencies and generally poor quality of experience. A recent
study by Formoso et al. (2018) showed that many parts of Africa still experi-
ence excessively high Internet delays, often exceeding 300 ms. A study by Fanou
et al. [7] also showed that Internet performance on the continent is largely charac-
terised by slow download speeds and high delays. Other studies have highlighted
traffic engineering problems in Africa’s Internet topology, showing a lack of direct
interconnection amongst Africa’s ISPs, resulting in suboptimal performance for
intra-country and cross-border communication, a well as high cost of Internet
access [3–5,9]. Apart from the lack of direct network-level and country-level inter-
connections, other studies have looked at inefficient DNS configurations, as well
as lack of local content caching servers across the African continent [6,10,16].

3 Measurement Methodology

This section describes the process for conducting measurements to gauge readi-
ness of the public sector to utilize cloud-based resources. The first step involves
identifying the appropriate set of performance metrics that can reveal the readi-
ness of the public sector to utilize cloud-based services. This is followed by the
process of selecting the appropriate tools and platform for conducting the mea-
surements. After selecting the measurement platform, it is necessary to select the
locations from which to observe performance (i.e. measurement vantage points),
as well as appropriate measurement targets.

3.1 Performance Metrics

The public’s high concern for “system performance” as reported in the study of
Brenda Scholtz et al. [13] highlights the perceptions that Internet infrastructure
in many African countries is not developed and robust enough to provide reliable
and high performance access to computing resources and information stored in
cloud. One aspect of this relates to high end-to-end delays (latencies) that impact
responsiveness and quality of experience (QoE) for online interactions. Latency
is an important metric for cloud computing as it gives insight into responsiveness
of interactions between cloud servers and Internet clients.

3.2 Measurement Platform and Vantage Points

A number of Internet measurement platforms have deployed thousands of probes
in access and backbone networks, as well as behind residential gateways, globally.
Researchers are able to make use of these platforms to conduct Internet mea-
surement campaigns, using the specialized network devices (probes) as vantage
points from which to launch tests towards specified targets. Recent measurement
platforms use dedicated hardware-based probes, and these probes are used to



Performance Barriers to Cloud Services in Africa 155

run continuous measurements with minimal end-user participation. When select-
ing a distributed Internet measurement platform for a large scale campaign, it
is important to consider the number and distribution of vantage points in net-
works that are to be measured [14]. Shavitt et al. (2011) showed that extensive
topology sampling from a broad and distributed vantage points is required for
obtaining an unbiased and accurate topology characteristics. A more widely
deployed hardware-based measurement platform is the Ripe Atlas1, which con-
sists of thousands of probes that perform active measurements. As of December
2017, RIPE Atlas had around 230 active probes in 36 African countries. On
this basis, this study made use of Ripe Atlas for topology characterization, mea-
suring latency to public sector websites for five African countries. During each
measurement episode, 10 Ripe Atlas probes were randomly selected as vantage
points for each of the countries.

3.3 Selecting Measurement Targets

The next step in the study was to identify and select prominent websites from
the public sector in each of the target countries. This was obtained through
the AlexaTop2, a website that ranks websites based on a combined measure of
page views and unique site users. For each country, a filter was applied for
‘Government’ websites to list the prominent public sector websites, such as
those for government departments and parastatal organisations. For example,
‘category/Top/Regional/Africa/Kenya/Government’ would list the most popu-
lar government related websites in Kenya. In some cases, expert local knowledge
was sought to determine prominent public sector in each of the five countries. In
total, 86 websites were identified as measurement targets across; 10 in Kenya, 9
in South Africa, 10 in Zambia, and 48 in Nigeria.

3.4 Launching Measurements

Traceroute measurements were then launched from each of the selected Atlas
probes, towards each the country’s selected public sector websites. The actual
measurement was performed towards the IP address of web server for each web-
site. To obtain IP addresses, a DNS lookup was performed for each website
domain. In order to mitigate the effects of location based load balancing, where
requests for a domain are directed to different web servers based on location of
Internet clients, the DNS lookups/resolution were performed from the vantage
points (i.e. from each Atlas probe).

For each measurement episode, four Traceroutes were launched successively
from each Atlas probe to all of the country’s selected websites, and this was
repeated 4 random times a day for one month in December 2017. While not all
Traceroute measurements could reach the final destination, a Traceroute mea-
surement was considered successful it is was able to reach the hosting network,

1 https://atlas.ripe.net/.
2 https://www.alexa.com/topsites.

https://atlas.ripe.net/
https://www.alexa.com/topsites
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i.e. if the last hop in the Traceroute was inside the hosting company’s network. In
the end, a total of 13790 Traceroute measurements were successfully completed;
2570 in Ghana, 3073 in Kenya, 2790 in Nigerian, 3341 in South Africa, and 2016
Zambia.

4 Results

This section describes results of a measurement study on public sector web-
sites carried out in the five selected countries. The results describe the remote
locations and networks where the websites are hosted, the nature of routes for
accessing the public sector websites in the respective countries, as well as the
performance (delay) observed for each situation. The initial step in the data anal-
ysis involved attaching network and geolocation information to each target IP
address (obtained from the websites’ DNS lookups performed from the vantage
point), as well as every router hop in the traceroute data. The RIPE Routing
Information Service (RIS) and the MaxMind GeoLite2-City database3 are used
to obtain the Autonomous System Number (ASN) and the geographical location
(country) of each IP address. While it is well known that geolocation databases
do contain inaccuracies, the analysis in this study is restricted to country-level
geolocation which has relatively much higher accuracy.

4.1 Geolocation of Web Hosting for the Public Sector

One of the key goals of this study was to examine the ASN and geographical
distribution of web hosting servers used by the public sector in Africa and to eval-
uate the performance implication of such a distribution. This should also reveal
the strengths and weaknesses of the web hosting environment in the selected
African countries. The first step in the analysis was therefore to compute the
geographical and network distribution of public sector websites per country.

The first observation from the analysis was that, on overage, 66% of the
sampled public sector websites were hosted outside their respective countries,
i.e. remote hosting. It was also noted that the level of remote hosting varies
widely among the countries, ranging between 4 and 82%. Figure 1 shows the
percentages of remote and locally hosted public sector websites in each of the
five countries. Of the five, South Africa had the lowest percentage of remote
hosting at 4%, whereas Nigeria and Ghana had the highest remote hosting of 61
and 82%, respectively.

From Fig. 2, it can be seen that most of the remote website hosting is situated
in USA, UK, Germany, Canada and Ireland. Figure 2a shows that Nigeria, for
example, had 75% of the websites hosted in US based companies, mostly through
New Dream Network (14.8%), RackSpace (9%), GoDaddy (8%), and Unified
Layer (7%). For Ghana, the remotely hosted websites are mostly in the US
(26.5%), Germany (25%) and Canada (10%). Kenya and Zambia have a higher

3 https://www.maxmind.com/en/geoip2-city.

https://www.maxmind.com/en/geoip2-city
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Fig. 1. Percentage of local and remote hosting of public sector websites per country.

percentage of public sector websites locally hosted. Interestingly for the both,
local hosting of public sector websites appears to be supported by their respective
National Research and Education Networks (NRENs); in Kenya, 37.9% of the
websites were hosted in KENET (Fig. 2c), whereas in Zambia, 25.3% of the
websites were inside ZAMREN (Fig. 2d).

South Africa had only one of the sampled websites hosted outside the country,
in Ireland (Fig. 2e). The remote website was hosted in the Amazon cloud infras-
tructure, using their data centre in Ireland. The result for South Africa was as
expected, particularly considering its significantly more developed web-hosting
infrastructure compared to other African countries. It also needs to be noted
that the much robust Internet infrastructure in South Africa has also attracted
many more foreign and cloud-based hosting companies, the result of which is
that, while these companies appear to have presence in the country, some of the
content hosted by such networks is physically located in remote data centres. For
example, while Amazon Web Services (AWS) has become popular in the South
African market, the company does not operate a data centre within the country,
meaning content hosted within the AWS infrastructure is remotely hosted.

4.2 Latency to Public Sector Websites

It is important to highlight that choice of hosting provider, and where it is
located, can have significant consequences on the level of delay experienced by
Internet clients. The websites hosted in more remote places generally experience
higher delays. While many of the dominant hosting providers make use of cloud-
based infrastructure, and therefore claim to have global presence, the absence
of data centres and CDN (Content Delivery Networks) nodes in most of African
countries means that hosting in such networks results in high overall delays. The
table below shows the range of delays for websites hosted in different networks.
Many of the local hosting networks can be seen to have delays that are less than
100 ms, whereas the higher delays are mostly for websites hosted by the large
international operators. The high delays are particularly prevalent in situations
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(a) Nigeria

3 - NG/Galaxy Backbone PLC (13.1 %)
7 - NL/Microsoft Corporation (5.2 %)
13 - US/GoDaddy.com (8.0 %)
21 - US/New Dream Network (14.8 %)
23 - US/Rackspace Ltd. (9.0 %)
27 - US/Unified Layer (7.1 %)

(b) Ghana

0 - CA/OVH SAS (10.6 %)
1 - DE/ 1&1 Internet SE (7.7 %)
2 - DE/Hetzner Online GmbH (17.3 %)
3 - GH/GGoC1-AS (37.8 %)
4 - US/Codero (9.1 %)
6 - US/Rockynet.com (13.0 %)

(c) Kenya

0 - CA/UptimeArchive (6.2 %)
1 - GB/KENYAWEB (28.5 %)
2 - KE/ACCESSKENYA (4.3 %)
3 - KE/JAMBONET (7.2 %)
4 - KE/KENET (37.9 %)
5 - KE/SIMBANET-AS (6.4 %)
6 - US/Cloudflare Inc (6.1 %)

(d) Zambia

0 - MU/Liquid Telecom Ltd (14.9 %)
1 - US/CyrusOne LLC (12.5 %)
2 - ZM/ZAMNET-AS (22.7 %)
3 - ZM/ZAMREN (25.3 %)
4 - ZM/ZAMTEL (24.7 %)

(e) South Africa

0 - IE/Amazon.com (7.6 %)
1 - ZA/IS (19.3 %)
2 - ZA/Neotel Pty Ltd (11.0 %)
3 - ZA/SITA-AS (10.4 %)
4 - ZA/Telkom-Internet (39.9 %)
5 - ZA/Vodacom-VB (11.8 %)

Fig. 2. Pie-charts showing hosting countries and networks most used by each vantage
country
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where the remote hosting is not supported by CDN infrastructure that would
otherwise push the content closer to where the intended audience is, i.e. closer
to the countries owning the websites.

Figure 3 shows that hosting companies with average delays of over 200 ms
are mostly based in the US, including Microsoft Corporation, LunarPages,
RackSpace, GoDaddy, and New Dream Network. On the other hand, CloudFlare,
which is also US-based, runs a number of data centers in Africa, including in
South Africa and Kenya, and this is reflected in the lower median delay of 110 ms
when their content is accessed by Internet clients in Africa.

Fig. 3. Distribution of round-trip-times for websites hosted in different networks.

Figure 4a below presents a summary of RTTs to the sampled public sec-
tor websites as measured from each of the five countries. As is observed in
Fig. 4a, Ghana and Nigeria, the two countries with the highest remote host-
ing percentages in the sample, also had the highest median RTTs of 199 ms and
177 ms respectively. In contrast, Kenya, which had an almost 50-50 split between
local and remote hosting, had a lower mean RTT of 50 ms. The best lowest
mean RTT of 3 ms was observed in Zambia, which also had much lower remote
hosting of 25%.

4.3 Impact of Hosting Locations

It is worth analysing the extent to which different host hosting countries result
in different levels of delay for the selected African countries. Figure 4b shows
the delays to websites hosted in different countries, and illustrates how websites
hosted remotely, such as in USA, Canada and Netherlands experience signifi-
cantly higher delays. As would be expected, the lowest delays were within each
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of the vantage countries. The only exception was Ghana, whose special case cir-
cuitous routing discussed later. In general, the further away a website’s hosting
country is, the higher the delays. It can be observed that the highest delays are
for websites hosted in Canada and the USA (median RTT of 230 ms and 220 ms
respectively), the two countries are geographically the furthest of the hosting
countries from any of the five vantage countries in this study. The cumulative
distribution in the left plot of Fig. 5 shows that about 50% of the delay samples in
Ghana and Nigeria were above 200 ms. In comparison, only 20% in Kenya, 19% in
Zambia, and less than 1% of samples in South Africa were above 200 ms. About
10% of the samples in all countries, except South Africa were above 300 ms. In
terms of hosting countries, the right CDF in Fig. 5 shows that the higher delays
are more prevalent for websites hosted in USA, Canada, and Netherlands. About
50% of the delay samples to these countries are above 250 ms.

(a) (b)

Fig. 4. Figure a showing distribution of delays to per vantage country; and b showing
distribution of delays per hosting country

Fig. 5. Cumulative distribution of latency values for each vantage country (left), as
well as for each hosting country (right)

Different countries experience different delays to websites hosted in the
remote locations. Figure 6 presents delays from the vantage countries to web-
sites hosting countries. The differences can be attributed to the differences in
geographical distances, as well as varying logical topologies. Among the coun-
tries hosting in the USA, it can be seen that Zambia experiences the highest
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median delay of 314 ms. This should be expected given Zambia’s geographical
distance from the USA, compared to Ghana, Nigerian and Kenya, which expe-
rience median delays to the USA of 221 ms, 200 ms, and 174 ms respectively. In
the case of South Africa, the only remote hosted website was in the Republic
of Ireland, where AWS has a data centre. In terms of performance, the median
delay between South Africa and the Republic of Ireland is observed to be 180 ms.

Fig. 6. Matrix of mean latencies from the vantage countries (x-axis) to website hosting
countries (y-axis)

4.4 Impact of Circuitous Routing

It is generally the case that local hosting provides lower delay compared to
remote hosting, and the dataset from Zambia and Kenya exhibit this expectation,
with local delays of 2 ms and 9 ms respectively. Ghana and Nigeria, on the other
hand, go against this trend. In the case of Ghana, there was a median delay for
locally hosted websites of 201 ms, while the country’s websites hosted in Great
Britain had a lower median delay 118 ms. Similarly, while the local median delay
for Nigeria was observed to be 107 ms, a slightly lower median delay of 97 ms
was observed for websites hosted in Great Britain.

To evaluate this phenomenon, another aspect of this study was to look at the
extent and impact of circuitous routing when accessing public sector websites.
In this context, circuitous routing is when a website that is locally hosted is
accessed by local Internet clients through paths that traverse other countries.
Overall, 23% of the websites were accessed circuitously, but this is more prevalent
some countries than others. For example, the Ghana dataset had the highest per-
centage of circuitous routes at about 33%, while Kenya was at 16% and Nigeria
at 11%. Figure 7 shows a distribution of RTTs for the three categories of routes.
The general distribution does show that locally hosted websites that are accessed
through circuitous routes, i.e. routes that leave and come back to the vantage
country, experience higher delays than websites that are remotely hosted.

Circuitous access of locally hosted websites, and the result high latencies are
symptomatic of lack local peering of networks within a country. With locally
hosted websites appearing to perform worse than remotely hosted websites, the
lack of peering has the potential to not only discourage local hosting, but also
inhibit success local content initiatives.
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Fig. 7. Cumulative distribution of latencies, indicating differences between local and
remote hosted websites, and also for local websites that are accessed via circuitous
routes.

5 Conclusion

This study has shown that in some African countries, access to public sector
websites is largely characterised by high Internet delays. In addition, a large
proportion of public sector websites are currently being hosted remotely, i.e. in
other countries. It was also observed that of the five countries surveyed, Nigeria
and Ghana had the highest percentage of remote hosting and experienced the
highest latencies. A large portion of the remote websites were hosted in USA,
Canada, Germany, UK, and South Africa. While the hosting networks generally
have global operations, they do not necessarily have physical infrastructure in
most of the African countries. This means that while offering the convenience of
cloud-based hosting, lack of physical infrastructure in Africa entails that Africa’s
web content gets to be stored in remote locations. Remote storage of web content
has a negative implication on the sovereignty of African countries in that they
loose control of their data. In addition, the burden of fetching content from
remote locations falls on local network operators, the cost of which get passed
on the users. This ultimately has negative implications on the local economies,
and also in terms of poor quality of experience due to high latencies as reported
in this study.

To reduce these latencies, and to help improve performance of cloud-services
in Africa, there is need for leading cloud infrastructure providers to deploy infras-
tructure in Africa. The advantage of local deployments is demonstrated in the
results from Kenya, which although had a relatively high percentage of remote
hosting (42%), appeared to have a much lower median web delay of 50 ms. In
comparison, Nigeria and Ghana had mean latencies of almost 200 ms. However,
for African countries to fully take advantage of cloud infrastructure that is domi-
ciled on the continent, there is need for better peering and interconnectivity at
national and continental level.
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16. Zaki, Y., Chen, J., Pötsch, T., Ahmad, T., Subramanian, L.: Dissecting web latency
in ghana. In: Proceedings of the 2014 Conference on Internet Measurement Con-
ference, pp. 241–248. ACM (2014)

https://doi.org/10.1007/978-3-319-16886-9_7
https://doi.org/10.1007/978-3-319-16886-9_7
https://doi.org/10.1007/978-3-319-15509-8_4
https://doi.org/10.1007/978-3-319-04918-2_20


Impact of ZRP Zone Radius Value
on Wireless Network Performance

Tiguiane Yélémou1(B), Boureima Zerbo2, Mesmin Toundé Dandjinou1,
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Abstract. In this paper, we highlight the impact of the routing load
on the performance of ad hoc wireless networks. Specifically, we analyze
Zone Routing Protocol (ZRP) routing load and the impact of zone radius
value on this protocol performance. First, we show that performance
parameters curves such as routing overhead, Packet Delivery Ratio and
End-to-End Delay don’t evaluate monotonously according to zone radius
value. In our test context, we note optimal values for routing overhead
and Packet Delivery Ratio (PDR) when R = 3. For delay, minimal val-
ues are observed when R = 1 and R= 4. Second, we study this hybrid
protocol routing overhead according to network density and compare it
to pure on-demand and table-driven routing approaches. Contrary to
that is largely presented, in realistic wave propagation model context,
taking into account obstacles and their effects such as multi-path one,
proactive routing approach performs better than reactive one. In fact, in
lossy link context, route request and route error packets broadcasted are
significant. In dense network, ZRP, due to its multitude control packets,
performs the worst for routing overhead and packet delivery ratio (PDR)
parameters.

Keywords: Wireless networks · Routing algorithm ·
Zone Routing Protocol · Zone radius · Realistic simulation conditions

1 Introduction

Wireless networks are characterized by their mode of communication and limited
bandwidth. To transmit data to a destination, source node proceeds by diffu-
sion. This blind broadcast added to multi-paths effect, due to obstacles in the
propagation medium, generates a high level of interference. Specifically, signaling
mechanisms used to avoid collisions [1] and to update neighbors set, negatively
impact on throughput and transmission delay. In this context, routing protocols
play an important role. They determine in particular the network overhead, then
the proportion of bandwidth consumed by control messages. Most of routing
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protocols used in wireless communications are from the adaptation of those
already used in wired networks. These include proactive protocols like Open
Shortest Path First protocol (OSPF) and reactive protocols like Routing Infor-
mation Protocol (RIP).

Proactive protocols, also call table-driven protocols, maintain an updated
routing table they exploit when needed communication. For that, the various
nodes in the network must periodically exchange topology control messages. To
transmit data, a route is immediately available but maintenance of the routing
table leads to an important routing overhead.

Considering reactive routing protocols, also call on-demand routing proto-
cols, to transmit data, the source node must, first, initiate a route discovery
process and wait a route is found before starting data transmission. This wait-
ing time helps increase communication delay. In an erroneous environment, net-
work topology is unstable, established routes break very fast. Broadcast Route
ERROR (RERROR) messages for restoring paths also becomes frequent.

Hybrid routing protocols have been developed to overcome the shortcomings
of these two families of protocols. They use the proactive routing approach for
establishing and maintaining routes with the nearest neighbors witch are defined
by a zone radius parameter. Thus the distribution of topology control message
is limited to the area defined by the zone radius value. For communications
with remote locations, the on-demand routing approach is used. Route REQuest
(RREQ) messages are broadcast for route discovery. Periodic broadcasting of
control messages is limited by the zone radius value, but then we are left with a
multitude of control messages.

Zone Routing Protocol (ZRP) is one of the most used hybrid protocol. In the
literature, very few studies have focused on optimal zone radius determination
in realistic transmission conditions. In this article, we conduct a detailed study
of the significance and components of this protocol routing load and we present
the impact of the neighborhood zone radius value on routing overhead.

The main contributions of this paper are:

– a detailed analyze of ZRP routing load components,
– a comprehensive assessment of the impacts of zone radius value on the pro-

tocol performance parameters (routing overhead, Packet Delivery Ratio and
delay),

– the optimal value determination of zone radius.

The remainder of this paper is organized as follows: in Sect. 2, we present
related work. In Sect. 3, we analyze ZRP protocol routing load. We present our
simulation conditions and analyze simulation results in Sect. 4, then we conclude
in Sect. 5.

2 Related Work

Routing protocols used in Mobile Ad hoc NETwork (MANET) [2] are mostly
derived from an adaptation of those already used in wired networks. Thus Opti-
mized Link State Routing (OLSR) protocol [3] is based on OSPF and Ad hoc
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On-demand Distance Vector (AODV) protocol [4] is inspired from RIP. Because
of the transmission mode (blind diffusion) in wireless networks, optimization
solutions should take into account interference and congestions. OLSR, for exam-
ple, introduces the Multi-Point Relay (MPR) mechanism [5]. The goal of this
mechanism is to limit routing overhead, by selecting a subset of nodes which
are the only ones allowed to broadcast topology control (TC) messages. Despite
this mechanism, the routing load is always important for this protocol. It is a
critical component for achieving good performance in wireless communications.
Negative impact of congestion on the performance of wireless networks has been
noted in several studies [6–9].

Hybrid protocols have been proposed to overcome full control messages dis-
semination of proactive routing protocols.

ZRP is a well-known hybrid routing protocol [10]. It is characterized by
its zone radius R which determines the scope of topology control messages
broadcasting. For communications to close neighbors (to less than R range),
table-driven routing approach is used. For communications with more remote
nodes, on-demand routing approach is used. Thus, ZRP implementation has tree
components: IntrAzone Routing Protocol (IARP), Interzone Routing Protocol
(IERP) and Bordercast Resolution Protocol (BRP). IARP is a limited-scope
proactive routing protocol [11]. Since each node monitors changes in its sur-
rounding R-hop neighborhood (routing zone), global route discovery processes
to local destinations can be avoided.

IERP is the reactive routing component of ZRP [12]. It adapts existing reac-
tive routing protocol implementations to take advantage of the known topology
of each node (surrounding R-hop neighborhood). The availability of routing zone
routes allows IERP to pass over route queries for local destinations. A BRP
allows a node to send a route request packet to each of its peripheral nodes by
unicast or multicast system [13]. By employing query control mechanisms, route
requests can be directed away from areas of the network that already have been
covered [10,14].

Duc et al. present congestion as a dominant cause of packet loss in Mobile
Ad hoc NETworks (MANET). They propose a Congestion adaptive Routing
Protocol (CRP) [15]. A key in CRP design is the bypass concept. A bypass is a
sub-path connecting a node and the next non-congested node. If a node is aware
of a potential congestion ahead, it finds a bypass that will be used in case the
congestion actually occurs or is about to. Part of the incoming traffic will be sent
on the bypass, making the traffic coming to the potentially congested node less.

In [16], it is proposed a Dynamic Probabilistic Route Discovery (DPR)
scheme based on neighbor coverage. In this approach, each node determines
the forwarding probability according to the number of its neighbors and the
set of neighbors which are covered by the previous broadcast. This scheme only
considers the coverage ratio by the previous node, and it does not consider the
neighbors receiving the duplicate RREQ packet. Rajeeve et al. [17] propose a
rebroadcast technique for reducing routing overhead in wireless network. In their
approach, they enhance route request packet with two parameters: rebroadcast
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delay and rebroadcast probability to define the neighbor coverage knowledge
in the network. RREQ message also plays the role of Hello message to detect
neighbors.

Authors in [18–20] analysed zone radius impact in ZRP performance. They
concluded that the zone radius should be configured to as low as 2 hops in case
of low traffic and mobility scenarios, but as the traffic increases so must the zone
radius. But, as performance parameter, they are mainly limited to estimating
the network load. For us, parameters such as transmission end-to-end delay and
packet delivery ratio (PDR) are more decisive. Their simulation environment
also has not been sufficiently presented.

Authors in [21] conduct a study on the impact zone radius on the perfor-
mance of ZRP. The results explanations do not stick to the obtained curves.
These results contradict some widely recognized facts. For example, the delay
and jitter are recognized the best for table-driven protocols because paths are
immediately available for data transmissions and are more stable. They have not
been detailed. In [22] it is reminded that the accuracy of the optimal zone radius
computation would still be limited by the quality of the network model used.

3 Analyze

For communication with close neighborhood, ZRP uses the table-driven app-
roach thanks to IARP. For remote destinations, it use the on-demand approach
thanks to IERP. The radius area determines the close neighborhood (limited to
neighbors at most R hops). This zone radius value R is an important parameter
for this protocol. The larger it is, more the protocol behaves as pure table-driven
protocol like OLSR protocol. The less it is, its route search process is simular to
pure on-demand routing protocol like AODV protocol. It determines the scope
of control messages dissemination and then routing load. It is expected for ZRP,
a better control of the routing load compared to OLSR one (control packet
dissemination is limited) and a better transmission delay compared to AODV.
However, due to its multitude control messages, the routing overhead can be
important. It includes topology control messages broadcasted periodically for
the local networking, route search queries: route request, route reply an route
error packets. On the other hand if the topology is too unstable, it creates con-
sistency for the membership or not of a node to the neighboring and hence the
existence of a pre-established route.

Which value to assign to this zone radius for better performance ? Very few
studies have addressed the question.

To demonstrate such effects in a simulation requires the use of a realistic phys-
ical layer and a realistic propagation model. Therefore, in our tests, we enhanced
Network Simulator (NS2) with CRT simulator [23]. CRT software implementes
a realistic model of wave propagation taking into account environment charac-
teristics.
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In the next section, we analyse and evaluate ZRP routing overhead compo-
nents and the impact of zone radius on the protocol performances in realistic
simulation conditions.

4 Performance Evaluation

4.1 Experimental Setup

The global parameters for the simulations are given in Table 1.

Table 1. Simulation parameters.

Parameter Value

Network simulator ns-2

Simulation time 66 s

ZRP zone radius 2–6

Simulation area 1000 m * 1000 m

Transmission power 100 mw

Data type CBR

Data packet size 512 bytes

MAC/physical layer 802.11a

Mac rate 24 Mbps

We have also used a realistic model of the Munich town (urban outdoor envi-
ronment, see Fig. 1.), obstacles (building, etc) are printed red. Points represent
nodes.

In this paper, we focused only on fixed nodes scenario. This fixed-nodes sce-
nario facilitates the study and analyse of node route choice during routing pro-
cess. Ten simultaneous unicast data transmissions occurred during 66 s. Beyond,
time has no significant impact on the evolution of trends.

We analyze ZRP Routing Overhead (RO) and its impact on transmission
End-to-End Delay and Packet Delivery Ratio (PDR). Then, we study the impact
of ZRP zone radius value (R) on network performance. PDR is the ratio of
the number of successfully delivered data packets over the number of sent data
packets. End-to-End Delay concerns only successfully delivered packets. This
includes delays caused by buffering during route discovery latency, queuing at
the interface queue, retransmission delays at MAC layer, and propagation and
transfer times. Routing Overhead (RO) is the number of routing protocol control
packets. It permits to evaluate the effective use of the wireless medium by data
traffic.
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Fig. 1. Simulation environment with number of nodes = 60. Obstacles are printed red.
(Color figure online)

4.2 Simulation Results

For these tests, number of nodes is fixed to 60. The average node density is 3.1.
The ten simultaneous communications are selected so that source-destination
distance vary from 2 to 6 hops. We observe ZRP performance when zone radius
value varies from 1 to 6.

We see in Fig. 2 that, contrary to that is presented in the among of
related work, routing overhead curve evolution according to zone radius is not
monotonous. RO decreases with R until R = 3, then it is growing beyond. The
optimal value of R is 3. Simulation trace files analysis shows that most of the
routing load concerned Route REQuest (RREQ) and Route ERROR (RERROR)
messages (on-demand routing approach of ZRP). We bear in mind that the rout-
ing load has essentially two components: control messages related to the reac-
tive routing approach (RREQ, RERROR and route reply packets of IERP) and
control messages related to the table-driven routing approach (IARP). When
the radius R increases, naturally, the number of topology control (TC) messages
increases. The solicitation of the proactive approach (IARP) and the scope of TC
messages diffusion increase. For very high values of R (6 for example), the routing
load due to these TC messages is very important. It nears the purely proactive
approach as OLSR. This is not enough to justify the current values of number
of control messages (see Fig. 2). The analysis of trace files shows that the num-
ber of route request and route error messages also increases. The dissemination
of these messages is due to the non-existent paths between source-destination,
therefore not included in the routing tables. For requests of transmission from
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a source to an unreachable destination, the purely proactive routing like OLSR
reports the failure of communication while the reactive approach tried unsuccess-
fully a path establishment. This is the case for ZRP. With on-demand routing
approach, route breaking causes a RERROR messages broadcasting to notify
and apply for routing tables purification while the proactive approach initiates
a local repapration the broken route.

In addition, when links are very unstable (in lossy link context), the border-
casting mechanism [13,24] is ineffective. It produces a lot control packets to keep
up to date neighborhood nodes defined by R. Remind that this process support
ZRP IERP process [24]. Thank to query control mechanisms of ZRP BRP, route
requests can be directed away from areas of the network that already have been
covered [14].

Fig. 2. Routing overhead evolution according to zone radius value

Fig. 3. PDR evolution according to zone radius value

The RO curve is consistent with the PDR one (see Fig. 3). The two curves
are inversely proportional. A significant data packet loss due to lack of route,
means that ZRP has used IERP process, so to multitudes RREQ and ERROR
messages broadcast.

The same curve trend is observed for PDR (Fig. 3) and delay (Fig. 4). The
optimal value is observed for PDR at R = 3. For delay, the best value is observed
when R = 1. At the moment ZRP behaves as OLSR, established links are more
reliable.
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Fig. 4. Average delay evolution according to zone radius value

With these results, we can say that we must challenge the notion of optimal
value of the ZRP. It must be determined for each desired performance parameter.

5 Conclusion

Congestion is one of the main cause of ad hoc wireless network cons-performance.
This congestion is mainly due to the blind broadcast of routing control messages.
By considering a realistic wave propagation environment, we conducted a com-
prehensive study on ZRP routing load and impact of zone radius value on the
performance of this hybrid routing protocol. Thus, we highlight that when we
take into account the lossy nature of wireless links, the on-demand routing app-
roach generates more routing overhead than proactive approach.

We show that, in realistic conditions, the curve of routing overhead is not
monotonically increasing with the neighborhood area defined by the zone radius
value R. The optimal value is observed when R = 3. For packet delivery ratio
parameter, the optimal value is 3. For delay there are 1 (equivalent at this time
to OLSR) and 4. When the obstacles in the propagation medium are taken into
account, the radius zone has not mean the same as the physical distance as seen
in the free-space model.

These poor results of ZRP are also due to an inconsistency in the routing.
Indeed, IARP can be acted to manage the routing while the concerned destina-
tion is no longer in the vicinity of the source node.

As prospects, we plan to study the impact of mobility on the optimal value
of ZRP.
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Abstract. Diagnosis of heart disease rests essentially on the analysis of
the statistical, morphological, temporal, or frequency properties of ECG.
Data analytical techniques are often needed for the identification, the
extraction of relevant information, the discovery of meaningful patterns
and new threads of knowledge from biomedical data. However for cardio-
vascular diseases, despite the rapid increase in the collection of methods
proposed, research communities still have difficulties in delivering appli-
cations for clinical practice. In this paper we propose hybrid model to
advance the understanding of arrhythmias from electrocardiograms pat-
terns. Adaptive analysis based on empirical Mode Decomposition (EMD)
is first carried out to perform signal denoising and the detection of main
events presented in the electrocardiograms (Ecg). Then, binary classifica-
tion is performed using Neural Network model. However in this work, the
Ecg R-peak detection method, the classification algorithm are improved
and the chart flow include a predictive step. Indeed, the classification
outputs are used to perform prediction of cardiac rhythm pattern. The
proposed model is illustrated using the MIT-BIH database, compared to
other methods and discussed. The obtained results are very promising.

Keywords: ECG classification · Neural networks · Predictive models ·
Empirical mode decomposition · Arrhythmia

1 Introduction

An electrocardiogram (ECG) is a representation of the electrical impulses due
to ionic activity in the heart muscles of the human heart (Fig. 5). And the anal-
ysis (statistical, morphological, temporal or frequency aspects of P, Q, R, S, T
waves) of the ECGs shape is a key step during the investigation of symptoms
related to heart anomalies [1]. An anomaly is an abnormality or irregularity
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that occurs when the behavior of the system is unusual and significantly differ-
ent from normal previous behavior [3,21]. As heart disease is one of the leading
cause of death around the world, the understanding of hearth anomalies is a
main subject of research in the field of cardiac care and information processing
[2]. For this purpose, many approaches have been proposed for anomaly detec-
tion, classification and prediction. Classical methods for anomalies detection use
external probe [12,13] or internal components that periodically send heartbeats
or store logs of relevant events when certain conditions occur [3]. The classifica-
tion can be done through adaptive methods such as Harr descriptor, empirical
mode decomposition and Neural Network models [1,2]. Unlike the detection
and classification methods, the predictive approach gives indicators for possible
abnormalities before the symptoms occur from historical data and an intelli-
gent system [4,11]. The main approaches for prediction of anomalies are based
on the statistics, information theory, data mining and machine learning (HMM,
Bayesian networks, ARMA model, SVM) [3–5,17,21]. Several studies have shown
the effectiveness of the statistical approach to machine learning and data mining
[21]. Statistical techniques assume that data have predefined distributions and
use the distribution gap to find an anomaly [4]. In this paper, we improved the
model proposed in [1] for anomalies detection and ECG classification with empir-
ical mode decomposition and neural network. The main contributions are the
ECGs morphological properties taken as input during the classification and the
predictive model based on heart rate frequency analysis. The proposed cardiac
abnormalities prediction uses linear regression from the neural network outputs
classifier. The results are illustrated using MIT-BIH database and discussed.

The body of the paper is organized as follows. First, Sect. 2 presents the archi-
tecture of our methodology, the basics of the empirical mode decomposition and
the neural network classifier. Secondly, Sect. 3 describes the parameters extrac-
tion. Thirdly, Sect. 4 presents the classification method. Next, Sect. 5 describes
the predictive model. Then, Sect. 6 shows and discuss the results obtained with
our methodology. Finally, Sect. 7 draws conclusions and perspectives of work.

2 Model Presentation

The chart flow of the proposed classification and prediction approach for cardiac
abnormalities is presented in the Fig. 1.

The inputs of our system (Fig. 1) are ECGs. For the MIT-BIH database,
the each ECG includes three components: time samples, MLII signals and V5
signals. For the classification, we first extract the V5 signal, then denoise the
signal through filtering and compute input parameters (Negative form, maximum
amplitude, minimum amplitude, maximum width and minimum width) for the
neural network classifier. The outputs of the classifier are then used during the
prediction step. For this purpose, we first compute the ten previous heart rate,
then we estimate the next heart rate to predict the existence or not of cardiac
abnormality.
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Fig. 1. Chart flow of the proposed classification and predictive approach.

2.1 Empirical Mode Decomposition

EMD decomposes iteratively a complex signal s(n) into components elementary
AM-FM Types, called Intrinsic Mode Functions (IMFs) [10,16,18,20].

s (n) = rk (n) +
K∑

k=1

imfk (n) (1)

Where imfk is the kth mode or IMF of the signal and rk is the trend residual.
Figure 2 illustrates the empirical decomposition of ECG 100 [1].

h

Fig. 2. Empirical mode decomposition of ECG 100 [1]

The sifting procedure generates a finite number of IMFs. The underlying
principle of the EMD is to identify locally in the signal the fastest oscillations
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defined as the waveform interpolating the local maxima and minima. To do this,
these last points are interpolated with a cubic spline to produce the upper and
lower envelopes. The average envelope is subtracted from the initial signal and
the same interpolation scheme is reiterated.

2.2 Neural Network

A neural network is a mathematical function, see Fig. 3 [1].

Fig. 3. Representation of an artificial neuron [1]. Inputs are multiplied by their weight.
The products are added to give the weighted sum. The threshold of the node is sub-
tracted from the weighted sum to determine the output of the node.

To set up a neural network, there must be defined input data, the activation
function and the thresholds of the nodes. Each data (node) is associated with a
weight. A neural network works as follows:

1. Computation of the weighted sum of the inputs and their weights;
2. Computation of the difference between the threshold and the weighted sum;
3. Computation of the image of the difference with the activation function.

In this paper, we propose a neural network composed of six nodes, corre-
sponding to morphological properties of the complex QRS (negative form, max-
imum amplitude, minimum amplitude, maximum width, minimum width) and
arrhythmia class. Figure 4 illustrated the network component.

3 ECG Patterns Detection

Intrinsic parameters are used for ECG patterns detection that can leads the clas-
sification that will be further performed. Indeed, statistical properties (mean,
variance, standard deviation, energy and power) are often used as input param-
eters for classification [1]. However these parameters are global descriptors of
data. Unlike statistical properties, morphological attributes allow local analysis.
Thus, in this work, we used a set of morphological properties (negative form,
maximum amplitude, minimum amplitude, maximum width, minimum width)
of the complex QRS (Fig. 5) and the step activation function for classifying the
ECG.
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Fig. 4. Architecture of the neural network. The variables X1 ... X5 represent the mor-
phological properties of the QRS complex, respectively the negative form, the maximum
amplitude, the minimum amplitude, the maximum width and the minimum width. The
variables N1 .. N5 represent the intermediate nodes. The Node N6 determines the class
of the signal.

Fig. 5. Illustration of the morphological properties with ECG: P, Q, R, S and T waves
represent a heartbeat [19].

3.1 Filtering

The signal are denoised using method based on empirical mode decomposition
(EMD) and Butterworth filtering [1]. We subtract the first IMF (IMF1) to elim-
inate the high frequency [10,18,20] and apply the Butterworth filter to smooth
the signal [22]. The main operations are:

1. Inputs: ECGs
2. EMD based filtering
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– Empirical mode decomposition (EMD);
– Remove the IMF1;
– Subtract the IMF1 from ECG.

3. Butterworth Filtering:
– Compute the filter order;
– Compute the filter coefficients;
– Apply the filter.

4. Outputs: Denoised ECG.

3.2 Parameters Vector

The Algorithm 1 describe the detailed step processing of the morphological prop-
erties computation.

Algorithm 1. Parameters
1: function vecteur(s)
2: e ← extrema(s)
3: l ← largeur(e)
4: a ← rdetecter(e)
5: n ← rnegative(e)
6: ln ← min(l)
7: lm ← max(l)
8: an ← min(a)
9: am ← max(a)

10: v ← [n, ln, lm, an, am]
11: return v

– Algorithme 1 takes as input an ECGs and computes the maximums, the min-
imums of the widths and amplitudes of the QRS complexes. It detects a
negative R-wave if it occurs and returns a parameters vector for the neural
network.

– The extrema() function is used to compute the ECG local extrema (maximum
and minimum).

– The function width() takes as input the ECG extrema, detects the waves (Q
and S) and returns the QRS complex width.

– The rdetect() function takes as input the ECG extrema, computes the abso-
lute maximum, uses a threshold of 75% of the absolute maximum to detect
the R waves and returns the ECG R waves.

– The rnegative function() takes as input the ECG extrema, computes the
absolute extrema (maximum, minimum, the ratio of the minimum and the
maximum) and returns the index of a negative R wave if the ratio is greater
than 0.75.
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The parameters given by the output of Algorithm1 are used as input for the
cardiac abnormalities prediction (Algorithm2).

Algorithm 2. Heart Rate
1: function frequence(e)
2: s ← e(2, :)
3: sp ← abs(s)
4: l ← length(s)
5: r ← []
6: m ← max(sp)
7: for i ← 1 to l do
8: q ← sp(i)/m
9: if q ≥ 0.50 then

10: r ← [r, s(i)]
11: end if
12: end for
13: fc ← length(r)
14: return fc

The function frequence() (Algorithm 2) takes the extremum of an ECG,
counts the number of R waves and returns the heart rate and the number of
beats per minute.

4 Classification

The classification involves two functions: the network function and the classifier
function. The implemented neural network uses H(x), the step activation func-
tion with a threshold (s) for each parameter: H(x) = 0 si x < s and H(x) = 1
si x ≥ s. The parameters are negative form, minimum width, maximum width,
minimum amplitude and maximum amplitude which are respectively associated
to the following thresholds 0, 0.06, 0.10, 0.5 and 2.5 [9]. The network function
is composed of six neurons. It takes as input a parameters vector and returns
zero (0) for normal or one (1) for abnormal. The classifier iterates the network
function and detects an anomaly when there is [9]:

1. a negative R wave;
2. a minimum width is less than 0.06;
3. a maximum width is greater than 0.10;
4. a minimum amplitude is less than 0.5;
5. a maximum amplitude is greater than 2.5.

This proposed process improves the classification method proposed in [1]
by 6.25%. The improvement is due to the use of the morphological parameters
on the one hand and the step function on the other hand. The morphological
parameters allow to perform local analysis with defined thresholds.
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5 Abnormalities Prediction

The detection and prediction of anomalies are very important in monitoring
the patients and ensure a good patient care. Several techniques exist for the
detection and prediction of cardiac abnormalities. In this section, prediction
based on linear regression [8] is presented. A linear regression model can be
described by Eq. (2):

y = a + bx
a = ȳ − bx̄

b =
∑

(x−x̄)(y−ȳ)
(x−x̄)2

(2)

where, y is the estimated frequency and x the prediction horizon. The frequency
prediction is done through the following steps:

1. Computation of the 10 previous heart rates;
2. Estimation of the next heart rate;
3. Classification of the estimated cardiac frequency with a network of neurons;
4. Prediction of a cardiac abnormality (Tachycardia or Bradycardia).

The prediction base is constructed by extracting the samples from last 10 min
and computing the corresponding heart rates. The cardiac frequency is estimated
using the Algorithm 3.

Algorithm 3. Prediction Method
1: function predire(dfc,t)
2: y ← dfc
3: x ← 1 : 10
4: mx ← mean(x)
5: my ← mean(y)
6: n ← 0
7: d ← 0
8: for i ← 1 to 10 do
9: n ← n + (i − mx) ∗ (y(i) − my)

10: d ← d + (i − mx) ∗ (i − mx)
11: end for
12: b ← n/d
13: a ← my − b ∗ mx
14: fcp ← a + b ∗ t
15: return fcp

The function (Algorithm3) takes ten previous frequencies and t (horizon pre-
diction). It estimates the heart rate at t (prediction horizon). When the estimated
heart rate is less than 50 beats per minute, Bradycardia is predicted [7]. And
when the estimated heart rate is higher at 100 beats per minute, tachycardia is
predicted [7].
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6 Results and Discussion

6.1 Data Description

For the learning, testing, evaluation and validation of our classifier, we use the
ECG of the MIT-BIH Arrhythmia database [1,15]. It is a waveform and class
completed references databases of physionet.org. It is composed of 48 signals
recorded on a half-hour. The MIT-BIH Arrhythmia database ECG can be down-
loaded from physionet.org. It is a set of 48 data files, 48 annotations files and
48 head files. The files have 64800 items including 21600 samples (time), 21600
MLII signals and 21600 V5 signals.

We considered 70% of ecg for learning and 30% for testing and evaluation.
The learning base is composed of 33 ecg including 19 ecg normal and 14 ecg
abnormal. The test base is composed of 15 ecg including 6 abnormal ecg and 9
ecg normal. Our goal, during testing, is to be able to detect all abnormal ECGs.

6.2 Classification and Prediction

We first use dual filtering based on the EMD and the Butterworth filter during
the preprocessing step. Then, we compute the classification parameters (Table 1)
and estimate the heart rate (Table 3) for the prediction. We have computed the
parameters for the Forty-eight (48) ECG signals from the MIT-BIH database.
Table 1 shows, as exemple, the parameters of the five ECG signals (100, 102,
104, 106 and 108).

Table 1. Characteristic vectors for the classification

ECG FORME NEGAT LARG MIN LARG MAX AMPLIT MIN AMPLIT MAX

100 −0.5860 0.0660 0.1270 −0.5860 0.7350

102 −3.3040 0.1310 0.5550 −3.3040 −3.0240

104 −0.9310 0.0500 0.4330 −0.9310 0.8870

106 −0.4280 0.0560 0.0950 −0.4280 0.5220

108 −2.3600 0.1610 0.3000 −2.3600 −1.8170

Table 2. The performance indices

Classifier TP FP TN FN Ac Se Sp Pp

SPNNC [1] 5 1 2 7 47% 42% 22% 83%

This work 6 0 4 5 67% 55% 44% 100%

For evaluating the performance of the classifier, we have computed the stan-
dard familiar metrics [6,14] like Accuracy (Ac), Sensitivity (Se), Specificity (Sp),

http://physionet.org
http://physionet.org
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Positive Predictivity (Pp) using True Positive (TP), True Negative (TN), False
Negative (FN) and False Positive (FP). Compared (Table 2) to our previous
work [1], we see an improvement in all performance indices, particularly anomaly
detection, represented by the positive predictivity (Pp).

Table 3. Frequencies estimated for the prediction

ECG FC 1 FC 2 FC 3 FC 4 FC 5 FC 6 FC 7 FC 8 FC 9 FC 10 FC ESTIMÉE

100 17 46 4 35 7 51 363 110 56 113 163.26

101 185 107 186 283 110 140 67 13 95 83 44.06

118 36 51 40 82 36 59 74 47 83 52 69.40

We have computed and estimated the frequencies for the forty-eight (48)
ECG signals from the MIT-BIH database. We compute ten heart rates for the
forty-eight ECG and we estimated their heart rates. In Table 3, we gave the
example of the three cases of estimation of the cardiac frequency. The estimated
frequencies will be given as parameters of the neural network to predict a cardiac
anomaly.

Table 3 contains the ten heart rates and the estimated frequency of three ECG
signals (100, 101 and 118). For ECG 100, the estimated heart rate is 163.26. This
frequency predicts tachycardia. The frequency 44.06 predicts a bradycardia for
the ECG 101. And ECG 118 is predicted normal by the frequency 69.40.

7 Conclusion

In this work, we proposed an approach based on empirical mode decomposition
(EMD), the neural network and linear regression for classification and predic-
tion of cardiac abnormalities. The main contributions are the ECGs morpho-
logical properties taken as input during the classification and the predictive
model based on heart rate frequency analysis. The output of our approach gives
promising results for the classification and prediction of cardiac abnormalities
such as tachycardia and bradycardia. In future works, the predictive model will
be combined with a stochastic model to better understand the behavior of ECG
signals.
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Abstract. Cyber-healthcare can be described to be virtual medicine
applied in reality. It involves the use of healthcare professionals con-
sulting and treating patients via the internet and other modern com-
munication platforms and using different techniques and devices of the
Internet-of-Things (IoT) to automate manual processes. This paper aims
to revisit cyber-healthcare and its applications in the health sector in
the developing countries with the expectation of (i) assessing the field-
readiness of emerging bio-sensor devices through a cross-sectional pilot
study that benchmark the arduino sensors against manually captured
vital signs using calibrated devices and (ii) comparing unsupervised and
supervised machine learning techniques when used in Triage systems to
prioritise patients.

Keywords: Cyber-healthcare · Internet-of-Things ·
Patient condition recognition · Disease identification ·
Patient prioritisation

1 Introduction

The internet of things consists of physical devices embedded with sensors, soft-
ware and communication capabilities thus resulting in an ability for sensing
the environment of the physical devices and enabling information exchange
between devices (devices-to-devices (D-2-D) communication) and between
human and devices (devices-to-human (D-2-H) communication). With techno-
logical advancements in the internet of things and healthcare, cyber-healthcare
has become an interesting industry to combat various health care problems in
developed and developing countries.

The application of cyber-healthcare would rely on the introduction of sensor
networks for health data capture. These sensor networks would allow the mon-
itoring and capturing of vital parameters which would then be processed and
thereafter condition recognition would be performed using artificial intelligence
techniques as suggested in [3]. Data capture using sensor networks can be non-
invasive or invasive. It can also be based on different technologies such as using
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2019
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body sensor networks (BSN) or fixed sensors. While different protocols have been
used for the dissemination of information, cyber-healthcare relies on specific pro-
tocols that have been engineered to meet healthcare data requirements. These
include ZigBee, Bluetooth, WiFi [1] and many other emerging communication
protocols.

By capturing patient vital signs, mapping of these signs as patient medical
records can occur and patient prioritisation and disease identification can be
performed as well as dissemination of these records to required parties through
cloud infrastructure [4]. The focus of cyber-healthcare lies in the digitalisation
of all clinical work, whether it be imaging, physical therapy, medical supply pro-
vision and more [3]. Although the clear advantage of cyber-healthcare includes
addressing the supply-demand issue caused by an ever-increasing population,
other important benefits of cyber-healthcare include its cost and time saving
aspects. However, besides the ethical problems that may arise with informa-
tion processing and interoperability, issues such as the field readiness of e-health
bio-sensor devices used to monitor vital parameters exist. Furthermore, while
many studies have been conducted to perform patient prioritisation, none of
them have confirmed which is the best between supervised and unsupervised
machine learning when performing patient condition recognition.

This paper revisits the application of cyber-healthcare for patient condition
recognition as a service offered to citizens through healthcare kiosks located in
the rural areas of the developing world. The objective of this paper is to assess
the field-readiness the sensor devices used in these kiosks and compare different
machine learning solutions to the issue of patient condition recognition. The
rest of the paper will do so by focusing on the following sections: the Cyber-
healthcare kiosk model in Sect. 2, a deployment scenario for rural areas and its
validation in Sect. 3 and finally Sect. 4 contains our conclusions.

2 The Cyber Healthcare Kiosk Model

A network of wind/solar powered Cyber-healthcare Kiosks is presented in Fig. 1.
It is designed to monitor patients’ vital well-being through their vital signs,
including blood pressure, blood oxygen levels, temperature, position, glucose
levels, air flow, and heart rate. It allows medical tests to be scheduled and the
results reported to a clinician without a traditional office visit. Furthermore, the
collected results may be processed by a patient condition recognition that uses
machine learning techniques to provide decision support to the healthcare profes-
sionals. As a community support tool, the Cyber-healthcare kiosk gives all citi-
zens access to easy, convenient and affordable evaluations of their health on a reg-
ular or recurring basis. Some of its benefits include (i) providing tracks/reports
trends daily, weekly, monthly which can be integrated into regional health infor-
mation systems for planning and management (ii) providing quick, easy-to-read
results with are free from errors resulting from manual data capture (iii) increas-
ing communication and sending data remotely to enable information sharing and
access to remote health expertise (iv) saving time and lowering health visit costs
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(v) availing resources for multiple users/clinician sharing (vi) supporting early
detection of health concerns and (vii) allowing integration with electronic health
records.

Fig. 1. Cyber-healthcare Kiosk network

2.1 The Cyber-Healthcare Framework

Figure 2 depicts a framework derived from the Cyber healthcare kiosk model in
Fig. 1. It reveals a process transformation from vital signs collection to service
delivery through different applications. The framework borrows from (i) the
general Internet-of-Things (IoT) its multi-layer architecture with different layers
describing the functionalities of different digital platforms and (ii) the four layer
architectures in [4,23,24] but with focus on healthcare and using solar/wind
powered Cyber-Healthcare kiosks. These include:

A sensing platform at the bottom of the architecture used to collect phys-
iological signals as a well as the voltage and currents collected by the solar/wind
battery system. The environmental conditions where the solar/wind system is
operating will also be accounted by including environmental parameters such as
temperature, humidity and air pressure in the measurements.

A dissemination platform layered above the sensing platform to enable
communication of the sensor yields to places where these readings are processed
and further decisions are taken about the health system. Such platform may be
developed using different technologies and protocols such as WiFi, ZigBee, Blue-
tooth, GSM and many others depending on the health system’s communication
requirements.
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Fig. 2. Cyber-healthcare framework

A Middleware platform that serves as cement between the lower and
higher layers of the framework and hides the complexity of the lower layers to
the application layer. In that platform, situation recognition operations such as
Triage and any form of medical support such as disease identification is carried
out.

The application platform where different medical applications are inte-
grated to the cyber-healthcare kiosk to provide different services to the users
through different applications. These include pharmaceutical controls, hospital
management and many others which are not necessarily directly connected to
sensor networks.

The focus of this paper lies on the sensing platform where different bio-sensor
devices are used to capture patients’ vital signs and the middleware platform
where machine learning algorithms are used to achieve patient prioritisation.
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2.2 The Cyber-Healthcare Sensing Platform

Different bio-sensor devices are used to measure different vital signs. These
include

The pulse oximetry sensor uses a noninvasive method of indicating the
arterial oxygen saturation of functional haemoglobin. Oxygen saturation is
defined as the measurement of the amount of oxygen dissolved in blood, based
on the detection of Hemoglobin and Deoxyhemoglobin. It is useful in any setting
where a patient’s oxygenation is unstable.

The nasal airflow sensor is used to measure airflow rate to a patient in
need of respiratory help.

The patient position sensor (Accelerometer) monitors five different
patient positions: standing/sitting, supine, prone, left and right. In many cases,
it is necessary to monitor a patient body’s positions and movements because
of their relationships to particular diseases (i.e., sleep apnea and restless legs
syndrome).

The glucometer sensor is a medical device for determining the approximate
concentration of glucose in the blood. A small drop of blood, obtained by pricking
the skin with a lancet, is placed on a disposable test strip that the meter reads
and uses to calculate the blood glucose level.

The body temperature sensor allows measurements of body temperature.
It is important to measure body temperature since a number of diseases are
accompanied by characteristic changes in body temperature. Likewise, the course
of certain diseases can be monitored by measuring body temperature, and the
efficiency of a treatment initiated can be evaluated by the physician.

The electrocardiogram (ECG or EKG) sensor is a diagnostic tool that
is routinely used to assess the electrical and muscular functions of the heart.
The electrocardiogram (ECG) has grown to be one of the most commonly used
medical tests in modern medicine. Its utility in the diagnosis of a myriad of
cardiac pathologies ranging from myocardial ischemia and infarction to syncope
and palpitations has been invaluable to clinicians for decades.

The skin conductance (Sweating) sensor uses the galvanic skin response
(GSR) method of measuring the electrical conductance of the skin, which varies
with its moisture level. This is of interest because the sweat glands are controlled
by the sympathetic nervous system, so moments of strong emotion, change the
electrical resistance of the skin. Skin conductance is used as an indication of
psychological or physiological arousal.

The blood pressure sensor measures the pressure of the blood in the
arteries as it is pumped around the body by the heart. When the heart beats,
it contracts and pushes blood through the arteries to the rest of the body. This
force creates pressure on the arteries.

The electromyogram (EMG) sensor measures the electrical activity of
muscles at rest and during contraction. EMG is used as a diagnosis tool for identi-
fying neuromuscular diseases, assessing low-back pain, kinesiology, and disorders
of motor control. EMG signals are also used as a control signal for prosthetic
devices such as prosthetic hands, arms, and lower limbs.
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2.3 The Cyber-Healthcare Middleware Platform

Patient’ condition recognition involves the identification of patient’s signs and
symptoms. This allows a gain of insight into the patient’s condition and
allows patient prioritisation, an important healthcare factor targeted by cyber-
healthcare. Healthcare professionals will be better aided by this “human-assisted-
decision-making” system resulting in more efficient decision making and ulti-
mately better patient care and health outcomes. The focus of this work lies on
patient prioritisation. It is based on the traditional triage system, involves the
analysis of patient’s condition and prioritising urgent cases. The aim of the tradi-
tional triage system was to categorise patients into groups according to urgency
of their medical condition in warfare situations [6]. Triage scores have evolved,
however, and have become key players in emergency departments all over the
world with various scores such as the Australian triage scale, the Manchester
triage scale as well as Canadian triage scale being applied in their respective
locations. In Southern Africa, the South African Triage Scale, founded in 2004,
is used to assign triage early warning scores (TEWS) to infants, children and
adults in emergency situations [3]. These scores which focus on observed phys-
iological parameters have often resulted in a mis-triaging of patients due to
various factors such lack of human resources to carry out the triage, lack of
adequate triage training as well as human error [7]. Patient prioritisation with
cyber-healthcare was proposed in [8] as a four components system including:
(i) a database with storage of patient medical records as well as physiological
parameters received from bio-sensors (ii) a scoring system adapted from WHO
standardised table of vital parameter risk zones (iii) a server application allowing
data analysis so that situation awareness is performed and (iv) a visualisation
application which would provide an interface between cloud, the whole system
and users. The process of patient prioritisation has been described in a paper by
Bagula et al. and has included the following: Data capturing in various forms
including crowd sourced data on mobile phones and bio-sensed data followed by
local and/or remote processing of the collected information to allow data anal-
ysis, distribution and decision making [3]. The use of cyber-healthcare to bring
about patient prioritisation may be a solution to the mis-triaging of patients as
the elimination of human error due to various reasons will occur. Furthermore,
a paper by Muhammed Mahtab Alam looking at various environments where
sensors can be worn has shown that the sensor’s ability to monitor physiological
parameters (heart rate, stress level), body motion (posture, orientation) as well
as surrounding environment (toxic gases, humidity), allows it to be used in set-
tings that may lie outside of the normal hospital environment but where triaging
is required [9]. These settings include rescue and emergency management where
sensors can be used to better predict and manage life threatening situations as
well as in mobile workforce safety and health management where construction
workers fitted with sensors can be tracked and notified about possible health
hazards such as carbon monoxide [9]. Therefore, although these sensors may be
used to bring about patient prioritisation, they may also be used as preventative
tools thereby decreasing the burden of healthcare on healthcare departments
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and the economy. Four patient prioritisation machine learning techniques were
compared to evaluate their efficiency and time complexity. Their characteristics
are described in Table 1.

Table 1. Machine learning characteristics

Characteristic Multivariate linear

regression

K-means clustering Knowledge based Support vector

machine

Use of the

algorithm

(i) Detecting patient

deterioration (ii)

Generates warnings

when threshold values

are reached and (iii)

Generates priority list

from all patient data

in order to perform

patient prioritisation

(i) Detecting patient

deterioration and (ii)

generates warnings

when threshold values

are reached

Generates priority list

from all patient data

in order to perform

patient prioritisation

(i) Detecting patient

deterioration (ii)

Generates warnings

when threshold values

are reached and (iii)

Generates priority list

from all patient data

in order to perform

patient prioritisation

Scoring (i) Uses the

knowledge based

system to score the

training data before

training (in other

words it is an

improved expert

system knowledge

based algorithm) and

(ii) Algorithm learns

from the data,

calculates the weights

for each variable or

generates a linear

hypothesis which it

uses to score the vital

parameters

A patient status index

is calculated from the

data provided; k

clustering means are

calculated from

history data

Uses knowledge base

to score the patients

(the algorithm uses

expert knowledge to

score the patients)

(i) Uses the

knowledge based

system to score the

data before training

and (ii) Algorithm

learns from the data,

with input and

output. From

examples, the

algorithm can predict

output for any other

input if given enough

examples to train it

3 Deployment Scenario and Validation

Two set of experiments were conducted to complement the models proposed
in [1,3,8] with (i) an additional assessment of the field readiness of the bio-
sensor devices used in our study and (ii) a comparison of supervised and unsu-
pervised machine learning techniques when performing patient prioritisation.
The underlying deployment scenario consists of a smart village with bio-sensing
devices used to collect patients’ vital signs in Cyber-healthcare kiosks which are
networked to transmit the vital signs to a situation awareness gateway/server
where patient condition recognition is performed following the illustration of
Fig. 1.

3.1 Sensors Field Readiness

The most common method used to test sensor-field readiness has been to per-
form experiments and comparing the results with other devices that have been
declared field ready according to recognised standards. The experiments were
conducted by looking at readings of bio-sensor devices to see whether results
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would be within normal ranges of such group of individuals. In cases where
results were not within normal ranges, calibrations were performed to obtain
realistic values, given that the sensors were prototype sensors. This research
could have been improved largely by collecting vital signs of participants at var-
ious points of the day e.g. morning or after gym and analysing this information
whilst taking into consideration the normal behaviour of the vital signs in each
case [1]. This paper complements the work done in [1] by a cross sectional pilot
study conducted on masters students at the university of Western Cape. Oppor-
tunity sampling was done to recruit participants due to the pilot nature of the
study. Vital parameters were monitored by Arduino sensors as well as manually
and data was compared to assess the field-readiness of the Arduino sensors. Data
was analysed using Pearson’s correlation coefficient. The experimental results are
reported below:

Systolic Blood Pressure: As revealed by Fig. 3, the mean systolic blood pres-
sure fell within the normal range for all participants except participant three who
had a systolic blood pressure greater than 120 mmHg. The Pearson correlation
coefficient is 0.984449.

Fig. 3. Systolic blood pressure

Diastolic Blood Pressure: Figure 4 reveals that the mean diastolic blood pres-
sure for all participants was normal. Pearson’s correlation coefficient is 0.778418.

Oxygen Saturation: As shown in Fig. 5, the oxygen saturation for all partici-
pants fell within the normal range of 94–100% except those taken by the manual
sats monitor for participants one and four. The Pearson correlation coefficient
is 0.946335.
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Fig. 4. Diastolic blood pressure

Fig. 5. Oxygen saturation

Heart Rate: The results displayed in Fig. 6 revealed that all heart rates
fell within the normal range of 60–100. The Pearson correlation coefficient is
0.999676.

Temperature: The experiments conducted on temperature are reported in
Fig. 7. They reveal that all temperature readings were within the normal range.
The Pearson correlation coefficient is 0.46992.

A summary of results is presented below:

Blood Pressure Results Summary: The Pearson correlation coefficient for
systolic and diastolic blood pressures of 0.984449 and 0.778418, respectively,
revealed a strong correlation between the values received when using the Arduino
sensors vs the manual sphygmomanometer. Therefore, the sensors ability to
detect blood pressure may be described as similar to the manual sphygmo-
manometer. Studies looking at the accuracy of blood pressure readings in



194 M. F. Bagula et al.

Fig. 6. Heart rate

Fig. 7. Heart rate

sphygmomanometers vs digital devices have shown that using a stethoscope
and sphygmomanometer produces more accurate results than when taken with
digital devices18. Therefore, the strong correlation between the sensors and the
manual sphygmomanometer show that the sensors are reliable.

Oxygen Saturation Results Summary: There was a strong correlation
between the values received from the Arduino sensors and that of the pulse
oximeters. A study by Milner and Matthews looking at the accuracy of pulse
oximeters revealed that many pulse oximeters are inaccurate due to flaws with
the mechanical electrical integrity or due to emission spectra inaccuracy. This
study only examined a small proportion of pulse oximeters used in a few hos-
pitals in the UK and may not necessarily be a true projection of the pulse
oximeters used within this pilot study. Therefore, although the adequacy of the
pulse oximeter used in the study may still be in question, it may be stated that
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the sensors, when compared to the pulse oximeter used in the study, produces
similar results [17].

Heart Rate Results Summary: There was a very strong correlation between
the heart rate taken by the sensors and that taken manually. Although manual
palpation of heart rate may factor in human error, the palpation of heart rate
for one full minute and ensuring supine position of participants, as mentioned
in a study by Kobayashi, was done to decrease human error [18].

Temperature Results Summary: There is a moderately positive correlation
between the values taken by the Arduino sensors and thermometer. This may be
due to the type of thermometer used (auditory thermometer) as well as various
other reasons such as an underlying ear infection, wax build up or the angle at
which the thermometer was held.

3.2 Patient Prioritisation

The comparison of the four machine learning techniques described in Table 1
is reported in Table 2. Table 2 reveals through experimental results that the K-
means clustering is slower than the other algorithms and through analysis that
it presents issues of convergence. It should hence be less preferred compared to
supervised learning techniques.

Table 2. Machine learning performance

Multivariate
linear regression

K-means
clustering

Knowledge based Support vector
machine

Efficiency (i) Not affected
by amount of
data and (ii)
Algorithm is able
to learn data
patterns and
generates a
hypothesis

Affected by the
amount of data,
algorithm
becomes slow if a
large number of
cluster centers
are required, may
also fail to
converge
(requires a lot of
data to train
without
problems)

Not affected by
amount of data

Algorithm is able
to learn data
patterns and
predict a label

Time
complexity

0.01425 min 0.237 min for 10
cluster centers

0.0034167min 0.1701666 min
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4 Conclusion and Future Work

A Cyber-healthcare kiosk model with its underlying multi-layer IoT-based frame-
work has been presented in this paper and its relevance revealed through a study
of the field readiness of the bio-sensor devices used by the model and the appli-
cation of machine learning techniques complementing the model with patient
prioritisation.

4.1 Summary of Results

Field Readiness. The field readiness study aimed at finding a correlation
between vital parameters taken by Arduino sensors vs manual detection was
assessed. The results revealed strong correlations between manually derived
vital parameters and those taken by Arduino sensors. These results revealed
that strong correlations existed for the measurements of blood pressure, heart
rate and oxygen saturation whilst a moderately positive correlation existed for
the temperature measurement. However, even though sensor reliability was dis-
played, the lack of condition variability testing and possible measurement bias
may be factors that influenced results and should be looked at in future studies.
Findings from this study indicate that with further testing these sensors could
be used in public health facilities to provide accurate and reliable readings which
may be used in medical decision making to bring about better health outcomes.

Machine Learning. Four different machine learning techniques were compared
to assess the relevance of using the unsupervised learning (K-means clustering)
technique compared to three supervised learning techniques: multi-linear regres-
sion, knowledge based and support vector machine. The analysis and results
revealed that supervised learning techniques were faster in terms time complex-
ity and were a better fit for patient prioritisation compared to the unsupervised
learning technique.

4.2 Study Limitations

Some of the limitations of the work presented in this paper include:

Population: Due to the pilot nature of the study, a small sample was used to
carry out the sensor readiness experiment. A larger sample would have increased
reliability of the results. Lack of variability in population (various ages, different
health statuses, various ethnicities) meant that there was very little variation in
results.

Condition Variability Testing: Sensor operability in variable conditions was
not tested. This would have provided greater knowledge about performance of
the equipment in different conditions.

Human Error: Human error in the manual capturing of information must
be considered as this may have affected the results received thereby decreasing
reliability of results.
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Measurement Bias: Measurement bias is a factor that may have come into
play as vital parameters were taken manually and values may have been over-
or underestimated.

4.3 Future Work

Future work will extend the work presented in this paper to cater for the limita-
tions described above and consider traffic and network engineering aspects of the
Cyber-Healthcare framework to enable efficient sharing of the health information
among patients and medical practitioners.

Moving the traffic from the Cyber-healthcare kiosks to the local cloud where
the situation recognition server performs patient condition recognition is a chal-
lenging aspect of the Cyber-healthcare model which can be solved by enhancing
connection-oriented traditional traffic engineering techniques such as described
in [19] to set traffic pipes between kiosks and cloud with the possibility of car-
rying both classic and IoT traffic and or emerging traffic engineering techniques
such as in [20] and route discover mechanisms [21] to carry only IoT traffic from
kiosks to the situation awareness server. Furthermore, the organisation of the
network of Cyber-healthcare kiosks is another challenging issue that can be tack-
led by network engineering techniques borrowed from [22]. These techniques are
an avenue for future research. Using drones for the transport of blood samples
and data between Cyber-Healthcare kiosks is an effective way of adding value
and enhancing the services provided to citizens in a smart village. The imple-
mentation of such services following the model and framework described in [25]
is another direction for future work.
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Abstract. The emergence of cloud computing has reduced the cost of
deployment and storage dramatically, but only if data can be distributed
across multiple servers easily without disruption. In a complex SQL
database, this is difficult because many queries require multiple large
tables to be joined together to provide a response. Executing distributed
joins is a very complex problem in SQL databases. In addition, previous
studies have shown that NoSQL databases performance better than SQL
databases especially in the cloud computing environment where there is
occurrence of huge volume of data. In this paper, we presents a novel
data model for cloud services brokerage that supports the allocation,
control and management of virtual system based on brokering function
between cloud service providers (CSPs) and cloud users by integrating
and man- aging cloud resources in a heterogeneous cloud environment.
The model is implemented on a private lightweight cloud network using a
graph and document-oriented databases. The experimental results show
that a graph model has better performance than a document-oriented
model in terms of queries execution time.

Keywords: Cloud computing · Graph model ·
Document-oriented model · Cloud Services Brokerage

1 Introduction

Cloud computing has recently emerged as one of the most promising and chal-
lenging technologies. It is based on a computing paradigm where a large pool
of systems are connected in private, public or hybrid networks, to provide
dynamically scalable infrastructure for computing resources [19]. The computing
resources are available to the users via the internet [13]. The characteristics of
cloud computing include on-demand self service, broad network access, resource
pooling, rapid elasticity and measured service. On-demand self service means
that organizations can access and manage their own computing resources. Broad
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network access allows services to be offered over the Internet or private networks.
Pooled resources mean that customers draw from a pool of computing resources.
Services can be scaled larger or smaller; and use of a service is measured. The
cloud computing service models are Software as a Service (SaaS), Platform as
a Service (PaaS) and Infrastructure as a Service (IaaS) [10]. In Software as a
Service model, consumer uses the provider’s applications running on a cloud
infrastructure. Example of SaaS is Salesforce [2]. In PaaS, an operating system,
hardware, and network are provided, and the customer installs or develops its
own software and applications. The most prominent key players of PaaS are
Azure platform [8] and Google App Engine [5]. The IaaS model provides just
the hardware and network; the customer installs or develops its own operat-
ing systems, software and applications. The examples of IaaS are Amazon EC2
service [1], GoGrid [4], Flexiscale [3], and Redplaid [7].

Cloud services are deployed as a private cloud, community cloud, public
cloud or hybrid cloud [10]. In public cloud, services are offered over the Inter-
net and are owned and operated by a cloud provider. In a private cloud, the
cloud infrastructure is operated solely for a single organization, and is man-
aged by the organization or a third party. In a community cloud, the service
is shared by several organizations and made available only to those groups.
The infrastructure may be owned and operated by the organizations or by a
cloud service provider. A hybrid cloud is a combination of two or more cloud
infrastructures (private, community, or public) that remain unique entities, but
are bound together by standardized or proprietary technology that enables data
and application portability. Virtualization technologies are usually used to access
computing resource by the users. Users can specify required software stack such
as operating systems, software libraries, and applications, then package them
all together into virtual machines (VMs). VMs will be hosted in cloud service
providers. Lightweight cloud computing infrastructures combine cloud and grid
computing concept to provide a shared infrastructure over commodity hardware
such as mobile phones, desktop, tablets, etc. As the cloud computing market
expands and the number of users and cloud service providers increases, there
is a need for a centralised system [22], called cloud services brokerage (CSB),
to optimize resource allocation by managing and monitoring the activities of
cloud users and cloud service providers. For the CSB to work efficiently, a reli-
able database management system needs to be implemented on the CSB site
to keep and update the track of customer requests and cloud infrastructures
status. Relational database management systems (RDBMS) otherwise known as
SQL database cannot cope with the unprecedented scale factors that modern
cloud-based applications have introduced. The cloud applications need to sup-
port large numbers of concurrent users and be able to handle unstructured and
semi-structured data. To solve this problem, NoSQL (Not Only SQL) databases
emerge to support large-scale application demands. In addition, previous studies
have shown that NoSQL databases perform better than SQL databases especially
in the cloud computing environment where there are occurrence of huge volume
of data [27].
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1.1 Contributions and Outline

In this paper, we present a data model for cloud computing environment to help
the CSB support the allocation, control and management of virtual resources
between CSPs and cloud users. We implement this model using the graph
database (Neo4j) and document-oriented database (mongodb) on our private
lightweight cloud testbed, using a syntactic of cypher language to store, update
and retrieve the customer requests and cloud infrastructures status in the
database. Building upon the free and open source OpenStack software platform
for cloud computing, the model is intended to provide infrastructure-as-a-service
(IaaS) in community sensor networks [29] for applications such as drought mit-
igation for small scale farming [30,31] and cyber healthcare [32,33] in the rural
areas of the developing countries. Potential applications which might also benefit
from this model include smart parking [34], pollution monitoring [35] and public
safety [36] in the smart developing cities. The rest of this paper is organized as
follows; In Sect. 2, we describe the concept of cloud service brokerage system.
The next section presents previous studies related to the management of virtual
resources information in data center and cloud computing. Section 4 describes
proposed cloud computing environment model. The data model of cloud com-
puting environment is presented in Sect. 5. Implementation of the models and
experimental results are found in Sects. 6 and 7, and finally, we conclude the
paper in Sect. 8.

Fig. 1. Cloud computing environment
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2 Cloud Services Brokerage

As depicted in Fig. 1, the cloud computing environment considered in this paper
consists of user, virtual machine repository (VMR), and cloud services broker and
CSP, which consists of physical machines (PM) and data center (DC). A cloud
services broker is a third-party individual or business acting as a middle man
between cloud service users and CSPs. Cloud service brokers rent different types
of cloud resources from many cloud Service providers and sublet these resources
to the requesting cloud users. The cloud service broker performs the following
functions: (i) optimal placement of the virtual resource of a virtual infrastructure
across multiple cloud service providers; (ii) management and monitoring of these
virtual resources; and (iii) aggregation of multiple cloud services into one or
more customer-tailored cloud services. OPTIMIS [6] identifies the requirement
and capabilities that a cloud service broker needs to have in order to play the
role of brokerage services:

– Effectively match the requirements of the cloud user with the service provided
by the CSPs.

– Negotiate with CSPs and cloud users over service level agreements (SLA).
– Effectively deploy services of CSP onto the cloud users.
– Maintain performance check on these SLA’s and take actions against SLA

violations.
– Ensure data confidentiality and integrity of CSP’s service.
– Enforce access control decisions uniformly across multiple CSPs.
– Securely map identity and access management systems of the CSPs.

However, an effective database management system needs to be included as
one of the functional components of a CSB.

3 Related Work

This section presents two broad categories of related work. The first category
discusses existing cloud brokerage systems and the second category presents the
related work to the database model in cloud computing.

3.1 Existing Cloud Brokerage Systems

Many broker-based systems have been proposed to solve cloud computing prob-
lems. Heilig et al. [16] propose a cloud brokerage approach to solve the Cloud
Resource Management Problem in multi-cloud environments with aim to reduce
the monetary cost and the execution time of consumer applications using Infras-
tructure as a Service of multiple cloud providers. In [15], the authors propose
a broker-based architecture and algorithm for placing and migrating virtual
resources to physical machines. In [20], the authors propose a federated cloud
computing environment in which a cloud broker has the ability to interface
more than one cloud provider to support several users. These Users access cloud
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services via web interface. The cloud service broker pays the usage of the cloud
resources to the cloud service provider, and charges the user for these resources.
In [25], a solution to manage the information of a large number of cloud service
providers via a unique indexing technique is proposed. STRATOS [21] proposes
a cloud brokerage service that solves a Resource Acquisition Decision (RAD)
problem in the selection of n resources from m cloud services. In [18] develops a
cloud brokerage service for measuring the performance of a range of cloud ser-
vices including; elastic compute clusters, persistent storage, intra-cloud network-
ing and wide-area networking. [17] proposes a novel secure sharing mechanism for
a secure cloud bursting and aggregation operation in which the cloud resources
are shared in a confidential manner among different cloud environments.

3.2 Database Model in Cloud Computing

Goli-Malekabadi et al. [14] proposes an effective database model for storing and
retrieving big health data in cloud computing. The study presents the model
based on NoSQL databases for the storage of healthcare data and was imple-
mented in the cloud environment for gaining access to the distribution properties.
The experimental results of the model was evaluated with relational database
model in terms of query execution time, data preparation, flexibility and extensi-
bility parameter. The results show that the proposed model outperforms the rela-
tional database. In [28], the authors propose a novel protocol to enable secure and
efficient database outsourcing. First, the authors propose a new cloud database
model by introducing computation service providers which can accommodate
the conventional DBaaS model and introduce a proposed database outsourcing
protocol secureDBS which uses a secret sharing mechanism. The experiments
conducted show that the proposed model is reliable, secure and efficient. In [12],
the authors propose a novel management scheme that enables the representa-
tion and the retrieval of (structured or unstructured) big data using conceptual
graphs and structured marks. Curino et al. [11] proposes relational database as-
a-service for the cloud. This work describes the challenges and requirements of a
large-scale, multi-node DBaaS and presents the design principles and implemen-
tation status of relational cloud. The advantage of this work is that it addresses
three significant challenges, which are: (i) efficient multi-tenancy; (ii) elastic scal-
ability; and (iii) database privacy.

However, none of these works have proposed a graph data model and its
implementation using graph database as of the requirement for the effectively
cloud brokerage services.

4 Cloud Computing Environment Model

In this section, we introduce the system model for our cloud computing environ-
ment. As depicted in Fig. 1, the cloud computing environment consists of User,
Virtual Machine Repository (VMR), Cloud Service Provider (CSP), Physical
Machines (PM), Data Center (DC) and Cloud Services Broker (CSB).
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Fig. 2. Graph model for cloud computing environment

We consider a set CSP,

CSP = {csp1, csp2....cspn} (1)

where n is the number of CSPs managed by the CSB. Each CSP consists of DC,

DC = {dc1, dc2....dcm} (2)

where m is the number of DCs in a CSP and each DC contains a member of
PMs,

PM = {pm1, pm2....pmq} (3)

where q is the number of PM in a DC and each PM hosts t number of VMs as
expressed by the set

VM = {vm1, vm2....vmt} (4)
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We consider that K jobs need to be allocated to CSPs. Each job k requires wj

number of virtual machines. The CSB allocation is expressed by the notation

k −→ vmwj
(5)

subject to wj = 1 or wj ≤ t. Each vm is placed in one pm,

vm −→ pm (6)

Each pm is hosted by one data center dc,

pm −→ dc (7)

Finally, each data center is owned by one cloud service provider (csp),

dc −→ csp (8)

5 Data Model of Cloud Computing Environment

There are many different NoSQL data models and each one of them has a differ-
ent structure. In this section, we present the deployment of graph and document-
oriented models for cloud computing environments.

5.1 Graph Model

Graph data models have emerged with the objective of modeling information
whose structure is a graph [9]. It encodes entities and relationships between
entities using directed graph structure [23]. It is a set of vertices and edges where
vertices denote nodes and edges represent relationship between these Nodes.
Graphs are data structures for storing data that is heterogeneously structured.
Graphs can be directed or undirected. Undirected graphs can be traversed in
both directions while directed graphs can be traversed only in one direction.
The properties of a graph model includes the following [24];

– It contains nodes and relationships.
– Nodes contain properties (key-value pairs).
– Nodes can be labelled with one or more labels.
– Relationships are named and directed, and always have a start and end node.
– Relationships can also contain properties.

The graph model of cloud computing environment can be represented mathe-
matically as a graph G(V,E) where V is the set of resource nodes and E is the
set of relationships between the nodes such that,

{CSP,DC,PM, VM,K} ⊂ V (9)

Constrained by the notation:

|DC| ≥ |CSP | (10)
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|VM | ≥ |PM | (11)

|K| ≥ |VM | (12)

The relationships between the nodes of the graph (V, E) are defined as
follows:

– csp → dc represents the relationship between cloud service provider and data
center.

– dc → pm represents the relationship between data center and physical
machine.

– pm → vm represents the relationship between physical machine and virtual
machine.

– vm → k represents the relationship between virtual machine and job.

Such that,

csp → dc, dc → pm, pm → vm, vm → k ⊂ E (13)

The graph is illustrated by Fig. 2.

5.2 Document-Oriented Database

In a document-oriented model, data objects are stored as documents; each doc-
ument stores data which can be updated or deleted. Instead of columns with
names and data types, data is described in the document, and provide the value
for that description. The difference between a relational model and a document-
oriented model is as follows: in a relational model, data is added by modifying the
database schema to include the additional columns and their data types while in
document-based data, additional key-value pairs will be added into documents
to represent the new fields. The document-oriented model for cloud computing
environment is represented in Fig. 3.

6 Experiments

We conducted two different experiment in order to evaluate the both graph
and document-oriented models on a proxy node of our private lightweight cloud
testbed running on Openstack architecture. The proxy node is a Linux Machine
with an Inter(R) core(TM) i5-4590, 3.30 Ghz CPU, 8 GB RAM and serves as a
cloud brokerage system which initiate upload and download operations across
multiple storage nodes. The CSB can update the cloud resources status in
database either manually or through real-time process by building Application
Protocol Interface (API) connecting cloud infrastructures to a database. We
explore the suitability of two different databases in a cloud environment, the
database are: (i) graph database: Neo4j; and document-oriented database: Mon-
goDB respectively.
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Fig. 3. Document-oriented model for cloud computing environment

6.1 Implementation of Graph Database

Graph databases are databases that support graph model. One of the examples
of graph database is Neo4j and it can be accessed using cypher query language.
The graph database is implemented using Neo4j Community version 3.0.1.
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The database contains nodes with labels, properties and relationship between
them as follows:

– csp(‘CLOUDPROVIDER’, cspid, name, cost, costPerMem, costPerStorage,
costPerBw)

– dc(‘DATACENTER’, name, centerid, location, arch, os, time zone)
– pm(‘PHYSICALMACHINE’, name, pmid, mips, ram, bw, storage)
– vm(‘VIRTUALMACHINE’, name, vmid, mips, ram)
– job(‘JOB’, job id, name, length, filesize).

6.2 Cypher Query Language

Here, we discuss the Cypher syntax to create and retrieve nodes and relationships
in graph database.

– Cypher syntax to create Nodes and relationship.
• Create Datacenter, Cloud provider nodes and relationship between them.

CREATE (dc1:DATACENTER{ name =‘dc1’, centerid =1, location
=‘Capetown’, arch = “x86”, os =“Linux”, time-zone = 10.0 } ) -
[:OWNED-BY]-> (csp:CLOUDPROVIDER { name = ‘csp1’, cspid =
0, cost = 3.0, costPerMem = 0.05, costPerStorage = 0.001, costPerBw
= 0.0 })

• Create Datacenter, Physical Machine nodes and relationship between
them.

CREATE (pm:PHYSICALMACHINE{ name =‘pm1’, pmid = 0, mips =
1000, ram = 20148, bw = 1000, storage = 1000000 } ) -[:DEPLOYED-
IN]-> dc1:DATACENTER { name = ‘dc1’, centerid = 1, location =
‘Capetown’, arch = “x86”, os = “Linux”, time-zone = 10.0 })

• Create Virtual Machine, Physical Machine nodes and relationship
between them.

CREATE (vm:VIRTUALMACHINE{ name = ‘vm1’, vmid = 0, mips =
250, ram = 20148 } -[:HOSTED-BY]-> dc1:DATACENTER { name =
‘dc1’, centerid = 1, location = ‘Capetown’, arch = “x86”, os =“Linux”,
time-zone = 10.0 })

• Create Virtual Machine, Job nodes and relationship between them.

CREATE (job:JOB{ app id = 0, name = ‘job1’, length = 4000, filesize
= 24 -[:RUNS-ON]-> vm:VIRTUALMACHINE { name = ‘vm1’, vmid
= 0, mips = 250, ram = 20148 }).

– Cypher queries to retrieve information from graph database.
• Query 1: Find all Virtual Machines assigned to Jobs.

MATCH (a)-[:RUNS ON]->(b) RETURN a.name as JOB, b.name as
VIRTUALMACHINE;
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• Query 2: Find name of resources owned by Cloud Service Providers.

MATCH (b)-[:HOSTED BY]->
(c)-[:DEPLOYED IN]-> (d)-[:OWNED BY]->
(e:CLOUDPROVIDER) RETURN b.name as VIRTUALMACHINE,
c.name as PHYSICALMACHINE,
d.name as DATACENTER, e.name as CLOUDPROVIDER;

• Query 3: Find all resources used by job 1.

MATCH (a:JOB{name:‘job1’})-[:RUNS ON]->(b)-[:HOSTED BY]-
>(c) -[:DEPLOYED IN]->(d)-[:OWNED BY]->(e) RETURN a as
JOB, b as VIRTUALMACHINE, c as PHYSICALMACHINE, d as DAT-
ACENTER, e as CLOUDPROVIDER;

6.3 Document-Oriented Database

Document-oriented databases are one of the NoSQL databases. A document-
oriented database is designed for storing, retrieving, and managing document-
oriented, or semi structured data. The main concept of a document-oriented
database is the notion of a Document. MongoDB, CouchDB and Terrastore are
examples of the Document-oriented databases. In this work, document-oriented
database is implemented using MongoDB shell version: 2.4.9. Mongodb is very
famous NoSQL databases in the data industry [26]. All the formats are loaded in
JSON format. In MongoDB, data is grouped into sets that are called collections.
Each collection has a unique name in the database, and can contain an unlimited
number of documents. Collections are similar to tables in a relational database,
except that they do not have any defined schema.

MongoDB Query Language. The Queries to create and retrieve collec-
tions in MongoDB re discussed below.

– Commands to create Collections. In MongoDB, there is no need to create col-
lection. MongoDB creates collection automatically, when inserting document.

• Create JOB collection

db.JOB.insert( { job id : 0, name : ‘app1’, length : 4000, file-size : 24,
vm id : 0 } )

• Create Virtual Machine collection

db.VIRTUALMACHINE.insert( { vm id : 0, job id : 0, name : ‘vmm1’,
mips : 250, ram : 20148, pm id : 0 } )

• Create Physical Machine collection

db.PHYSICALMACHINE.insert( { pm id : 0, job id : 0, name : ‘pm1’,
mips : 1000, ram : 20148, storage : 10000, vm id : 0, center id : 0 } )
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• Create Data center collection

db.DATACENTER.insert( { center id : 0, pm id : 0, name : ‘dc1’, OS :
Linux, location : ‘Durban’, arch : ‘x86’, time zone : 10, csp id : 0 } )

• Create Cloud Provider collection

db.CLOUDPROVIDER.insert( csp id : 0, center id : 0, name : ‘csp1’,
cost per BW : 0, cost per storage : 1, cost : 3 } )

– Mongodb queries to retrieve information from relational database.
– Query 1: Find all Virtual Machines assigned to Jobs.

db.VIRTUALMACHINE.find( { JOB: { vm id: [0, 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23] } } )

– Query 2: Find name of resources owned by Cloud Service Providers.

db.CLOUDPROVIDER.aggregate([
{ $ match: { id: ObjectId(“5901a4c63541b7d5d3293766”) } },
{
$ lookup:
{
from: “DATACENTER”,
localField: “center id”,
foreignField: “center id”,
as: “DATACENTER”

},
{
$ lookup:
{
from: “PHYSICALMACHINE”,
localField: “pm id”,
foreignField: “pm id”,
as: “PHYSICALMACHINE”

},
{
$ lookup:
{
from: “VIRTUALMACHINE”,
localField: “vm id”,
foreignField: “vm id”,
as: “VIRTUALMACHINE”

}
])
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– Query 3: Find all resources used by job 1.

db.JOB.aggregate([
{ $ match: { name: “job1”) } },
{
$ lookup:
{
from: “VIRTUALMACHINE”,
localField: “vm id”,
foreignField: “vm id”,
as: “VIRTUALMACHINE”

},
{
$ lookup:
{
from: “PHYSICALMACHINE”,
localField: “pm id”,
foreignField: “pm id”,
as: “PHYSICALMACHINE”

},
{
$ lookup:
{
from: “DATACENTER”,
localField: “center id”,
foreignField: “center id”,
as: “DATACENTER”

},
{
$ lookup:
{
from: “CLOUDPROVIDER”,
localField: “csp id”,
foreignField: “csp id”,
as: “CLOUDPROVIDER”

}

Table 1. Cloud computing entities

Case 1 Case 2

Number of Cloud Service Providers (CSP) 2 5

Number of Data Center (DC) 4 10

Number of Physical Machine (PM) 12 30

Number of Virtual Machine (VM) 24 60

Number of job 48 120
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Table 2. Comparison of graph and document-oriented databases

Queries Databases Response times (ms)

Case 1 Case 2

1 Neo4j 7.1 9.6

Mongodb 4.5 7.2

2 Neo4j 8.6 11.8

Mongodb 5.6 9.8

3 Neo4j 6.3 8.4

Mongodb 4.7 6.1

7 Experimental Results

We consider two cases as shown in Table 1. where the number of cloud infras-
tructures are varied. We run each query 5 times on each database for the two
cases, execution time are recorded and the average of the execution times are
calculated for each query. All times are measured in milliseconds. The result for
the queries on the databases are presented in Table 2.

It can be observed from the values in Table 2 that the times taken to process
queries for mongoDB are less when compared to that of Neo4j. For instance, in
case 1 and query 2, mongoDB takes 5.6 ms while Neo4j takes 8.6 ms. Further
analysis of the results show that the time taken to process case 1 and query 2
on MongoDB is less by 28% than that of Neo4j. It can also be deduced from
the results that as the number of cloud computing elements increases, the query
processing times gets increased manifoldly. More specifically, the time taken to
process queries for case 2 is higher than that of case 1 due to the varied increased
parameter in case 2 as opposed to lower parameter values in case 1.

8 Conclusion and Future Work

Cloud service brokerage system is a third party system that acts as a middleman
between users and cloud service providers. However, for cloud service brokers to
remain relevant in the cloud computing era, there is need to adopt an effec-
tive database model that can withstand the unprecedented demand from cloud
users and providers. Hence in this research, we present a novel data model and
explore the suitability of these database models in a cloud computing environ-
ment. The models are: (i) graph; and (ii) document-oriented models. We imple-
ment the models on our private cloud network testbed using Neo4j and MongoDB
databases respectively. We also present query syntax to retrieve information from
the databases. Finally, we compare the efficiency of the these database models in
terms of query processing time, and varied the experimental parameters in order
to establish the suitability of the models in a cloud computing environment. The
experiment results show that document-oriented model has better performance
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in a cloud computing environment than graph modes, in terms of queries pro-
cessing time. Ultimately, MongoDB emerges as the most suitable database model
with respect to flexibility, elastic scalability, high performance, and availability
[37–39].

In future, an optimization module can be developed on top of mongoDB
database in cloud service brokerage system. The module will interface the system
with cloud service providers and updating the status of cloud resources in the
database.
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Abstract. At a time when the opportunistic access to white spaces is
a big opportunity for boosting innovation in broadband Internet ser-
vices, many countries of the developing world are still lagging behind. In
the Democratic Republic of Congo (DRC), for example, the TV White
Space concept has not yet been tabulated in the operational plan of
the national regulator, thus leaving a void in terms of white space dis-
covery and usage. While many studies are still conducted to discover
white spaces in several countries of the developing world, most devel-
oped countries such as the UK and USA have moved beyond the stage of
testing and experimentation to embark on real white space deployments.
This paper revisits the issue of spectrum sensing to identify white spaces
in the UHF analog broadcast spectrum band ranging from 470MHz to
862MHz in the DRC. The experimental results collected from the cities
of Lubumbashi and Kinshasa reveal significant white spaces in the fre-
quency band. They provide a proof-of-concept that the national regu-
lator could use as a starting point towards the migration to the digital
terrestrial television. The experimental framework can also be used by
different telecommunication operators and researchers as a guideline for
white spaces identification.

Keywords: TVWS · White spaces · Opportunistic access’s ·
Spectrum sensing

1 Introduction

Since 2006, many efforts have been made and resources invested in a project
that targets the design and implementation of a fiber optic backbone to provide
Internet for all in the Democratic Republic of Congo (DRC). The expectation
is that such an IT infrastructure will benefit rural communities, many public
and private institutions of education, the public administration, the health and
safety sectors, and many others. However, since 2009, the project has stalled by
many administrative, technical and economic issues. Furthermore, due to the
country’s geographic size, its demographic diversity and the lack of supporting
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infrastructure such as a stable electricity grid, capable of supporting the optical
Internet backbone expansion, such a project has a low probability of meeting its
goal. Wireless communication is a promising alternative to the battling optical
backbone infrastructure of the country and white spaces implementation is a
great opportunity for providing a new wireless access model, where the current
wireless infrastructure is complemented by additional spectrum.

1.1 TV White Spaces Deployment

TV white spaces (TVWSs) are unused channels in the licensed TV spectrum,
which either have been allocated but remained unused by the TV operator or
can be availed by the spectrum owner for being used by the spectrum borrower
on a temporary lease agreement. They fall within the category of unlicensed
spectrum. When shared between a primary user (a TV provider) and the sec-
ondary user (a Wireless service provider (WSP)), white spaces can become a
great opportunity for providing broadband connectivity, especially in the rural
and low income areas of the developing world. For different countries of the
world, they represent considerable wireless resources that can boost innovation
through secondary usage. While the ubiquitous WiFi can not cross walls due
to its high operating frequencies, TV white space (TVWS) networks offer the
advantages of (i) longer range of more than 10 km; (ii) reaching well beyond cer-
tain obstacles (walls, hills, etc.), and; (iii) operating in the unlicensed frequency
spectrum, thus enabling to build affordable internet for all networks.

Research in TVWSs identification has revealed significant amount of white
spaces in many places worldwide [6,9,13]. The number of white space channels
varies by region but the spectrum of exploration in terrestrial network trans-
mission (TNT) lies in the 470–790 MHz range [1,7]. The transition from analog
to digital television will enable new wireless architectures to be implemented
and services delivered over wireless platforms operating in the white space fre-
quency band. However, while many countries of the developing world are still
lagging behind in terms of white space implementation, more developed coun-
tries such as the UK and USA have moved beyond the planning and testing stage
to embark into real implementation of innovative projects using the TVWSs in
view of the advantages they present. Several white space researches and prac-
tical experiments have already been conducted in different continents including
Africa, Asia, Europe, South America and North America. In most cases, the
application targets the provision of additional wireless capacity in rural areas,
university campuses, government services support, education and health systems,
and public administration systems [6,7]. The USA with Federal Communications
Commission (FCC) and the UK with Ofcom [17] can serve as good examples of
the use of TVWS. In Africa, Kenya, South Africa, Malawi, Mozambique, and
Tanzania are examples of countries that have embarked into TVWS trials. For
these countries, the investigation of white space use is a first step towards ratio-
nal management of the spectrum [16].
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1.2 Contributions and Outline

According to the International Telecommunication Union (ITU) recommanda-
tions of 2006 [16], the period of transition from analog to digital transition
television was due to expire on 17 June 2015 for the UHF band ranging from
470–862 MHz to 470–690 MHz, and on June 17th, 2020 for the VHF band of
174–230 MHz for the countries of Region 1 and 3, of which the DRC is part.
However, at both the regulation and research levels, white space identification
is still a myth in the DRC.

The aim of the paper is to present a TVWS identification model using spec-
trum sensing as a first experimental study of white spaces in the DRC. Mea-
surement experiments targeting the dynamic acquisition of TVWS data in the
470–862 MHz broadcast spectrum were conducted in two cities of the DRC:
Lubumbashi, the economic capital, and Kinshasa, the political capital of the
country. The objective was to acquire an overall view of the existence of the
TVWSs in the country by building upon the experimental work conducted in
the two cities. Base on the results of the experiments, the channels, which were
found actually occupied from the measurements were mapped to the list of TV
stations actually registered with the regulatory authority to discover their activ-
ity. The results collected from the experiments revealed significant TVWSs in
the frequency band. The experimental setting presented in this paper is a proof-
of-concept that the national regulator could use as a starting point towards
white space quantification during its migration to the digital terrestrial television
(DTT). As a contribution to research and practice in the emerging white space
research field, the experimental framework proposed in this work can be adapted
to be used by different national telecommunication operators and researchers as
a guideline for white space identification and quantification. This work also con-
tributes to bridging the gap that exists in many African countries in terms of
experimental research leading to the discovery of TVWSs and also scientific
literature targeting TVWS identification in these countries.

This paper comprises five sections. The first section introduces the research
work while Sect. 2 presents a TVWS Identification Model. Section 3 shows the
TVWS identification methodology used. Section 4 describes the experimental
settings and results collected from two experiments carried out in the two cities.
Section 5 presents conclusions and directions for future work.

2 TVWSs Identification Model

TVWSs can be identified and used based on their temporal, spatial and dynamic
characteristics. As such, they provide access to dynamic spectrum (DSA) as
described in [17], hence the importance of knowing their spatio-temporal avail-
ability and geo-localization in addition to their electromagnetic characteristics.
The accurate identification of TVWSs in a given area depends on the way
and method applied for its identification. Spectrum detection and geo-location
database [8] are two of the methods, which are traditionally used to identify
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the TVWSs. A third method referred to as beacon transmission has also been
investigated by different researchers [17].

Spectrum detection is based on the detection of the signal energy (ampli-
tude) to determine the number of TVWS channels and occupied channels. This
method was used for this research because of its flexibility and the possibility
of using low cost off-the-shelf equipment that was available. The technique con-
sists of measuring the lowest signal strength of a TV station (the lowest power
received from the lowest TV signal also called Low Power Television (LPTV))
and comparing this signal strength to a threshold that is considered normal for
a White Spaces Device (WSD). The FCC sets the lower limit of the threshold to
−114 dBm [15], while the European Communications Commission (ECC) spec-
trum threshold ranges between −91 dBm and −155 dBm. There is a great debate
on the spectrum detection method with regards to the admissible threshold it
uses to detect the presence of white spaces. It should be understood that such a
level of sensitivity, according to FCC, corresponds to a noise whose power cor-
responds to almost −100 dBm and to a signal-to-noice ratio (SNR) of −15 dB.
The identification of the TVWSs will be found based on the measured direct
values on one hand, and on the other hand, on the basis of a statistical analysis
made. The mathematical identification scheme can be represented as follows:

Consider a frequency band, where it is possible to measure the probability
of the existence of TVWSs at a given time, on a given channel and for a given
place. Let us denote a TVWS by ws:

ws =

{
1, one of the spectrum channels is occupied and busy
0, one of the spectrum channels is white space.

(1)

The TVWS is determined by the average value of the signal strength of the
channel in question with respect to a fixed threshold. This leads to the following
series of equations.

ws =

{
1 ⇐⇒ ∀ 1

n

∑n
k=1 pk − pth ≤ 0

0 ⇐⇒ ∀ 1
n

∑n
k=1 pk − pth > 0

(2)

where:

– n: the number of measurements performed per channel for a given period of
time;

– pk: discrete powers taken and recorded during the measurement;
– pth: threshold set.

The number of white space channels are given by

nws =
j∑

i=1

nws(i) (3)

For the DTT, the channel bandwidth is 8 MHz. Therefore, the number of
channels located between channels i and j are given by

nc =
fi − fj

Δf
(4)
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where, fi is the starting frequency of channel i, fj is the starting frequency of
channel j and Δf = 8 MHz.

3 TVWS Identification Methodology

This section describes both the system and software architectures behind the
TVWS identification methodology proposed in this paper. These architectures
are expressed in terms of a TVWS identification system that describes the main
hardware components used by the system and a TVWS identification process
showing the different software components used.

3.1 TVWS Identification System

The device configuration for the TVWS identification used in this experiment
is shown in shown in Fig. 1. It shows how the different elements were integrated
into a white space identification system called RTfTrack. RfTrack is composed
of the following key elements [14]:

– RF-Explorer, a low cost spectrum analyzer.
– An Android device (tablet or smart phone) equipped with GPS and running

RfTracker [14], an application for logging management.
– Analysis server, accessible via the Web: receives data from measurement cam-

paigns and generates spectrum measurements reports.

During the TVWSs tracking campaign, the RF-Explorer makes measure-
ments and records TVWSs data continuously using the RFtracker [14]. Con-
nected to mobile cellular Internet and equipped with an integrated Global Posi-
tioning System (GPS), the smart phone registers the GPS coordinates of the

Fig. 1. White spaces tracking infrastructure
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location of interest as well as the amplitude of the measured signal automati-
cally. After acquisition, the data is stored either locally or uploaded by mail on
the International Centre for Theoretical Physics (ICTP) (Trieste, Italy) platform
located at the url http://wireless.ictp.it/tvws/ from where it can be accessed
using various tools that the platform offers. During a measurement campaign,
the battery life of the phone is an important parameter that determines the
volume of data recorded.

In our experiments, the RFTracker was installed on a Galaxy A3 smart phone
connected to the RF-Explorer. During the measurements, On the smart phone,
an Orange 3G mobile Internet connection was used for the whole duration of
the measurement campaign.

For each measurement campaign, we proceeded in the same manner by: (i)
connecting the devices as shown in the diagram 1, (ii) having the mobile Internet
connection on our smart phone set up, and (iii) then performing a dynamic
acquisition of data while moving aboard a vehicle on the streets and avenues
in most densely populated and urbanized areas of the two cities. According to
satellite reports collected from the platform at the url http://wireless.ictp.it/
platform, we have travelled 53 km in Lubumbashi and 56.6 km in Kinshasa.

3.2 TVWS Identification Process

TVWS Identification methodology is summarized in Fig. 2, which shows the
whole process from measurement to analysis of the results. The process include
three main steps:

1. Parameters setting. This is done by setting the parameters to be used
during a TVWS identification campain. These include parameters of the
RFtracker software and RFexplorer spectrum sensing device and as well as
activation parameters for the mobile phone to be used.

2. Data acquisition and uploading. This is done by using the RFexplorer to
collect the energy in different channels along the route planned using Google
Map.

3. White space identification. This step include the analysis of the data
collected using a given threshold for differentiation between free and occupied
channels and the analytical model expressed by the equations in Sect. 2.

4 Experimental Evaluation

Our experiments consisted of two main activities: (i) identification of white
spaces channels in the UHF analog TV broadcasting band in Lubumbashi and
Kinshasa in the DRC and (ii) association of the identified TVWS channels to
the spectrum owners in order to find out how the spectrum is being used in the
two cities.

http://wireless.ictp.it/tvws/
http://wireless.ictp.it/
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Fig. 2. The white spaces identification process.

4.1 City Wide TVWS Identification

Lubumbashi and Kinshasa are among the most developed and urbanized cities
of the DRC but with prospect of migrating to DTT is still unknown. Kinshasa
has about fifty TV stations whereas Lubumbashi has about twenty. The two
cities are about 2000 km apart.

A statistical analysis was applied to the collected data based on the Eqs. 1, 2
and 3 to calculate the approximate number of TVWSs in the UHF TV band for
each of the two cities. Taking into account the lower limit set by the FCC, the
threshold values were chosen in the range −114 dBm to −85 dBm. The data was
accessed from the ICTP Web site using SQLite Database. The database was con-
sulted to extract the data to a Microsoft Excel spreadsheet using the SqlStudio
tool. For the purposes of this paper, two tables from the whole SQLite Database
were selected: a frequency measurement and the measurement of amplitude.

Eleven threshold values were used in the analysis from the range −114 to
−85 dBm. Table 1 shows the total number of occupied channels and the corre-
sponding number of total TVWSs detected by each of the thresholds used. The
plots in Fig. 3 tell us more about the availability of whites spaces in the two
cities at the moment. The spectral measurement results between the two cities
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Table 1. Occupied and TVWSs channels detected by 11 threshold values

Threshold (dBm) Kinshasa Lubumbashi Total

Occupied TVWSs Occupied TVWSs

−85 2 47 3 46 49

−90 3 46 5 44 49

−95 8 41 8 45 49

−100 19 30 24 25 49

−105 40 9 43 6 49

−106 47 2 49 0 49

−107 49 0 49 0 49

−108 49 0 49 0 49

−109 49 0 49 0 49

−110 49 0 49 0 49

−114 49 0 49 0 49
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Fig. 3. Trend graphs of TVWS channels
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reveal a certain similarity based on the results depicted in Table 1 and Fig. 3. At
thresholds below −100 dBm, detection becomes rare and almost impossible.

4.2 White Spaces/Channel Owners Association

In order to discover how the television broadcasters of the two cities use their
allocated channels and associate the TVWSs found with a detection threshold
of −100 dBm to the TV broadcast owners as allocated by the regulator, the
spectral measurements results were compared with the TV channel allocation to
the TV broadcasters by the DRC telecommunications regulator. The results of
the comparison between the TVWSs discovered and the TV channel allocation
to the broadcasters are reported in Table 2. They reveal that: (i) many of the
allocated channels are unused by their owners, (ii) Lubumbashi has a small
number of TV providers owning to several consecutive channel allocation to
same broadcaster and Kinshasa has many TV broadcasters.

Table 2. Channels/Broadcasters Association: Lubumbashi- and Kinshasa

Channel Lubumbashi Kinshasa Channel Lubumbashi Kinshasa

Owner Status Owner Status Owner Status Owner Status

1 La V. Berger Free Ant. A Free 26 La V. Kat. Occ CEBS Free

2 - Free CMB Occ 27 Mapendo Free Fond. P. E. Free

3 - Occ. Retalki Occ. 28 - Free CCTV Free

4 - Free TV5 Occ. 29 TV5 Occ. B-One Free

5 - Free RTMV Free 30 heritage Occ. Hope TV Occ.

6 - Free tropicana Free 31 - Occ. Africa TV Occ.

7 RTIV. Free Mirador TV Free 32 - Occ. Global TV Free

8 Malaika Free Raga TV Free 33 - Occ. Digital Occ.

9 - Free C. Num. TV Free 34 - Occ. Ant. V Free

10 - Free Amen TV Free 35 - Occ. RTDV Occ.

11 Kyondo Free Canal5 Free 36 - Free RTACK Occ.

12 - Occ. KTM Free 37 - Free RTVA Free

13 - Free Horiz.33 Free 38 - Occ. RTC Free

14 Nyota Free Euro News Occ. 39 Tele50 Occ. DRTV Occ.

15 Wantanshi Occ. Nzondo Occ. 40 - Free Alpha-Om. Occ.

16 Jua Occ. CMC Occ. 41 - Free Numerica Free

17 Tam Tam Occ. RTNC2 Occ. 42 - Free 2 AS TV Occ.

18 - Occ. RTK Free 43 Molière Occ. RTVS1 Free

19 - Free CVV Free 44 - Occ. RLTV Free

20 - Free DRTV Free 45 - Free - Occ.

21 Canal de V. Occ. Congo Web Free 46 - Occ. - Free

22 Digital Occ. Canal Futur Free 48 - Occ. Brazzaville Occ.

23 - Free SSM TV Free 48 - Occ. Brazzaville Occ.

24 - Free RTAE Free 49 - Occ. RTC Elikya Occ.

25 - Occ. RTGA Free
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From the experimental results presented Table 1 and the association results
in Table 2, it looks like a threshold of −100 dBm is a good fit for the white space
identification as it gives results close to reality. Note that the number of TVWSs
identified through spectrum sensing and the numbers of channels identified as
unused through the TV channel owner association as allocated by the DRC
telecommunication regulator are similar as revealed by Table 3. It is important
to point out that in both cities, there are channels that are theoretically occupied
but are no longer functional or active, as the television broadcasting service in
those channels was closed by government.

Table 3. Correlation between spectrum sensing and channel association

City Spectrum sensing Channel association

Lubumbashi 25 33

Kinshasa 30 2

Following the current regulator plan, Kinshasa has a total of 392 MHz spread
along about 49 analog TV registered channels in the UHF band without count-
ing those reaching the city from the neighbouring country of Congo/Brazaville.
Lubumbashi has 176 MHz, totalling 22 channels registered in the UHF band,
making half of the quantify found in Kinshasa.

5 Conclusion and Future Work

This paper has addressed the issue of TVWS with the objective of finding if there
are TVWSs in the DRC. To address this issue, spectrum sensing measurements
were carried out using three parameters: location, frequency, and time. The
experiments were conducted with the aim of not only assessing the availability
but also discovering the quantity of TVWSs at various locations and at different
times of the day. Overall, our experimental goal was to demonstrate the possibil-
ities of reusing licensed frequency channels by detecting unused licensed channels
in the UHF analog TV frequency band from 470 MHz to 862 MHz in DRC. The
experimental results revealed the existence of TVWSs in both DRC cities, even
though the TV broadcasting technology in DRC is still analog. Licensed spec-
trum encourages investment and guarantees interference avoidance among the
users. However, freeing unused spectrum is open to innovation. Studies in [10]
have shown that 95% of the licensed spectrum, only 20% is used in general.
Innovations are therefore possible in white spaces and we believe that the DRC
should invest in these frequencies to boost innovations.

The availability of white space in the DRC is a great opportunity for comple-
menting the capacity of the existing mobile networks with wireless mesh networks
used to expand broadband availability. For a country like the DRC, routing and
route identification models such as proposed in [2,4] can be redesigned to imple-
ment time-of-the-day traffic engineering depending on the temporal variations
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of white spaces. It is also expected that the findings presented in this paper
will lead to broadband access boost and create an opportunity for the design
of novel data dissemination techniques in rural applications such as proposed
in [11,12] and urban applications such as presented in [3,10] to provide addi-
tional spectrum for specific applications. The identification and quantification
of white spaces could also be piggy-backed on the techniques and architectures
proposed in [5] by mounting the RF devices on UAV/Drones. The design of such
novel white space identification and quantification techniques is an avenue for
future work.
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Abstract. Wireless multimedia sensor network (WMSN) can collect not only
scalar sensor data, but also multi-dimensional sensor data. It is regarded as the
foundation of IoT (Internet of Things). A lot of Quality of Service (QoS) indi-
cators (e.g. energy-efficiency, real-time, reliability and so on) are used to eval-
uate data collection. This paper presents different QoS strategies for WMSNs in
the Context of IoT from the network layer, transport layer and cross-layer. As
for QoS Strategies at the network layer, many routing protocols are introduced,
and their characteristics are compared. This paper also discusses congestion
control protocols, error recovery protocols and priority-based protocols at
transport layer. Cross-layer QoS strategies play an important role for system
optimization. Three cross-layer strategies are discussed. For each layer’s
strategies, the challenges and opportunities are compared. Finally, the potential
future directions of QoS strategies are discussed for research and application.

Keywords: Wireless multimedia sensor networks � Internet of Things �
Internet of Multimedia Things � Media access control � Quality of service �
Cross-layer � Time division multiple access � Code division multiple access

1 Introduction

As the monitoring environment of Wireless Sensor Networks (WSNs) becomes more
complex, scalar data such as temperature, location, pressure, cannot cope with the
demand for accurate environmental monitoring which necessitates support for multi-
media, so as to improve information gathering and environmental monitoring. Hard-
ware items such as cameras, microphones, S.D cards, memory cards, smart phones,
have significantly reduced in cost due to the recent development in technology making
them drastically increase in application; wireless communication capabilities have also
increased due to the improvement in bandwidth capabilities [1]. Subsequently, WSNs
are evolving into WMSNs which have capacity to transmit instantaneously, store,
compare and combine data that originates out of heterogenous origins.
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WMSNs are networks for wireless embedded devices which can enable users to
retrieve multimedia info out of their surroundings [2]. A WMSN may interact with its
physical environment through observation using multiple media and performance of
internet content editing [2]. WMSNs have drawn attention from many researchers and
scholars because of the high number of low-cost smart phones, cheap imaging sensors,
digital cameras, microphones, among other gadgets, which can be used to capture
multimedia content from the fields with ease coupled with the enormous available
devices for storage including Hard discs, memory cards, S.D cards, DVDs, CD-ROMs
among others. The WMSNs have a number of applications including but not limited to
usage in surveillance and environmental monitoring systems, traffic monitoring and
target tracking, intrusion detection systems, telemedicine for advanced health care.

Advantages of WMSNs include [3]: (i) Enlargement of the scenery making it better
if many cameras are used, (ii) Enhancement of the view through provision of an
enormous Field of View in watching an event (iii) Provision of many points of view of
a similar incident. The FOV for a fixed camera limits coverage. But despite the above
advantages, there is a problem of too much network traffic that subsequently consumes
more energy of the network.

1.1 Architecture of WMSN

The WMSN architecture is divided into three categories depending on application
characteristics:

(a) single-tier flat architecture – comprising homogeneous multimedia nodes that can
carry out any function to the sink using multihop route;

(b) single-tier clustered architecture – nodes are heterogeneous passing sensed
information to the cluster head for processing; and

(c) a multi-tier architecture – also heterogeneous and does object sensing, target
capturing and target tracking.

Figure 1 is a typical example of a WMSN architecture.
WMSNs have been widely deployed to provide infrastructural support and sensor

accessibility making them handy for IoMT transmission [4]. Most of the applications in
IoMT e.g., wearable devices make use of the WMSN technology.

1.2 The Internet of Things (IoT)

IoT envisages a scenario where all smart objects are linked to one network – the
Internet. The IoT has today gained more popularity and recognition than ever before.
Most of the recent applications that are rapidly evolving are in the IoMT category with
at least four distinct features namely [5]: (i) video-oriented apps with incoming streams
(ii) video-oriented apps with outbound streams; (iii) speedy mobile sensors, e.g.,
sensors on automobiles, aero planes, etc.; and, (iv) many distributed endpoints having
the above three features, e.g., stationary traffic monitoring/security cameras in a city,
high-density ring-of-steel surveillance applications [5]. IoMT has however not yet got a
lot of momentum in the research fraternity leaving a lot yet to be done.
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Many applications based on IoTs and IoMTs are recently emerging and have
attracted a lot of attention [5]. They include among others, Smart Cities, Smart vehi-
cles, homes, factories, (Fig. 2), GPS tracker devices, [5, 6] attracting a number of
innovations in the Americas, Asia, Europe and elsewhere.

Figure 2 is a typical architecture of the IoT that can be enabled by RFID, optical
tags and QR codes, Bluetooth low energy, Wi-Fi direct, LTE-Advanced, etc. A number
of researchers on IoT focus on better efficiency on how to handle enormous real-time
info but hardly address the issues with multimedia communication [7, 8]. The desire to
make smart devices able to observe, sense and understand the world through multi-
media data efficiently, moves the research direction from traditional IoT to multimedia-
based IoT [9, 10] hence emerging of the field of Internet of Multimedia Things (IoMT).

IoMT is “the IoT-based paradigm that enables objects to connect and exchange
structured and unstructured data with one another to enable multimedia-based ser-
vices and applications” [3]. To attain a favorable QoS during transmission of multi-
media data, the devices need high processing power and memory as well as a high
amount of bandwidth compared to scalar data transmission in a typical IoT environ-
ment. A number of commercial and military applications come up due to introduction
of multimedia objects in transmission of data such as remote patient monitoring in tele-
health and telemedicine, traffic management systems enhanced by smart video cameras,

Fig. 1. Architecture of a WMSN
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among others [4]. This thus calls for an upgrade in functionality of IoT systems to
IoMT. IoT compares with IoMT in some ways including [7]:

i. IoT has standardized communication protocols whereas IoMT’s protocols are
non-standardized.

ii. In terms of QoS, IoT requires low bandwidth whereas IoMT requires higher
bandwidth.

iii. IoMT transmits heterogenous multimedia data whereas IoT data transmitted has
limited heterogeneity.

iv. IoT sensor nodes consume less energy than IoMT sensor nodes.
v. IoT devices are deployed in application-dependent RFID tags but IoMT are in

video and audio sensors.
vi. In terms of service composition, IoMT has no available specialized middleware

whereas IoT has specialized Service Oriented Architecture-based and event-based
middleware.

We discuss a number of strategies for QoS in WSNs and WMSNs in IoT context.
Quality of service (QoS) may refer to the capacity of a network to achieve maximum
bandwidth for the end-users and manage the performance metrics of a network such as
delay, bit rate, jitter, throughput, uptime, etc. To ensure a high QoS in IoMT appli-
cations, high level multimedia supported routing is becoming significant among
researchers in the field of WMSNs on routing protocols, algorithms and techniques
basing on network architectures and other application requirements to ensure best-effort
services and energy efficiency. For high QoS and a reliable route, transmission of
multimedia traffic in WMSNs will depend on the routing protocol employed [1]. The
resource efficiency includes both effective bandwidth utilization, and lowest energy
consumption possible hence requiring many special considerations when developing
routing protocols.

Fig. 2. Example of multimedia service architecture in the context of IoT.
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This paper mainly discusses QoS strategies for WMSNs in the Context of IoT from
network, transport and cross-layer in each of which we discuss different types of
routing protocols for both WSNs and WMSNs and thereafter the challenges and
opportunities involved therein. As for QoS Strategies at the network layer, we discuss
many protocols and their characteristics compared. We also discuss congestion control
protocols, error recovery protocols and priority-based protocols at the transport layer.

The rest of the paper flows as given: In Sect. 2, we discuss the QoS Strategies at the
Network Layer. In Sect. 3, we discuss the QoS Strategies at Transport Layer. In
Sect. 4, we review Cross-Layer QoS Strategies, in Sect. 5, we give some future
research directions and in Sect. 6, we conclude the paper.

2 QoS Strategies at the Network Layer

2.1 Network Layer Protocols for WSNs

Data Centric Routing Protocols
Since nodes do not have global identification numbers, they employ DCRPs to control
data redundancy. Unlike traditional address-centric protocols, in data centric routing, a
sink requests for data from the nearest node which subsequently sends the requested
data if available. So, data is from the source node to sink [11].

SPIN (Sensor Protocol for Information via Negotiation)
This protocol is appropriate for small and medium size WSNs making it more effective
with increased energy in a particular environment. SPIN performs better than other
protocols for energy and bandwidth consumption [12]. It exchanges its metadata
among sensors using an advanced advertisement mechanism in which nodes advertise
to neighbors newly available data and those that need it send a request for the same.
The messages used include: ADV message which allows sensor nodes publicize certain
data; REQ message: for requesting particular data; DATA message: for carrying real
data [13]. SPIN is advantageous over others in that a node needs to only know the next-
hop neighbors, and no useless info passing making it highly efficient [11].

SPIN-1
This “is a data centric, flat routing, source initiated and data aggregation protocol”
according to [14] that uses the three-way handshake to establish a connection with the
following assumptions [11]:

i. Nodes have the same initial energy with symmetrical link;
ii. Other nodes do not interfere when two nodes are communicating,
iii. No power constraints and nodes remain stationary;
iv. Signals use the same amount of energy,
v. Nodes are strategically located on path to sink to receive packets transmitted.

SPIN and SPIN-1 differ in the sense that in SPIN, if a node already had data, it makes
no further response.
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M-SPIN (Modified - SPIN)
This protocol transmits information only to the sink node other than the entire network.
Fewer packets are transmitted thus saving a lot of energy. Energy is consumed during
data sensing, processing, transmission and reception of the packets from neighboring
nodes, hence these should be controlled to save energy [11]. This protocol is a good
choice therefore in emergency response apps like security and telemedicine responses.

Flooding and Gossiping
These mechanisms don’t use routing algorithms and topology maintenance during data
transmission as discussed:

Flooding: Before they reach the destination, the sensor node continues to send
packets to all its neighbors. It can easily be implemented though it’s affected by
implosion due to replica messages. In addition to that, there also exists the overlap
problem whereby multiple nodes sense an event as a result of overlapping of
different coverage regions leading to energy wastage and reduced network lifetime
due to the many redundant transmissions [12].
Gossiping: A random neighbor receives a packet from a node that selects other
neighbors to whom it sends the data. It avoids implosion though this delays data
transmission among nodes [15].

Directed Diffusion
Data is transmitted using a data-naming scheme. Any node will seek the information it
needs from its neighbors by using broadcast messages to all. Attribute pairs are used by
on-demand basis to query the sensor using queries that are created by use of attribute
value pairs like object name, interval, duration, geographical area etc. Matching data to
queries requires extra overhead hence the protocol is not good for rapid response
applications [12]. Other Data-centric routing protocols include Energy-aware routing,
Rumor routing, constrained anisotropic diffusion routing, etc.

Hierarchical Routing Protocols

Hierarchical Routing
This is built on hierarchical addressing whereby routers are hierarchically arranged
e.g., in a corporate intranet. In this architecture, high-energy nodes may process and
forward information whereas those with lower energy can sense near target. Hierar-
chical routing can efficiently reduce the energy consumed in a cluster and reduce the
messages transmitted to Base Station through data aggregation [16]. We discuss some
hierarchical routing protocols.

Low Energy Adaptive Clustering Hierarchy Protocol (LEACH)
To communicate between nodes, it uses adaptive clustering and for timeline operation,
it uses TDMA scheme to reduce collisions. Some nodes are randomly selected to act as
Cluster Heads (CH), which role is rotational so as to manage the energy load in
participating sensor nodes. This is done in order to makes use of local CHs as routers to
the sink and to form clusters depending on the received signal strength. LEACH
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operates in 2 phases [16]; setup phase and steady state phase. Clusters in the setup
phase, are arranged to randomly select the CHs according to Eq. 1 below:

T nð Þ ¼
p

1�p rmod1pð Þ ; if n 2 G

0 otherwise

(
ð1Þ

where T(n) = threshold value, P = probability that a given node is selected as CH,
r = current round number, n = given node, and G = set of nodes that haven’t acted as
CHs in previous 1/P rounds.

A node randomly picks a digit from 0 to 1, which in case it’s below T(n), it
becomes CH, i.e., the node with the highest energy becomes CH, invites nodes in its
cluster to join and then assigns TDMA scheme to those that send acknowledgements
[16, 17]. Common nodes receive information from all nodes and wait for a message
from the CH to which it sends a joining request. After joining the cluster, all nodes wait
for TDMA slots from the CH. The process becomes steady for one round. Some
characteristics and drawbacks of LEACH include [16, 18]:

Characteristics:

i. It randomly rotates the cluster heads for stable consumption of energy,
ii. Sensors are designed with synchronized clocks for determining the new cycle

beginning,
iii. Sensors need not know the info about location.

Drawbacks:

i. It’s not applicable in big networks because it makes use of single-hop routing.
ii. Dynamic clustering leads to additional overhead, reducing gain in energy.
iii. Since CHs are elected randomly, they may all be concentrated in the same area.

Power-Efficient Gathering in Sensor Information Systems (PEGASIS)
This protocol is an improved version of LEACH. Nodes are assembled in form of a
chain as opposed to a cluster in LEACH. The farthest node sends its data via its
neighbor forming a chain in which the last node is the leading node that transmits the
information to the BS (Fig. 3) which saves energy since each station only communi-
cates with its neighboring station and thus improves the lifetime of the network. In this
protocol, nodes use signal strength in measuring the distance to the neighboring nodes
to locate the nearest one, alters signal strength such that 1 node only is heard [16]. The
protocol uses two ways to conserve energy [16]:

i. The head node at most receives two data messages.
ii. The data is transmitted to the next-hop neighbor in a very short distance meaning

that energy is conserved in this protocol and the head node has few data messages.
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Significant features of PEGASIS:

i. It employs only one node for transmission to the BS thereby avoiding cluster
formation.

ii. Using collaboration, it enhances the lifetime for the participating nodes.
iii. It minimizes energy for data transmission by uniformly distributing the power

draining across the nodes.

Hierarchical-PEGASIS
This was developed to reduce the delay in packets during transmission to BS.

Other protocols here include Hybrid, Energy-Efficient Distributed Clustering
(HEED) [16], Energy-aware routing protocol for cluster-based sensor networks
(EARP) [16], Threshold-Sensitive Energy Efficient Sensor Network Protocol (TEEN):
[19], Adaptive Threshold Sensitive Energy Efficient Sensor Network Protocol
(APTEEN) [19].

Location-Based Routing Protocols
Here we refer to sensor nodes basing on location and use signal strength for incoming
signal to estimate distance between adjacent nodes.

Geographic Adaptive Fidelity (GAF)
This is an energy-aware routing protocol adopted for Wireless Networks having been
originally developed for MANETs. GAF saves energy by turning off redundant nodes
in the network while at the same time preserving routing fidelity. A virtual grid is
formed and the network is subdivided into fixed zones with each having one node
awake for purposes of monitoring the network and reporting to the BS while others are
in sleep mode to save energy [19]. Nodes are connected to the virtual-grid points
through GPS-indicated location information. GAF comprises three states namely;
(i) active state, (ii) sleeping state and (iii) discovery state. In sleeping state, energy is
saved by the sensor turning off its radio; then in discovery state, each sensor determines
its neighbors in its grid; and in active state, the sensor reflects participation in routing
[19]. The time spent in each state depends on needs and sensor mobility. Much as this
protocol is location-based, it may also be categorized hierarchical [20].

Fig. 3. Chaining in PEGASIS protocol.
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Geographic and Energy Aware Routing (GEAR) Protocol [19]
This protocol employs an energy-based geographical neighbor selection to direct the
packets to the destination. It only sends interests to a certain region of the whole
network so as to limit the interests in directed diffusion implying more efficient uti-
lization of power. For nodes to reach the destination, they go thru the neighbors and
have got to keep both estimated and learning costs of doing so. The estimated cost is
comprised of residual energy as well as the distance from source to destination whereas
the learned cost is simply an increment of the estimated cost making up for any
possible network routing holes. There are 2 phases:

i. Forwarding packets to target region: Here station receives data packet and looks for
next hop creating a hole in case they are all further than the station itself.

ii. Forwarding packets within region: A data packet already in the region may be
diffused there by recursive geographic forwarding or restricted flooding [19].

The Greedy Other Adaptive Face Routing (GOAFR) Protocol
This protocol is a combination of greedy and face routing. It selects the nearest
neighbor to the next routing node but may get stuck at some local minimum in case
there isn’t a neighbor nearer to the node compared to the current one [21]. Average-
case performance can be enhanced. GOAFR performs better than GPSR and AFR
algorithms [19].

Other location-based routing protocols include: Coordination of Power Saving with
Routing, Trajectory-Based Forwarding (TBF), Bounded Voronoi Greedy Forwarding
(BVGF), Geographic Random Forwarding (GeRaF), Minimum Energy Communica-
tion Network (MECN), Small Minimum-Energy Communication Network (SMECN)
[20]. Table 1 summarizes some protocols with their advantages and disadvantages.

Table 1. Some advantages & disadvantages of location based routing protocols.

S. No Protocol Advantage(s) Disadvantage(s)

1 Geographic
Adaptive Fidelity
(GAF)

Optimizes WSN performance
Good scalability
Maximizes network lifetime
Conserves energy

Limited mobility
Limited power management
Ignores data transmission QoS

2 Geographic and
Energy Aware
Routing (GEAR)

Reduces energy consumption
Increases the network lifetime

Not so scalable and mobile
Power management issues
High overhead and no QoS

3 Coordination of
Power Saving
with Routing

Less overhead
Supports data aggregation
Low node energy consumption

No QoS
Limited scalability

4 Trajectory Based
Forwarding
(TBF)

Increases reliability and security
Increases network management

High overhead
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Negotiation-Based Routing Protocols
They remove idle data transmission by negotiation using data descriptors and com-
munication decisions can be made based on accessible resources [19]. The SPIN family
of routing protocols are one major example of such protocols since they are made to
disseminate data from sensor to sensor being potential Base Stations. Other
negotiation-based, SPIN protocols are discussed:

SPIN-PP
Uses a 3-way handshake (ADV–REQ–DATA) and is designed point-to-point trans-
mission media networks where two stations can directly communicate without inter-
fering with other stations. A node advertises new data to be transmitted through an
ADV message sent to the neighbors (ADV stage). If the contacted node has not
received the data, it sends REQ message to sender requesting for missing data (REQ
stage). The protocol ends with the initiator responding by sending the missing data
(DATA stage) [13].

SPIN-EC
This too uses a three-stage handshake but only when the energy is enough to complete
the process, otherwise it doesn’t take part in protocol [13]. It thus adds an energy-
conservation heuristic to SPIN-PP.

SPIN-BC
It also uses a three-way handshake. Designed for broadcast media, network nodes share
one single channel for communication, so all nodes will receive any packet broadcast
over the channel and will first listen to ensure the channel is free before transmitting
[13].

SPIN-RL [13]
This a more reliable version of SPIN-BC designed for efficient data dissemination
through a broadcast network, though it may suffer data losses. It includes some
adjustments to SPIN-BC to achieve reliability.

Multipath-Based Routing Protocols
Developed to protect against route failure by providing alternative paths in case the
primary route fails. During route rediscovery, fault tolerance and reduction of routing
frequency can be done via alternate path routing [22].

Sensor-Disjoint Multipath Routing
A simple technique in which a few alternate paths are constructed from node to sink to
be used if primary path fails whereby, the sink and sensor nodes determine the best
neighboring node where there is less delay and this goes on until the primary path is
established after which the process is repeated by the sink which sends out the rein-
forcement path to the next preferable sensor node [23]. The technique provides fault
tolerance by identifying alternate disjoint paths. However, the alternate paths are less
efficient in terms of energy since they are longer.
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REAR: Reliable Energy Aware Routing Protocol
When establishing routes, this multi-path routing protocol considers sensor nodes’
residual energy capacity and also supports the DATA-ACK oriented packet trans-
mission thus enabling sensor nodes to confirm if data transmission to other sensor
nodes was successful [24].

Braided Multipath Routing
Alternate routes to the primary path are constructed but may not be disjoint. It begins
with computation of the primary path and on all its nodes the most optimal path from
sensor to sink is computed. Alternative paths are on or close to this path saving more
energy compared to other mutually disjoint paths. But the method lowers the fault-
tolerance since there may be a single point of failure for nodes that are shared by many
paths [23].

Multi-constrained QoS Multipath Routing (MCMP)
Delivers packets to sink nodes by using intertwined routes. This is done in terms of
reliability and delay [22]. MCMP aims at utilizing the multiple paths to enhance
network performance at low energy cost. But information is routed over the shortest
path to satisfy QoS, leading to more energy consumption at times [25].

N-to-1 Multipath Discovery
It uses flooding to discover many node-disjoint routes from the sensor to sink [26]. It
has a mechanism that comprises two phases, i.e., branch aware flooding and multipath
extension of flooding in both of which it broadcasts the same messages flooded in the
network with this message format {mtype, mid, nid, bid, cst, path}, whereby
mtype = message type, mid = sequence number of the current routing update,
nid = Sender ID, bid = branch ID, path = sequence of node visited by this message,
and cst = cost of the path. When a node gets this message, it appends its ID to the path,
updating its cost and then broadcasts to its neighbors an update of the message. The
protocol generates multiple node-disjoint paths for all sensors [23] but disregards node-
energy level.

Other protocols include: Reliable Information Forwarding using Multiple Paths in
Sensor Networks, HDMRP; An Efficient Fault-Tolerant Multipath Routing, Multipath
Multispeed Protocol (MMSPEED), Energy-Efficient and QoS-based Multipath Routing
Protocol (EQSR), Delay-Constrained High-Throughput Protocol for Multipath Trans-
mission (DCHT).

Mobility-Based Routing Protocols

Data Mules (Mobile Ubiquitous LAN Extensions)
MULES has a 3-layer architecture [27] with the bottom layer having stationary WSN
nodes for sensing the environment, middle layer having mobile units (MULEs) moving
around the sensor field to collect information from the nodes to nearby access points;
the upper layer has got units connected to the Internet and connects to the central data
warehouse via the network access points which subsequently synchronizes the col-
lected data, identifies redundant data and acknowledges data sent by MULEs for
transmission reliability [28]. It achieves affordable connectivity in small WSNs, saves
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power due to short-range data transfer and requires less infrastructure. But it has a high
latency, and limited mobility due to change in terrain which might cause unexpected
failures [27].

Scalable Energy-Efficient Asynchronous Dissemination (SEAD)
This is a location aware protocol suitable for saving energy and minimizing delay. It
mainly has three steps, namely: (i) dissemination tree construction (ii) data dissemi-
nation (iii) link maintenance to mobile sink nodes. The working assumption here is that
sensor nodes know their physical positions [27]. It operates at a low cost yet distributes
most of its data successfully though there is a problem of delay in delivering packets to
the sink [28].

Tree-Based Efficient Data Dissemination Protocol
It creates a tree with a root node in the network that has a relay node for data transfer
between 2 nearby nodes and a unidirectional non-relay node both of which can work as
gateways. This gateway changes when the sink is out of range [27]. The protocol gives
very high throughput and low overhead for control packets. Nevertheless, tree con-
struction and node organization require a lot of memory.

Mobility Based Clustering Protocol (MBC)
MBC threshold is changed to include residual energy and mobility factor (Eq. 2) and a
new threshold is as given

TðnÞnew ¼ p

1� p r mod 1
p

� � � Encurrent
Emax

� �
mmax � mncurrent

mmax

� �
; 8n 2 G ð2Þ

where Encurrent is the current energy, Emax is the initial energy, vncurrent is the current speed
and vmax is the maximum node speed. This protocol supports longer lifetime for the
network and is efficient in energy consumption. Packets are also well delivered at a
relatively high frequency and the stability of the connection is reliable. For this pro-
tocol, the following are assumed [29]:

i. A symmetric model of the receiver.
ii. All WSNs are standardized and synchronized with time.
iii. Each WSN is aware of its position and speed.
iv. The Base Station is static.
v. Packet transmission time for each WSN can be approximated.

2.2 Network Layer Protocols for WMSNs

Ant-Based Service-Aware Routing Algorithm (ASAR)
ASAR is a QoS-based routing protocol designed for WMSNs. It has a cluster-head that
is responsible for moving different data classes as well as the sink node [30]. For
network optimization and algorithmic speedy convergence in ASAR, the sink’s
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pheromone values are quantified decreasing the control message sending frequency. In
most metrics, ASAR is significantly more advantageous over Dijkstra and Directional
Diffusion (DD) though it has a higher delay and packet loss rate [31].

Two-Phase Greedy Forwarding (TPGF)
This geographic routing protocol is designed for WMSNs to support multipath
broadcast. This it does by executing the algorithm several times so as to discover the
remaining on-demand routes available in the network for resource maximization when
many more routes are discovered [32]. Nodes are assumed to know their position co-
ordinates and those of the base station. Discovery of the route happens in phase one of
the protocol through greedy forwarding and/or step back and mark steps, while route
optimization of the discovered route happens in phase two through label-based opti-
mization method [31]. TPGF attains a more optimal (shorter) average path length than
GPSR [33].

Multimedia Enabled Improved Adaptive Routing (M-IAR) Protocol
This protocol is designed to handle multimedia content by regulating delay and jitter
[34]. It assumes nodes know their locations and those of the close neighbors and sink
and can thus discover the shortest path with fewer nodes from source to sink, thus
exploiting the physical position of WSN nodes, the reason it’s called a flat multi-hop
routing protocol [31]. The protocol employs the forward ant for source node and
backward ant for the sink [34].

Multimedia-aware Multipath Multi-speed (Multimedia-aware MMSPEED)
It’s a newer version of MMSPEED protocol where the closest optimal route is ear-
marked for I-packets whereas the marginal routes are for P-frames [31]. MMSPEED
[36], also an extension for SPEED protocol [37] was developed for WSN and is handy
for video transmissions though MMSPEED is not good for multimedia traffic like
advanced video frame rate and packet’s information reliance [35].

2.3 Challenges and Opportunities

Some of the challenges include [29]:

i. There is a decline in quality of the connection leading to more possible dropped
packets and subsequently increasing packet retransmission rate.

ii. Flexibility brings regular variations in the routes, resulting in considerable delay
in the delivery of packets.

iii. A mobile node on joining a network takes some time to begin data transmission
since its neighbors need to first discover its presence before deciding on collab-
oration with it, which requires some time.

In light of these challenges, Khan et al. [38] have proposed two protocols – power
controlled routing (PCR) and enhanced power controlled routing (EPCR) that work for
mobile and static WSNs with a mechanism for recovering lost packets although it only
supports homogenous networks. Ali et al. [39] have also proposed a distributed grid
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based robust clustering protocol for mobile sensor networks that sends aggregated data
to neighbor CH with the help of guard nodes thereby decreasing packet loss during
inter-cluster communication, though it only supports homogeneous networks.

3 QoS Strategies at the Transport Layer

3.1 General Transport Layer Protocols

The traditional Internet transport layer protocols include UDP and TCP which never-
theless can’t be directly applied in WSNs and WMSNs [40] due to the distinctive char-
acteristics of these networks and the many applications with specific requirements [31].

Congestion Control Protocols
In communication networks and queuing theory, network congestion occurs when too
much data is transmitted over a given link node causing its QoS to deteriorate leading
to queuing delay, packet loss or blocked connections. Here we discuss some of the
available Congestion Control Protocols.

Datagram Congestion Control Protocol (DCCP)
This protocol is designed for apps that may require running a session as well as
congestion control and are tolerant to unreliable communication without retransmis-
sion. These may have a tradeoff between delay and in-order delivery [41] like
streaming audio and on-line gaming. It can control datagram congestion and provide an
excellent procedure to stop internet failure due to congestion. DCCP is different from
UDP, since it encompasses a way of controlling congestion and also differs from TCP,
since it doesn’t guarantee reliability. It implements bidirectional connections between
two hosts, either of which can initiate the connection comprising two unidirectional
connections, called half-connection [42]. DCCP provides primitive support for multi-
homing and mobility via connection endpoint transfer between addresses.
Although DCCP doesn’t guarantee cryptographic security, highly security sensitive
applications can use IPsec or any end-to-end security. It can however protect against
some attacks like session hijacking [42].

XCP (eXplicit Control Protocol)
This protocol has high scalability, stability and efficiency when deployed in higher
bandwidth-delay product routes in routers. It further has superior performance in
satellite IP networks although it exhibits lower performance when subjected to high-
link error rate circumstances though this is addressed with the emergence of P-XCP.
So, it’s a good option for congestion control over IP [43].

Variable-Structure Congestion Control Protocol (VCP)
VCP possesses TCP characteristics like sliding window though it applies a different
window management mechanism [44]. It has 3 congestion levels: low-load, high-load,
and overload for encoding into IP packet headers. VCP enabled routers usually cal-
culate Load Factor (LF) mapping it to a congestion level [45]. The router’s upstream
link congestion level is examined when the packets are delivered and if down-stream
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link is more congested, ECN bits are updated. The receiver will then notify the sender
of the link congestion status using ACK packets and thus the sender responds with 3
strategies of congestion control namely: the low-load region’s Multiplicative Increase,
high-load region’s Additive Increase, and the overload region’s Multiplicative
Decrease. It has a low rate of packet loss and low persistent queue length and is highly
utilized for homogeneous networks making it very practical for deployment despite less
feedback delivery to end nodes [44].

TCP-Tahoe
This protocol uses ‘Additive Increase Multiplicative Decrease’ (AIMD) for congestion
control and any packets lost will be considered as congestion. With half the current
window as the threshold, it sets cwnd = 1 and by slow start, it increments linearly after
reaching the threshold until packet loss occurs for it to slowly increase the window
before reaching bandwidth capacity. The protocol is costly since it takes a lot of time to
detect packet losses [43].

TCP-RENO
Here there is early detection of lost packets and always pipeline retains some packets
even after a loss. In the ‘Fast Re-Transmit’ algorithm, receiving 3 duplicate ACK’s
signals loss of the segment, so the segment is retransmitted before timeout. Reno
performs far better than TCP in limited packet losses. Under multiple packet losses in
one window, RENO performs almost like Tahoe [43].

TEAR (TCP Emulation at Receivers)
This comprises window-based and rate-based congestion control making it a hybrid.
The source node will thus change its transmission speed. TEAR calculates TCP
sending rate other than using the congestion window (cwnd) [43].

3.2 Error Recovery Protocols

Stop-and-wait ARQ
It ensures that information sent between two devices is not lost due to dropped packets
and that packets get delivered in correct order [40]. The source node sends one
frame at a time with transmit window size = 1 and receive window size more than one.
After sending each frame, no further frames are sent before acknowledgement is got,
and if ACK doesn’t come before the timeout, the frame is retransmitted.

Go-Back-N ARQ
The source node sends many frames according to window size, before receiving ACK
packets from the receiver and N frames can be transmitted before an ACK is sent. The
receiver keeps track of next frame’s sequence number, which it sends with every ACK
it sends; and discards any frame that does not have the expected sequence number and
also resend an ACK for the last correct in-order frame [46]. When all frames are sent, it
returns to the last received ACK’s sequence number and fills its window starting with
that frame and repeats the process. Since it doesn’t wait for each packet’s ACK, this
protocol uses the connection more efficiently than Stop-And-Wait ARQ.
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Hybrid Automatic Repeat-Request (HARQ)
This protocol is a combination of both ARQ and FEC. No retransmission is necessary
to fix small errors but major ones are corrected by retransmission [40]. A system that
incorporates this protocol change the coding scheme to adapt to conditions of the
channel. This protocol consumes a lot of energy and is suitable in delay-tolerant
applications. Other protocols in this category include Forward Error Correction (FEC),
Selective Repeat ARQ/Selective Reject ARQ [47].

3.3 Transport Layer Protocols for WSNs

Priority-Based Protocols

Pump Slowly Fetch Quickly (PSFQ)
This protocol is designed for WSNs. It addresses some issues such as point-to-
multipoint reliability. It can be employed both in multicast and unicast applications. It’s
a hop by hop protocol where there is data reconstruction over each node and so doesn’t
guarantee reliable connection [48]. It is useful in transmitting messages, recovering
errors and selective status reporting which three functionalities are referred to as pump,
fetch and report operations respectively. This protocol was developed for applications
that need reliable packet delivery and transmits binary images but is inefficient for
multipoint-to-point sensor transmissions [49]. For Loss Detection, PSFQ uses NACK-
based quick fetch mechanism to achieve reliability and gap detection to detect losses. It
assumes light traffic in a WSN and so detecting and controlling congestion is not a very
big issue here and it employs TTL field in the header to sort this [49].

Reliable Multi-segment Transport (RMST)
This protocol is designed for WSNs and does fragmentation and segment reassembly
and reliable delivery of messages [50, 51]. It is selective NACK-based extension of
directed diffusion applicable to a sensor node and configurable with no need to
recompile. It can be configured at run-time to enable end-to-end recovery, guaranteed
delivery, fragmentation and reassembly to some applications and can detect packet loss
at the sink. Congestion control arises from use of directed diffusion, for reliability, a
timer-driven NACK is sent to the previous node for missing packets using hop-by-hop
method. End-to-end retransmissions are reduced through storage of unacknowledged
packets in caches and it uses ARQ for lost packet retransmission [49].

Improved Pump Slowly Fetch Quickly (IPSFQ)
It’s designed to deal with the shortcomings of PSFQ to enable it perform better via
error tolerance and mean latency [48].

Event to Sink Reliable Transport (ESRT)
It enables reliable event detection from source to sink and permits the course
description for an event but doesn’t provide details making it inapplicable to apps
requiring full message delivery. The essential features of this protocol include con-
gestion control, energy awareness, self-configuration, biased implementation and col-
lective identification. It has a loss detection mechanism that depends on the congestion
control and doesn’t provide guaranteed delivery or loss prevention for messages but
determines the right frequency, f for message delivery [49].
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Priority-Based Congestion Control Protocol (PCCP)
In this protocol, the usefulness of sensor nodes is reflected by the node priority index
[52]. The degree of congestion is computed as the ratio of packet inter-arrival time to
packet service time and it’s on this basis that it exploits cross-layer optimization and
does congestion control using hop-by-hop mechanism and flexible weighted fairness
for single and multipath routing is achieved. This brings about increase in energy
efficiency and better QoS in terms of packet loss rate and delay. Other priority-based
protocols include DB-MAC; a contention-based scheduling protocol in which packets
from a node close to the source are more highly prioritized; GTS (Guaranteed Time
Slot) in which prioritization is done using a toning signal, RAP whereby with higher
requested velocity, a packet is assigned a higher priority, etc.

3.4 Transport Layer Protocols for WMSNs

Queue-Based Congestion Control protocol with Priority Support (QCCP-PS)
This protocol utilizes the length of the queue to indicate the degree of congestion [53]
which subsequently together with the priority index determines the assignment rate to
each traffic source. It achieves highly when it comes to congestion detection and
priority and is efficient for WMSNs multimedia traffic. With fewer packet losses and
retransmissions, a lot of energy at nodes is saved [56]. It focuses on transport layer
congestion control since WMSN supports different applications [31]. The mode of
congestion control here has 3 units based on hop-by-hop approach and are congestion
detection, congestion notification, and rate adjustment unit. Congestion is detected
using the length of the queue indicating congestion degree. Input packets from each
child node and that source traffic from the receiving node are stored in separate queues.
Nodes are assumed to have different priorities which together with the congestion
degree determines the sending rate of a given node.

Multipath Multi-stream Distributed Reliability (MMDR)
This is designed for WMSNs for video transmission and exploits multi-stream coding
of video and multipath routing. Source coding methods like Layered Coding, Multiple
Description Coding, Distributed Video Coding [54] are used to partition the source-
encoded video data into many streams. To do channel coding of the many video
streams to cover up for errors in some wireless links, the protocol employs Low
Density Parity Check codes. Bit errors are recovered using progressive error recovery
algorithm (D-PERA). Other protocols here include Load Repartition based Congestion
Control (LRCC), Reliable Synchronous Transport Protocol (RSTP), etc.…

3.5 Challenges and Opportunities

i. Performance and Robustness: There should be trade-offs in congestion control,
e.g., high link utilizations and fair resource sharing should be allowed and
algorithms be robust enough. Routers may improve performance, though may
cause more complexity and control loops which requires careful algorithmic

244 M. S. Bernard et al.



design to ensure stability and avoid oscillations. Excessive congestion may further
delay feedback signals and so, robust congestion control mechanisms with sig-
nificant benefits with less additional risks should be designed.

ii. Congestion control mechanisms usually interpret packet loss to be due to con-
gestion whereas for wireless networks, dropped packets may be due to corruption.
For corrupted packets, most congestion control mechanisms will react as if there
are no dropped packets. There is need to design mechanisms that can be able to
detect corruption though this is not easy especially for cross-layer interactions.

iii. Most data in multimedia streaming belongs to control traffic. Minor packet con-
gestion control mechanisms should be enhanced, tightly coordinated and con-
trolled over WANs.

iv. Additional router processing is a challenge for scalability of the internet and may
increase end-to-end latency. This should be further investigated as no known full
solution that does not require per-flow processing. Without affecting Internet
scalability, there should be some realizable granularity for router processing.

v. We need to define the protocol layer at which feed-back signaling occurs and the
optimal feedback frequency.

4 Cross-Layer QoS Strategies

4.1 Cross-Layer MAC Protocols

Adaptive Cross-Layer Forward Error Correction (ACFEC)
This is realized in Access Point (AP) that adaptively adds FEC to video data, in
infrastructure mode. Nodes exchange data packets with each other via the access point
[55]. Video data is encapsulated by the streaming server in RTP packets via the
wireless AP to the receiver node. The packet header is retrieved from UDP by the
adaptive FEC controller that will detect the packet type from the RTP header [56]. The
block’s source packet number determines the number of error correction packets
generated by the Packet-level FEC encoder. Adaptive FEC controller monitors video
data transmission results by snatching up MAC layer failure information and the
controller’s failure counter will be incremented by one in case the transmission flops.
When a block is transmitted, the controller adjusts number of generated redundant FEC
packets using the failure counter. When packet losses are detected, redundancy rates
are adjusted, more packets generated to compensate for lost packets and meet receiver
needs [55].

MAC-PHY Cross-Layer Protocol
The authors in [57] propose a cooperative cross-layer protocol for cooperation at
physical layer in next generation WSNs and provision of full MAC layer algorithm
supporting the PHY-MAC layer cooperative structure. The scheme used is similar to
CoopMAC’s which depends on an intermediate node for inter-node communication.
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Modification of the MAC layer protocol has enabled it to take control of the Physical
layer communication. By the new scheme, the destination node can get two copies of
the original packet, from source and helper for decoding [57].

Cross-Layer Cooperative MAC (Coop-MAC)
Here a source node uses the two-way handshake (RTS/CTS) to establish a link with the
destination node after a random back off. On getting the CTS packet and the short inter-
frame space (SIFS), the source will directly send the packets to destination node in case
the cooperation is not beneficial, and when there is a cooperation opportunity, the
source and the destination first establish, using a Helper Indication signal, whether
there is a helper to confirm the feasibility of a cooperative transmission. In case there’s
a signal, a cooperative communication is initiated, otherwise, direct transmission is
triggered. Since there is an RTS/CTS exchange, the helper-initiated cooperation is
preferred in a distributed wireless system [58]. Spatial diversity between the 3 nodes
(faster two-hop “alternative path” via the helper compared to direct path) puts this
protocol at an advantage [57]. Other protocols here include EC-MAC Protocol in which
besides the 3 control frames (RTS, CTS and ACK) supported in IEEE 802.11MAC, 3
new frames (Cooperative Request-to-Send, Helper-to-Send – HTS, and Cooperative
Clear-to-Send – CCTS frame) are introduced in [54].

4.2 Cross-Layer Network Layer Protocols

Cross-Layer and Multipath based Video Transmission (CMVT)
This is designed as a collaboration between the application and network layer. In the
application layer, the protocol encodes video streams into video data frames (I-frame,
P-frame and B-frame) by using MPEG-4 encoding scheme. The core of the protocol is
the network layer design where route discovery and data transmission take place.
Under route discovery, many paths from the source node to the sink node are found
through two schemes namely: greedy forwarding and rollback [59]. A given node
i uses Eq. 3 to compute the evaluation of its neighboring node j

fij ¼ 1� að Þ d
2 j;Dð Þ � d2minðiÞ
d2max ið Þ � d2min ið Þ þ a

einit jð Þ � eresðjÞ
einitðjÞ ð3Þ

where, fij = evaluation value of node i to node j, d2 j;Dð Þ = distance from node j to
destination node D, d2minðiÞ is minimum distance for neighbors of node i to D, d2maxðiÞ is
maximum distance for neighbors of node i to D, einitðjÞ is initial energy of node j,
eresðjÞ = current residual energy of node j, and a is energy coefficient, given by:

a ¼ emax ið Þ � eminðiÞ
emaxðiÞ ð4Þ

where, emax ið Þ = maximum remaining energy of all neighbors of node i,
emin ið Þ = minimum remaining energy of all neighbors of node i. The network layer also
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sends video data whereby CMVT does status evaluation to select a suitable trans-
mission path for the given type of packets and the QoS guarantee level of a path i is
computed using Eq. 5:

fi ¼ 1� xð Þ hiP
hi

þx
niP
ni
; ð5Þ

where, fi = path i evaluation value, hi are the hops for path i, ni = sum of packets sent
via i, Rni = sum of packets sent by sources, and x = energy consumption factor.

Network Layer QoS Support Enforced by a Cross-Layer Controller
It enables packet-level service differentiation as a function of throughput, end-to-end
packet error rate and delay [60] (Fig. 4).

This improves QoS at the network layer. It has a cross-layer control unit (XLCU) to
configure and control networking functions at physical, MAC, and network layer
basing on a unified logic which decides for application layer requirements and status of
functional blocks that implement networking functions thus, cross-layer interactions
can be controlled with no compromise on the upgradeability, modularity, and ease of
system design [60].

Fig. 4. Cross-layer controller Architecture.
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4.3 Cross-Layer Protocols for WMSNs

Multi-path Multi-priority (MPMP) Transmission Scheme
A context-aware cross-layer optimized scheme that employs multipath routing in
routing layer and multipath selection in transport layer [32]. To discover the highest
number of sensors of node-disjoint routing paths, we use Two-Phase geographic
Greedy Forwarding (TPGF) routing protocol and to select the number of optimal paths
for data delivery to the sink, Context-Aware Multipath Selection (CAMS) algorithm is
employed which further guarantees node-to-node transmission delay [31]. Depending
on the multimedia content to be transmitted, end-to-end transmission delay-based
priority for real-time video, CAMS will choose the right path for routing the WMSN
data. To do data gathering in WMSNs, we use a CLD whereby RRA scheme that is
adaptive alters dynamically the radius of transmission as well as the data generation
rate adjustment. The RRA scheme’s cross-layer framework takes place in four steps
name: (i) the optimal transmission radius at physical layer is chosen for the nodes,
(ii) use of multipath routing protocols such as TPGF to construct numerous routing
paths, (iii) do path selection at the transport layer from among the discovered paths by
the routing protocol (iv) for source nodes at physical layer, their data generation rate is
adjusted [31].

Time-Hopping Impulse Radio Ultra-Wide-Band (TH-IR-UWB)
This is a cross layer, QoS model in WMSN applications based on TH-IR-UWB
technique. It employs the admission control protocol with the source node initiating
requests by telling the neighbors it’s needs and then selects the best path to sink
satisfying its needs depending on the responses before beginning to transmit [31]. This
kind of admission control guarantees end-to-end QoS for multimedia content, high
throughput, reduced error rate and delay. Problems like random timer variable and
uncontrollable access delays, carrier sense idle listening, and enhanced energy con-
sumption as a result of the hidden node problem are eliminated [60]. The cross-layer
system further offers receiver-centric arrangement due to the impulse radio’s time
hopping arrangement which enables many simultaneous broadcasts, eliminates colli-
sions, and saves energy through avoiding idle listening and wasteful transmissions.

MAC Centric Approach
It’s an MPEG-4 cross layer algorithm for multimedia/video communication, with 4
Access Categories (AC3 – AC0) in order of transmission priority and developed to
support varying QoS requirements of emerging video applications, enabling differen-
tiation of MAC layer H.264 partitions [61]. A wireless channel has issues affecting QoS
for efficient multimedia transmission e.g., low bandwidth, latency leading to many
proposed advanced mechanisms that depend on IEEE 802.11e in supporting quality
video communication [55]. The AC is chosen basing on QoS measures like one-way
loss rate and latency, hence Parameter Set Concept maps to the highest-priority Access
Category (AC3) due to the stream’s sensitivity to loss of transmission bits since a
parameter missing causes video transfer latency [61].
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Minimum Hop Disjoint Multipath Routing Algorithm with Time Slice Load
Balancing Congestion Control Scheme
MHDM routing algorithm is divided into 2 phases: (i) path build up phase, (ii) path
acknowledgment phase with 3 disjoint paths built up per source since there are multiple
sources. The paths are primary path, alternate path and backup path. Considering the 2
phases, in the path build-up phase, when the source sensor node is activated, it sends
requests to build up a path to the smallest hop count neighbor compared to sender node
[62]. (a) The first step in path build-up phase is that when a source is activated, it sends
a request package for path build up to the neighbor node which upon receipt of it adds
its node number and timestamp before forwarding it to its smaller hop count neighbor
until it reaches the lowest time latency sink with primary route info to build up the
primary route [63]. (b) The second step under this phase is such that on arrival of a new
package from another route, the route is extracted and compared to primary route and
package discarded in case of a shared node, or an alternate path is found. Then a back-
up path is found by further comparing the previous two paths. Under the second phase
of path acknowledgement, (c) the third step after path build-up is that the sink sends
back to the source an acknowledgement message (ACK) comprising the path info that
includes the nodes and the related time info calculated from the timestamp by the sink.
MHDMwTS protocol reduces the end to end delay and controls and prevents con-
gestion [62].

4.4 Challenges and Opportunities of the Cross-Layer Design (CLD)

i. The physical layer plays a major part in CLD which is highly invaluable. Func-
tions like rate adaptation, channel allocation are provided at the physical layer
through signal processing. CLD bases on physical layer features for improved
QoS. Variations in wireless medium affect end-to-end performance if network
layer protocol functionality is affected. CLD offers solution for power conserva-
tion, …. , making it an opportunity for designers to consider other layers. There is
also need to determine CLDs that affect performance of network and get closer
attention.

ii. Coexistence of different CLD Solutions: Major concern is if CLD solutions meant
for a similar challenge can be independently applied, e.g., if there are common
mechanisms to use by different CLD approaches.

iii. Standardizing interfaces for CLD: CLD architecture needs to provide functionality
for its modules though there is a question on potential interfaces between modules
which interfaces will be determined by the need to exchange and share info
between non-adjacent protocol layers. Technical challenges include developing,
designing, and standardizing of cross-layer interfaces and algorithms that meet
cross-layer optimization requirements.
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5 Future Research Directions

i. QoS and Energy efficiency are important aspects in WMSN mostly real-time
applications needing guaranteed bandwidth and throughput during network life-
time. Many protocols don’t consider Base Station and multimedia sensor nodes’
mobility. Applications like traffic management, telemedicine, battlefield surveil-
lance need node or Base Station mobility hence need for designing dynamic
routing protocols that can be adaptable in such conditions. For CLD, we need to
investigate how different CLD proposals will coexist.

ii. Security of information carried on WMSNs, e.g., patients’ data, data in military
surveillance, e-commerce, etc. is paramount with QoS and energy efficiency and
so requires more attention by the research community.

iii. We need to investigate, specify, develop, and standardize cross-layer algorithms
that will meet cross-layer optimization standards.

iv. There is need to develop energy efficient MAC protocols since power manage-
ment and saving schemes have challenges of throughput, protocol overhead, and
prone to channel errors.

6 Conclusion

We have reviewed the different QoS strategies for WMSN in the Context of IoT from
the network layer, transport layer and cross-layer paradigm. For network layer, we have
discussed many protocols with their characteristics including general network layer
protocols, protocols suitable for WSNs and WMSNs. We reviewed data centric,
Hierarchical, Location-based, Negotiation-based, Multipath-based, and Mobility-based
Protocols. We have then discussed transport layer protocols like congestion control,
error recovery and priority-based protocols. For these we reviewed general, WSN and
WMSN protocols. For system optimization, Cross-layer QoS strategies are important.
We have seen three cross-layer strategies for each of which challenges and opportu-
nities were compared. These are: Cross-Layer MAC, Cross-Layer Network Layer and
Cross-Layer Transport Layer Protocols. Finally, some possible future directions of QoS
strategies have been discussed for research and application.
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Abstract. Over the years the quality of health service delivery has drastically
improved through deliberate efforts that have been made to implement e-health
systems in developing economies. In Uganda particularly, e-health systems have
been introduced and implemented in both government and private-owned
healthcare units. However, due to lack of a structured mechanism to guide the
development of usable e-health systems there have been growing concerns
related to usability challenges with the e-health systems. The challenges that
include complexity of system user interfaces, limited interactivity of e-health
systems, security and confidentiality concerns are attributed to ad-hoc design of
system interfaces, limited involvement of users in the design process and
misalignment of e-health interventions with user needs. In this research we
examine the challenges of usability of e-health systems in Uganda. The research
process was guided by the design science methodology that is premised on
systems analysis, surveys and interactions with medical personnel and IT
practitioners working with the health sector in the country. The overall goal was
to identify the niches for the development of a user-centered approach to guide
the development of e-health systems for enhanced and sustainable health ser-
vices delivery in Uganda. The developed user-centered approach was evaluated
by experts to ensure that it was fit for the development of usable e-health
systems in Uganda.

Keywords: User-centered � E-health systems � Developing economies

1 Introduction

Over the years the quality of health service delivery and governance has drastically
improved in developing economies through embracing internet and other technologies
(Lau and Kuziemsky 2016; Pankomera and Greunen 2018). Deliberate efforts have
been made to implement e-health systems that have the ability to greatly impact
positively on health service efficiency in developing economies and also potentially
reduce on treatment costs (Bedeley and Palvia 2014; Pankomera and Greunen 2018). In
Uganda particularly, e-health systems have been introduced and implemented in both
government and privately-owned healthcare units. The government systems have been
implemented by the Ministry of Health with support from Development Partners
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(DPs) and donors and these include the electronic Health Management Information
System (e-HMIS), Integrated Diseases Surveillance and Response System (IDSR), the
open Medical Records System (open MRS), patient records management systems, and
the drug monitoring and control systems used in numerous healthcare units (Namakula
and Kituyi 2014; Ministry of Health 2016). Other initiatives implemented include EMR
system at Reach out Mbuya clinic, m-Health initiatives such as u-reporting which is an
SMS- based platform, and the mTrac SMS-based health management information tool
(Kiberu et al. 2017).

Although various e-health initiatives have been implemented and reported
(Fanta et al. 2016; Namakula and Kituyi 2014), there have been growing concerns
related to usability challenges with e-health systems in developing economies
(Nahurira et al. 2016). The challenges include complexity of system user interfaces,
limited interactivity of e-Health systems, security and confidentiality concerns (Kubbo
et al. 2016). Vélez et al. (2014) argue that the usability challenges are attributed to poor
design interfaces of the systems, limited involvement of users in the design process and
misalignment of e-heath interventions with user needs. In many cases this has resulted
in e-health system failures and unsustainable systems in the long run yet significant
resources are being invested in e-health development at all levels (Nahurira et al. 2016).
A preliminary investigation and extensive literature review were done that revealed no
evidence of a structured mechanism to guide the development of usable e-health
systems in developing economies (Bogale et al. 2015). This motivated the researchers
to examine the challenges of usability of e-health systems and determine an appropriate
approach to guide the development of usable e-health systems in Uganda.

The rest of the paper is structured as follows: Sect. 2 provides an overview of the
usability concepts and highlights the gaps of the existing approaches used to guide the
development of systems; Sect. 3 is a discussion of the research methodology that
guided the research; Sect. 4 discusses the results of the research that include field
findings on the state of usability of e-health systems in Uganda, the efficacy of usable e-
health systems for Uganda and the proposed approach for the development of usable e-
health systems in Uganda; and Sect. 5 concludes the paper and points to further
research directions.

2 Related Works

Usability, defined in terms of its attributes as the degree to which a system is easy to
learn and use together with its safety, effectiveness and efficiency, is a technical factor
that is fundamental in the sustainable development of e-health systems in developing
countries (Goldberg et al. 2011). The ISO standard (ISO 9241-210, 2010) provided the
most ideal and state of the art guidelines for user interface design for both hardware
and software. For usability to be achieved, the ISO standard’s definition includes
three aspects namely; effectiveness, efficiency and user satisfaction (Vitanen 2009).
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Abran et al. (2003) also describe learnability, memorability and low error rate and
security as aspects of usability that are described below:

User satisfaction: is the extent to which users’ expectations of the information
system meet their informational requirements (Zawedde 2016).
Effectiveness: the ability of an e-Health system to enable users to accomplish certain
goals with high accuracy and completeness and its measure is in terms of error
rates (Mumford 2014).
Efficiency: the measure of how many clicks it will take to progress through the
various steps so as to have a task completed and its measure is in terms of task
completion time and learning time (Mumford 2014).
Learnability: is the potential of a system to enable ease of learning by its intended
users so that they can rapidly get work done (Harrison et al. 2013).
Memorability: is the ability of a user to retain how to use an application effectively
(Harrison et al. 2013).
Error: are actions that prevent a user from accomplishing the desired goal and its
unit of measure are the number of errors made by a user during the standard user
test (Zawedde 2016).
Security: is a set of software attributes that prevent unauthorized access to programs
and data (Abran et al. 2003).

A critique of the existing usability approaches discloses that while some approaches
were successfully implemented in the developed economies, they were not adaptable in
the context of the developing economies. Table 1 presents a summary of the gap
analysis of some of the approaches that were reviewed.

Table 1. Gap analysis of existing usability frameworks

Framework Strengths Weaknesses

• A usability framework
for electronic health
records in Nigerian
healthcare sector (Taiwo
et al. 2016)

• Designed for developing
economies

• Has parameter indicators
for usability
measurement

• Focuses on one domain of e-health
(i.e. Electronic Health Records)

• Context of use analysis is ignored
• Missing guidelines for the design of
e-health systems

• No evaluation of designed system
• The ISO 9241-11 model
(Bevan 2009; Scandurra
et al. 2013)

• Analyses context of
usage, design and
evaluation of usability
as well as usability
measures/attributes

• Leaves out other important usability
measures

• No emphasis engagement of users in
systems design

• A user-centered model
for web site design:
needs assessment, user
interface design, and
rapid prototyping
(Kinzie et al. 2002)

• Articulates the steps
involved in development
of usable health related
websites

• Based on the UCD
process which is argued
to successfully guide the
development of usable
systems

• Designed for developed countries
particularly USA

• Does not emphasize the evaluation of
the designed website

• Training users of the developed
website is not key

• Collaboration among the key
stakeholders of e-health systems is
not emphasized
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Given the relative strengths and deficiencies in the usability approaches, to suc-
cessfully guide the development process of e-health systems in Uganda, an appropriate
approach was developed guided by the methodology described in Sect. 3.

3 The Design Science Research Methodology

This research was guided by the design science research methodology (Peffers et al.
2007) to achieve the objectives of the research. Table 2 illustrates the alignment of the
objectives and activities with the phases of the methodology.

4 Results

4.1 State of Usability of E-Health Systems in Uganda

A survey was conducted to determine the state of usability of e-health systems in
Uganda. Given the non-existent data on healthcare units using e-health systems in

Table 2. Alignment of the objectives with the methodology

Methodology Objectives Methods, techniques, &
tools

Outcomes

1. Problem
identification

To examine the
challenges facing
usability of e-health
systems in developing
economies

• Primary & secondary
data collection

• Surveys & desk reviews

Usability challenges
and possible solutions

2. Defining the
Objectives for
a solution

To determine the
requirements for
achieving usability of
e-health systems in
developing economies

• Data analysis and
reporting using SPSS
tool

Requirements and
corresponding design
decisions for the user-
centered framework

3. Design and
development

To design a user centered
framework in line with
the requirements that will
guide the development of
e-health systems in
developing economies

• Review of ISO model
(Scandurra et al. 2013)
on usability and user
centered model for
Web Site Design
(Kinzie et al. 2002).

• MS Visio 2016 for
framework design

User-centered
framework

4. Evaluation To evaluate the designed
framework in order to
determine whether it
fulfills the requirements
for developing usable
e-health systems in
developing economies

• Analytical evaluation
by IT experts and the
potential end users

• Structured walk-
throughs

Revised user-centered
framework based on
evaluation
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Uganda, Cochran’s (1963) formula was used to determine the sample size. The survey
was carried out in Wakiso and Kampala which are some of the central districts of
Uganda. The sample size was determined using non-probability purposive sampling.
Validity and reliability tests of the research instruments were also conducted. Out of the
136 questionnaires distributed to the selected respondents in 68 sampled healthcare
units, 127 valid responses were obtained from 65 IT practitioners and 62 medical
personnel. This constituted a valid response rate of 93% which is an excellent repre-
sentation of the actual situation (Mundy 2002). Analysis of the two categories of data
collected (IT practitioners and medical personnel) was processed using SPSS to obtain
an understanding of the results on all the study variables.

Respondents reported on the usability attributes of e-health systems in their
healthcare units. From the findings, 70% of the respondents agreed that their e-health
systems are memorable given that they recalled how to use the e-health system.
However, 70.2% of the respondents argued that the e-health systems were not efficient
and effective given that they accomplish their tasks with much effort and more time.
Furthermore, 82.2% of the respondents argued that the e-health systems in their
healthcare units were not learnable, had high error rates (68%), limited and weak
security measures (74.2%) and were not satisfactory (67.1%). These results confirmed
the challenges of usability of e-heath system for healthcare service delivery in Uganda.

4.2 Efficacy of Usable E-Health Systems for Uganda

To address the challenges identified from literature and the field studies, requirements
were determined for the appropriate approach that should guide the development of
usable e-health systems in Uganda. The findings from the field data informed the
choice of usability requirements and the corresponding design decisions for the pro-
posed approach as summarized in Table 3.

Table 3. Challenges facing usability vs. requirements vs. design decisions

Usability challenges Usability requirements Framework design decisions

• Complexity of user
interfaces (UI)

– Consider needs of a broad
spectrum of users, including
general public, specialized
audiences, people with
disabilities, those without
access to advanced
technologies, and those with
limited English proficiency
and ICT skills

– Localization of UIs and online
help

– UI design favourable to a
range of audiences such as
persons with disabilities, low
technology users, and those
with limited ICT skills

– Localized UIs and online help
at key stages

(continued)
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4.3 Proposed Framework for Development of Usable E-Health Systems
in Uganda

Guided by the design phases from the sustainable architecture model (Kim and Rigdon
1998), the design decisions in Table 3 were adapted into the frameworks of the

Table 3. (continued)

Usability challenges Usability requirements Framework design decisions

• System limitations – Need to engage users in
systems design

– Undertake business process
analysis/re-engineering to
assess system value to the
business

– Engage users throughout the
design of the e-health system

• Resistance to
change from
traditional paper-
based systems

– Engage users in systems
design and communicate the
benefits of the system to user
roles

– Engage users throughout the
design of the e-health system
and indicate system benefits

• System delays in
task execution

– Funds for acquisition of
computer hardware and
reliable connectivity for faster
execution of e-health system
tasks

– Use efficient design patterns
and architecture for faster
execution

– Avail funds for acquisition of
state of the art computer
infrastructure and reliable
connectivity

• Poor security
measures

– Implement stronger e-health
systems security measures to
enhance user confidence

– Design and conduct security
awareness programs for staff

– Identify and select appropriate
security and privacy measures

– Security awareness training in
line with security requirements
and application security
components

• Poor system
design and display

– Need to design e-health
systems within the context of
use analysis and usability
performance objectives

– Conduct context based use
analysis of e-health systems
and determine usability
performance objectives

• Uncoordinated
stakeholder
collaboration in
e-health systems
development

– Government, IT practitioners,
Development Partners/donors,
academia and private health
service providers to co-operate
and champion the
development of usable e-
health systems

– Collaboration between
government policy makers, IT
practitioners, Development
Partners/donors, academia and
private healthcare service
providers

• Multiple data entry
in related systems

– Integration of processes, data
and applications

– Integrated systems
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ISO 9241-11 model on usability (Scandurra et al. 2013; Bevan 2009) and the user
centered model for Web Site Design (Kinzie et al. 2002). The developed user-centered
approach in this study is therefore an improvement of the selected frameworks aimed at
overcoming the usability challenges of e-health systems in developing economies like
Uganda.

The framework that advocates for engagement of users throughout the entire pro-
cess of e-health systems development, is iterative and constitutes three phases: the pre-
design, design and post design phases as illustrated in Fig. 1. At each one of the phases,
there are various actors with roles to play and activities to execute with an aim of
following a structured approach to developing a usable e-health system for developing
economies. In the pre-design phase, financial support is solicited by top management
of healthcare units and the responsible sectors of the Government to fund the devel-
opment of usable e-health systems. A context of use analysis is also done to establish
the requirements of the system. In the design phase, the design and testing of the
e-heath system prototype is done while engaging all users to ensure that the designed
system meets the user requirements and the set usability performance objectives. This
requirement is derived from Kinzie et al. (2002) model. In the post design phase,
testing and evaluating of the designed e-health system is done to ensure that the system
is secure, memorable, learnable, efficient, effective and has lower error rates.

Table 4. Evaluation results of the developed user-centered approach

Functionality Mean Std. Deviation

Outlines key usability attributes required of an e-health
system

4.55 .522

Addresses key challenges of usability of e-health systems 4.27 .647
Simplifies the process of developing usable e-health
systems by providing guidelines

4.55 .688

Applicable in guiding development of usable e-health
systems

4.45 .522

Ease of use Mean Std. Deviation

The framework is easy to learn and understand 4.27 .467
The framework requires little or no training to be used 4.09 .302
The phases in the framework are logically arranged 4.27 .467
The various components of the framework are well
explained

4.27 .647

Traceability Mean Std. Deviation

The framework phases are interdependent with each other 4.09 .831
The framework components are interdependent with each
other

3.82 .982

The guidelines/principles of the framework are
interrelated

3.82 .874

The guidelines/principles in the framework are
interdependent.

3.82 .874

No of respondents 11
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The designed framework was tested and evaluated to determine the efficacy of the
research and to ascertain that the framework achieves the purpose for which it was
developed (Peffers et al. 2012). Evaluation of the framework was conducted based on
the parameters of functionality, ease of use and traceability of the designed user-
centered approach (Hevner et al. 2008). The structured walkthroughs method (Buon-
odono 2014) was used in evaluation of the designed framework. The procedure for the
method included first determining the purpose of the walkthrough, secondly, deter-
mining the inputs of the walkthrough (the designed framework and the evaluation
questionnaire); thirdly, selecting participants in the walkthrough (eleven (11) skilled IT
experts); and finally, outputs of the structured walkthrough (in form of feedback related
to the designed framework).

Pre-testing of the evaluation questionnaire was conducted using validity (content
validity index (CVI)) and reliability (Cronbach alfa coefficient (CAC)) tests. Results
from pre-testing confirmed that the evaluation questionnaire was valid with a
CVI = 0.80 and reliable with CAC = 0.75 (Polit et al. 2007; George 2011). From the
results, we conclude that the experts are in agreement with the usefulness and appli-
cability of the approach in guiding the development of usable e-health systems in
Uganda. This conclusion was based on the assumption that a mean statistic in the range
of 3.5 to 5 is a representation of positive perception (George 2011). The results in
Table 4 indicate a positive perception of the respondents regarding the functionality,
ease of use and traceability of the framework.

The experts also made recommendations for improvement on the developed
approach. In order of their importance, these include the need:

• To clearly state the high-level roles of Government, IT practitioners/vendors and the
healthcare units in development of usable e-health systems,

• To enact e-health inter-operability policies and standards during the design of e-
health systems, so as to achieve integrated & interoperable systems and

• To engage all categories of users such as the visually impaired persons, users with
limited skills.

• To involve top management of healthcare units as champions of e-health systems
usability.

• To include change management in addition to training of healthcare staff as one of
the components/guidelines in the post design phase of e-health systems,

• To conduct business process analysis during the design and development of e-health
systems.

• To review software architecture and measure execution times as per business
requirements.

• To design Localized User interfaces (UIs) and online help at key stages.

The researchers revised the approach based on the concerns raised by the experts
and the final designed approach is illustrated in Fig. 1.
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5 Conclusion and Future Work

This study examined the concept of usability of e-health systems and how it can be
attained based on the paradigm of user-centered design so as to ensure that usable
e-health systems are developed for staff of healthcare units in developing economies.
To this end a framework was developed to guide the development of usable e-health
systems in Uganda. The findings of the study indicated that there are a number of
challenges hindering usability of e-health systems in Uganda. The challenges identified
informed the requirements for the framework. The framework was evaluated by
selected IT experts in the field of e-health, e-health policy experts and the end users of
e-health systems in selected healthcare units.

Fig. 1. Evaluated framework for development of usable e-health systems in Uganda
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Although the framework was found fit for the purpose of guiding the development
of usable e-health systems in Uganda, further research can be done to explore the
generalizability of the framework to healthcare units in developing economies Uganda
that could have differences in e-health usability requirements.
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Abstract. Involving the citizens in their community dynamics and giving them
an active role in tackling their main needs and reaching their expectations can be
a successful recipe for a well-functioning society. In developing countries, this
community strategy is even more important since these societies suffer from a
lack of means that may compromise the effectiveness of their public services.
Intended also to encourage the access to digital solutions and therefore to digital
inclusion, our Community Tools solution proposes two participatory and col-
laborative governance digital applications: IZIDoc, a solution that allows the
user to request official documents to the related administrative institution; and
OurMoz, an application that enables the citizen to report community occur-
rences, concerning the public services. Both applications have been co-created,
designed, tested and validated with the help of target users to facilitate adoption
of the proposed solutions in Mozambique.

Keywords: Community tools � Digital inclusion � Governance � Citizens �
Developing countries

1 Introduction

In social interactions, citizenship, political awareness or public services, the use of
Information and Communication Technologies (ICT) solutions to facilitate the com-
munication and spread of information may play an important role in the development
of a given community. Gathering people around one topic or gathering the necessary
information about a city, being it about a community problem, market prices, health or
other public services, may strongly contribute to human development. Still, access to
ICT is not available for all citizens, with the problem being further aggravated in
developing countries [1].

Despite of ICT increasing popularity (e.g., mobile broadband access is cheaper; half
of world population is online; 7 out of 10 youngsters are connected), there is much to
do in what concerns to Internet access (Percentage of disconnected are: 33% in
developing countries; 70% in least developed countries; 90% of non-connected
youngsters are in Africa or Asia and the Pacific; women access is 25% lower than men
in Africa) [2].
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Upon this, the development of community tools should promote social and digital
inclusion of these citizens located in underserved communities. These tools are
expected to combine the use of new technologies and digital education, bringing the
interactivity, innovation, and inclusivity for underserved groups, which are still put
aside due to the digital divide.

In this paper, we present IZIDoc and OurMoz. A pair of community tools,
developed to improve the quality of life of the citizens. Based in a scalable and widely
used framework - i.e., Material Design [3] from Google – these tools aims to reduce the
gap between the western interface design pattern and the purposed solution, which was
created, designed, tested, and validated with users from a community with different
levels of digital literacy, namely in Mozambique.

The paper is structured as follows. Section 2 describes the context in which the
community tools shall be used, considering the profile of the Mozambican citizens, the
areas they live in, and the technology they have access to. Section 3 presents the user-
centric design process used in the development. Section 4 details the validation tests
and obtained results from the testing methods used. Section 5 describes the relevant
redesign work carried out after the validations tests. Finally, Sect. 7 concludes the
work, providing insights on the future next steps.

2 Contextual Description

The context in which IZIDoc and OurMoz applications could be applied considers the
profile of the Mozambican citizens, the areas they live in, and the technology they have
access to. As aforementioned, we reduced the scope of the work to Mozambique, but at
a later stage we want to further consider other countries and validate the tools with the
respective users as further explained in Sect. 7.

Since Mozambique comprises different provinces and municipalities, we built the
profile of the citizens of Maputo city and its surrounding, based either on accounts from
the citizens or on field visits to Mozambique, as described next.

2.1 Setting

The most common settings of Maputo and surrounding areas where citizens find
themselves can be divided into urban and suburban areas.

Urban areas are parts of the city with better conditions such as pavement roads, tall
buildings, better availability of services and overall better quality of life; Internet
connectivity is available by subscription at homes, and for free at universities.

Suburban areas tend to be more humble, often with large numbers of people living
in small houses built with little planning and bad materials, precarious sanitation,
difficult access by car to some parts due to narrow pathways that do not accommodate
cars, no pavement on the roads, creating a mix that results in overall worst quality of
life; Internet may be available at Internet cafés in these areas, but users may resort to
their mobile data plans, which can be less costly.
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2.2 Users

Regarding the users, we observed that the community tools should consider different
characteristics from which we highlight in Table 1, considering different aspects.

It is worth noting that the list is not meant to be exhaustive, and we may have left
out aspects/characteristics that can be as relevant as the aforementioned ones. However,
our main goal is to understand the community and respective users to meet their needs
and expectations throughout the development of the proposed solutions.

Table 1. Observed aspects and characteristics of the target user.

Observed
aspects

Users

Types Are regular citizens (youngster, adults, workers, students, …)
Living area May live in the urban centre or surrounding suburban areas;
Age Are of different age groups
Employment Self-employed, employees of private and governmental entities, informal

jobs, and unemployed
Education Have different literacy levels, from a minimum literacy level to fully

educated
Technology Most likely are technologically challenged, although some are proficient

with tech devices
May own up to two mobile phones, with most having at least one device
May or may not know how to use mobile apps, including how to discover
and install them
May have access to a desktop computer at home/work, even though it is
not widely common
Rely on basic and feature phones, which are enough for everyday use
(e.g., most banks offer USSD-based access to some of their services,
which require the simplest of phones)

Communication Use social media, but most of utilization refers to SMS and voice
Access the internet mostly through their cell phones, by buying mobile
data plans
Might access the internet through home subscriptions, or for free at
universities and offices
Have limited internet access or bad quality internet connection even in
urban areas
Find internet data plans to be expensive, and are very careful about
spending data
May have cellular coverage in the villages where they live

Community Tools for Digital Inclusion 267



3 Proposed Community Tools

The community tool IZIDoc aims at improving the process of requesting a document
from an official entity, e.g., requesting a new ID card from the registry office.

Often citizens find themselves losing significant amount of time in long queues to
perform tasks that could be easily simplified, using a smartphone. IZIDoc was designed
to reduce the time spent in those queues, allowing the user to request a document or
provide information about all the process and needs to acquire such document.

For documents that have been requested and are yet to be issue, the user is able to
check the status of the request and details about the document in case. Once the
document is issued, the application notifies the user of its readiness and the user shall
proceed to collect the document in the near service point. Saving time of both citizens
and entities, since the application overcomes the need of requesting documents in
person.

Regarding OurMoz, the citizen is expected to have a more proactive behaviour
within society. This proactiveness relates to the fact that the user will have the pos-
sibility to report on any issue (e.g., a broken pipe, an unattended garbage bin) that may
affect his/her community’s quality of life. Upon an issue (e.g., broken pipe), the user
may add it to the city’s repository, and once the issue reaches (i.e., it is posted to) the
authorities (e.g., Water department), they will send a team to fix what has been
reported. Location, small description, and picture can also be added to the reported
issues, which can be used by authorities to assess such issues and even prioritize the
order of work to resolve them. Keeping the process of reporting as simple as possible,
in order to encourage users to participate in the process of improving their commu-
nities. The user can also search for specific issues or items related to issues of interest
(i.e., to find out for instance if there are any other reports on the same issue).

3.1 Design Approach

Based on the context and profile of the target community, we followed a user-centric
design approach while developing the IZIDoc and OurMoz applications. An iterative
methodology, which began earlier by analysing and understanding the context of the
user, followed by the specification of user requirements, creating personas and sce-
narios that are suitable for users’ needs and expectations.

We prototyped possible solutions using storyboards and mockups allowing us to
quickly design, discuss and redesign ideas, considering the user, its context, and its
tasks within a framework that ensured a present-day user interface [3].

However, the validation tests have proved the need of several adaptations in the
user interface as further detailed next (cf., Sect. 4).

4 Validation Tests

The process of designing suitable solutions for the context of the target user considers
the evaluation of the designed prototypes, in order to discover if there are usability
problems in the user interface regarding IZIDoc and OurMoz applications.
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Both applications were submitted to two validation phases, considering Human-
Computer Interaction experts and potential users, respectively. Our goal with these two
validation methods was to gather feedback from experts and potential users, using
quick and effective tools to evaluate the user experience of both applications, and to
further improve both applications upon those issues.

4.1 Heuristic Evaluation

For the first validation phase, we used heuristic evaluation for mobile computing [4] to
help development team members to identify and estimate the impact of each issue
found during the development process, and a severity rating scale [5], a well-known
method that allows to allocate the resources to fix the main problems and provides an
estimate effort for additional usability resolutions.

Heuristic evaluation was carried out by three researchers with a wide working
experience in user testing. However, we ensure that two of them had no contact with
the project, in order to ensure an independent and unbiased evaluation for comparing
purposes. The results were recorded as written reports, summarizing all issues from the
evaluators. As for the severity rating, the evaluators were asked to estimate each
usability issue found, in order to understand their impact in the user experience.

Gathering the results from the researchers, we analysed and discovered a total of
twenty-seven reported issues in IZIDoc (nine issues with severity level 1; eight issues
with severity level 2; and ten issues with severity level 3), from which the most relevant
are summarized in Table 2, along with the proposed solutions.

As for OurMoz, the researchers identified twenty-one issues (two issues with
severity level 1; fourteen issues with severity level 2; and five issues with severity
level 3). Table 3 presents those issues that required more attention and respective
solutions.

Regarding this analysis and its importance to the development cycle, these were the
most relevant issues and that led to meaningful changes to the user interface (UI). It is
worth noting that, independently of the severity level, all the reported issues were
considered during the UI improvement process for IZIDoc and OurMoz.

Table 2. Reported issues and implemented solutions for IZIDoc.

Identified issues Implemented solutions

How to identify a document with
processing issues

Added a warning sign to identify a document with
processing issues

Confusing app entrance point and
hierarchy structure

Changed the designation of the menu items in order to
highlight the main action and clarify the content

Labels and buttons look the same Moved the labels to the left, on buttons’ opposite side
Notification after request
document almost imperceptible

Increased the notification time informing the request
creation
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4.2 Field Tests

On a second validation phase, we followed the usability test protocol [6], which uses
three usability metrics: (i) effectiveness, expressed in terms of unassisted and assisted
completion rate, number of errors, and number of assists; (ii) efficiency, measured in
terms of task execution time, i.e., time taken to successfully complete a task; and
(iii) satisfaction, expressed in terms of a usability score, obtained by a System Usability
Scale [7] questionnaire which all participants completed after each test session.

This validation phase was performed in Mozambique and driven by two native
administrators, which recorded all tests for later analysis. These tests (cf., Fig. 1. Field
tests regarding IZIDoc (on the left) and OurMoz (on the right). Fig. 1) considered 21
users (IZIDoc: 10; OurMoz: 11), where 6 were women and 15 were men.

The target user population was broad in terms of age and gender, aged between 18
and 41, and one of the inclusion criteria for the test was that they were required to know
how to use a smartphone. Each user performed 4 tasks for both IZIDoc and OurMoz
(cf., Table 4). The overall system usability score, for both applications, was between 77
and 87, which is above the suggested reference value [7] regarding applications that
meet the minimum usability requirements.

Table 3. Reported issues and implemented solutions for OurMoz.

Identified issues Implemented solutions

If Filter is active, show selected options A new view was designed in order to
accommodate new visual elements

‘Clear’ filter button Redesigned filter view
The ‘Refresh’ button is hidden, within a menu
with a single item

Added SwipeRefreshLayout and kept the
menu option

After add location, button should change to
‘Change location’

Button label changed after a location is
assigned

‘Save’ button in navbar should use same
component as other main action buttons

Save button became sticky on the bottom
of the viewport

Fig. 1. Field tests regarding IZIDoc (on the left) and OurMoz (on the right).
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During the tests with the IZIDoc application, the users had no issues with Task A.
Regarding Task B, the users were uncomfortable with the scrollable tabs, which hid
part of the document categories and that most of the users did not realize it was a
scrollable component display.

In Task C the users have difficulty on finding the refresh action to update the
current list which was hidden in a menu in the action bar, and, lastly, in Task D many
of the users did not notice the notifications regarding the status of the requested
documents. Regarding OurMoz application, the administrators identified the following
events: the users had no issues related with the Task E; in Task F, the floating button
(plus icon) which provided the main action of the application - Adding an occurrence –
appeared obfuscated due to the background images, and, even so, the plus icon was too
abstract to be related with activation of the main action.

As for Task G, the results were apparently better than those from the IZIDoc’s
Task C. This was due to the fact that some of the users had already participated on the
similar task on the IZIDoc’s application usability test, or they discovered the func-
tionality of the button during their attempts on the OurMoz’s Task F.

Finally, in Task H, it was noted that many times users shifted the right order for the
fields corresponding to ‘De’ and ‘Até’. In other words, they selected the actual date for
the field ‘De’ (from) and the previous date for the field ‘Até’ (To).

5 Redesign Approach

After the validation tests, we analysed its outcomes and, considering the common
findings on the two applications, the redesign team proposed the following.

In order to overcome the difficulty in updating the documents status list (Task C)
and the occurrences list (Task G) which involved finding the ‘Refresh’ action, we
incorporated a direct icon placed in the action bar (Fig. 2a) instead of having the
refresh action within a hidden menu. We also decided to highlight the search bar when
activated by adding a lighter background colour to the text input field in order to focus
the search intention (Fig. 2b).

Secondary actions and its ‘text buttons’ needed to be emphasized and distinguished
from the normal text, for that purpose we added a light background colour as if the
button was focused (Fig. 3a). Another relevant resolution was about the layouts’ update
throughout the app, providing a continuous data actualization and that is crucial for this
type of tool, which relies on the updates by the server side.

Table 4. Tasks performed by users with IZIDoc and OurMoz.

IZIDoc OurMoz
Tasks Description Tasks Description

A Change profile settings E Change profile settings
B Request document F Add occurrence
C Update list “A processar” G Update list
D Check if the requested document is ready H Filter occurrences
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One of the main improvements was enabling the user to request documents or
report occurrences being offline (as connectivity may be intermittent) with requests and
reports being sent automatically when connectivity is restored.

Regarding IZIDoc’s specificities and the usability issues pointed out in the vali-
dation tests, the redesign solution aimed to tackle the following constraint, seeking
improved alternatives. Concerning the users’ difficulty on using the scrolling naviga-
tion tabs, which organized the documents by category, we solved by suggesting a new
display screen to navigate through the documents’ categories with tiles (Fig. 3b),
avoiding hidden tabs/categories.

To ensure consistency along the interface, the navigation through two fixed tabs
which organized the documents by its status (‘A processar’ and ‘Pronto’), was also

Fig. 2. (a) Update/refresh icon placed in the action bar (left: IZIDoc; right: OurMoz); (b) Search
form emphasized (left: IZIDoc; right: OurMoz).

Fig. 3. (a) Emphasised ‘Text buttons’ (left: IZIDoc; right: OurMoz); (b) IZIDoc: Tile navigation
with documents’ categories; (c) IZIDoc: List navigation with the requested documents status.
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replaced by a full list of documents organized by request order. The document status
and a related icon were placed beside each listed document (Fig. 3c).

Considering OurMoz’s findings, we started by improving the obfuscation of the
application main action, replacing the floating button component ‘+’ by a persistent
footer button entitled ‘Adicionar Ocorrência’ (Fig. 4a).

To provide a straightforward interface related with the image picker, we opted for a
‘call to action’ display by adding the sentence ‘Adicione uma foto’ followed by the two
options: adding a photo taken by the phone camera or a photo stored at the photo
gallery (Fig. 4b).

Then, to better guide and simplify users’ date input, using restrictions, the allow-
able dates for the ‘Até’ field are now newer than the one selected on the ‘De’ field.

Finally, we also included a map view with (i) pending occurrences enabling a
different experience on the perception of the issues per area; and (ii) with location of a
specific occurrence helping the user on better understand the mentioned location.

6 Discussion

The validation tests proved that a widely used user interface design framework [3] may
still entail usability constraints depending on the users’ level of digital literacy. Some of
the proposed components may not be easily recognized by the users in their associated
action. Thus, they require a level of abstraction that may trigger a rejection during the
initial contact with both applications.

We followed with a redesign work, as described in the Sect. 5, avoiding abstract
and unfamiliar concepts in order to provide a straightforward user interface, still
considering the Material Design guidelines from Google.

Fig. 4. (a) A ‘Persistent footer button’ for the main action instead of the floating button
component; (b) Image picker with a straightforward interface; (c) Dates older than the one
selected on the ‘De’ field are disabled for the ‘Até’ field.
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7 Conclusions and Future Work

This paper presented two solutions – IZIDoc and Ourmoz – to users from underserved
communities, identifying their main characteristics, settings and commonly used
technology. Following a user-centric design methodology, requirements, user tasks,
personas, and scenarios were identified, allowing the development of prototypes that
were tested iteratively, throughout several usability tests – heuristic evaluation and field
trials. This process allowed us to identify multiple usability improvements in both
applications, leading us to a stable version of both community tools.

As future work, we have planned to extend the validation test beyond the
Mozambican context, including other countries, in order to increase the usability of the
tools. Moreover, we want to make both systems more inclusive by allowing (digitally)
illiterate users to perform the proposed tasks. At the time of the writing of this paper,
our experts were on a field trip to Mozambique interacting with technically challenged
and illiterate users, to understand their needs so we can update the proposed community
tools from this perspective.

Finally, we want to further extend these community tools: OurMoz can include
different types of reports; and IZIDoc can be updated to include other institutions
offering other types of services/documents. This is possible since both applications
were built on top of a flexible and modular architecture.
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Abstract. One of the main reasons for the still observed digital divide is the
lack of communication infrastructure in regions away from urban centres. As
these regions are normally spread over long distances and have small popula-
tions (i.e., prospective users), operators see little business opportunities and
refrain from large investments to reach these areas. Upon this scenario, our
Communication Infrastructure for Development (Comm4Dev) solution was
built to offer a low-cost backhaul infrastructure, providing these underserved
communities with broadband access. As to allow a wider range of application
scenarios (e.g., precision agriculture, industrial production support), our
Comm4Dev solution has been updated not only to further promote digital
inclusion, but also to allow the development of communities that are in remote
areas. To illustrate the potential of our Comm4Dev solution, we validated it in
an indoor hydroponic farming testbed.

Keywords: Broadband access � Low-cost backhaul infrastructure �
Communication for development � Digital inclusion

1 Introduction

Broadband access in remote areas is not a priority for operators due to the high
deployment costs: providing fibre infrastructure and/or broadband cells is expensive
and the return of investment in such regions is very low (and even inexistent) given the
low number of users and their power of purchase. Moreover, these regions are char-
acterized for being rather disruptive, which means that users in these communities
might be completely disconnected, with eventual periods of connectivity. This con-
sequently contributes to the digital divide we witness today [1].

However, off-the-shelf solutions can be considered to provide these underserved
communities with a communication for development (Comm4Dev) network, aiming at
an easy-to-deploy solution that can be used to improve the lives of the people in
isolated areas.

Our Comm4Dev network infrastructure [2] presents a hardware and software
solution to address this digital divide challenge. And working on top of such solution,
we currently focused on the reduction of its off-grid installation complexity and cost, as
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well as on the inclusion of more high power backhaul interfaces and the integration
with Bluetooth Low Energy (BLE) [3, 4] and Global Positioning System (GPS) to
allow the inclusion of more demanding scenarios, that is, where (i) energy may not be
available; (ii) more links are required (i.e., star topology); (iii) there is the need to
interoperate with other communication technologies (e.g., data exchange with
temperature/humidity sensors deployed in farm); and (iv) location information is
important to pinpoint maintenance needs.

Thus, the capabilities of the wireless backhaul (WiBACK) node evolved into a
ready to deploy off-grid module, capable of building multiple backhaul links and easily
interface with BLE-enabled devices or networks.

This paper documents such evolution and its validation, and is structured as fol-
lows. Section 2 presents the new challenges imposed to WiBACK node, and how its
new features and capabilities answer the needs of new envisioned application scenarios.
Section 3 presents the validation performed considering the particular case for preci-
sion agriculture, where the WiBACK node shall serve as gateway for BLE sensors in
an indoor hydroponic farming testbed. And finally Sect. 4 presents conclusions and
future work.

2 WiBACK and New Challenges Addressed

Comm4Dev’s first version [2] addresses the goal of connecting people in isolated areas
by proposing a low-cost and easy-to-deploy hardware and software solution. On the
hardware side, the WiBACK technology with its QoS-provisioning, auto-configuration,
self-management, self-healing and “Plug & Play” characteristics allows for easy,
hassle-free deployment.

However, the installation of WiBACK nodes in off-grid scenarios is still a chal-
lenge: considering the use of renewable energy on such locations, the selection and
installation of the components to harvest (e.g., solar panels, wind turbines, etc.),
manage (e.g., DC/DC converters, MQTT controllers, battery charging and battery
protection circuits, etc.) and store (e.g., batteries selection and dimensioning) the
energy are complex tasks that still require highly skilled technicians to perform them.

Additionally, Comm4Dev’s first version considers an earlier version of the
WiBACK node that has only two high power backhaul interfaces. Consequently, in
topologies requiring multiple links (e.g., star), different WiBACK nodes would be
required to cover different locations. Thus, having one WiBACK node capable of
providing multiple links is desired and shall reduce the installation cost and
complexity.

As different communication technologies may exist, and upon the need to offer an
IoT-compliant solution, a Bluetooth Low Energy (BLE) interface should be considered,
as this technology is expected to be the one with the biggest market share [5]. In fact,
the choice for the BLE interface is related to the penetration of this technology on the
smartphones, sensors, actuators and gateways. Such penetration eases the expansion of
the backhaul links by: connecting the WiBACK to multiple manufacturer devices,
which can be connected with each other through a BLE mesh network; or by
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connecting it to smartphones, or other mobile apparatus, equipped with a BLE inter-
face, which in turn can serve as data relays. These scenarios enable the IoT concept to
be applied in the Comm4Dev installations.

Finally, GPS capability is desired to enable the node not only to perform GPS
tagging on the data being generated at the sites, but also to help in pinpointing those
sites that may require maintenance. These are value added features that should be
considered.

With such challenges in mind, the WiBACK N4C was developed by Fraunhofer
FIT/DeFuTech in partnership with Fraunhofer Portugal AICOS, and includes power
management components for off-grid installations, more high power backhaul radios
for the creation of multiple links, and BLE and GPS interfaces to broaden the range of
application scenarios (e.g., precision agriculture, industry-related solutions).

Regarding the power management unit, WiBACK N4C integrates components that
safely and efficiently control the energy harvested, which is then stored on a Lithium
Iron Phosphate (LiFePo) battery that can be integrated inside the device’s enclosure.
With this approach, the installation technician only needs to consider the dimensioning
of the harvester (e.g., solar panels power, orientation/positioning) and battery capacity
for the location of the site as the N4C comes with a simpler and more compact energy
solution for off-grid operation.

In what concerns the multiple links challenge, WiBACK N4C is equipped with 4
high-power 5 GHz radio interfaces, which, using a WiFi based communication pro-
tocol, provide the possibility of establishing more links per site with a single node. This
improvement provides not only more flexibility to the network design process, but also
a reduction on the cost and on the energy footprint, since a single node is now able to
have the double amount of links when compared to its predecessor.

The BLE interface is added using a BLE module with Bluetooth SIG mesh [6, 7]
capabilities, allowing the connection to BLE devices or networks, opening the possi-
bility to use Comm4Dev solution on IoT-like scenarios, or to use the BLE as a con-
figuration interface for the WiBACK N4C node.

The GPS interface is an added-value feature allowing not only to get the location of
the deployment sites which aid in the detection of problematic nodes and fast main-
tenance, but also geotagging of produced data for more localized understanding of
specific sites.

Figure 1 illustrates a Comm4Dev installation where the WiBACK N4C is being
used to address these new features in a set of illustrative application scenarios. Node A
is an off-grid and multilink node, powered by solar energy and using its 4 backhaul
radios operating at its maximum capacity to relay the incoming traffic, linking several
sites to the central location (Node B) that connects to the WiBACK controller.

On the edge of the network, the N4C nodes may also be solar powered or directly
connected to power grid, and in some situations they may still be serving as a relay to
multiple locations. An example is Node E which is in the District administration that
locally offers Internet access to citizens through the installed access point (AP) and
further extends the internet connectivity to villages 1, 2, and 3.

Moreover, the N4C nodes may be used as a gateway to BLE sensors and actuators
on remote monitoring applications, integrating the IoT concepts into the Comm4Dev
installation: for instance, Node C is being directly connected to BLE sensors/actuators
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on small remote monitoring/control scenario (e.g., precision agriculture), while Node D
makes use of the BLE mesh network to allow the remote monitoring/control of large
installations (e.g., in an industry setting overseeing production lines).

Finally, all the monitored information may be geotagged by the GPS module of the
WiBACK N4C, a feature that can also be used in the maintenance process of non-
working WiBACK nodes and/or of the site where the nodes are deployed.

3 Sample Application Scenario and Performed Evaluation

Out of the aforementioned application scenarios, we focused on the remote monitored
agriculture. This section starts by presenting our indoor hydroponic farming testbed as
a sample application scenario considering the BLE capabilities of the WiBACK N4C
node. Then, the section details the tests carried out concerning a potential BLE mesh
network that can extend the communication capabilities of our Comm4Dev solution.

3.1 Sample Application Scenario

In order to understand the BLE capabilities of the WiBACK N4C, we updated our
Comm4Dev Porto network [2]. Figure 2 presents a BLE device (a) that monitors the
water temperature, water pH, water electro conductivity, ambient temperature, relative
humidity, atmospheric pressure and sensor battery level in an indoor hydroponic

Fig. 1. A Comm4Dev installation based on WiBACK N4C with different application scenarios.
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farming testbed. The monitored data is transmitted over BLE to the WiBACK N4C (b),
which in turn sends it to a remote server for storage and visualization through a
web-portal.

On the described installation, the mesh feature of the WiBACK N4C is tested by
connecting its BLE interface through a simple one-hop link towards the aforemen-
tioned BLE device (e.g., PANDLETS equipped with more sensors – PANDLETS
Sensing+ [8]). However, a more complex mesh of BLE devices may be easily inte-
grated to further extend the communication range of the Comm4Dev solution. For this
extended scenario, the BLE devices communicate with each other under the Blue-
tooth SIG mesh specification [6, 7] to reach the central gateway, that is, the WiBACK
N4C, and through it connect to the Internet as it already happens in the illustrated
scenario.

This sample scenario helps us illustrate the applicability of WiBACK N4C in a
precision agriculture setting, where our Comm4Dev solution can be used to further
develop underserved communities. Next, we present a performance evaluation on the
potential BLE mesh network that can further extend the communication range of our
Comm4Dev solution in such applications.

Fig. 2. WiBACK N4C as a gateway for an indoor hydroponic farming testbed.
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3.2 Performed Evaluation

We studied the BLE mesh capabilities in order to characterize and validate the
applicability of this feature to the aforementioned scenario, and also to assess the limits
of the network and the possibility of applying it to more demanding applications. To
accomplish this, we assessed the minimum time between events considering a couple
of Nordic Thingy:52 devices [9], mimicking a BLE mesh network. The choice to test
this parameter is based on the need to understand if the BLE mesh network supports the
reception of events at a rate that is suitable for the devices that are monitoring and
actuating on the described application scenarios (cf., Sect. 2), and if so, understand the
limits to which the BLE mesh network can be applied to.

Minimum Time Between Events. For the sake of simplicity, an event is defined as
sending a Request message that expects a Response message. This evaluation focused
on determining the rate at which a new event could take place without having infor-
mation loss. The size of the Request/Response messages includes the BLE and Mesh
headers with a payload of at most 8 bytes.

Figure 3 depicts the test setup with a two-node Bluetooth mesh network and a
computer, where Node 1 sends a Request message, and Node 2 sends a Response
message back (i.e., an event). The computer is connected to Node 1 setting the fre-
quency at which Request messages are sent, and keeps track of the minimum time
period between events that do not cause information loss.

Considering this setup, the computer configured Node 1 to send 200 Request
messages (i.e., perform a test with 200 events) with an initial time period between
events of *457.5 ms to Node 2. At the end of each test, the computer checks if all the
Request messages received the corresponding Response, i.e., if all the events (pair of
Request-Response messages) successfully happened over the network. If successful, a
new test cycle with a shorter (more demanding) time period is tested. Otherwise, a
higher (less demanding) time period is tested. This process continues with new test
cycles until the computer discovers the shortest possible time period between events
that do not cause information loss, i.e., all the Request messages received the corre-
sponding Response.

Figure 4 presents the results of this performance evaluation test, where the “Test #”
refers to a new test cycle composed of 200 events, and “Event period” is the time
period between events considered for each test. The light grey dots represent test cycles
at which information was lost (at least 1 of the 200 events failed, i.e., either the Request
or Response message was lost during the transmission due to network overload), and
the black dots represent test cycles with no information loss.

Request 

Response

Fig. 3. Laboratory test setup.
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It can be seen in Fig. 4 that the minimum time period between events is *81 ms,
achieved on test cycle 9, i.e., Node 1 is able to send a new Request message (i.e., start a
new event) every *81 ms and neither the Request message or the Response is lost.

As more nodes are added to the network, the minimum time period will tend to
increase, due to the nodes having to deal with bidirectional message transmission.
Nevertheless, such limitation may not be critical in certain application scenarios where
real time message exchange is not mandatory, or in scenarios where monitoring does
not demand high sampling frequencies, which consequently increases the time period
between Request messages.

Agricultural and some industrial applications are some of those scenarios, where
temperature, soil characteristics (e.g., humidity, nutrient level, etc.), machine degra-
dation status, among others, are variables that vary slowly in time, and/or the variation
does not require an immediate reaction, so sampling frequencies (i.e., time period
between data requests) may be above the milliseconds mark. In fact, even scenarios
with high sampling rate sensors, or a mixture of high and slow sampling rate sensors,
can be considered, as long as the dimensioning of the monitoring solution takes into
consideration the observed network limitations, and the inherent energy consumption
associated with the amount of data travelling in the network.

Fig. 4. Test results for the minimum time between events.
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4 Conclusion and Future Work

To further ease the deployment of the Comm4Dev solution [2], and to further extend
the range of scenarios addressed by it, WiBACK N4C was developed in a partnership
between Fraunhofer FIT/DeFuTech and Fraunhofer Portugal AICOS.

The new WiBACK N4C eases the deployment of the Comm4Dev solution in off-
grid scenarios by integrating all the complexity related with the safe and efficient
management of the harvested and stored energy. The radio interfaces were also
improved by doubling the number of WiBACK links the node is capable to provide.
The addition of a BLE interface is two-fold: it can be used to configure the node, as
well as to integrate IoT concepts on Comm4Dev deployments. Finally, the GPS
interface, besides allowing to map deployment sites, helping to detect problematic
nodes and to provide fast maintenance, it can also be used to geotag produced data for
more localized understanding of specific sites.

Within the scope of this paper, we studied the integration of WiBACK N4C with
Bluetooth mesh networks by characterizing the minimum time period between events
(i.e., exchange of Request/Response messages). The test results show that the minimum
time periods between every new Request message is limited to *81 ms.

In conclusion, the integration of Bluetooth mesh networks into the Comm4Dev
solution to further extend its range is feasible for scenarios where the volume of
information to be transmitted is reduced, and where real-time communication is not
mandatory. The presented indoor hydroponic farming testbed is one of such scenarios.

Fully integrating the WiBACK N4C in the Porto testbed to test all the new features
of the WiBACK node is one of the ongoing next steps, as well as the fully integration
of the WiBACK N4C with mesh networks. For that, we plan to extend the Porto
testbed by adding more WiBACK N4C nodes powered by solar energy to simulate a
multiple-link, off-grid installations.

Moreover, we intend to increase the number of BLE nodes within the mesh to
prove the system concept in the field. This is expected to help us further understand the
behaviour concerning the minimum time period between every new Request message
as well as test other network performance parameters. More knowledge on these
parameters will drive the performance improvement of the BLE mesh network,
allowing the Comm4Dev solution to answer the technical needs of new specific
application scenarios.
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Abstract. Learning games are widely used as teaching resources, because of
their capacity to help learners’ increase their knowledge in conditions of
autonomous learning, especially in domains for which training is expensive.
However, to get the best productivity of these learning games, they should be
adapted to the learners’ profile. To propose content in an application that sat-
isfies the uniqueness of each learner is difficult. We therefore want to provide
learners with learning games that meet their profiles and improve the proposal
by tacking their new skills into account, so that they are always in the presence
of games adapted to their needs. The idea of this paper is to propose a model,
that provides a training plan based on learning games, adapted to the learners’
profile. The ALGP (Adaptive Learning Games Provider) model defines the
learning profiles of individuals, then characterizes learning games to make a
mapping between the profiles and characteristics of the games. But, to meet the
needs of learners throughout the lessons, monitoring data are added, to
dynamically adapt the content according to their progress. An evaluation of the
model through learner follow-up in two separate classes, a first class assisted by
the ALGP model and a second class with the traditional system without assis-
tance of the model were carried out, and the results obtained show that the
learners in the assisted class, are more motivated and more involved than in the
non-assisted class, which increases their productivity.

Keywords: Learning games � Adaptive learning � Classification �
Learner profile

1 Introduction

The quality of training has always been a central concern to the academic world.
Recent research on Learning Games (LGs) have proven their effectiveness, for training.
It is important to note that their success factors are numerous and have been widely
demonstrated in several scientific publications [1]. The development of technology and
design platforms have contributed to the spread of LGs in the marketplace. Thus,
thousands of LGs are now available for learning basic to academic skills [2]. However,
the major problem that presents itself, is to provide appropriate LGs to learners, so that
their attractiveness remain maximal [3]. In practice the problem to be solved is to adapt
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the selection of games provided in a training course considering the learner’s learning
specificities. This problem cannot be solved by adaptation one game, by changing its
content according to the learner’s profile. In fact, adapting to the game level, would be
expensive and is limited in the use of new games that can be useful. The aim of this
paper is to propose a model of adaptability that is not only associated with the game
and the perception of the player. The ALGP (Adaptive Learning Games Provider)
model first studies the learner’s learning profile and player profiles, then a classification
of available games is realized using metadata indexing [4, 5]. In addition, the analysis
of the learner’s acquired experience and level of knowledge to make a matching with
the prerequisites of the training. All these are analyzed to provide the game adapted to
each learner to the nearest of his profile. Finally, the cycle is repeated for another
analysis. To evaluate the model, an experiment was realized in two first-grade com-
puter science classes on a group of 28 learning games, and the results obtained provide
information on the effectiveness of the ALGP model, compared to an autonomous
training based on learning games without assistance.

This paper is structured as follows:
The state of the art presents previous work related to the topic. We then present the

ALGP model. The third part of this paper presents the experimentation that was set up
to evaluate the model. Finally, we discuss the results and perspectives to our work.

2 Purpose of the Work

To satisfy the growing training demand, a large variety of free online resources, such as
training LGs, are now available. However, the use of LGs in a free learning process
without considering the profiles of learners, does not generate real motivation. Thus,
the objective of this paper is to propose a model that will provide a list of LGs, that are
adapted to the learner’s profile, and that will consider the new knowledge they acquire,
in order to maintain their motivation, and hence increase their knowledge acquisition.

3 Related Work

In previous work, much research has been led to provide models that improve learners’
understanding of educational content. A classification of learners on how they learn is
often determined to offer the same type of content per learner segment. However, this
requires prior knowledge of the different learner profiles before providing them with
training content.

The difficulty, in using the LGs, lies in the correlation between the concepts of the
game and the training objectives. The transfer of knowledge of the chosen game
activity to defined teaching cases is not always obvious and it is up to the teacher to
find the subject to be taught. An alternative proposed is the modification of existing
games to adapt them to the realities of teaching, with Type of dead for example, we
have a historic zombie game attacking the player who must hurry to exterminate them,
the modification to make on the weapons to use, which are the letters of the keyboard in
order to improve the mastery of the keyboard in the learner. These types of game
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modifications are common to provide a learning environment to which the learner can
be accustomed, such as Prog & Play and Zombie Division. But these modifications,
even if they are interesting, bring the knowledge deficiencies that can traditionally be
found in his games. An obvious solution is to create games directly based on the
training objectives, so in some jobs there are games specially created for specific types
of training. In [6], we find a game created to stimulate cow rearing among agricultural
students, the skill is directly derived from the learning notions of the field, with
practical cases. But as tools used for training, the acquisition of knowledge diffused by
LGs depends strongly on the learner’s profile, i.e. the learner’s preferred means of
acquiring, retaining and processing information [7], in specific how he perceives and
understands what is being taught [8]. The learning profile considers the individual’s
ability to adapt to his or her learning environment, to transpose what he learns into real-
world activities and to use his new and old knowledge to propose new solutions to
problems [9]. But since it is above all a question of the play, it is necessary to consider
not only the learner’s profile in terms of comprehension but also the learner’s profile as
a player. Thus, to propose games that adapt to the learner’s profile in an assisted
training, work has proposed game designs that change in the aspects of the scenario
according to the interaction with the learner. In [10], an adaptation of learning is
defined according to the learner’s profile, but we always remain in the same game with
the same types of action and the same playability. Obviously, it is difficult for a game to
cover all aspects of training, and if it were possible it would be difficult to develop, so
in assisted learning, several games will be used. We want to have a training adaptability
model with the learner’s profile that will not depend on the learning game but where
any game can be inserted. For the ALGP model, we start by analyzing the student’s
learning profile with an analysis of the student’s player profile and then match it with
the classification that would be made of the games.

4 Adaptive Model Design

4.1 Learning Profile

There are many learning profile theories and definitions because it’s difficult to delimit.
So, in Learning Styles And Pedagogy In Post-16 Learning, Coffield has determined 71
different learning profiles with 60 profiles that have their own measurement tools [11].
Among these, Felder-Silverman’s learning model is widely used in game-based
learning as opposed to other learning profile models. This model classifies the profiles
into five dimensions of ten opposing elements, two by two, in the relationship of
personalities by showing from the outset the nonconformity of learner type. The most
important aspect of this model is the correspondence that it made between the learning
profile and the learning concept.

– Sensitive/intuitive: this dimension calls for perception.
– Visual/verbal: this dimension uses training elements.
– Induction/deduction: this dimension deals with the organization of things.
– Active/reflective: this is a bit of a sensitive and intuitive sequence, here we talk

about processes.
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– Sequential/global: this dimension characterizes the learner’s faculties in terms of
learning approach, it is the understanding of things. Sequential is best in step-by-step
learning where training is presented from the simplest to the most complicated [9].

So, in characterizing learners, the Felder-Silverman learning style model (FSLSM)
give good tools to classify the learner in learning based on LGs.

4.2 Playing Profile

The other aspect to be considered when using LGs, is the learner’s player profile
because, in addition to the way of learning, the learner’s preferences in terms of game
types, content and scenario are important if we want to create motivation and increase
their knowledge.

Early work on defining personality models focused on aspects of motivation, such
as achievement, social and immersion [12]. However, most of the work on the player
profile is done on specific types of games, the games in their different specificities are
analyzed to bring out a few determinants to rely on to define player profiles. What is
needed is a global representation of the player profile that can fit into the mold of most
LGs. The most recent model that considers this is the BrainHex classification [13],
which divides players into seven categories:

– The Achiever is objective oriented, motivated by long-term rewards and likes to act.
– The Conqueror is driven by challenges, tends to start games with the difficult or

expert level and is captured by the desire to win everything.
– The Daredevil likes risk and prefers to play games where victory is not obvious.
– The Mastermind likes reflection, calculation, strategies, and solving enigmas.
– The Seeker is always looking for discovery and will prefer games where there are

frequent changes of scenery.
– The Socializer likes interactions with other players and, prefers games where we go

to meet other players either as a team or as an opponent.
– The Survivor likes fear and enjoys games where there is a lot of negative

experience.

This classification in addition to not being dependent on a particular of game, is
based on a neurological study with a questionnaire widely (+60 000 times) used to
illustrate the approach [14] and conduct other types of classification.

Now that we have defined the classifications for the two aspects of learners’ profile
(learning and playing), it is also necessary to define a way of classifying LGs to match
this profile.

4.3 Game Classification

The classification of LGs is important in proposing specific training content for
learners’ profiles. Most LGs indexing methods are based on metadata representation.
But this metadata, although effective for describing content, is not sufficient to classify
LGs appropriately. Indeed, to attain our objective, the type of classification to adopt
must imply the playability, the level of required implication, the technicality of the
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game… in this sense the Gameplay, Purpose, Scope (G/P/S) model [15] proposes to
classify LGs, but which can be extended by add the specific characteristics of LGs. It is
on this model that we will build to classify LGs based on indexing by metadata
standards.

The classification models will start from a prior description of the games by the
LOM (Learning Object Metadata) [5, 16] standard which includes 9 categories of 68
elements, however, not all fields need to be described representing a LG. Then an
extension of the G/P/S model is made to provide a classification that can match the
learning profile (Fig. 1).

The extensions we add to the G/P/S model allow us to get as close as possible to the
learning profile.

– The requirement will be able to, an entry questionnaire to define the type of games
of the learner’s beginning.

– The phenomena already give a glimpse of the actions that may intervene in the
game.

– The experience goes as you learn to help you tell when to change games and which
game to play next.

– The technicality will make it possible to define the concepts of handling of the
game.

These new combinations will also enrich the concepts of this model, for example
the gameplay will be more evocative with the consideration of the technicality and the
phenomena defined in the game. It is these grids of representations that will be used by
the game adaptability model according to the learner profile, to offer pedagogical
content that is always like the type of learner, however, LGs adapted to the learning
profile cannot be proposed without the consideration of the user experience.

There are many works on the adaptability of LGs, but they are oriented towards
methods so that a single game which could be adapted according to player’s behavior
during the execution of the game. Thus, the learner’s techniques are analyzed to extract
data to be interpreted to add new actions as the game progresses, move to a specific
step, lead the player differently [10].

Fig. 1. G/P/S model extended
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4.4 Adaptive Learning Games Model

Indeed, in the process of learning, learners go from a state X to state Y. This new state
means acquiring new knowledge and new techniques, understanding the phenomenon
of the LGs they are playing. So, we will have to update their profile to offer another
game that fits and redefine their learning characteristics. For example, if we are facing
intuitive learners making them repeatedly play the same game may result in a drop in
the motivation because they will already have apprehended this game and therefore will
get tired of playing. What we propose in this paper is to provide, from a list of LGs
analyzed, the game that would be closest to the learners’ aspirations at that specific
moment, considering their change of state.

– As input, a survey is carried out to define an initial learner profile.
– An indexing of the LGs based on the metadata makes it possible to describe them to

have a general knowledge of the LGs.
– A classification is made to categorize the games that will constitute the catalog list.
– We take the objectives to achieve defined in the proposed training.
– An analysis of the objectives is carried out with the learner’s knowledge and skills

in order not to offer them what they already know.

A matching between the learner profile, the training objectives defined by the
teacher and the LGs are done through a scoring system assigned to the game profiles
and characteristics using the BrainHex model platform http://survey.ihobo.com/
BrainHex/ [13]. Next, LGs that stand out are proposed to the learner (Fig. 2).

Fig. 2. Adaptive Learning Games Proposal model cycle

Adaptability of Learning Games Based on Learner Profiles 289

http://survey.ihobo.com/BrainHex/
http://survey.ihobo.com/BrainHex/


After playing, the learner’s playing experience is extracted to be used as data in the
composition of the learner’s profile. In addition, the lessons transmitted in the learning
game played increase the knowledge and give new skills to the learner, this is used with
the objectives of the training to serve a content that will deal with the lessons coming
just after this newly acquired knowledge and that will serve as a prerequisite. Each time
the process is repeated to enrich the model and serve new LG in the learner’s training.

5 Experimentation

The experimentation of the model was carried out on two classes of twenty-five first
grade students in computer science, from the Virtual University of Côte d’Ivoire in self-
learning. The LG catalogue includes 28 LGs in the areas of math, English language and

Table 1. Learning games catalogue for experiments.

Learning games Fields

Maxtrax Math
Luminosity: chalkboard challenge Math
Cisco binary game Math
Zombie division Math
Prog & play Math, computer
A.I wars: the insect mind Math
Lure of labyrinth Math
Demolition division Math
Algebot Math
English taxi English
Duolingo English
English training: have fun improving your skills English
Cash cab English
Opening a sales call English
CeeBot3 educational programming software Computer
Cisco aspire Computer
Algo-bot Computer
Game to teach sql Computer
Vocabulary.co.il English
Power words English
Lord of the files English
Grammar ninja English
Hit typing Computer
Programming learning game Computer
Wireless explorer Computer
Iscen Computer
Computer quiz Computer
Typing of dead Computer
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computer science with programming and network teaching. The experiments took
place in two stages (Table 1).

The students were divided into two classes homogeneously according to their
learning profiles, in the first class named “free class” the game catalog was provided
without assistance, the games were classified by teaching subjects, so it was up to them
to choose themselves the ones they want to play to get the knowledge required by the
training. On the other hand, the second class called “assisted class” was assisted by the
model to suggest the LG that should played, according to the learner’s profile and their
learning objectives.

The experiment took place over six weeks, and a satisfaction survey was conducted
to collect the learners’ motivation [17, 18] level each week. At the end, a questionnaire
was produced to determine the level of learners’ involvement in these training sessions.

6 Results and Discussions

The surveys were carried out on the following criteria; motivation, knowledge
acquired, and level of engagement observed. It is by a qualitative measurement of the
factors that we proceeded. A percentage is generated to serve as a result at the moti-
vation level and scores are assigned for the other factors (Figs. 3 and 4).

The observation that we make on these results is striking, about motivation, after
the excitement of the first week the level of the free class decreases constantly while
that of the assisted class increases. This is due to the fact that, the games offered are
adapted to the learning profiles of each student. As the proposals are based on the
preferences of the learners, motivation continues to grow. For acquired knowledge, the
level follows the same logic as that of motivation, in fact the level of knowledge
obtained from a game is linked to the level of motivation [19].

0% 

20% 

40% 

60% 

80% 

100% 

W E E K  1  W E E K  2  W E E K  3  W E E K  4  W E E K  5  W E E K  6  

Classe free 

classe assisted 

Fig. 3. Motivation evolution graph in %, generated from the evaluation score

Adaptability of Learning Games Based on Learner Profiles 291



7 Conclusion

The use of LGs to support learner training is widespread, especially in the case of self-
directed learning. The success of learners in training based on LGs depends a lot on
their level of involvement, their motivation to learn, and the experience that results to
generate better knowledge of the concepts addressed. For this a model of game
adaptability is proposed, and this model presents real advantages compared to training
without assistance. Nevertheless, it would be more interesting, not to limit oneself to an
adaptation of the LGs to the level of each learner without considering the group, and in
addition, it would be beneficial, to also consider the learner’s evolution in his way of
understanding the notions of training.
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Abstract. In this study, we present an original method that enhance geocoding
system in poorly mapped areas thanks to multi-agent system. In contrast with
industrialized countries, many developing countries lack formal postal address
systems assignments and usage, making the operation of translating text-based
addresses to absolute spatial coordinates, known as geocoding, a big challenge.
We recreated a standard of address as it is perceived and used by local people, a
kind of non-official national address standard since there is no official one in
these areas. Then, we designed a multi agent system in which agents are
assigned different tasks of geocoding process and can perform negotiation to
achieve global objective: find the best possible match or approximation of a
location based on current knowledge. A verification of the usefulness of the
proposed approach is made in comparison with Google geocoding API which
shows that the proposed approach has great potential to geocode addresses
considering local context semantic issues.

Keywords: Geocoding � Multi agent � Text mining � Knowledge discovery �
Address standard

1 Introduction

From standard service delivery to emergency system dispatching, addresses are the
most common and convenient way to locate people. Addresses are easily compre-
hensible to people, but not directly suitable for use in an IT environment. Translating
text based addresses to absolute spatial coordinates is known as geocoding. However
geocoding technology is very common on commercial Geographical Information
Systems (GIS) products, it’s usually limited to fully standardized structures with a
respect of elements order as well as writing style.

In contrast with industrialized countries, many address systems in developing
countries lack standards, making the addressing system ambiguous, incomplete or
imprecise. The prompt provision of a precise location from unstructured or even vague
addressing data provided by people is critically important, especially in emergency
situations, and have a socio-economic impact in day-to-day life.

Furthermore, with the rapid development of e-commerce and internet, products and
services delivery to customers is a challenge for companies, therefore increasing the
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need for appropriate geocoding tools in poorly mapped area. In fact, even if online
mapping system is widely used, many developing countries suffer from good
addressing and geocoding system, even internet connectivity.

Due to the essential life services they provide, water, energy and garbage collection
utility companies have mastered addressing and geocoding systems for years now.
Through their day-to-day interaction with customers to quickly troubleshoot water
supply breakdowns or electricity distribution failures, these utility companies need to
have a good knowledge of the field they operate in. To deal with this permanent
challenge, these companies have to create their own geolocation systems that become
over the years an important source of geographical and customers’ addresses data.

Hence, we investigate ten years of addresses data collected by Senegal power
company through customer’s trouble calls. On any power outage, verbal description of
their location is given by customer to callcenter officers without any account references.
This collected data is characterized by its vagueness and full of misspelling or unknown
places from common mapping facilities.

To express these challenges, we first needed to produce an address standard by text
mining historical data and creating a reference dataset before being able to achieve the
matching operations.

Afterwards, we designed a multi agent system in which agents are assigned dif-
ferent tasks of geocoding process and can perform negotiation to achieve global
objective: find the best possible match or approximation of a location based on current
knowledge.

The rest of the paper is organised as follow: Sect. 2 presents the background of the
study including geocoding process and literature review. In Sect. 3, the model of the
proposed system is set out with a definition of a standard address format from data and
description of the proposed multi agent system with its implementation. In Sect. 4,
experiments to measure the accurateness of the proposed approach is carried out in
comparison to the results of Google Maps Geocoding API against a set of local
addresses for which we have verified latitude-longitude and we discuss results.

2 Background

2.1 The Process of Geocoding and Its Challenge

As well documented in the literature [1–3], within classical approach, the geocoding
process is divided in three main phases: address normalization, address matching and
address locating (Fig. 1).

Address

Geocoding Process

Coordinate 

(Lat/Long)
Normalization Matching

Locating

Fig. 1. The process of geocoding
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The normalization phase transforms the address to a standardized form which
allows to accomplish the comparison with reference data. Because addresses are not
free from errors, they must be cleaned and standardized to get the same format as the
reference data. The cleaning process involves solving issues such as case variation,
abbreviation and punctuation. Standardization is accomplished by tokenizing the
address string and assigning meaning to each token from different address element
types.

Matching phase is the attempts to link the normalized address to a corresponding
record from the reference data set. The performance of this stage depends on the
completeness of the reference data. If exact matching cannot be obtained, approxi-
mation is made to get the best available adjacent area in the data set.

Locating process allow to return a geocode, thanks to geographic coordinate
assigned to matched address in reference data. The geographic coordinate goes from
polygons representing locality (which have a coordinate assigned to his centroid)
through line segment representing street (coordinate assigned to his mid-point) to point
representing single address.

From this brief description of geocoding process, we can notice that we face two
big challenges when attempting to geocode address in poorly mapped area:

• Input address must be converted to a standardized format but there is no standard
address in many developing countries (as reported in [4]).

• Standardized address should be compared to a reference data set but since these
areas are poorly mapped, incomplete database with unknown places are very
common from all mapping facilities.

2.2 Related Work

Geocoding is a well-studied question with plenty of contributions that have been
proposed to expand the process specially in the domain of classical geocoding [1] but
less in what we can call intelligent geocoding which deal with geocoding difficult
address by using control and knowledge improvements [3, 5] to depart from simply
matching and table lookups approaches.

Since addressing systems vary largely between countries, as addresses have a
strong cultural bias, one main part of studies revolve around some issues introduced by
the natural language in the process of geocoding such as in Chinese [6–8] or Croatian
[9] and more specifically on twitter [10].

Another part of the current geocoding literature deals with geocoding application
and issues solving in an explicit geographic area such as in Croatia [11], Turkish [12],
Brazil [13], China [6–8], Australia [14], South Africa [15], Morocco [16], Cuba [17]
and India [18]. Most of these countries are developing ones and have to deal with rapid
urban growth which introduces problems such as ambiguous region boundaries and
lack of convention in spellings of toponyms. Concerning developed area, the studies
deal mainly with the verification of suitability of online geocoding tools [2] for a
specific region as we can find in [11, 19, 20] for Austria, Quebec and Germany.
Address Standard issues are also discussed in [1, 4, 21–23].

296 A. M. Kebe et al.



This literature survey shows a strong dynamic in geocoding process from regional
and cultural point of view. Thus, to improve the geocoding course, knowledge need to
be added in the process to take into consideration lack of standard, semantic issues and
complicated logic existing in many countries. Therefore, Multi Agents System
(MAS) which utilizes theories and concepts from many areas such as computer science,
artificial intelligence, distributed systems, social sciences, economics, organization and
else is a good candidate for this purpose.

In this tendency, in [5] Wei et al. present a knowledge-based agent prototype for
Chinese address geocoding. Toward the statement that Chinese address geocoding is a
difficult problem to deal with due to intrinsic complexities in Chinese address systems
including Chinese language and civil history and a lack of standards in address
assignments and usages, the authors propose a spatial knowledge-based agent proto-
type to improve existing address geocoding algorithm. To construct this agent, they
first introduce a knowledge base consisting of a basic ontology for Chinese address
validation domain and an internal fact database. An inference rule set is integrated into
this agent to deduce the spatial accuracy of these potential matches. However, this
approach is limited to some inferential ability to help matching process and had to be
improved to solve issue like geocoding addresses containing two or more geographical
classes of the same kind.

In [24] Hutchinson and Veenendaal present an agent-based framework for intelli-
gent geocoding. Having noted that despite progress in the field of geocoding, there
remain a sizable proportion of addresses that are difficult to geocode due to missing
information and wrong addresses, they explore how agent-based processing, which
utilizes the belief, desire, intention (BDI) model, can add intelligence to the geocoding
process. The goal of the system is to correct address element allowing to find them in
reference data set and every agent pursues its own intention to this goal. Nevertheless,
this study is confined to geocoding matching process assuming that, it will take longer
but complex sites and rural sites will have reliable geocode data.

Our work extends those of Hutchinson and al which is conducted in context of a
developed country with a comprehensive geocode data updated every three months (the
Australia G-NAF files). In contrast with Hutchinson we are in a poorly mapped area
[25] which conduct to include more dynamics in all geocoding process (data nor-
malisation, data set acquisition and cleaning).

3 Proposed Approach

3.1 Definition of an Address Standard

To define an address standard, an ontology for this domain is constructed as the basic
vocabulary to represent spatial knowledge in the address geocoding domain. Hence we
analysed ten years of addresses data collected by Senegal public energy utility through
customer’s trouble calls. This collected data is characterized by its sketchiness and full
of misspelling and unknown places from common online mapping. This basic ontology
includes geographical classes such as city, county, road, house number, community,
building number, points of interest (POI) and other concepts needed for comparing and
evaluating address matches.
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Example of address data from the trouble call data corpus:

• Guediawaye Cite des Enseignants Villa N° D/10
• Yeumbeul Ben Barack Darou Salam 4/C Qrt Elhadj Ablaye Diop
• Ngor Diongoran Qrt Pape Moustapha Ba
• Yeumbeul Cite Comico 4 Villa N°129/D

Thanks to the determination of most often used terms we have identified the
terminology used to describe an address.

Words like “villa” (house), “qrt” (abbreviation of French word quartier which mean
neighbourhood), ‘rue’ (street) are in focus.

Many mistakes and spellings are encountered in the data due to typos and abbre-
viations knowing that they are collected verbally by phone from call center.

In order to reunite the various spelling of frequent words, language processing
algorithms have been used such as Levenshtein distance and Jaro-Winkler distance
combined with TF-IDF (Term Frequency-Inverse Document Frequency) [26].

We classify these address concepts in family and settle a hierarchy between them.
Considering the current national administrative division of the country including
Administrative district and Municipality we get the Fig. 2 with the main families in
focus: property, subdivision, administrative division, space for circulation, municipality
and administrative district.

The developed version of the addressing concept is presented in Fig. 3 with a detail
of words used frequently in each family of concept giving an ontology of how address
is nowadays expressed by Senegalese People.

This ontology is an input used by the multi agent system to accomplish the goal of
the LOGEMAS system.

Space for 
circula on 

Subdivision

Municipality

Administra ve 
Division

Property

contains

contains

Administra ve 
district 

contains

Served by

Can involve

Fig. 2. Simplified addressing concept hierarchy
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3.2 LOGEMAS-Location Geocoding with Multi Agent System

In this section, we present the LoGeMAS (Location Geocoding with Multi Agent
System) architecture in which the various geocoding tasks are delegated to different
agents.
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Fig. 3. Ontology of urban geography in Senegal
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Multi-agent Architecture. To achieve the task of geocoding, agents are assigned
different tasks of geocoding process and can perform negotiation through FIPA pro-
tocol to achieve global objective: text mining and pattern recognition to find the best
possible match or approximation of a location based on current knowledge.

Figure 4 depicts the interaction in the model composed of five type of agents.

• Supervisor Agent (SA): his role is to manage the different processes through a
well-defined sequence of events. As a coordinator agent, SA dispatches the different
tasks to other agents.

• Cleaning Agent (CLA): his role is to clean the provided address, as in the nor-
malization phase in geocoding process (see Sect. 2). Algorithm used by CLA
include transforming text to lower case and deleting all special characters.

• Keyword Finder Agent (KFA): his objective is to find the different entity of the
ontology, called keyword, present in the provided address and to classify them as
described by the knowledge provided by ontology (see Fig. 4).

• Before Keyword Information Extractor Agent (BKIEA): as his name shows,
this is an information extractor agent specialised on information appearing before a
keyword. Example in the address:

“Guediawaye Cite des Enseignants Villa N° D/10”
BKIEA will retrieve the couple [‘Guediawaye’, ‘des Enseignants’]

• After Keyword Information Extractor Agent (AKIEA): as his name show, this
is an information extractor agent specialised on information appearing after a
keyword. Example in the address:

Supervisor Agent (SA)

Cleaning Agent (CLA)

Keyword Finder
 Agent (KFA)

Informa on Extractor
 Agent (Before-Keyword )

BKIEA

Informa on Extractor
 Agent (A er-Keyword )

AKIEA

Matching Agent (MA)

database

Fig. 4. Multi agent LOGEMAS model
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“Guediawaye Cite des Enseignants Villa N° D/10”
AKIEA will retrieve the couple [‘des Enseignants’, ‘N° D/10’]

• Matching Agent (MA): The Matching Agent role is to do the matching action by
finding geocode corresponding to address as described in geocoding process in
Sect. 2. From each found keyword completed with his proprieties, information are
looked in the database and the process is completed with heuristics rules that allow
to define the accuracy.

3.3 Data Set Acquisition

To track crew performance during outage recovery, Senelec utility has introduced a
vehicle tracking system in 2015. The data collected during breakdown reparation
combined with these captured tracking data gives a potential of learning new regions
and landmarks by reverse geocoding concerned customer address.

3.4 The Multi-agent System Design and Implementation

To implement a multi-agent system, there are several open-source agent platforms
available in the literature that helps developers to build a complex agent system in a
simplified manner. The GAMA platform [27, 28] was chosen to implement our system.
This platform which is a new trend in multi agent developing, enables multi agent
development through an intuitive interface and programing language GAML. GAMA
has the advantage to implement many features like FIPA compliance, Geographical
Information System (SIG) and the ability to build spatially explicit multi-agent simu-
lation which is one characteristic of geocoding system.

4 Experiment Result and Discussion

To challenge our approach and demonstrate its capability, a case study in Dakar City
Senegal is carried out with text mining and pattern recognition.

First we measure the ability of the system to geocode up to different levels of
precision from the proposed address standard including property, subdivision,
administrative division, space for circulation, municipality and administrative district.
To achieve this test, we run the LOGEMAS process through one month of trouble call
data containing 6321 addresses (June 2015 data). The test is compliant since only 23
addresses were not recognised. The Fig. 5 shows an example of the results provided by
LOGEMAS system.

Fig. 5. Sample of address recognition through LOGEMAS process
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When analysing the address that was not well recognized we found that they had in
common the fact of containing natural language part of speech like in ‘Yarakh Hann
Pecheur ne connait pas le nom du Chef de qrt’ (meaning Yarakh Hann Pecheur doesn’t
know the name of the head of district!!!).

Finally, a comparison of LOGEMAS results with those of Google’s geocoding
service against a set of addresses verified latitude-longitude coordinates was conducted
and we arrive at these conclusion:

• Google Maps was not able to consider semantic issue while LOGEMAS well
recognised standard address as expressed by local people;

• Google geocoding service is limited to street name, municipality and completed
Point of Interest (POI) and LOGEMAS try to give a level of precision from its
known database.

We can conclude that the architecture we are developing has great potential to
geocode addresses considering local context issues with integration of semantic
question (Fig. 6).

5 Conclusion and Future Work

In this paper, we presented a system called LOGEMAS - Location Geocoding with
Multi Agent System. We investigated ten years of addresses data collected by Senegal
public energy utility through customer’s trouble calls. We recreated a standard of
address as it is perceived and used by people. Afterwards, we designed a multi agent
system in which agents are assigned different tasks of geocoding process and can
perform negotiation to achieve global objective: find the best possible match or
approximation of a location based on current knowledge. A verification of the use-
fulness of the proposed approach is made in comparison with Google geocoding API
which shows that the proposed approach has great potential to geocode addresses
considering local context semantic issues and can contribute to more efficient home
delivery service in developing countries. In future work the tool will be enhanced with
more semantic skills and propose an application to outage management in power
companies.

0 500 1000 1500 2000 2500

well geocoded
geocoded out of zone

unrecognized

LOGEMAS GOOGLE Geocoding API

Fig. 6. Comparison between LOGEMAS and Google Maps Api geocoding process results
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Abstract. Learning Management Systems (LMS) have become a common
feature in contemporary higher education institutions globally. In recent years,
LMS have been adopted in some higher education institutions in sub-Saharan
Africa including Tanzania, however, there are limited research in this area,
which could hinder future developments. Therefore, this study investigates the
adoption and usage of LMS as pedagogical tool among students and instructors
at the State University of Zanzibar (SUZA). The methodology used in this study
included the review of the literature, focus group discussions and semi-
structured interviews. The study was conducted in Zanzibar from March 2016 to
March 2017. A total of 431 students and 10 instructors participated in this study.
The participants were selected based on the courses that have been involved in
the pilot study. Microsoft Excel was used to present the findings in figures and
tables. The findings reveal that 70% of instructors and 44.4% of students
showed preferences to LMS system as a tools to be used in teaching and
learning and 26.1% of students were neither agree nor disagree. However, there
are various challenges influencing the level of use of LMS including, internet
connections, access to computers, unfamiliar with Moodle and integration of
LMS with others university systems. Overall, the study provided an insight into
the environment surrounding the early adoption phases of LMS in SUZA, which
offers a better understanding of the phenomenon. Subsequently, this will help
enhance the adoption process in current contexts and assist in future utilization
of LMS systems.

Keywords: Learning management systems � Higher learning institution �
e-Learning � Blended learning � Zanzibar

1 Introduction

This paper discusses the contribution of Learning Management System (LMS) to the
learning environment from the academia perspective of the State University of Zanz-
ibar (SUZA). The paper is organized as follows: Sect. 1 introduces the topic, including
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theoretical background of the study, Sect. 2 describes the methodology of the study.
Followed by the presentation of the results and discussion of the study in Sect. 3, and
finally the conclusion and recommendations in Sect. 4.

1.1 Theoretical Background

Learning Management Systems (LMS) have been adopted in most higher education
institutions in sub-Saharan Africa. These web-based LMS are intended to support
teaching and learning activities in a traditional classroom. LMS consists of various
features that enable university instructors to share learning materials as well as providing
interaction with their students both synchronously and asynchronously. Currently, there
are various LMS available worldwide, and common LMSs be largely grouped into two
groups: first, Open-source LMS, such as Moodle, Sakai and Segue, and second,
Commercial systems, like WebCT, Blackboard and Desire2Learn [1]. The most widely
adopted LMS in sub Saharan Africa are Blackboard, Sakai, and Moodle [1].

LMS is a collaborative platform used to manage online learning courses. LMS is a
software environment that enables the management and delivery of learning content
and resources to students. It provides an opportunity to maintain interaction between
the instructor and students and to assess the students by providing immediate feedback
on the online quizzes [2]. LMS presents an overview of common motivations for e-
learning. E-learning is organized and managed within an integrated system. Different
tools are integrated in a single system, which offers all necessary tools to run and
manage an e-learning course. All learning activities and materials in a course are
organized and managed by and within the system. LMS typically offer various activ-
ities including discussion forums, management of assignments, file sharing, chats, and
syllabus [3].

In traditional lectures, an instructor stands before a class take a centre stage, recite a
paper or read part of the book that contains all that is considered important for the
students to know, and may resort to use chalkboard [4]. As technology grows, the
model changed to using presentation cues in Microsoft Power Point slides visible to all
students rather than in notes used only by the instructor. However, the most important
mode of verbally exposing information to the students remained. This model has been
criticized because of its assumption that dissemination of content is the primary pur-
pose of a classroom. It has been argued that, instead, such content is better learnt on an
individual basis and the classroom sessions are better utilized for discussion and active
engagement with the content [5, 6]. This in turn could lead to higher levels of
understanding than if classrooms are used purely for presentation of the content to
students.

In this regards, LMS usability, flexibility, and accessibility for use in 24/7 are the
most significant characteristics that have attracted both students and instructors [2].
LMS allow communication and interaction between teachers and students in virtual
spaces. However, the literature indicates that there are gaps in research, especially in
the management of platform and its associated opportunities and challenges. Conse-
quently, the aim of this study is to assess the perceptions of using LMS as pedagogical
tool among students and instructors at SUZA, specifically the study looks at LMS
features used by students for learning and its challenges.
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SUZA recognizes the pedagogical role of Information and Communication Tech-
nology (ICT) in improving the quality of the learning environment. Several initiatives
emerged at SUZA through Centre for ICT services to boost ICT capacity and effective
utilization in teaching and learning. The centre for ICT services engaged in several
initiatives including building and maintaining a robust infrastructure to support student
learning. Among the recent measures that took place at university include the increase
internet bandwidth, equipping computer labs, establishment of e-library, LMS (Moo-
dle), and ICT policy.

In 2014, SUZA with support from Build Stronger University (BSU) II project
through work package 3 (ICT in Education) embarked on an activity “Pilot Imple-
mentation of e-modules through LMS for selected courses”. The courses selected in
this implementation are shown in Sect. 3.1. The participants of this activity were
students enrolled in the courses and instructors who are teaching the courses. However
due to various infrastructural challenges not all students were accessing the developed
e-modules. Thus, this pilot study involved the students who were using the e-module in
academic year 2016/2017 in different semesters.

2 Methodology

The main aim of this research is to investigate the perceptions of using LMS as
pedagogical tool among students and instructors at SUZA, with a specific focus on
teaching practice as manifest when using systems. Focus group discussions and semi-
structured interviews were used as data collection tool for this study. The interviews
contained both open and closed-ended questions. Later, the participants were inter-
viewed to gather their perceptions on using LMS for their teaching and learning
activities.

2.1 Sample and Sampling Techniques

Currently, SUZA has seven campuses in Unguja and Pemba islands. The study was
conducted between March 2016 to March 2017 in three SUZA campuses Tunguu,
Vuga and Nkrumah before the merging of other institutions. Random sample technique
was used to select a number of students and instructors at university. Eight courses
were selected as indicated in Sect. 3.1. Instructors were trained on how to upload
course materials to the LMS platform. They then trained students on how to use the
Moodle such as downloading materials, participating in online discussions, and quiz-
zes. A total of 10 instructors and 431 Diploma and Bachelor degree students partici-
pated in the survey. The questionnaires were designed and integrated into each course
to assess levels of students and instructors’ satisfaction with the LMS.
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3 Results and Discussion

3.1 Profile of the Participants

Table 1 shows the demographic information of students’ participants. A total of 431
Diploma and Bachelor students (first year, second year and third year) participated.
More than half (50.3%) of the participants were male and 49.7% female. The partic-
ipants were of different ages. The majority of them, (66.1%) were aged between 21 to
25 years. Most of the participants, were the second year students (79.1%), followed by
first year students (13%), and third year students comprised 7.9% of the participants.
The participants were selected from nine programme as shown in Table 1.

Table 1. Demographic information of student participants (n = 431)

Parameter n (%)

Gender
Male 217 (50.5)
Female 214 (49.7)
Age
16–20 7 (1.6)
21–25 285 (66.1)
26–30 85 (19.7)
31–35 37 (8.6)
36–40 15 (3.5)
40+ 2 (0.5)
Year of Study
First Year 56 (13)
Second Year 341 (79.1)
Third Year 34 (7.9)
Study Programme
Bachelor of Science in Education (BSE) 64 (14.8)
Bachelor of Art in Education (BAE) 161 (37.4)
Bachelor of Art in Kiswahili and English (BAKE) 23 (5.3)
Bachelor of Medicine (MD) 62 (14.4)
Bachelor of Science in Computer Science (BSc. SC) 10 (2.3)
Diploma in Information Technology (DIT) 54 (12.5)
Diploma in Computer Science (DCS) 6 (1.4)
Bachelor of Information Technology with Education (BITED) 14 (3.2)
Bachelor of Science in Environmental Health (BSc. EH) 37 (8.6)
Campus
Tunguu 262 (60.8)
Nkurumah 105 (24.4)
Vuga 64 (14.8)
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Table 2 shows the demographic information of instructor participants. Ten
(10) instructors participated in this study, where 70% were males and 30% females.
The Instructor participants were of four different groups of age, between 36–40 (30%),
age greater than 40 (30%), between 31–35 (20%) and age between 26–30 (20%).
Furthermore, the instructors were taught different level of education as shown in
Table 2.

Students from different programmes were allocated to various courses which they
are registered for pilot implementation. There were eight courses involved in the study
of the LMS and number of students participated in the bracket as follows: DS 1101-
Development Studies (47), CL 1101 Communication Skills (38), ED 1201-Educational
Psychology (5), ED 2103-Educational Resources, Media and Technology (262), CS
0119-Interactive Website Development (60), CS 3106-Distributed System (10), EH
1204-Sociology of Health and Illness (17), and EH 2111-Waste and Waste
Management (18).

3.2 Frequently Utilized LMS Features

LMS Moodle contained different features such as quiz, forum, file and video uploader,
multiple media, resources, enabling alternative technologies, and presenting informa-
tion in an organized manner to fulfill its main purpose, which is the construction of
learning through interaction.

Table 2. Demographic information of instructor participants (n = 10)

Parameter n (%)

Gender
Male 7 (70)
Female 3 (30)
Age
26–30 2 (20)
31–35 2 (20)
36–40 3 (30)
40+ 3 (30)
Department
Education 4 (40)
Science 1 (10)
Computer and IT 4 (40)
Social science 1 (10)
Level taught
Degree 5 (50)
Diploma 2 (20)
Both 3 (30)
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Figures 1 and 2 show various activities performed by participants while accessing
the Moodle. Figure 1 shows activities performed by students which depict that
downloading of Power point lecture materials was a major activity when students
interacted with the Moodle. This is because downloading materials was convenient for
the majority of them since they do not have internet access at their homes.

Figure 2 shows activities performed by instructors. On the hand, it is revealed that
most of the instructors used the LMS for uploading Power point lectures, uploading
online video lectures and post online assignments, as indicated in Fig. 2.

The data in Figs. 1 and 2 further reveal that ‘share simulation’ and ‘uploading
Power point with speak’ were the activities that performed less by instructors while link
to external online quiz found no one was using among instructors. Additionally, both
figures show that instructors applied many features compared to students this is because
the instructors are major actors of the module who create learning activities to students.

3.3 Perceptions on the Use of LMS Platform

The participants were given several LMS aspects to identify their perceptions as shown
in the Table 3. Some of these aspects were directed to both students and instructors and
others were directed to either students or instructors. The results indicated that 70% of
instructors and 44.4% of students indicated that they preferred the LMS to the tradi-
tional way of teaching and learning. However, 30.4% of student neither agree nor
disagree. This finding therefore show that students learning is better supported by LMS
indicating interest in digital learning. Concerning the availability of LMS, 55.5% of
instructors and 46.8% of students agreed that the LMS was available. Regarding

Fig. 1. Features used by students in Moodle
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accessibility of LMS in ICT devices (laptop, smartphone), 90% of instructors and
47.3% of students’ report that it was accessible. Moreover, 70% of students and 37.7%
of instructors responded that they had adequately technical support during the use of
LMS. Other aspects are illustrated in Table 3.

Fig. 2. Features used by instructors in Moodle

Table 3. Instructors’ and students’ perceptions on the use of LMS for teaching and learning

No Perceptions Respondents Agree
n (%)

Neutral
n (%)

Disagree
n (%)

1. I have adequately technical support
during the use LMS

Instructors 7 (70) 2 (20) 1 (10)
Students 157 (37.5) 135 (30.4) 125 (30)

2. The Learning Management System
was accessible through any ICT
device (Desktop, laptop, tablet)

Instructors 9 (90) 1 (10) 0 (0)
Students 195 (47.3) 90 (21.6) 130 (31.2)

3. Availability of learning materials in
the LMS was 24/7

Instructors 5 (55.5) 2 (22.2) 2 (22.2)
Students 194 (46.8) 139 (33.5) 82 (19.8)

4. LMS is too complicated for teaching
and learning

Instructors 1 (10) 1 (10) 8 (80)
Students 134 (32.2) 133 (32) 148 (35.7)

5. The learning materials delivered
through LMS were relevant to this
course

Instructors 10 (100) 0 (0) 0 (0)
Students 143 (34.4) 244 (58.7) 29 (6.5)

6. The participation of students in my
course was very low in LMS than in
the classroom

Instructors 2 (20) 4 (40) 4 (40)

(continued)
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3.4 Opportunities and Challenges of LMS

In this study, LMS seemed to be a potential platform for strengthening teaching and
learning. For example, the finding show that second year students in the course “ED
2103” participated well in the LMS to perform learning activities. Therefore, the results
indicated that when the instructor committed to use LMS consequently the students will
be engaged to frequently use online learning activities. On the hand, several challenges
were reported by both students and instructors while using the LMS. These include
challenges related to both software and hardware. The most challenge reported was
internet connection, including slowness on internet, network failure, unavailability of
WiFi in some days and poor internet access at the campuses.

Internet Connectivity at Campus. For example, student A1 stated that “Sometimes
make hard time for us to interact with LMS because of network”. And instructor B1
stated that “Lack of resources such as internet lead student to not accessing LMS”.

Cost Effectiveness. Another challenge reported by participants was cost effective.
This incurs the cost of downloading the materials from LMS. This challenge particu-
larly reported by students, they said that always they need internet connection while at
home to perform activities related to LMS such downloading any task posted by
instructor. The majority of them said that they don’t afford to buy data bundle for the
internet services.

Devices. Inadequate number of ICT devices like computers or laptops was also
mentioned as challenge faced participants while using the LMS. This is supported by
the following statement from instructor B2 “The big problem of implementing LMS is
infrastructure in terms of networking, shortage of lab as well as shortage of learning
devices such as computer, ipad, etc.”.

Time Consuming. Move over, some of students mentioned that LMS is time con-
suming. They claim that they had limited time to access computer labs for LMS system
whilst the most of them had no laptop computers or smartphone that support LMS.

Table 3. (continued)

No Perceptions Respondents Agree
n (%)

Neutral
n (%)

Disagree
n (%)

7. I have adequately pedagogical support
during course development within
LMS

Instructors 7 (70) 2 (20) 1 (10)

8. I would prefer blended teaching with
LMS over traditional (face to face)
teaching

Instructors 7 (70) 2 (20) 1 (10)

9. The course had clear objectives Students 274 (65.4) 92 (22) 53 (12.7)
10. I would have preferred LMS than

taking down my own notes in class
Students 184 (44.4) 108 (26.1) 122 (29.4)

11. The online quiz and assignments were
graded fairly

Students 215 (52) 114 (27.6) 84 (20.3)
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For example, student A2 stated that “This e-learning system seems good for us and
helpful, but the challenge is that some of us don’t have smart phone or laptop and labs
are always full”.

Integration of LMS vs Students’ Information System. Integration of LMS and other
University’s system such as students’ information system (zalongwa) was another
challenge mentioned faced the LMS systems. The participants raised that after register
to the zalongwa they have to register again in LMS in order to get access to services.

Limited Availability of Technical Support. Another challenge raised by both
instructors and students was technical support. The participants mentioned that they get
minimal technical support on the using LMS. For example, one of the students, student
A3 stated that “The system produce error on php to the students when using after
sometime”. Thus, most of participants suggested that long time training is needed on
how to use the LMS features before it deployment.

3.5 Participants Views, Opinions and Recommendations

The participants shared their views on improving the use of LMS for teaching and
learning at SUZA. Their responses were directly related to LMS and ICT infrastruc-
tures that support the implementation of the LMS. These include availability of the
internet and supportive staff. The participants suggested that the internet connection
should be available at all time and with high speed, and the University should allocate
staff who specifically available for providing support to LMS.

Another suggestion was about a number of computers available at University. The
participants suggested that the computers are not adequate to be used for all students at
University, thus the University should increase a number of computers to be available
for LMS system. Once the computers adequately settled, training on how to use the
Moodle and LMS in general should be provided to all instructors and students.

The integration of zalongwa and LMS was also suggestion provided by the par-
ticipants in order to improve the LMS system. They recommended that once student
registered to zalongwa system, it should then automatically grant the access to LMS
system without ask students to register again.

Literature suggests that students are increasing using different forms of digital
technologies to support their learning [2, 3, 6], however in many developing countries
there are a number of challenges associated with perceptions, adoption, and technical
infrastructure.

4 Conclusion

Learning management systems (LMS) have been widely used in higher education for
enhancing traditional classroom teaching. This study found number of opportunities
and challenges associated with the implementation of LMS at SUZA as one of the
university in developing countries. Although, SUZA is in the process of deploying the
LMS to entire University, the findings of this study indicated that there is need to
integrate the Moodle into every course provided by the University in order to easily
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support pedagogical activities. However, to do this successfully, the University has to
strengthen ICT infrastructure. The findings clear show that almost half of the partici-
pants have keen interest and are willing and believe in the power of the LMS to
effectively support their teaching and learning. Although the students who participated
in this study showed their willingness to use the Moodle, the findings demonstrated that
the overall participation of students was low compared to the total number of students
who registered a particular course. The participants proposed that strengthening the
ICT infrastructures like computers lab with internet connections, stable power supply
and reliable internet will afford them the opportunity to utilize LMS in teaching and
learning effectively. Both students and instructors believe that once infrastructural
challenges were taken care of, the Moodle can be easily integrated into all programmes
and courses at SUZA as a results it will raise student’s performance.

The main contribution of this paper is related to the administration of e-learning
platform. In order to successful LMS operate, needs dedicated administrator and
technical support. The implementation of LMS necessitates reliable internet and
enough computers especially when you have large number of students. It is also worthy
for remote learning environment.

The findings of this study indicate some research opportunities that can be devel-
oped, seeking to fill the gaps identified by this study. The implications for the LMS in
pedagogy cannot be weighted unless there is a research agenda.
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Abstract. With the exponential evolution of the Internet of Things
(IoT), ensuring network security has become a big challenge for net-
work administrators. Network security is based on multiple independent
devices such as firewall, IDS/IPS, NAC where the main role is to monitor
the information exchanged between the inside and outside perimeters of
the enterprises networks. However, the administration of these network
devices can be complex and tedious if it is performed independently on
each of them. In recent years, with the introduction of the Software
Defined Networking concept (SDN) offers many opportunities by pro-
viding a centralized and programmable administration. In this article,
we propose a distributed SDN architecture for IoT with a coupled con-
trollers/IDS, by using APIs to dynamically analyze, detect and delete
malicious flows. The management of network security is therefore sim-
plified, dynamic and scalable with this approach. We also present the
deployment of a real network to test our solution.

Keywords: IoT · SDN · Security · OpenFlow · Firewall · IPS/IDS ·
NAC

1 Introduction

With the emergence of a large variety of internet-connected devices which are
used in many areas of everyday life, such as health, education, economy, transport
and military, it raises new challenges related to the network security management
and monitoring a high network traffic of end-users communication.

Nowadays, the most networks security systems are commonly based on tra-
ditional techniques such as firewall, intrusion detection system (IDS), intrusion
prevention system (IPS) and network access control (NAC). These mechanisms
are difficult to manage and need to evolve toward the next network generation
architectures [1].

To simplify the management and to secure network traffic exchanges, the new
concept of SDN was introduced in 2011. This technology has many and varied
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advantages presented in [2]. The SDN is a new approach for network architecture
which consists in decoupling the control plane from the data plane1,2, allowing
the centralization of all control functions on an external node which is called
SDN controller. The controller implements forwarding flow rules and it may be
installed on one machine or several physical or virtual machines. It exists several
types of SDN controllers such as ONOS3, OpenDayLight4, POX5, RYU6 and
so on. Their fundamental differences are related to the programming language
and the southbound supported protocol. For example, the OpenDayLight (ODL)
controller that we use in our testbed platform, is designed in Java and Python
including REST services.

OpenFlow is a standard protocol7 that allows the communication between
the SDN controller and network devices (switches, routers, etc.). The message
exchanges are encrypted by the SSL protocol. OpenFlow protocol has the ability
over the SDN controller to access and manipulate [3] forwarding rules of packets
installed on an OpenFlow switch. ODL supports the OpenFlow version 1.3.

The enthusiasm of the principal technology companies such as Google and
Microsoft [4,5] in the deployment of SDN at their datacenters create many oppor-
tunities for this new concept which can become a reality. Moreover, it has become
an open solution and is begin to be generalized in small infrastructures.

However, IoT involves new challenges. The number of devices is greater,
resulting in an increase of flows rules, security menaces and the overload on the
controller. Classical architectures must therefore be adapted to take those issues
into account. In this article, we propose a decentralized solution based on SDN
controllers coupled with IDS. In a domain that we call a cluster, each network
OpenFlow device is connected to a SDN controller. The IDS allows to monitor
the flow of a cluster and, by communicating with the controller via the REST
API, to block the malicious flows. In this case, it reduces the overload of the
controller.

In order to analyze our solution, we deployed an architecture in a real test
environment based on virtual machines. Thus, instead of using simulators or
emulators, we can analyze our solution in a real case of use and highlight monitor
OpenFlow messages exchanged.

In the next section, we present a state of the art on network security with
SDN. Then, we propose our security approach that allows to detect and isolate a
flow of malicious packets dynamically with the SDN concept. Finally we conclude
by including some ideas for our perspectives of future works.

1 https://www.opennetworking.org/sdn-resources/sdn-definition.
2 https://www.opennetworking.org/sdn-resources/openflow.
3 http://www.onosproject.org.
4 https://www.opendaylight.org/.
5 https://openflow.stanford.edu/display/ONL/POX+Wiki.
6 https://osrg.github.io/ryu/.
7 https://www.opennetworking.org/sdn-resources/openflow.
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2 State of the Art

To secure a network, we have two main directions: The first option includes the
use of the traditional solution based on specific security components (like fire-
wall, IPS, IDS, etc.) and the second one uses the SDN architecture. Previously,
we describe that the SDN simplifies the network management with a central-
ized global view allowing to program the security thanks to the different APIs
provided by the controllers.

Software Defined Networking (SDN). To illustrate the operational principle
of SDN, we propose a simple network with two hosts h1 and h2 connected
through a switch managed by an ODL controller. Figure 1 shows the different
phases of an ICMP packet exchanged between h1 and h2. First, the ICMP packet
is sent to the switch (1) and it is transmitted to the controller (2). The controller
analyses the ICMP packet and installs the flow on the switch (3). h2 receives
the ICMP packet (4). Finally, the flow is installed and h1 can exchange ICMP
packets with h2 (5).

Fig. 1. Flow exchange in an OpenFlow network

When a flow rule is installed on the switch, the controller will not be contacted
again to install the same flow. In this case if h1 or h2 are compromised, all the
network security become vulnerable.

SDN and the Networks Security. In [6], the authors propose a level 2 cen-
tralized firewall based on MAC address filter and the SDN POX controller. But,
the network attacks are more and more sophisticated, this kind of detection is
not suitable. The authors in [7] describe a firewall application based on layers
2 to 4. They analyze network traffic and compare the packets headers received
according to predefined rules. If the application detect a threat the packet is
deleted, otherwise it is transferred to its destination. In these two works, the
SDN controller is central point of detection. However, the centralization with
only one controller is a critical point failure: if the controller is attacked and if
an attacker takes its control, the security of the whole network is compromised.
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In addition, if there are a large volume of traffic the controller will have an over-
load resources. The controller is no longer enough available to perform security
and the analysis of network traffic.

In this context, in [8], the authors propose to deploy an SDN infrastructure
with a single controller. The study overview the impacts of OpenFlow related to
flow processing on communications latency. Using the Mininet network simulator
and implementing ICMP traffic, they can verify that the filtered rules of the
firewall reach the controller. Even though, the latency can increase due to a
bottleneck using a single controller. The use of Mininet reflects only a part of
the variability of a real network traffic which involve a large number of OpenFlow
rules.

To improve this fact, Flauzac et al. propose in [9] a solution based on several
controllers with the possibility to organize them into domains. The aim is to
distribute the control network in multiple controllers. An other solution based on
this architecture is described in [10]. The authors propose the use of several NOX
controllers coupled to Hyperflow. Hyperflow is an application that allows the
propagation of events detected by a controller to the neighbors controllers. Also,
the proposed solution helps the management of a controller failure, redirecting
the flows traffic to the other controllers.

Theses solutions reduce the bottleneck on a single controller, but the division
into domains is not dynamical because the number of components increase and
reduces the efficiency of each controller. Redirect the network traffic impacts on
the network and controllers overload, increasing the latency.

A solution consists on separate a part of the network traffic analysis by
using another security tool coupled to the controller: for instance, an IDS or
an IPS. Several solutions has been proposed in [11–13] only tested on Mininet.
Furthermore, the rules need to be specified on the controller and on the IDS
which difficult the network management effectively.

To improve dynamicity, the authors of [14] and [15] use the machine learning
and deep learning concepts coupled to the IDS. The neural network as well as
known datasets, they show that their solution could have good performances
in most of the environment test. However, a global architecture based on alerts
detection linked to the SDN controller has not been proposed. Also, it may be
difficult to adapt with several neural networks.

SDN and IoT. The authors in [16], provides a current status overview of the
IoT networks as well as the security challenges such as object identification,
privacy, integrity, authentication, authorization, and malicious software threats.
Also, they propose a security architecture with an SDN-based security mecha-
nism where an IoT controller exchanges messages with the IoT agents. The IoT
controller is responsible for the transfer decisions based on information received
from the IoT agents and then send the network policies rules through the SDN
controller. Upon receiving the connection request from an IoT agent, the IoT
controller establish the forwarding rules based on network protocols and com-
municate these rules to the SDN controller.
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Bull et al. [17] provides a method to detect and mitigate the suspicious
activity of a connected devices from an SDN-based IoT gateway. The IoT gate-
way has flows entries pre-installed to allow flow traffic analysis, detecting any
suspicious behavior and it can associate to many actions. Three types of action
have been defined: block, transfer or apply QoS rules. The issue of this proposed
solution is the static configuration of the rules on the IoT gateway.

In [18], the authors propose a distributed security architecture for IoT by
using the SDN architecture. Their solution secure the traffic monitoring of the
entire network and the high availability with several SDN controllers synchro-
nized and organized into domains. They also propose a multi-domain routing
protocol in an SDN framework to secure the integrity of messages exchanges
between the controllers with the different domains. Although, this solution has
the advantage of a tested virtual environment. However, it does not have an
intrusion detection system. Threats from inside/outside perimeter of the net-
work could compromise the security management.

3 Collaborative Solution for Securing Network Exchanges

Our solution is inspired by the concept of grid of security [1] and the smart
firewall approach [19] to improve security in a traditional network and extend
these proposed solutions to IoT. In this approach, we propose a collaborative
security solution with a distributed controller architecture coupled with an IDS
as shown on Fig. 2. We divide the network into clusters. A cluster is a SDN-
domain that use OpenFlow protocol for communication between the networking
devices with the SDN controller, and an IDS to manage the security on domain
which we call the trusted zone.

Fig. 2. Our SDN distributed cluster-based architecture
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As we described previously, once a flow request is installed on an Openflow
switch, the controller do not receives another request for the same forward-
ing rules which exposes the network to threats in case of compromise devices.
Figure 3 shown how to proceed in three phases to solve this problem.

Fig. 3. Theoretical model of the approach

Network Data Collection. During this first phase, we collect the data to be ana-
lyzed and find a mechanism to take control over all of the data. For this, we use
the port mirroring technique to track all network traffic flow through a particular
port which is constantly analyzed.

Analysis, Detection and Generation of Alerts in Case of Threat. The second
phase consists of analysis and detection of a threat, followed by generation of an
alert in a directory of files logs. To realize this step, we use an intrusion detector
system which can analyze, detect and generate log files on malicious flow.

Removal of the Malicious Flow. In the last phase, we developed an applica-
tion that allows to extract and analyze the logs. Then, if a suspicious device
is detected, the IDS send an instruction to the SDN controller to dynamically
delete malicious flows via the REST API.

By following this procedure, on each trusted zone the IDS analyzes the traffic
and sends an alert to the controller in case of a malicious flow detected. The con-
troller makes a decision by sending a policy rule to the switch via the OpenFlow
protocol prohibiting the flow request of a suspicious nodes. Each controller has
its own security policies implemented based on the IDS response time.

To prevent the threats in other clusters, the controllers exchange information
about security threats in their respective domains preventing the propagation to
other clusters through its East-Westbound API.

4 Implementation

In this part, we explain the implementation of a network management by an
OpenDaylight controller and a Snort IDS.
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Installation of OpenDayLight. The OpenDayLight Controller is an open
source network operating system developed in Java and supported by the Linux
Foundation. It is based on a modular architecture and can be programmed via
applications using the SDN northbound APIs. OpendayLight communicates with
network devices using southbound APIs. The most common southbound protocol
used in SDN environment is OpenFlow.

To make forwarding decision at the level 2/3 of the OSI model, the Open-
DayLight controller knows the network topology as well as the identity of each
devices connected with their IP and MAC addresses. The flow on the OVS switch
are set up with OpenFlow 1.3 version in order to manage and update the entire
network.

For test purpose we have installed a virtual machine on a VMware platform
with 2 CPU, 16 GB of RAM and the OS Ubuntu 16.04. The SDN controller
installed on this machine is the OpenDayLight Beryllium-SR4.

Architecture Implementation. In the literature many tested solution uses the
mininet network simulator. We use virtualization in a production environment
with VMvare platform in order to test real case of use.

To realize our virtual network architecture, a second virtual machine is set
up with Ubuntu 16.04 OS, 2 virtual CPUs and 16 GB of RAM. On this machine,
we installed an OpenFlow 1.3 compatible virtual switch (OVS version 2.6.0) and
Qemu, an open source virtual machine emulator for x86 architecture.

The OVS is an open source software implementation of an Ethernet switch
with a multilayered and distributed system. It is designed to support level 2/3
of the OSI model switch in virtual environments including different protocols
and standards. In our work, it allows the communication between the end-point
devices. Qemu is used to emulate the end-point devices with an Alpine Linux
OS, a lightweight Linux distribution with 48 MB of RAM.

A bash script is developed to launch several virtual end-point devices with the
ability to remotely manage each one of them. The same script is used to launch
the OVS interconnecting Alpine Linux virtual machines with each other. This
allows us to create the link between the OpenFlow switch and the OpenDaylight
controller allowing the control of whole network with OpenFlow protocol. Also,
a dynamic IPv4 address assignment with DHCP is perform by the same code to
each device. On our set up OpenFlow network we have the ability to scale the
number of nodes and the OVS dynamically.

Snort Setting Up. In order to detect the threats, we used a Snort IDS. It’s
an open source network intrusion detection software that allows to analyze IP
network traffic in real time and to detect a wide variety of attacks (e.g. port
scan) with the ability to analyze protocols and search the content of matching
rules.

In this study, we used Snort in NIDS mode, suitable for monitoring multiple
network interfaces. In this mode, Snort acts as a network intrusion detector by
analyzing network traffic and comparing this traffic with rules set up by the
network administrator.
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To deploy Snort, we use a centralized architecture with an IDS which mon-
itors the network traffic on a particular port. Then with a mirroring port tech-
nique all the ports traffic of the network is forward to a particular port that
is constantly analyzed. This centralized architecture with Snort presents the
advantage of a simple implementation, but the disadvantage is bottlenecks in
the event to perform scalable networks.

The integration of snort 2.9.11 into the our network platform, a third virtual
machine is set up with an Ubuntu 16.04 OS, 2 virtual CPU and 16 GB of RAM.
Figure 2 shows the integration of snort in our testbed platform.

After setting up Snort, we defined some non-exhaustive rules for generating
logs for any ICMP request queries such as echo request and echo reply, port scan
and source or MAC IP address spoofing. The alert data generated by Snort are
saved in a log file.

To simulate an attack and evaluate the Snort detection, we installed the
Nmap tool on one of the client virtual machine device. Then, we launch many
successive denial of service attacks, port scans and an IP address spoofing from
the attacker machine. The simulated attack scenarios to observe the reaction of
our solution are described as follow:

Service Denial. At this step the aim is to detect and block attempts to saturate
a target machine with DDoS attacks with the ICMP protocol. We proceeded
by sending ICMP requests to a target machine in our network and determine if
Snort reacted by detecting malicious flows.

Port Scan. In this case, the IDS detects any port scan attempts on the TCP
or UDP protocols and it can block these requests from the source machine. If
an attacker launches a scan to identify open ports and available services on the
network, the snort IDS can detected this attack attempt.

IP or MAC Address Spoofing. With this kind of attack an attacker attempts to
spoof a legitimate MAC or IP address in order to send packets to the network.
A replication of MAC or IP address the systems believe that the source address
is trustworthy.

We notice that Snort detected all kind of attacks performed and saved the
information into logs files. This procedure can be extended to other types of
threats more complex and intelligent.

Linking Snort with OpenDayLight. After setting up the network managed
by an OpenDaylight controller and then integrate snort to monitor the network,
we developed an application that allows the extraction and the analysis of infor-
mation on logs generated by Snort. Then, it sends via the REST API a security
rule to the OpenDaylight controller in order to uninstall a the malicious flow.
REST API is used by the most SDN controllers to exchange network information
with applications. To support the REST API, we added the odl-restconf feature
at the start up of the OpenDaylight controller.

Our developed application exchanges information with the OpenDaylight
controller through the REST API to isolate the source machine by executing a
shutdown on the port at the origin of the threat.
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Figure 4 shows the integration of snort and the OpenDaylight controller on
an SDN network.

Fig. 4. Snort and OpenDaylight integration model

5 Conclusion

Traditional network security techniques based on independent network devices
such as firewall, IPS/IDS and NAC are no longer enough to secure the needs of
future networks architecture, especially the IoT. For this reason, we propose a
new distributed security solution based on an automated threat analysis, detec-
tion and removal managed by the SDN concept. The SDN-based solution and
the threat detection system provides the ability to manage security of a network
based on events detection.

Nowadays, our solution is tested to secure traditional networks and future
works it would be extended to verify the real behaviours performance of IoT
devices. In perspective, the set up of a scalable network with several end-point
devices will allow us to analysis the reaction time of our proposed solution.
Finally, we focus experiments on a single cluster. We plain to monitor the com-
munication between clusters and if it can be achieved by using the controller
integrating SDN features.
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